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Abstract. Certain surfaces that exhibit small textured features can interact with near-wall turbulence and reduce drag, which is of great interest to industries in the aerospace, naval, transport and energy sectors. This paper reviews and discusses the dynamic mechanisms at play in that interaction. General principles of application across different technologies are discussed, and the parameters of interest and relevance are identified. It is argued that the main effect of these surfaces can be expressed as an offset between the positions of the virtual, equivalent smooth walls perceived by different parts of the flow, namely by the mean velocity profile and by the background turbulence, which remains otherwise smooth-like. Individual technologies are also reviewed, including superhydrophobic surfaces, riblets and permeable substrates, with particular emphasis on physical mechanisms that are specific to each technology. We discuss the capillary waves that form in superhydrophobic surfaces and the spanwise-elongated rollers that form over riblets and permeable surfaces.

1. Introduction

This paper focuses on the effect on wall-bounded turbulence of surfaces that are intentionally textured to manipulate the flow, typically to modify the drag compared to a smooth surface. By texture we understand surface features with a typical lengthscale, $L$, which is either uniform or varies along the surface over distances much larger than itself. Such surfaces are generally well suited for homogenization techniques (Zampogna and Bottaro; 2016; Läcis and Bagheri; 2017), and their effect on the overlying flow is collective, in the sense that the background turbulence does not perceive the detail of each individual texture element, but some form of averaged effect.

We restrict ourselves to the effect of these surfaces on canonical flows, such as flows in channels and pipes and boundary layers with zero or mild pressure gradients, and focus on how they alter the otherwise canonical near-wall turbulence over smooth surfaces. In the discussion we will mostly use results from direct numerical simulations (DNSs) in channels. These are simpler than boundary layers in that the flow does not evolve in the streamwise direction, so for instance the friction Reynolds number and the viscous scales are homogeneous along the domain. Results in channels are of application
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To boundary layers provided that the streamwise evolution is slow enough that the flow is quasi-homogeneous at any given streamwise coordinate, which requires that the mean pressure gradient be small. We will use $x$, $y$, and $z$ for the streamwise, wall-normal, and spanwise coordinates, and $u$, $v$, and $w$ for the corresponding velocity components. We will refer to the channel half-height, the pipe radius or the boundary layer height as the flow thickness, $\delta$, and use a ‘+’ superscript to indicate scaling in viscous units, i.e. with the kinematic viscosity $\nu$ and the friction velocity $u_\tau = \sqrt{\tau_w}$, derived from the tangential stress at the wall $\tau_w$.

The first part of the paper is dedicated to the effect of textures in general, when the texture size is small. In section 2 we discuss the effect of the texture in the flow far from the wall, which can be reduced to a shift in the mean velocity profile, independently of how the texture produces that effect. How the surface produces that shift, and how it should be measured, are discussed in section 3. The two sections aim to provide some guidelines that can help unify the interpretation of results by expressing them in the simplest form possible. As the texture becomes larger, the flow starts perceiving its granular nature. We will discuss this effect in the context of superhydrophobic surfaces, which are reviewed in section 4, although this effect can be expected to be general across other types of surfaces.

The second part of the paper reviews some specific surfaces, namely the aforementioned superhydrophobic surfaces of section 4, riblets in section 5 and permeable surfaces in section 6. These sections will focus mainly on the dynamics of flow features which are particular to each surface, and that appear in addition to the homogenized effect of the texture, as the surface selects and excites certain modes in the flow dynamics. The review of such mechanisms is non-exhaustive, but intends to illustrate the increased complexity of the flow when textures become large, with dynamical effects that go beyond the mere modulation of near-wall turbulence. In section 4 we will review the effect of capillary waves in the stability of entrapped gas pockets in superhydrophobic surfaces. In section 5 we will cover the onset of Kelvin-Helmholtz rollers just above a riblet surface when the riblet grooves are sufficiently large, which causes a saturation and eventual degradation of performance. Anisotropic permeable surfaces, a novel, promising technology that could potentially supersede riblets for aircraft applications, are presented in section 6. The paper concludes with some final remarks in section 7.

2. The effect of small surface manipulations on turbulence and drag

Let us assume for simplicity that the surface features can be characterized by a single lengthscale $L$. When $L$ is small, the direct effect on the flow is confined to the near-wall region, as it decays exponentially with the wall-normal height, $y$, as $\sim e^{-y/L}$ (Seo et al.; 2015). According to the classical theory of wall turbulence, the only effect farther from the wall is a constant shift $\Delta U^+$ in the velocity profile, while both the Kármán constant $\kappa \approx 0.4$, and the ‘wake’ function are unaffected (Clauser; 1956). While changes
in drag are Reynolds-number dependent, $\Delta U^+$ has extensively been discussed as being universal, so long as the surface parameters remain the same in viscous units (Luchini; 1996; Spalart and McLean; 2011; García-Mayoral and Jiménez; 2011a), i.e. $L^+$ constant in our case. In the logarithmic region and above we then have

$$U^+ = \frac{1}{\kappa} \log y^+ + B + \Delta U^+, \quad (1)$$

where $B$ includes both the near-wall intercept for a canonical, smooth-wall flow, and the contribution from the wake component. The dependence of $\Delta U^+$ on $L^+$ at large Reynolds numbers is affected by the modulation of the local viscous lengthscale by the intensity of the outer scales in the flow (Mathis et al.; 2009; Zhang and Chernyshenko; 2016), although this effect is typically second order and will be neglected here. The shift $\Delta U^+$ produced by some active surfaces has also been shown to be essentially independent of the Reynolds number and to fully characterize the surface effect (Gatti and Quadrio; 2016). It is also widely used in roughness literature, where it is often called the ‘roughness function’ or ‘Hama constant’ (Jiménez; 2004; MacDonald et al.; 2017) and has reversed sign, as the shift of the velocity profile is generally to lower values, resulting in a drag increase. Equation (1) can be used to estimate the change in drag caused by a given $\Delta U^+$. In external flows, the friction coefficient $c_f$ is typically based on the free stream velocity, $U_\delta$,

$$c_{f,BL} = 2\tau_w/U_\delta^2 = 2/U_\delta^{+^2}, \quad (2)$$

while in internal flows it is more frequent to define it in terms of the flow rate, that is, of the bulk velocity, $U_B$,

$$c_{f,CH} = 2\tau_w/U_B^2 = 2/U_B^{+^2}. \quad (3)$$

The drag reduction, $DR$, is typically defined as the relative decrease in $c_f$ compared to that for a smooth wall, $c_{f,0}$,

$$DR = -\frac{\Delta c_f}{c_{f,0}}. \quad (4)$$

The question has often arisen as to what corresponding position to choose for the reference smooth wall. Luchini (1995) showed that this choice is essentially irrelevant for external flows, for which the whole boundary layer is simply shifted vertically when the origin is changed. In internal flows, in contrast, the choice can be crucial, as it implies a change in the hydraulic radius, and $c_f$ has a very strong dependence on it –through a fifth power in turbulent pipes, for instance. Taking the example of riblets, they can be conceived as ridges protruding from the reference wall or as grooves carved into it. If the riblet height is not several orders of magnitude smaller than $\delta$, the difference in drag due to the difference in hydraulic radius in the reference case could be comparable to the actual effect of the riblets, or even larger. If an experiment or simulation is conducted matching the value of $\delta^+$ for the target application, then the reference case should obviously be dictated by the application. If for instance, the aim is to add a coating to the internal side of an already-existing pipe, the actual hydraulic radii of the original and final configurations should be taken into account.
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Figure 1. Degradation of \( DR \) with the Reynolds number for constant \( \Delta U^+ \), according to (5). The reference velocity is the centerline velocity from the numerical channels of Moser et al. (1999), Hoyas and Jiménez (2006), Lozano-Durán and Jiménez (2014), and Lee and Moser (2015). \( \nabla \), \( \Delta U^+ = 1 \); \( \circ \), \( \Delta U^+ = 2 \); \( \triangle \), \( \Delta U^+ = 3 \).

On the other hand, experiments and simulations are often conducted at a reduced scale, with \( L^+ \) matching the envisaged applications, but \( \delta^+ \) substantially smaller, and often only one or two orders of magnitude greater than \( L^+ \). Furthermore, simulations are frequently done in channels for their simplicity, but with a view to boundary-layer applications. Under these circumstances, direct measurements of \( DR \) can be misleading. This is in part due to the measurements being very sensitive to differences of order \( \sim L \) in the hydraulic radius, while the differences would be negligible in the case of application, but also to the dependence of \( DR \) on the Reynolds number through \( U^+_\delta \) or \( U^+_B \). This would leave \( \Delta U^+ \) as the only relevant measure in scaled-down settings. Measuring \( \Delta U^+ \) requires comparing the velocity profiles of the smooth and the textured surface sufficiently away from the wall, at least well into the logarithmic region, which leaves the outstanding question of where to set the height origin for the texture. This will be discussed in section 3.

Even if \( DR \) is not a convenient measure for the performance of a surface across different flow configurations and conditions, it is ultimately the figure of industrial and application relevance. It can be obtained from (4) and either (2) or (3). Using the subscript zero to indicate smooth-wall flows, in boundary layers we would have \( U^+_\delta = U^+_{\delta,0} + \Delta U^+ \). For internal flows, and at the large Reynolds numbers of applications, the contribution to the bulk velocity from the very-near-wall region, where (1) might not hold, is negligible, so we would also have \( U^+_B = U^+_{B,0} + \Delta U^+ \). The drag reduction is then given by

\[
DR = 1 - \left( \frac{1}{1 + \Delta U^+/U^+_{\delta,0}} \right)^2,
\]

where \( U^+_{\delta,0} \) would be substituted by \( U^+_{B,0} \) for internal flows if \( c_f \) based on the bulk
velocity was used. Linearized versions of (5) where proposed in Luchini (1996) and García-Mayoral and Jiménez (2011a), but these can only be expected to be accurate for $DR \lesssim 10\%$, and are probably not needed given the simplicity of (5). Estimates for the change in $DR$ with the friction Reynolds number, $Re_\tau = \delta^+$, are given in figure 1 up to Reynolds numbers of industrial relevance, $Re_\tau \approx 10,000$. The figure shows that, although the decrease in $DR$ is logarithmic, it can be of order $\sim 1/3$ between measurements at low $Re_\tau$ and applications. On the positive side, further decreases can be expected to be smaller if the logarithmic trend is extrapolated up to $Re_\tau \approx 100,000$.

On a final note on the ambiguity of $DR$ measurements at low $Re_\tau$, significant differences can be observed depending on the setup of both experiments and simulations. For instance, in numerical periodic channels with texture, the drag force on the surfaces cannot be defined unambiguously unless the cross-sectional area is uniform along $x$ (MacDonald et al.; 2018). In addition, channel simulations are often run at constant flow rate or constant pressure gradient, letting the other fluctuate over time about its statistically steady value. Frohnapfel et al. (2012) have discussed in depth the significance of these different setups. For certain applications, the flow rate needs to meet a constant demand, so the first option would be most suited. If, instead, the pressure loss along the duct is capped by the pumping technology, the second option would be preferable. Frohnapfel et al. (2012) also considered a third option, constant power input, which would be suitable when the power available to impel the fluid is the limiting factor, as is often the case in hydraulic applications. However, the distinction between these different setups is once more relevant when the simulations match the conditions of the target application, particularly the Reynolds number. Extrapolating the results to higher Reynolds numbers can again be misleading. For instance, simulations at constant $U_B$ with drag reduction can experience significant variations in $Re_\tau = \delta u_\tau/\nu$, as the variation in $c_f$ in (3) can only arise from variations in $\tau_w = u_\tau^2$. If the reference, smooth-wall flow is at sufficiently low $Re_\tau$, this can result in a relaminarization of the flow. The profound changes in the flow dynamics would then not correlate with the subtler modulation that could be expected at large $Re_\tau$. On the other hand, assuming that a given texture at size $L^+$ always results in the same $\Delta U^+$, results can be still extrapolated to higher Reynolds numbers, and whether $U_B$ or $u_\tau$ are to remain constant can be considered separately. It should however be noted that the effect of the texture can be expected to depend on the actual value of $L^+$, that is, both $L^+$ and $\Delta U^+$ would need to be scaled with the friction velocity of the resulting flow, and not that of the reference smooth wall, to remain $Re_\tau$-independent.

3. Protrusion heights, slip lengths and virtual origins

The concept of protrusion height was proposed by Bechert and Bartenwerfer (1989) for riblets. Bechert and Bartenwerfer suggested that, taking as reference the plane of the riblet tips, $y = 0$, the mean streamwise flow experienced a different virtual origin, at a depth below the tips that they termed protrusion height, $\ell_u$. If $L$ is small, notionally
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$L^+ \ll 1$, the velocity profile in the immediate vicinity of the wall is essentially linear, as in the viscous sublayer over a smooth wall. The concept of protrusion height can then be expressed through an apparent Navier slip condition for the overlying flow,

$$u = \ell_u \partial u / \partial y.$$  (6)

Elsewhere, for instance in the superhydrophobic-surface community, $\ell_u$ is called slip length. We will also refer to the height $y = -\ell_u$ as the virtual origin for the streamwise velocity. In wall units, the Navier slip condition for the mean flow is $U^+(y^+ = 0) = \ell^+_u$, so the concept of slip length $\ell^+_u$ is often used interchangeably with that of slip velocity, $U^+_s = U^+(y^+ = 0)$.

Luchini et al. (1991) noticed that the characterization of the surface through $\ell_u$ was incomplete, and proposed that a spanwise protrusion height, $\ell^+_w$, was also required. The underlying idea is that a texture that changes drag does so by causing different apparent origins for the mean flow and for the turbulent fluctuations and eddies, particularly for the quasi-streamwise vortices of the near-wall cycle. If the vortices experience a virtual origin above that experienced by the mean flow, they are effectively pushed away from the ‘wall’ or, more specifically, with respect to the plane were the mean $U(y)$ goes to zero, $y = -\ell_u$. As the vortices are displaced away from the wall, the near-wall turbulent mixing of streamwise momentum is reduced. Since this mixing is responsible for the high local wall shear (Orlandi and Jiménez; 1994), the result is a lower skin friction. Luchini et al. (1991) proposed that the virtual origin perceived by the vortices can be defined through a spanwise protrusion height so that, if the vortices perceive the origin at $y = -\ell^+_w$, the corresponding boundary condition at $y = 0$ is $w = \ell^+_w \partial w / \partial y$. From the mean momentum equation for $U(y)$, it can be inferred that the shape of the velocity profile is determined by the dynamics of wall turbulence through the Reynolds shear stress. Let us assume that the only effect of the texture on the turbulence dynamics is setting their origin, that is, the ‘wall’ that they perceive, at $y^+ = -\ell^+_w$. It follows that the only change in the mean velocity profile, compared to a smooth-wall, will be a shift by its value at $y^+ = -\ell^+_u$, that is, $\Delta U^+ = \ell^+_u - \ell^+_w$, which will propagate to any height $y^+$ above. Note that, for this to hold, the granular, direct effect of the texture on the mean flow and the turbulence dynamics needs to be negligible, so only the homogenized effects, i.e. the slip lengths $\ell^+_u$ and $\ell^+_w$, are significant. This implies that, in principle, the requirement $L^+ \ll 1$ can be relaxed to $L^+$ being small enough that turbulent eddies, and the mean flow, only perceive its homogenized effect. This will be further discussed in section 4. Luchini et al. (1991) proposed that the relevant parameter for riblet drag reduction was $\ell_u - \ell_w$. Based on arguments consistent with the discussion in this paragraph, Jiménez (1994) and Luchini (1996) proposed that $\Delta U^+ \propto \ell^+_u - \ell^+_w$, with a constant of proportionality between 0.6 and 1 depending on the author (see also Bechert et al. (1997a) and Luchini (2015)).

However, the adverse effect of $\ell^+_w$ on $\Delta U^+$ saturates for values of $\ell^+_w$ of just a few wall units. In the context of superhydrophobic surfaces, and following Min and Kim (2004), Busse and Sandham (2012) conducted an extensive series of simulations of channels with
\[ \ell^+_u + \ell^+_w \]

\[ \Delta U^+ \]

\[ \ell^+_u - \ell^+_w,_{eff} \]

\[ \ell^+_w \approx 10^{(-2, -1.0.5:2.3)}; \quad \Delta U^+ = \ell^+_u - \ell^+_w,_{eff}. \]

The only notable deviation is for simulations at \( \text{Re}_\tau \approx 180 \) with \( \ell^+_u \sim 100 \), which is in this case \( \sim \delta^+ \). This deviation can probably be explained by surfaces with such large \( \ell^+_u \) perturbing the whole flow thickness, so the results are not extrapolable to the general case of higher Reynolds numbers, for which most of the flow would remain unperturbed. The behavior at \( \text{Re}_\tau \approx 360 \), accordingly, agrees well with (8).

The cause for the saturation of the effect of \( \ell^+_w \) has been recently investigated by Gómez-de-Segura et al. (2018a). The assumption underlying the protrusion height theory is that quasi-streamwise vortices induce a Couette-like, transverse shear over the virtual origin that they perceive, but no wall-normal velocity. This relies on the property
that \( w \) is linear just above the wall while, from continuity, \( v \) is quadratic. To first order, therefore, a displacement to \( y = -\ell_w \) of the virtual origin that vortices perceive could be represented at the boundary plane, \( y = 0 \), through a Robin condition for the spanwise velocity, \( w = \ell_w \partial w / \partial y \), plus impermeability for the wall-normal velocity, \( v = 0 \). In Gómez-de-Segura et al. (2018a), it was argued that the displacement of the vortices, on average, towards \( y^+ = 0 \) would necessarily saturate eventually, unless the shift of the origin perceived by \( w \), \( \ell_w^+ \), was accompanied by a corresponding shift for \( v \), \( \ell_v^+ \). In general, when the virtual origins perceived by \( v \) and \( w \) differ, the quasi-streamwise vortices would experience an intermediate virtual origin, \( \ell_v^+ \). If impermeability for \( v \) holds at \( y^+ = 0 \), the virtual origin for turbulence is the observed \( \ell_T^+ = \ell_{w,eff}^+ \) for slip-only simulations. Preliminary research was conducted on methods to impose a virtual origin for \( v \) as a homogeneous boundary condition, the most successful being the implementation of a Robin boundary condition. These would have the same structure as slip conditions for \( u \) and \( w \), and match the ratio between \( v \) and \( \partial v / \partial y \) at a height \( \ell_v \) above a smooth wall. When this method was used to model a virtual origin for \( v \) coincident with that for \( w \), \( \ell_v^+ = \ell_w^+ \), no saturation of the spanwise slip effect was observed, and \( \ell_T^+ = \ell_w^+ \).

Mean velocity profiles and other flow statistics are compiled in figures 3 and 4 for simulations with different virtual origins for \( u \), \( v \) and \( w \) from Fairhall and García-Mayoral (2018) and Gómez-de-Segura et al. (2018a). The figures show the collapse obtained when the height \( y^+ = -\ell_T^+ \) is used as the origin, with all viscous magnitudes using the corresponding \( u_r \). This \( u_r \) is obtained by extrapolating the linear curve of total stress to \( y^+ = -\ell_T^+ \), although in the range of \( \ell_T^+ \) considered, and at \( \text{Re}_r \approx 180 \), the effect of the shift on \( u_r \) is small. For comparison, the figures also include results portrayed in the conventional form, taking \( y^+ = 0 \) as the origin and scaled with \( u_r \) measured at that height. The results are both from simulations with non-zero \( \ell_u^+ \) and \( \ell_v^+ \), and zero \( v \) at \( y = 0 \), so that \( \ell_T^+ \approx \ell_{w,eff}^+ \), and from a simulation with non-zero \( \ell_u^+ \), \( \ell_w^+ \) and \( \ell_v^+ \), all roughly equal to \( \ell_T^+ \approx 4 \). The different behavior in the latter case is qualitatively noticeable in the panels with origin at \( y^+ = 0 \), and can be attributed to the quasi-streamwise vortices penetrating closer to the boundary plane, as the matching of \( \ell_v^+ \) with \( \ell_u^+ \) impedes the saturation observed in slip-only simulations. However when the results take as reference \( y^+ = -\ell_T^+ \), all the simulations collapse. The question of how to determine \( \ell_T^+ \) in general remains open, but our preliminary work suggests that, at least for \( \ell_T^+ \lesssim 5 \), it could be found a posteriori by matching the curves for \( v'^+ \), \( w'^+ \), the Reynolds stress \( \tau_{uv}^+ \), and the streamwise vorticity \( \omega_x^+ \), as well as the mean velocity profile, in the active region of the near-wall cycle, \( y^+ - \ell_T^+ \approx 10-25 \), to those of smooth-wall turbulence. For simulations with \( v = 0 \) at \( y = 0 \) this results in \( \ell_T^+ \approx \ell_{w,eff}^+ \), and for simulations with \( \ell_v^+ \approx \ell_w^+ \) it results in \( \ell_T^+ \approx \ell_w^+ \). Nevertheless, further work is needed to find a more general form.

The collapse observed in figures 3 and 4 supports the idea that the near wall cycle, and the turbulence dynamics above, remain essentially canonical, that is, maintain the same dynamics as over a smooth wall, and that the effect of the virtual origins on turbulence can be accounted for through the shift \( \ell_T^+ \) alone. This includes both
Figure 3. Mean velocity profiles for simulations with slip and transpiration to model different virtual origins for $u$, $v$, and $w$, from Fairhall and García-Mayoral (2018) and Gómez-de-Segura et al. (2018a). , simulations with zero transpiration and, blue to red, $(\ell_u^+, \ell_w^+) \approx (4,3)$, $(4,4)$, $(6,4)$, $(7,4)$, $(9,5)$, and $(10,6)$, with the black line corresponding to the smooth-wall case; , simulation with $\ell_u^+$, $\ell_w^+$ and $\ell_T^+$ approximately equal to $\ell_T^+ = 4$. (a) Profiles portrayed with the origin at the plane where boundary conditions are imposed, $y^+ = 0$, and scaled with $u_\tau$ measured at that plane. (b) Profiles portrayed shifted to the virtual origin for turbulence $\ell_T^+$, and scaled with the corresponding $u_\tau$.

Figure 4. Rms velocity fluctuations for the simulations of figure 3, represented with the same line styles. (a), with the height origin at the plane where boundary conditions are imposed, $y^+ = 0$, and scaled with $u_\tau$ measured at that plane; (b), with the height origin shifted by $\ell_T^+$, and scaled with the corresponding $u_\tau$. 
the changes in magnitude and the shifts towards the plane $y = 0$ that have been conventionally reported in the literature (Min and Kim; 2004; Busse and Sandham; 2012) and which can also be observed in figure 4(a).

Figure 3 compares the mean velocity profiles for the different simulations of Fairhall and García-Mayoral (2018) and Gómez-de-Segura et al. (2018a) with that for a smooth wall. We should note that setting different origins for the profile can result in different apparent slopes in the logarithmic region, which can be interpreted as a variation in $\kappa$ (see for instance Mizuno and Jiménez (2011) and references therein). The difference can be appreciated in the expansion, for $y^+ > \ell_T^+$, of $\log(y^+ + \ell_T^+)$ as $\log(y^+) + \ell_T^+/y^+$. The correction $\ell_T^+/y^+$ eventually vanishes for large $y^+$, but can be significant for a substantial portion of the logarithmic layer, and manifest as an apparent change in $\kappa$ if $Re_\tau$ is not sufficiently large. The figure suggests that setting the origin using $\ell_T^+$ recovers the correct slope in the logarithmic region, although the logarithmic layer barely exists at these low Reynolds numbers and further simulations would be needed to confirm this. Figure 3(b) indicates that, with the proposed scaling, the only difference for $U^+$ between the different cases would be the shift $\ell_u^+ - \ell_T^+$. This provides the answer to the question raised in section 2 of where to set the height origin for the textured surface. From the virtual origin $y^+ - \ell_T^+ = 0$, and with the corresponding scaling, the velocity profile is smooth-like, particularly far enough from the surface and into the log region, except for the shift

$$
\Delta U^+ = \ell_u^+ - \ell_T^+. 
$$

The plane $y^+ - \ell_T^+ = 0$ should therefore be the virtual origin used to define the position of a reference smooth wall and the friction velocity.

As we have discussed, $\ell_T^+$ plays a fundamental role in the displacement of the quasi-streamwise vortices relative to the plane $y = 0$, and is essentially determined by $\ell_w$ and $\ell_v$. In turn, $\ell_u$ plays an important role in determining the shift of the mean flow, but is relatively inactive with respect to the turbulent cycle. These differences appear in the flow rms fluctuations portrayed in figure 4(b). The curves for $v^+$, $w^+$ collapse with the smooth-wall data at all heights. In contrast, $u^+$ collapses well above $y^+ - \ell_T^+ \gtrsim 15$, but deviates below this height, as the profiles of $u^+$ decay linearly towards their respective origins, at $y^+ = -\ell_u^+$. The only case that collapses with the smooth one in this region is, therefore, the one that has $\ell_u^+ = \ell_T^+$. For $\ell_u^+ > \ell_T^+$, there is an increased $y^+$-range where viscosity acts to bring $u^+$ quasi-linearly to zero, and the local gradient is therefore smaller. This is likely responsible for the slight increase of the peak value near $y^+ - \ell_T^+ \gtrsim 15$ observed in figure 4(b)

In summary, textured surfaces where the texture is small enough to be perceived as a homogeneous surface by the flow, can be modeled as presenting different virtual origins for the different velocity components, $\ell_u^+$, $\ell_T^+$, and $\ell_w^+$. The virtual origin perceived by the quasi-streamwise vortices, $\ell_T^+$, is set by the latter two, and sets the scale for the overlying turbulence, which otherwise remains smooth-like. Luchini’s theory of protrusion heights can then be generalized to the shift $\Delta U^+$ produced being given by the difference between
\[ \ell_+^u \text{ and } \ell_+^T, \text{ as expressed in (9).} \]

For a given surface, the texture lengthscale \( L^+ \) changes with the viscous lengthscale of the overlying flow, \( \nu/\tau \). As \( L^+ \) increases, so do \( \ell_+^u \), \( \ell_+^T \), and their difference. Therefore, drag-reducing surfaces improve their performance for increasing \( L^+ \). However, the improvement eventually breaks down. One reason is that the flow begins to perceive the texture granularity, so its effect is not merely the homogenized one. This will be discussed in section 4.1 in the context of superhydrophobic surfaces. In addition, larger textures can select and excite additional dynamic modes in the flow. These effects vary greatly depending on the type of surface texture. Examples for superhydrophobic and riblet surfaces are given in sections 4 and 5.

### 4. Superhydrophobic surfaces

Superhydrophobicity enables textured surfaces immersed in water to entrap pockets (or bubbles) of air. The bubbles can lodge within the texture grooves, when the groove size is small enough. This is known as the Cassie-Baxter state. In the opposite, fully wetted condition, or Wenzel state (Wenzel; 1936), the surface cavities are filled with water, and the hydrophobic effect is lost. Under Cassie-Baxter conditions, much of the overlying water flow is in contact with the entrapped air, instead of with the solid surface. The air layer acts then as a lubricant for the outer flow, which can effectively slip over the wall, experiencing reduced friction compared to conventional, smooth surfaces (Rothstein; 2010). Ou and Rothstein (2005) showed experimentally that, under turbulent conditions, superhydrophobic surfaces are able to achieve high drag reductions, of up to at least 25%. Min and Kim (2004) studied the reduction for turbulent flows numerically, modeling the superhydrophobicity of the surface as a homogeneous slip length, which implies that the surface texture modeled is isotropic. To account for texture anisotropy, Busse and Sandham (2012) conducted DNSs with different streamwise and spanwise slip lengths, with the results discussed in 3. The detailed geometry of the texture was first studied in simulations by Martell et al. (2009), who used a patterned slip/no-slip boundary condition to model the alternating contact with the entrapped air pockets and the roughness crests.

Although the drag-reducing properties of superhydrophobic surfaces on turbulent flows have received a great deal of attention recently, both experimentally (Ou and Rothstein; 2005; Gogte et al.; 2005; Daniello et al.; 2009; Park et al.; 2014; Ling et al.; 2016; Gose et al.; 2018) and numerically (Min and Kim; 2004; Martell et al.; 2009, 2010; Park et al.; 2013; Türk et al.; 2014; Jelly et al.; 2014), the interaction of these surfaces with the flow is not yet fully understood. Most experimental measurements reported have been conducted at texture sizes of order \( L^+ \approx 0.5–5 \). Although no clear reason is often given, it is likely that for larger textures the stability of the bubbles is lost, and with it the drag-reducing effect. In contrast, numerical simulations have often been conducted at \( L^+ \sim 100 \), and only more recently have simulations with \( L^+ \sim 10 \) been conducted. This is due to a compromise between computational cost and physical
fidelity, but it is not clear if some of the dynamics that are dominant in the former range of $L^+$ are also important at the smaller sizes of real applications. It is also questionable whether the air bubbles would remain stable at such large $L^+$, were their stability not forcefully imposed through the numerical model. In particular, the above cited simulations assumed that the gas-liquid interfaces maintained a perfectly flat, rigid shape. The reduction predicted in numerical studies increases monotonically with $L^+$, in agreement with the theoretical predictions of Lauga and Stone (2003), Fukagata et al. (2006), and Ybert et al. (2007), although the behavior deviates from theory for large textures. In real flows, however, the superhydrophobic effect would be completely lost for sufficiently large grooves, once the Cassie-Baxter state is lost and the surface fully wetted (Aljallis et al.; 2013). Progress is currently being made on the fabrication of hierarchical (Lee and Kim; 2011b,a) and gas-pocket-restoring (Lee and Kim; 2012) surfaces to minimize the impact dewetting effects.

Some work in the literature focuses on possible degrading effects, which would eventually lead to the depletion of the gas pockets, but the mechanisms that cause the degradation remain largely unknown. Hyvölähma and Harting (2008) and Teo and Khoo (2010) studied the effect of bubble shape when the interface is not perfectly flat, while Busse and Sandham (2013) have analyzed how the performance degrades as the air layer is lost, and the texture crests begin to protrude out of it, introducing a roughness-like effect. Lee and Kim (2009), Patankar (2010), and Samaha et al. (2011) have analyzed the transition from the Cassie-Baxter to the Wenzel state through static pressure effects, while Aljallis et al. (2013) and Liu et al. (2016) have considered the effect of shear on bubble depletion, the latter in the context of liquid-infused surfaces.

Here, we will use superhydrophobic surfaces to illustrate the effect of texture granularity on the slip properties of a surface, and discuss the additional dynamic effects caused by the interface deformability at larger $L^+$.

4.1. The effect of texture on slip

Some of the studies on the effect of $\ell_u^+$ and $\ell_w^+$ discussed in section 3 where conducted in the framework of superhydrophobic surfaces. It is unfortunate that the connection with Luchini’s protrusion height theory and the concept of an offset between virtual origins for $u$ and $w$ (Jiménez; 1994; Luchini; 1996) was not properly established, given that both mechanisms are actually the same (Luchini; 2015).

Homogeneous slip conditions of the form of equation (6) were used to model and study the superhydrophobic effect in the simulations of Min and Kim (2004), Fukagata et al. (2006), and Busse and Sandham (2012). They have also been used to study dynamic effects within the gas layer (Busse et al.; 2013; Aghdam and Ricco; 2016). However, these models neglect the irregularity in the surface wetted by the overlying water flow, which is made up of the gas-liquid interface interspersed by the solid protrusions of the rough surface, which act as pylons onto which the interface attaches.

To model the alternating contact with the entrapped air pockets and the roughness
crests, Martell et al. (2009) introduced a patterned free-slip/no-slip boundary condition. Figure 5 illustrates the flow over an instance of such modeled surface. This approach does not account for the finite viscosity of the gas and the corresponding finite shear at the liquid/gas interface (Schönecker et al.; 2014), nor for the surface not being perfectly flat, but subject to deformation either statically (Hyvälüoma and Harting; 2008; Teo and Khoo; 2010; Busse and Sandham; 2013; Seo et al.; 2015) or dynamically (Seo et al.; 2018). Nevertheless, it provides a first-order approximation to the granular effect of the texture, and it has become widely adopted (Park et al.; 2013; Jelly et al.; 2014; Türk et al.; 2014; Seo et al.; 2015; Rastegari and Akhavan; 2015; Seo and Mani; 2016; Fairhall and García-Mayoral; 2018).

Seo and Mani (2016), Fairhall and García-Mayoral (2018) and Fairhall and García-Mayoral (2017) used the above model to study the effect of the surface granularity, by comparing simulations with square posts in an equispaced arrangement, as shown in figure 5, with simulations with equivalent uniform slip lengths, \( \ell^+_x \) and \( \ell^+_z \). Seo and Mani (2016) reported that the homogenized slip length model broke down for texture sizes of order \( L^+ \gtrsim 10 \), which yielded \( \ell^+_x \approx \ell^+_z \approx 4 \) in the configurations studied. The breakdown was caused by a loss of correlation between the tangential velocities and the corresponding shears, when averaged over a texture-periodic unit, for which a perfect correlation would have the form of (6). The traditional, qualitative argument is that this breakdown occurs when \( L^+ \) becomes comparable to the length scales in the overlying turbulence, which therefore no longer perceive the surface as homogeneous. To
investigate the validity of this assertion, Fairhall and García-Mayoral (2018) analyzed the correlation in Fourier space, as shown in figure 6. They could then discriminate different flow lengthscales, and test whether, at large $L^+$, flow lengthscales much larger than $L^+$ still experienced a uniform slip condition. Their results showed that this was not the case, as the velocity-shear correlation was lost across all lengthscales. Fairhall and García-Mayoral (2018) suggested that this was caused by the singularity introduced by the step change from the exposed surface of solid posts, with no slip, to the fluid interface, with free shear. The Fourier transform of a step change is dense, so the signature of the texture scrambles into the whole Fourier space, and is not restricted to wavelengths of order $\sim L^+$. However, it has been shown that, for small textures, the flow can be decomposed into a background turbulent signal, essentially free from a texture signature, and a texture-coherent component, with the latter modulated in amplitude by the former (Abderrahaman-Elena and Garcia-Mayoral; 2016). This is similar to conventional triple decomposition (Reynolds and Hussain; 1972), except for the amplitude modulation, which is necessary to minimize the footprint of the texture on the background signal. Fairhall and García-Mayoral (2018) argued that the texture-coherent component was responsible for the loss of shear/velocity correlation, and in Fairhall and García-Mayoral
Figure 7. Instantaneous realizations of velocity at the interface plane $y = 0$ for a modeled textured superhydrophobic surface with $L^+ \approx 18$, from Fairhall and García-Mayoral (2018). (a), full $u$ signal; (b) background turbulent signal for $u$, removing the contribution from the texture-coherent flow, induced and modulated in amplitude by the background signal. (c), full $w$ signal; (d) background turbulent signal for $w$, as in (b).

(2017) they showed that this component carried all the uncorrelated part of the velocities and shears. The extraction of the background component from the full signal is illustrated in figure 7 for $L^+ \approx 18$. For smaller $L^+$, the result is similar to spectral filtering, but for this texture size the lengthscales of the texture and the smallest features of the overlying turbulence overlap, so spectral filtering would also remove part of the background signal. Fairhall and García-Mayoral (2017) showed that, when the texture-coherent component is removed, the correlation between velocities and shears in the background turbulent signal is recovered. The correlation is nearly perfect, even for textures as large as $L^+ \approx 35$, as shown in figure 6, compared with the lack of correlation in the full flow signal. Therefore, slip lengths could unambiguously be defined for the background, turbulent flow.

Fairhall and García-Mayoral (2017) subsequently studied whether such slip lengths were sufficient to model the effect of the superhydrophobic surface on turbulence. To compare with texture-resolving simulations, they conducted a set of simulations with homogeneous slip conditions, selected so they matched $\ell^+_u$ and $\ell^+_w$ obtained from the textured-resolving ones. These homogeneous-boundary simulations have been discussed
Figure 8. Mean velocity profiles for simulations of textured superhydrophobic surfaces from Fairhall and García-Mayoral (2018). Blue to red, $L^+ \approx 12, 18, 24, 35, \text{ and } 47$, with the black line corresponding to the smooth-wall case. (a) Profiles portrayed with the origin at the plane where boundary conditions are imposed, $y^+ = 0$, and scaled with $u_\tau$ measured at that plane. (b) Profiles portrayed shifted to the virtual origin for turbulence $\ell_T^+$, and scaled with the corresponding $u_\tau$.

Figure 9. Rms velocity fluctuations for the simulations of figure 8, represented with the same line styles. (a), with the height origin at the plane where boundary conditions are imposed, $y^+ = 0$, and scaled with $u_\tau$ measured at that plane; (b), with the height origin shifted by $\ell_T^+$, and scaled with the corresponding $u_\tau$. 
in section 3, where it was shown that turbulence remained canonical, smooth-wall-like, save for the offset of apparent origin to $y^+ = -\ell^+_T$. Results for the corresponding texture-resolving simulations are shown in figures 8 and 9. Figure 8 portrays mean velocity profiles that can be compared directly with those of figure 3. The downward trend with increasing $L^+$ of the profiles with origin at $y^+ = 0$ is qualitatively similar to that observed for homogeneous slip, but more pronounced. The results with origin at $y^+ = -\ell^+_T$, in turn, show deviations from the smooth-wall profile that increase with $L^+$. These deviations can also be appreciated in the rms fluctuations portrayed in figure 9. Once the fluctuations are rescaled to have the origin at $y^+ = -\ell^+_T$, simulations with $L^+ \lesssim 20$ show good agreement with the smooth-wall data. For $L^+ \approx 24$, a small deviation can be observed, but for $L^+ \gtrsim 30$ the deviations become more profound and the fluctuations can no longer be ascribed to those of canonical near-wall turbulence. These results suggest that, for $L^+ \lesssim 25$, the effect the texture on the background turbulence essentially reduces to setting a virtual origin below the actual surface, through a homogenized slip effect that can be expressed through a slip length $\ell^+_w$. For $L^+ \gtrsim 30$, however, the effect of the texture can no longer be reduced to an effective slip boundary condition. The flow decomposition of Abderrahaman-Elena and Garcia-Mayoral (2016) suggests that any further effect is caused by the non-linear coupling of the texture-coherent and the background-turbulence components. This coupling can only occur through the advective terms in Navier-Stokes equations, and its signature cannot be extracted when filtering out the terms due exclusively to the texture-coherent flow. The effect of the texture extends then beyond merely imposing a boundary condition, and can be interpreted as a forcing in the fluid equations for the background turbulence in the near-wall region.

4.2. The effect of interface deformability

The effect of the texture granularity discussed in section 4.1 is adverse, but is intimately associated to the ability to produce a slip-length, given that, at least in the vanishingly small limit, slip lengths are obtained from solving the flow over the detailed texture (Luchini et al.; 1991; Lauga and Stone; 2003; Ybert et al.; 2007). As the texture size increases, other dynamical mechanisms arise that can degrade drag further. For superhydrophobic surfaces, some of these mechanisms are caused by the deformability of the air/water interfaces. These deformability is governed by the surface tension $\sigma$ through the force balance across the interface, the Young-Laplace equation. Its linearized form is

$$\nabla^2 \eta \approx \frac{\Delta p}{\sigma},$$

(10)

where $\eta$ is the interface height and $\Delta p$ the local, instantaneous pressure jump across the interface. The effect of this deformability was studied in Seo et al. (2015) and Seo et al. (2018).

In Seo et al. (2015), the stationary interface deformation caused by the time-averaged flow was studied. This flow has stagnation regions just before and after the posts, causing a texture-coherent distribution of low and high pressure that can be
observed in figure 10. Seo et al. (2015) analyzed how the resulting deformation would scale with $L^+$, the slip velocity $U_s^+$ and the Webber number $We^+ = \rho u_* \nu / \sigma$, and used the results to estimate when the maximum contact angle admissible by the interface would be exceeded. This provided bounds for realizable texture sizes $L^+$ at different flow conditions, given by $We^+$, beyond which the entrapped gas pockets could not be expected to remain stable.

In Seo et al. (2018), the time-dependent, dynamic coupling of the flow and the interface was implemented into DNSs. The authors found that a dynamical mechanism, separate from canonical near-wall turbulence, developed when the fully-coupled interface
deformation was considered. This mechanism consisted of spanwise-coherent, interfacial capillary waves propagating upstream, as those shown in figure 10. These are similar to the natural, membrane-like modes of deformation of a two-fluid interface studied in classical literature (Squire; 1953; Taylor; 1959). Seo et al. (2018) again analyzed how the resulting deformation scaled with $L^+$, $U_s^+$ and $W^+$, and use this information to find the limits for textures realizable under failure due to this capillary waves.

Considering the two mechanisms just discussed, the resulting realizability maps are illustrated in the schematic of figure 11. Most applications are at $W^+ \approx 10^{-3} - 10^{-2}$ (Seo et al.; 2018). In this range, capillary waves would be the leading mechanism for failure, which could be expected to occur for $L^+ \approx 10 - 20$. Experiments frequently report drag reduction for $L^+ \approx 0.5 - 5$ (Daniello et al.; 2009; Woolford et al.; 2009; Park et al.; 2014), but further and more detailed data is required to determine for what values of $L^+$ beyond these, and through which mechanisms, gas pockets lose their stability. The theoretical limits discussed here, supported by numerical evidence, provide trends and guidelines to orient future experimental campaigns.

5. Riblets

A popular type of surface manipulation is directional roughness, in the form of small two-dimensional protrusions aligned with the flow, which are known as riblets. They have been one of the few turbulent-drag-reduction techniques successfully demonstrated not only in theory, but also in practice, both in the laboratory and in full aerodynamic configurations. A fairly broad early review was that of Walsh (1990b), and more recent ones are those of Choi (2000), who emphasizes the work of the ERCOFTAC drag reduction group, Bushnell (2003), which is oriented towards drag reduction techniques for aircraft, and García-Mayoral and Jiménez (2011a), focused mainly on the flow physics. Jiménez (2004) viewed drag reduction by riblets as a transitional roughness effect.

Riblets of different geometries have been tested in wind tunnels, demonstrating drag reductions of up to 10% over flat plates. These are lower than those achieved by superhydrophobic surfaces, but while those are restricted to naval applications, riblets can be used in land and air vehicles. Walsh and Lindemann (1984) tested several shapes, including triangular, notched-peak, sinusoidal, and U-shaped riblets, obtaining maximum drag reductions of 7–8% for riblet spacings of approximately 15 wall units. Riblet experiments have also been conducted in oil channels, which allow larger riblet dimensions and better control of the geometry, although typically at lower Reynolds numbers and shorter development lengths than wind tunnels. For example, Bechert et al. (1997a) conducted extensive tests on blade-shaped and trapezoidal-groove riblets, and proposed the latter as a compromise between optimum performance and practical fabrication and maintenance. Off-design conditions have also been considered, including of yaw (Hage et al.; 2000; García-Mayoral and Jiménez; 2011a) and tip erosion (Walsh; 1990a; García-Mayoral and Jiménez; 2011a). Riblet performance is not significantly
affected by yaw angles below 10 deg–15 deg, but drag reduction is negated at 30 deg–35 deg, and a drag increase is observed for higher angles, peaking at 90 deg. Tip sharpness is critical for a good performance, halving for tip radii of order 10% of the peak-to-peak spacing.

Riblets have been used successfully to reduce the overall drag of airfoils (Lee and Jang; 2005) and aircraft (Viswanath; 2002), with optimum riblet spacings of the order of 30-70 \( \mu \text{m} \). Szodruch (1991) reports on the flight tests of a commercial airplane (Airbus 320) with riblets over 70% of its surface, and estimates an overall 2% drag reduction, based on the fuel savings obtained. A summary of those tests, including maintenance and durability issues, can be found in Robert (1992). The discrepancy between the optimum laboratory performance and full configurations is probably to be expected from any method based on the reduction of skin friction. Not all the drag of an aircraft is friction (Roskam; 1987), and much of the latter is distributed over three-dimensional or geometrically complex areas where drag control is difficult to optimize. Traditionally, riblets were implemented as an adhesive plastic film, which presented maintenance difficulties that outweighed the benefits obtained. However, recent manufacturing technologies allow simpler implementation and greater control of the micro-geometry (Kordy; 2015), and are being considered for introduction in the next generation aircraft by the main manufacturers.

There is anecdotal evidence of the successful use of riblets in applications other than aircraft, particularly in sporting events in which cost and maintenance considerations are less important than in commercial aviation. The hull of the USA challengers in the America’s Cup 1987 and 2010 sailing competitions were fitted with riblets, which had been banned by the regulations in intervening years. Both challengers won the Cup, although it is impossible to determine whether riblets had any real role. Riblets were also used in the 1984 Olympic rowing events, but they were subsequently forbidden in official racing, together with all other devices that “modify the properties of the boundary layer”. Racing swimsuits produced by Speedo, TYR and Arena in the early 2000s also employed riblet patterns on the surface to reduce passive drag in competitive swimming (Krieger; 2004), claiming a drag reduction of up to 4%. Much of that improvement was however most likely due to the reduction of form drag, whose contribution in human swimming is much larger than that of friction (Marinho et al.; 2009). Speedo’s latest model, the Fastskin LZR Racer, seems to have dropped riblets completely and turned its focus solely on reducing form drag (Matthews; 2008).

A recurrent theme of riblet research has been the motivation by biological surfaces, which are often geometrically complex. Bruse et al. (1993) conducted oil channel tests on shark-skin replicas, hairy surfaces based on the ideas of Kramer (1937), and riblets with adjustable geometry, and Bechert et al. (1997b) reviewed the drag reduction properties of biological surfaces and their replicas. More recently, Boomsma and Sotiropoulos (2016) conducted DNSs of shark skin denticles, obtaining a net drag increase. In turn, Itoh et al. (2006) conducted experiments on the flow over seal fur, obtaining drag reductions of up to 12%, with a dependence on mean hair separation similar to that of riblets on
Figure 12. Typical riblet drag reduction curve as a function of the riblet spacing $s^+$. Data for a triangular riblet with 60° peak sharpness, from Bechert et al. (1997a). Figure adapted from García-Mayoral and Jiménez (2011b), reproduced with permission.

peak-to-peak spacing. Instead of the directional roughness of conventional riblets, these hairy surfaces exploit the effect of anisotropic porosity, which will be further discussed in section 6.

Another approach to the design of riblets attempts to combine the drag reduction properties of riblets with those of spanwise oscillation of the wall (Jung et al.; 1992). Viotti et al. (2009) suggested that the oscillating effect could also be produced by imposing at the wall a spanwise velocity profile constant in time, but sinusoidal in the streamwise direction. This kind of velocity distribution could be achieved by implementing three-dimensional riblets, with a slight alternative misalignment with the flow, inducing some coherent streamwise-varying spanwise velocity in the vicinity of the wall. Sha et al. (2005) measured the drag reduction of zigzag riblets, and Kramer et al. (2010) did the same for sinusoidal riblets, but neither achieved results better than those for straight riblets with the same section. The range of oscillation wavelengths and amplitudes tested was however too narrow for that statement to be considered conclusive. More recently, Sasamori et al. (2014) measured an improvement in optimum performance from $\sim 10\%$ to $\sim 12\%$ for sinusoidal riblets with an oscillation wavelength of $\sim 360$ wall units.

The physical mechanism of the drag reduction by riblets has been investigated in detail, although some aspects remain controversial. In particular, mean and local velocity profiles and turbulent statistics within and above the riblet grooves have been reported for experiments in wind tunnels (Choi; 1989; Vukoslavevic et al.; 1992; Park and Wallace; 1994; Lee and Lee; 2001), water channels (Suzuki and Kasagi; 1994), and numerical experiments (Choi et al.; 1993; Chu and Karniadakis; 1993; Goldstein et al.; 1995; Goldstein and Tuan; 1998; El-Samni et al.; 2007; García-Mayoral and Jiménez; 2011b; García-Mayoral and Jiménez; 2012).

Early in the investigation of riblets, Walsh and Lindemann (1984) showed that the
Reynolds number dependence of the effect of a given riblet geometry on the skin friction could be approximately expressed in terms of the riblet dimensions in wall units, $L^+$. Historically, a popular measure of the riblet size $L$ has been the groove spacing $s$, but other dimensions, such as the depth $h$, have also been used. The dependence of the performance of a particular riblet geometry on the rib spacing is sketched in figure 12.

The range of small size, where the drag reduction increases linearly, is often termed the ‘viscous’ regime. As the riblets get larger and their performance saturates, a minimum drag is reached when the viscous regime ‘breaks down,’ for an optimum spacing $s_{opt}^+$. The viscous limit is fairly well understood and quantified (Luchini et al.; 1991; Luchini; 1996), and the mechanism of its breakdown has been studied in several works (Choi et al.; 1993; Goldstein and Tuan; 1998; García-Mayoral and Jiménez; 2011b; García-Mayoral and Jiménez; 2012). García-Mayoral and Jiménez (2011b) have proposed the square root of the groove cross-section $\ell_g^+$, as a lengthscale alternative to $s^+$ to measure riblet size. Using this scaling, the drag curves of diverse conventional riblets are empirically observed to have little variation in their optimal size, $\ell_{g, opt}^+ \approx 11$. This collapse can be observed in figure 13. The linear regime and its breakdown are further discussed in the next subsections.

5.1. The viscous regime

In the viscous regime of small $s^+$, the contribution of the nonlinear terms to the interaction of the flow with the riblets is negligible and the $DR$ depends linearly on $s^+$, as mentioned above. The linearity of this regime was recently verified experimentally by Grüneberger and Hage (2011). The regime eventually breaks down for typical spacings
$s_{\text{opt}}^+ \approx 10 - 20$, for which drag reduction is maximum. For even larger riblets, the reduction ultimately becomes a drag increase and follows a typical $k$-roughness behavior (Jiménez; 2004). The optimum performance of each riblet geometry can roughly be estimated as the product of the breakdown size $s_{\text{opt}}^+$ and the slope of the drag curve in the viscous regime, $m_s$, if the riblet size is expressed through $s^+$. Both $m_s$ and $s_{\text{opt}}^+$ depend on the geometry, but the qualitative behavior is always as just described.

García-Mayoral and Jiménez (2011b) reviewed the available experimental evidence and noted that the viscous and breakdown regimes are essentially unrelated phenomena. The drag-reduction mechanism in the viscous regime is governed by the offset of virtual origins that riblets induce for the mean flow and the turbulent fluctuations, as discussed in section 3. There is a thin near-wall region in turbulent flows over smooth walls where viscous effects are dominant, nonlinear inertial effects can be neglected, and the mean velocity profile is linear. Its thickness is 5–10 wall units (Tennekès and Lumley; 1972). From the point of view of a small protrusion in this layer, the outer flow can be represented as a time-dependent, but otherwise uniform shear. Riblets destroy that uniformity near the wall but, if $s^+ \ll 1$, the flow still behaves as a uniform shear for $y \gg s$. A further simplification is that the problem decouples into two two-dimensional sub-problems in the $z$–$y$ cross plane, because the equations of motion are locally linear, the riblets are uniform in the streamwise direction, and the outer shear varies only slowly with $x$ when compared to its variations in the cross plane. The first sub-problem is the longitudinal flow of $u$, driven by a homogeneous streamwise shear, $u \approx S_x (y + \ell_u)$ at $y \gg s$. The second sub-problem is the transverse flow of $v$ and $w$, driven by a homogeneous spanwise shear $w \approx S_z (y + \ell_w)$ also at $y \gg s$. Far from the wall, the effect of the riblets reduces to the virtual origins $\ell^+_u$ and $\ell^+_w$, through the mechanism that has been discussed in depth in section 3.

The numerical calculation of the virtual origins only requires the solution of the two stationary two-dimensional Stokes problems for $\ell_u$ and $\ell_w$, which are computationally much less intensive than the three-dimensional, time-dependent, turbulent flow over ribbed walls. Note that the linearity of the Stokes problems implies that $\ell_u$, $\ell_w$ and their difference are all proportional to the riblet size. This formally requires $s^+ \ll 1$, but in practice holds through the whole viscous regime, $s^+ \leq 10 - 15$, as observed in experiments. Equation (9) provides then an expression for the viscous slope $m_s$,

$$\Delta U^+ \approx \ell^+_u - \ell^+_w = \frac{\ell_u - \ell_w}{s} s^+ = m_s s^+. \tag{11}$$

Conversely, if the size of the riblets is expressed through $\ell_g^+$, we have

$$\Delta U^+ \approx \frac{\ell_u - \ell_w}{\ell_g^+} \ell_g^+ = m_g \ell_g^+. \tag{12}$$

The latter has the advantage, assuming that the collapse $\ell_{g,\text{opt}}^+ \approx 11$ holds, of providing a single figure of merit, $m_g$, to quantify the maximum performance of a given riblet, as evidenced in figure 13.

We should note that the collapse observed in figure 13 is purely empirical, and for conventional riblet geometries with clearly defined, open grooves fully exposed to
the outer flow. Beyond these conventional configurations, \( \ell^+_g \) may not necessarily be an adequate parameter to characterize performance, for instance for the fibers and seal fur mentioned above, for which a groove cross-section is difficult to define, or the T-shaped riblets cited by Walsh (1990b). Taking the latter as example, it is clear that, as the wall-parallel segments of the T-fences widen and close into each other, the grooves become increasingly isolated from the overlying flow, while maintaining \( \ell^+_g \) essentially constant. In the limit of fully sealed grooves, the geometry would behave as a flat surface, and modifying \( \ell^+_g \) would have no performance impact. The merit of \( m_\ell \) as a single predicting parameter can therefore only be considered an approximation, valid for geometries that are not too different from the experimental ‘conventional’ riblets—the triangular, trapezoidal, blade, or scalloped riblets frequently proposed in the literature.

5.2. The breakdown of the viscous regime

As the riblet size increases, the predictions of the viscous theory break down, particularly the linear dependence of the drag on the size. Goldstein and Tuan (1998) suggested that the deterioration was due to the generation of secondary streamwise vorticity over the riblets, as the unsteady crossflow separates and sheds small-scale vortices that create extra dissipation. However, it is known that spanwise oscillations of the wall, which also presumably introduce unsteady streamwise vorticity, can decrease drag (Jung et al.; 1992), and that modifying the spanwise boundary condition to inhibit the creation of secondary wall vorticity increases drag (Jiménez and Pinelli; 1999). Both observations suggest that introducing small-scale streamwise vorticity near the wall decreases drag by damping the larger streamwise vortices of the buffer layer, and that inertial crossflow effects need not be detrimental to drag reduction. García-Mayoral (2011) considered if the concept of protrusion height could be extended beyond the strictly viscous regime, and that the observed deviations from linearity would be due to the increased importance of advection in the homogeneous-shear-driven models. The results did however not show a significant degradation in the range observed in experiments. Other authors considered that the observed optimum spacing was related to the scale of the turbulent structures in the unperturbed turbulent wall region. Choi et al. (1993), Suzuki and Kasagi (1994) and Lee and Lee (2001), observed that the streamwise turbulent vortices lodge within the riblet grooves for riblets in the drag-degraded regime, and conjectured that this lodging could be responsible for the degradation. García-Mayoral and Jiménez (2011b), studied this effect and observed that, although the vortex lodging eventually occurred, it did so for riblet sizes beyond the onset of degradation.

The above hypotheses were based on observations at spacings for which the viscous regime has already broken down, rather than at those close to the deterioration. As a consequence, it was difficult to establish whether the observed phenomena were consequences or causes of the breakdown. Moreover, although they suggested plausible reasons for why the Stokes regime fails beyond a certain riblet size, none of them provided convincing physical arguments for why that failure should lead to a drag
Figure 14. Instantaneous realization of the wall-normal fluctuating velocity at a plane $y^+ \approx 3$, in a channel with riblets with $\ell^+_g \approx 17$, larger than the optimum, at $Re_t \approx 180$, from García-Mayoral and Jiménez (2011b). Blue regions portray negative velocities, or flow towards the wall, and red regions positive velocities, in the range $-0.5 u_\tau - 0.5 u_\tau$.

García-Mayoral and Jiménez (2011b) proposed that the degradation in riblet performance with increasing size was caused by the appearance of spanwise-elongated, roll-like structures in the immediate vicinity of the wall, $y^+ \lesssim 25$, originating from a Kelvin–Helmholtz-like instability of the mean flow. In their DNSs, the instability was observed to trigger only for riblets larger than the optimum, for which the spanwise structures had a distinct footprint in the energy spectrum of the different flow variables, allowing for their quantitative, statistical analysis. Figure 14 portrays an instantaneous realization of the wall-normal velocity at a $y$-plane slightly above the peaks of riblets with $\ell^+_g \approx 17$, for which the spanwise rollers are fully developed. Just above the riblet peaks the wall-normal velocity is essentially zero, generating streamwise-aligned stripes of very low $v$ separated from each other by the riblet grooves. Above the grooves, where $v$ can attain higher values, the rollers can be observed in the form of spanwise-coherent regions of alternated up- and down-wash flow. These regions can span a substantial number of grooves, in spite of being disrupted with riblet-spacing periodicity by the low-$v$ regions above the peaks.

For riblets with $\ell^+_g > \ell^+_g,\text{opt}$, the spanwise rollers have a distinct signature on the spectra in the region with $\lambda^+_x \approx 100 - 200$ and $\lambda^+_z > 100 - 1500$, reaching up to $y^+ \approx 20 - 25$ (García-Mayoral and Jiménez; 2011b; García-Mayoral and Jiménez; 2012). This distinct signature could be used to isolate their contribution to drag. A breakdown of different contributions to $\Delta U^+$ can be derived from the mean momentum equation of a riblet and a reference smooth-wall case. Besides a correction term owing
Figure 15. Different contributions to the change in drag for a rectangular riblet from García-Mayoral and Jiménez (2012). $\Delta$, contribution from the slip-length mechanism; $\square$, contribution from additional Reynolds stresses across the whole channel; $\bigcirc$, contribution from additional Reynolds stresses restricted to the spectral region occupied by the footprint of spanwise rollers. Open symbols are from DNSs at $Re_\tau \approx 180$, and full symbols at $Re_\tau \approx 550$.

to small differences in height and mass flux of the channels, two essential contributions could be identified. The first is the drag-decreasing contribution from the slip effect discussed in section 3. The second, drag-increasing one, accounted for the additional Reynolds stresses across the whole channel, compared to those over a smooth wall. The results, portrayed in figure 15 show that the latter is the term responsible for the drag degradation for riblets larger than $\ell_g^+ \approx 11$, increasing rapidly for larger sizes and completely canceling the drag-reducing effect of the slip contribution for $\ell_g^+ \approx 20$. Figure 15 also shows the result of restricting the Reynolds-stress contribution to the spectral region associated with the spanwise rollers. It shows that this region contains most of the extra stress, roughly 65%–75%, supporting the notion that the rollers are indeed the root cause of the degradation of the drag.

The spanwise rollers reported in García-Mayoral and Jiménez (2011b) and García-Mayoral and Jiménez (2012) are similar to those reported over plant canopies (Raupach et al.; 1996; Finnigan; 2000), and over permeable (Jiménez et al.; 2001) and porous walls (Breugem et al.; 2006). They are a prevalent feature of obstructed shear flows (Ghisalberti; 2009), develop easily if the impermeability condition of smooth walls is relaxed, and have been typically attributed to Kelvin–Helmholtz-like instabilities of the mean streamwise flow. Based on this, García-Mayoral and Jiménez (2011b) proposed a simplified stability model to capture the essential physics involved, including the effect of the riblet geometry on the instability. Since the spanwise rollers are quasi-two-dimensional in the streamwise and wall-normal directions, the model was spanwise-homogeneous. Viscosity was also neglected, given that Kelvin–Helmholtz instabilities are essentially inviscid, and viscosity would only have a damping, modulating effect. The
The presence of the riblets was modeled in a spanwise-averaged sense through an impedance boundary condition, constructed from the quasi-creeping nature of the flow within the grooves. The resulting model introduced a parameter in the form of a penetration length or ‘hydraulic radius,’ $\ell_H$, measuring how easily the flow can advance through the grooves. When the model was applied on turbulent base flows, the unstable modes obtained agreed reasonably well with the observed wavelengths and shapes of the perturbation. The onset of the instability was shown to depend critically on the value of $\ell_H$, measured in wall units. For conventional riblets, $\ell_H$ was shown to correlate well with empirical parameter $\ell_g^+$, with the instability setting in for a value corresponding roughly to $\ell_g^+$. This suggests that the empirically fitted $\ell_g$, used in $m_\ell$ to estimate the performance of riblets a priori, could be substituted by $\ell_H$, which is based on the analysis of the physical mechanisms, and should therefore remain valid for unconventional riblets for which predictions based on $\ell_g$ are bound to fail.

The identification of the breakdown of the viscous regime as an effect of an instability of the outer flow, triggered by its ability to penetrate the riblet grooves, and with well defined streamwise wavelengths, opens some promising paths for the design of novel configurations, with delayed breakdowns and higher $DR_{\text{max}}$. For instance, geometries that are relatively permeable to the shear flow that defines the protrusion height, but offer more resistance to pressure-driven ones, should be investigated. Another promising area of investigation would be streamwise varying riblets, for instance sinusoidal ones. Such geometries may disrupt the onset of the instability and delay the formation of rollers, and with it the breakdown of the viscous regime. Typically, sinusoidal riblets have not been able to yield better performance than their streamwise-uniform counterparts (Kramer et al.; 2010). One likely reason is that they have generally been designed with very large streamwise wavelengths, aiming to emulate the drag-reducing properties of oscillating walls (Viotti et al.; 2009). Unfortunately, the oscillation induced by sinusoidal riblets on the flow is too weak to produce an oscillating-wall effect. However, sinusoidal riblets could also be designed with shorter wavelengths, comparable to those of spanwise rollers, aiming to inhibit their formation instead. The results of Sasamori et al. (2014) for riblets with streamwise wavelengths of $\sim 360$ wall units would suggest that this is indeed the case. They observed a delay in the mean optimum spacing from $s^+ \approx 18$ to $s^+ \approx 30$, resulting in a maximum drag reduction improvement from $\sim 10\%$ to $\sim 12\%$.

6. Anisotropically permeable surfaces

The understanding gained on the dynamical mechanisms at play for riblets, i.e. the drag reduction induced by the slip effect and its eventual saturation due to the formation of Kelvin-Helmholtz rollers, has motivated research on novel surfaces that maximize the beneficial effect and minimize the deleterious one. In this framework, recent research has been conducted on anisotropically permeable surfaces. The idea is a substrate with high permeability in the streamwise direction, to maximize the streamwise slip effect,
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low permeability in the spanwise direction, to minimize the spanwise slip effect, and low permeability in the wall-normal direction, to minimize the transpiration that gives rise to the Kelvin-Helmholtz rollers. The latter are pervasive in flows over permeable substrates (Jiménez et al.; 2001; Breugem et al.; 2006; Kuwata and Suga; 2016; Zampogna and Bottaro; 2016; Suga et al.; 2017). The large increase in Reynolds stress and subsequent increase in drag that these substrates experience is generally associated to the presence of rollers, which highlights the need to delay their onset as much as possible.

Some previous work existed in the area of permeable substrates to reduce turbulent drag. Hahn et al. (2002) conducted DNSs of turbulent flows over porous substrates which were permeable in the streamwise and/or spanwise directions only. They observed that the streamwise slip was beneficial for drag reduction, while the spanwise slip was adverse. Their substrates, however, were idealized as impermeable in the wall-normal direction, not permitting any transpiration. In that sense, their substrates are probably closer to the slip-only simulations of Min and Kim (2004) and Busse and Sandham (2012) than to realistic permeable coatings, where any measurable streamwise slip at the surface would require momentum transfer with the substrate, and therefore some degree of transpiration.

In Abderrahaman-Elena and Garcia-Mayoral (2017), the slip lengths caused by a permeable substrate were resolved analytically. The flow within the substrate was modeled using a continuum approach, which would formally rely in homogenization techniques (Zampogna and Bottaro; 2016; Lácis and Bagheri; 2017). Two limits were considered, poorly connected substrates and highly connected substrates. In the first case, the flow within neighboring ‘pores’ would be completely separate, so there would be no diffusive effects over scales larger than the pore size. In the second case, the interconnectivity between pores would be high, and macroscale diffusion over scales larger than the pores would be as efficient as in the free flow. The former can be pictured as a network of microducts, and the latter as a matrix of vanishingly small obstacles, for instance. The flow was modeled using the classical Darcy equations, adding a Brinkman term to account for macroscale diffusivity,

\[-\nabla p - \nu K^{-1} u + \nu \nabla^2 u = 0,\]  

(13)

where \(\tilde{\nu}\) is the effective macroscale viscosity, which would be \(\tilde{\nu} \approx \nu\) for highly connected substrates and \(\tilde{\nu} \approx 0\) for poorly connected ones (Taylor; 1971; Auriault; 2009). The permeability tensor \(K\) has components \(K_x\), \(K_y\) and \(K_z\), which we assume to be along its principal directions. Abderrahaman-Elena and Garcia-Mayoral (2017) argued that highly connected substrates would be more efficient at producing slip lengths, and derived expressions for their slip lengths from (13). For sufficiently large substrate depths, \(h^+ \gtrsim \sqrt{K_x^+}\), they are

\[\ell_x^+ \approx \sqrt{K_x^+}, \quad \ell_z^+ \approx \sqrt{K_z^+}.\]  

(14)

The above result indicates that, to achieve drag reduction, substrates with streamwise preferential permeability would be desirable. Drag reduction would still be possible for \(K_x^+ = K_z^+\), as has been observed for some configurations in Rosti et al. (2018), but it
would rely on the saturation of the effect of $\ell_z^+$ discussed in section 3, so it requires an unrealistically low wall-normal permeability $K^+_z$ to achieve vanishing transpiration. Such coatings are again more similar to the idealised substrate of Hahn et al. (2002) or the slip-only models of Min and Kim (2004) and Busse and Sandham (2012).

Abderrahaman-Elena and Garcia-Mayoral (2017) also conducted a linear stability analysis to predict the onset of the Kelvin-Helmholtz instability, based on a Darcy model for the substrate, and found that the instability depended essentially on $\sqrt{K^{+}_xK^{+}_y}$, and would set in for $\sqrt{K^{+}_xK^{+}_y} = 1–5$. Gómez-de-Segura et al. (2018b) extended the analysis of the instability to include macroscale diffusive effects within the substrate and viscous effects within the free flow. They found that for substrates with streamwise preferential permeability, the instability was essentially governed by the wall-normal permeability alone, while when the permeability was preferential in the wall-normal direction the scaling with $\sqrt{K^{+}_xK^{+}_y}$ of Abderrahaman-Elena and Garcia-Mayoral (2017) was recovered. Results for the amplification of the Kelvin-Helmholtz instability from Gómez-de-Segura et al. (2018b) are portrayed in figure 16(a) showing a good collapse as a function of the transpiration length $\ell_p^+ \approx \sqrt{K^{+}_y}$ for different substrate configurations. Gómez-de-Segura et al. (2018b) also reported results from preliminary DNSs, where the presence of the permeable substrate was modeled through boundary conditions for the overlying flow provided by the analytical solution of (13) within. The simulations confirmed the drag reducing capability of anisotropic substrates.

From the theoretical predictions for the slip lengths of (14) and the results of the stability analysis, Gómez-de-Segura et al. (2018b) produced a map of predicted $\Delta U^+$ for substrates with $K_x > K_y = K_z$, with the underlying premise that given a realizable anisotropy ratio, $\phi_{xy} = K_x/K_y$, for a given $K_z$ it would be desirable to minimize both $K_y$ and $K_z$ as much as possible, i.e. to the same low value. The predicted values for $\Delta U^+$ would be limited by the onset of the Kelvin-Helmholtz instability, when a critical value of $\ell_p^+ \approx (K^{+}_y)^{1/2}$ is reached. Based on the evolution of the amplification with $\ell_p^+$, shown in figure 16(a), and from comparison with the analogous analysis for riblets (García-Mayoral and Jiménez; 2011b), a tentative limit was set at $(K^{+}_y_{\text{lim}})^{1/2} = 1–5$.

Based on these predictions, Gómez-de-Segura and García-Mayoral (2019) have conducted a campaign of DNSs focusing on three coatings with different anisotropy ratios, which expressed as ratios of lengthscales were $\phi_{xy} \approx 3.5, 5.5, \text{ and } 11.5$. These were judged to be realistic from a materials and manufacturing perspective. For each configuration, several DNSs were run to measure $\Delta U^+$ as a function of a Reynolds number based on the texture size, for instance $(K^{+}_x)^{1/2}$ or $(K^{+}_y)^{1/2}$. From these results, drag curves were produced, similar to those for riblets in figures 12 and 13. The curves are shown in figure 17. The results show that $\Delta U^+$ is consistent with the theoretical prediction, $\Delta U^+ = \ell_x^+ - \ell_z^+ \approx \sqrt{K^{+}_x} - \sqrt{K^{+}_z}$, until $\Delta U^+$ peaks roughly at $(K^{+}_y_{\text{opt}})^{1/2} \approx 0.3$, as it would in riblets for $\ell_{g,\text{opt}}^+ \approx 11$. No saturation of the effect of the spanwise slip was observed, in contrast with slip-only surfaces. This is consistent with the non-zero transpiration permitted by the wall-normal permeability, which would set a virtual origin $\ell_z^+ \approx (K^{+}_y)^{1/2}$. As $(K^{+}_y)^{1/2}$ increases beyond $(K^{+}_y_{\text{opt}})^{1/2}$, eventually the drag
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Figure 16. (a) Amplification of Kelvin-Helmholtz-like modes from the linear stability analysis of the flow over permeable substrates with different anisotropy ratios and depths, as a function of $\ell_p^+ \approx \sqrt{K_y}$. (b) Drag predictions, $\Delta U_{\text{pred}}^+$ for different anisotropic permeable coatings, as a function of the anisotropy ratio $\phi_{xy} = \sqrt{K_x/K_y}$, based on their slip lengths; ◦, configurations studied with DNS (Gómez-de-Segura and García-Mayoral; 2019), with the color of the symbols corresponding to the actual $\Delta U^+$ measured in the simulations. The dashed lines correspond to $\ell_p^+ \approx 0.30$ and 0.55.

Figure 17. Drag reduction curves for isotropic permeable surfaces from DNS (Gómez-de-Segura and Garcia-Mayoral; 2019). △, $\phi_{xy} \approx 3.5$; ○, $\phi_{xy} \approx 5.5$; ▽, $\phi_{xy} \approx 11.5$. The dashed line corresponds to the theoretical prediction $\Delta U^+ = \ell_x^+ - \ell_z^+ \approx \sqrt{K_x^+} - \sqrt{K_z^+}$. 
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Figure 18. Instantaneous realization of the streamwise fluctuating velocity at a plane $y^+ \approx 3$, in DNS channels with anisotropic permeable substrates with $\phi_{xy} \approx 11.5$, at $Re_\tau \approx 180$ Gómez-de-Segura and García-Mayoral (2019). (a) $\sqrt{K_x^+} \approx 1.7$ and $\sqrt{K_y^+} \approx 0.16$; (b) $\sqrt{K_x^+} \approx 11$ and $\sqrt{K_y^+} \approx 0.95$. Blue regions portray negative fluctuations, and red regions positive fluctuations, in the range $-4u_\tau - 4u_\tau$.

reduction vanishes, and the smooth-wall drag is recovered for roughly $(K_{y,lim}^+)^{1/2} \approx 0.55$. The results from the DNSs are consistent with the appearance of spanwise-coherent rollers for $K_y^+ \gtrsim K_{y, opt}^+$. For illustration, instantaneous realizations of the streamwise velocity very close to the surface are portrayed in figure 18.

Gómez-de-Segura and García-Mayoral (2019) use the DNS results to assess the theoretical predictions of Gómez-de-Segura et al. (2018b). The value $(K_{y,lim}^+)^{1/2} \approx 0.55$ is comparable to, but lower than, the a priori estimate $(K_{y,lim}^+)^{1/2} = 1-5$. We can therefore correct the values of $(K_{y,lim}^+)^{1/2}$ and $(K_{y, opt}^+)^{1/2}$ in the prediction map, which is portrayed in figure 16(b). Also shown for reference is $\Delta U^+$ from the DNSs, which shows good agreement for $(K_{y,lim}^+)^{1/2} \lesssim (K_{y, opt}^+)^{1/2} \approx 0.3$. It is also worth of notice that the performance of the substrate with $\phi_{xy} \approx 11.5$ reaches $\Delta U^+ \approx 2.6$, which corresponds to $DR \approx 25\%$ at the low Reynolds number of the simulations, $Re_\tau \approx 180$. This $DR$ value is at least twice that for the optimal riblet geometries of Bechert et al. (1997a).

The results discussed in this section, especially those of Gómez-de-Segura and García-Mayoral (2019), show great promise and merit further, more detailed investigations. Direct simulations that resolve fully the microstructure of the substrate would be required to test the limits of the models used, and to explore the maximum achievable anisotropy ratios, $\phi_{xy}$ and $\phi_{xy}$, and effective diffusivity, $\tilde{\nu}/\nu$. If the existing results are further confirmed, novel technologies could be tested in the laboratory, taking as a guideline for their design and manufacturing the understanding gained from theory and DNSs. The idea of a substrate highly permeable in the streamwise direction, while impeding more intensely the spanwise and wall normal flow, suggests that a fibrous coating with the fibers aligned in the streamwise direction, as originally proposed by Javier Jiménez for the European FP6 AVERT project (García-Mayoral; 2011), would probably be a suitable technology.
7. Conclusions

In this paper we have reviewed the effect on the overlying flow of textured surfaces that reduce turbulent drag. This effect, when measured directly as a change in drag, depends on the Reynolds number, but is universal when expressed as a shift in the velocity profile away from the surface, expressed in wall units. This shift is therefore the figure to extract from simulations and experiments at low Reynolds number, if the intended application is at a different Reynolds number.

For sufficiently small texture size, we have discussed how the effect of the surface can be reduced to imposing different apparent, virtual origins on the mean velocity profile and on the turbulent eddies. Modifications to the dynamics of near-wall turbulence, often discussed in the literature, can be ascribed entirely to the change in apparent origin, which entails not only a shift in wall normal coordinate but also a change in the friction velocity experienced by the flow, which should be measured at the virtual origin.

As the texture becomes larger, $L^+ \approx 25$, additional effects appear in addition to the homogenized effect of the virtual origins. The surface induces a texture-coherent flow, modulated in amplitude by the overlying, background shear. For smaller $L^+$, this effect is small and does not affect the background turbulence, which remains smooth-like, but for sizes $L^+ \gtrsim 25$ the background turbulence is modified through its nonlinear coupling with the texture-coherent flow.

In addition to this, textured surfaces often produce dynamical effects beyond the mere modulation of turbulence, which vary greatly from one type of surface to another. We have reviewed the examples of superhydrophobic surfaces and riblets. Superhydrophobic surfaces trigger capillary waves in the air/water interface that propagate upstream and can have a critical impact on the stability of the entrapped air pockets. Riblets excite a Kelvin-Helmholtz-like instability that manifests through the development of spanwise-coherent rollers. These increase mixing and degrade drag. They are a prevalent feature of obstructed shear flows, and develop easily if the no-transpiration, impermeability condition of smooth walls is relaxed.

Finally, we have discussed streamwise-preferential permeable surfaces. These have been proposed recently as an improvement over riblets. They generate the same beneficial effect of an offset between origins for the mean flow and the turbulence, and are also susceptible to the formation of Kelvin-Helmholtz rollers, but are more robust than riblets and preliminary evidence suggests that they can provide at least twice as much drag reduction. Further research is however required on this technology to confirm and extend the understanding gained so far.
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