Combining internally contracted states and matrix product states to perform multireference perturbation theory
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We present two efficient and intruder-free methods for treating dynamic correlation on top of general multi-configuration reference wave functions—including such as obtained by the density matrix renormalization group (DMRG) with large active spaces. The new methods are the second order variant of the recently proposed multi-reference linearized coupled cluster method (MRLCC) [S. Sharma, A. Alavi, J. Chem. Phys. 143, 102815 (2015)], and of N-electron valence perturbation theory (NEVPT2), with expected accuracies similar to MRCI+Q and (at least) CASPT2, respectively. Great efficiency gains are realized by representing the first-order wave function with a combination of internal contraction (IC) and matrix product state perturbation theory (MPSPT). With this combination, only third order reduced density matrices (RDMs) are required. Thus, we obviate the need for calculating (or estimating) RDMs of fourth or higher order; these had so far posed a severe bottleneck for dynamic correlation treatments involving the large active spaces accessible to DMRG. Using several benchmark systems, including first and second row containing small molecules, Cr₂, pentacene and oxo-Mn(Salen), we shown that active spaces containing at least 30 orbitals can be treated using this method. On a single node, MRLCC2 and NEVPT2 calculations can be performed with over 550 and 1100 virtual orbitals, respectively. We also critically examine the errors incurred due to the three sources of errors introduced in the present implementation - calculating second order instead of third order energy corrections, use of internal contraction and approximations made in the reference wavefunction due to DMRG.

I. INTRODUCTION

Many processes in chemistry and biology involve catalysis by transition metal centers. These include systems ranging from ubiquitous catalysts of organic synthesis to the active sites of most enzymes. Unfortunately, the electronic structure of such systems is often strongly correlated, which makes the theoretical study of their nature and reactivity difficult. Strong correlation is characterized by the necessity of considering more than one Slater determinant to describe the electronic wavefunction even qualitatively. This property renders standard methods like Kohn-Sham Density Functional Theory (DFT) or single-reference wave function methods like MP2 or CCSD(T) unreliable, if not straight out inapplicable. To describe such systems, multi-reference (MR) methods are needed. However, currently available MR methods still have various defects, which frequently force researchers into uneasy compromises regarding active space size, quantitative accuracy, reliability, intruder states, or the need to strongly truncate the studied system to make computational expense manageable. We here present new variants of multi-reference linearized coupled cluster (MRLCC)[1,2] and N-electron valence perturbation theory (NEVPT2)[4,5] which greatly alleviate these problems. By judiciously combining internal contraction (IC)[3,10] and matrix product state perturbation theory (MPSPT)[1,3] we arrive at MR methods capable of efficiently and accurately describing large and complex strongly correlated systems quantitatively (i.e., including dynamic correlation, vide infra) if combined with a suitable active space treatment, such as provided by DMRG reference functions.

To quantitatively describe a strongly correlated system, both dynamic correlation and static correlation must be accounted for. However, both problems have rather different demands on the wave function ansatz. To account for static correlation, a wave function ansatz needs high flexibility in many-body configuration space, but only low flexibility in one particle space—a small number of active orbitals is normally sufficient. This problem is commonly treated with brute force full configuration interaction (FCI)[13] which is practical for up to
approximately 16 active orbitals. However, recently significant progress has been made with alternative methods to FCI; in particular, due to developments in the density matrix renormalization group (DMRG) algorithm, FCI Quantum Monte Carlo (FCIQMC), and selected configuration interaction approaches. Static correlation can now be treated accurately in much larger active spaces. We here focus on DMRG, a variational method which minimizes the energy of a wavefunction parametrized as a matrix product state (MPS). DMRG can handle active spaces of around 30–40 orbitals, and in some cases even up to 100. However, by themselves the mentioned methods are not efficient for obtaining quantitative accuracy and for this dynamic correlation must also be calculated.

To account for dynamic correlation, a wave function ansatz capable of efficiently handling a large set of virtual orbitals is required, while the effective many-body structure of the wave function can be comparatively simple and is amendable to convenient parameterization. An efficient approach for this is to treat excitations out of a qualitatively correct, strongly correlated reference function. Methods of this class are hierarchies based on truncated multireference configuration interaction (MRCI), various flavors of perturbation theory, and coupled cluster theory. However, the established methods of these classes are based on CI treatments of the static correlation, which either makes them cumbersome to apply (RAS, GAS) or limits them to small active spaces (CAS). Some alternative approaches fall outside this static-dynamic partitioning framework (e.g., methods based on geminals, Jastrow factors, or reduced density matrices); while promising, they have so far not matured into routinely applied methods.

For these reasons, a major challenge in recent years has been finding ways of combining the powerful DMRG approach to static correlation with one of the techniques more suitable for dynamic correlation (Sec. II). It was only recently realized that second-order perturbation theories (PT2s) can be formulated with matrix product states (MPS) by recasting them into an effective optimization problem. This approach, called matrix product state perturbation theory (MPSPT), converges to the fully uncontracted version of a PT2, and can be performed with relatively minor modifications to an existing DMRG program. MPSPT can treat complex zeroth order Hamiltonians $H_0$ involving two-body interactions; this allows formulating PT2 methods which are much more accurate than one-body-$H_0$-based PT2s such as MP2 or CASPT2. We recently introduced multireference linearized coupled cluster (MRLCC) as one such method. While formally a PT, the third order MRLCC3 was shown to be extremely accurate (comparable to MRCI+Q), stable with no intruder state problems, exactly size-consistent, and to a large extent able to compensate for sub-optimal reference states.

However, the previous implementation of MRLCC is computationally still rather expensive; this is a result of parameterizing the perturbed state using an MPS, which cannot efficiently treat large virtual orbital spaces. Here we solve this problem by parameterizing the perturbed wave function using a mixture of Celani-Werner-style partial internal contraction (IC) and MPSPT; and limiting ourselves to calculating only the second order correction to the energies. The resulting method can effectively handle large virtual spaces, while at the same time being applicable to systems with 30 active orbitals and more. As a side product, we also obtain an efficient variant of NEVPT2, which can be applied to systems with 1000 virtual orbitals and 30 active orbitals at the same time without the need for invoking the strong-contraction approximation.

The article is organized as follows: Sec. II discusses MR methods of describing dynamic correlation, including their benefits and drawbacks, and previous work aiming to make them compatible with DMRG. Sec. III introduces the NEVPT2 and MRLCC2 theories, and covers our approach to their efficient implementation with IC and MPSPT. Sec. IV covers accuracy tests and benchmark applications; in particular, applications to first row dimers, Cr$_2$, pentacene and o xo-Mn(Salen), are shown, and timing tests for MRLCC2 and NEVPT2 with different active spaces and basis set sizes are presented. Sec. V covers concluding remarks and outlook for future research.

II. PARAMETERIZING DYNAMIC CORRELATION: PROBLEMS AND SOLUTIONS

The naive treatment of dynamical correlation in MR problems is extremely challenging, but a major breakthrough was made with the introduction of internal contraction (IC) by Werner and Knowles (WK scheme). Large efficiency gains can be achieved by recognizing that density matrices should only contain active space indices. This was done in the case of CASPT2 by Celani and Werner (CW scheme), and much later for MRCI by Shamasundar et al.

The straightforward use of IC in perturbation theory or truncated configuration interaction with DMRG is complicated by the fact that fourth (and sometimes even higher) order reduced density matrices (RDM) in the active space are required. Calculation and storage of such high order RDMs is limited to an active space of...
around 25 orbitals beyond which it become prohibitively
expensive.\cite{55,56} To circumvent this difficulty, some re-
searches have resorted to approximating the higher body
RDM by reconstructing its disconnected part by antisym-
metric multiplication of lower body RDM and ignoring
the density cumulant which is the connected part.\cite{55,56}

The RDM reconstruction can be performed by setting
the three body and four body cumulants to zero as was done
for n-electron valence perturbation theory (NEVPT2),
which resulted in severe numerical problems rendering
the theory virtually unusable. Canonical Transformation
(CT) theory\cite{55,56,57,58} also sets three and higher body
cumulants to zero and is known to suffer from intruder
state problems (the CT intruder states are different than the
ones in perturbation theory). A much milder approx-
imation is to use the exact three body cumulants but
setting the four body cumulants to zero.\cite{59,60}

This increases the numerical stability considerably but artifacts
still remain that have to be eliminated by using level
shifts. The underlying difficulty in neglecting cumulants
beyond a certain rank is that, while the cumulants decay
exponentially rapidly with the rank in weak correlation,
they either decay very slowly or not at all in highly mul-
tireference situations.\cite{63}

In this work we follow a different route, by using partial
internal contraction. All terms that require 4-RDMs are
treated fully uncontracted, and the rest of the terms,
requiring three body or lower RDMs are treated using
IC. This partitioning is in fact also used in the MRCI of
Shamasundar et al.\cite{65} The reason this is a practical route
is as follows: all terms which are difficult to treat using
IC and require 4-RDMs (IC states with three active space
indices and one virtual or core index) are relatively easily
treated using uncontracted theories, because they involve
only one core or virtual orbital, and are effectively singly
excited states. However, if these uncontracted terms are
represented using wave functions, as done in previous
work,\cite{66,67} their number still increases exponentially in
the number of active orbitals. For this reason, we here
treat such terms with MPSPT\cite{68} which does not have
this problem. This combination of IC and MPSPT is
the key development of the current work, which makes
efficient MRLCC2 and NEVPT2 methods accessible to
the large active spaces treatable with DMRG. We will
now discuss its theory and implementation.

III. THEORY AND IMPLEMENTATION

Notation

The molecular orbitals are divided into three sub-
sets: the core orbitals indexed by $i, j, k, l$, which are al-
dways doubly occupied in the reference wavefunction $|\Psi_0\rangle$
(CASSCF or CAS-CI); the active orbitals $r, s, t, u$, which
can have any occupancy in $|\Psi_0\rangle$; and the virtual or-
bitals $a, b, c, d$, which are unoccupied in $|\Psi_0\rangle$. General orbitals
(i.e., the union of the three subsets) are indexed
by $m, n, o, p$. We work exclusively with spin free quan-
tities, by integrating out the spin degrees of freedom. Thus, the Hamiltonian is

\[
\hat{H} = t_n^m \hat{E}^m_n + W_{op}^m \hat{E}_{op}^m.
\]

Here and in the following, repeated indices imply con-
traction, operators are written with a hat (e.g. $\hat{E}$) and
numerical tensors are written without a hat (e.g. $W$). $t_n^m$
are the one electron integrals, $W_{op}^m = \langle mn|op\rangle$ are the
two electron integrals, and

\[
\hat{E}^m_n = \sum_\sigma \hat{a}^\dagger_{m\sigma} \hat{a}_{n\sigma}, \quad \hat{E}_{op}^m = \sum_{\sigma\tau} \hat{a}^\dagger_{o\sigma} \hat{a}^\dagger_{p\tau} \hat{a}_{n\sigma} \hat{a}_{m\tau}
\]

are the spin-free single- and double excitation operators, in
which $\sigma, \tau \in \{\alpha, \beta\}$ denote the spin degrees of freedom.

Definitions of $\hat{H}_0$

In the Rayleigh-Schrödinger perturbation theory, the
zeroth order wavefunction $|\Psi_0\rangle$ must be an eigenfunction
of the zeroth order Hamiltonian $\hat{H}_0$. However, for a given
$|\Psi_0\rangle$, this requirement does not uniquely determine $\hat{H}_0$, and
in general each viable choice of $\hat{H}_0$ will lead to a different
perturbation theory. For example, the CASSCF
(or CAS-CI) wavefunction is, at the same time, an
eigenfunction of the Fock operator, Dyall’s Hamiltonian\cite{69}
and Fink’s Hamiltonian\cite{70,71} choosing these as $\hat{H}_0$ leads
to CASPT2 theory, NEVPT2 theory, and MRLCC2 theory,
respectively, all of which have vastly different properties.
In this work we focus on the Dyall- and Fink- Hamil-
tonians, which are described below. These have previously
been shown to lead to accurate multi-reference perturba-
tion methods which do not suffer from the intruder state
problems plaguing CASPT2.\cite{72,73}

Concretely, Dyall’s Hamiltonian\cite{74} is given by

\[
\hat{H}_D = f'_i \hat{E}_i + f'_s \hat{E}_s + W_{rs} \hat{E}_{rs} + f'_b \hat{E}_b + f'_a \hat{E}_a,
\]

where $f'$ is a Fock matrix. $f'$ contains modified one body
integrals, approximating the interaction with core- and
active electrons as a mean-field. It is defined as

\[
\begin{align*}
  f'_i = t_i^j + 2W_{jk} - W_{jk} - W_{jr} - W_{is} - W_{sk} \\
  f'_s = f'a + 2W_{bk} - W_{bk} - W_{sr} - W_{sb} \\
  f'_r = f'b + 2W_{rk} - W_{sk} - W_{sr}
\end{align*}
\]

where $\Gamma_s' = \langle \Psi_0 | \hat{E}_s' | \Psi_0 \rangle$ denotes the 1-RDM. When using
CASSCF canonical orbitals, $f'$ becomes diagonal, and the
diagonal elements can be viewed as orbital energies. A
diagonal Fock matrix (implicitly assumed in the work of
Angeli et al.\cite{75}) simplifies NEVPT2 theory. However, in
the present work we avoid this assumption, and the
expressions derived here are more general.

Fink’s Hamiltonian\cite{76,77} is

\[
\hat{H}_F = t_n^m \hat{E}_n^m + W_{op}^m \hat{E}_{op}^m |_{\Delta_{n,m} = 0},
\]

where $\Delta_{n,m} = \langle \Psi_0 | \hat{E}_{op}^m | \Psi_0 \rangle$ denotes the 1-RDM. When using
CASSCF canonical orbitals, $f'$ becomes diagonal, and the
diagonal elements can be viewed as orbital energies. A
diagonal Fock matrix (implicitly assumed in the work of
Angeli et al.\cite{75}) simplifies NEVPT2 theory. However, in
the present work we avoid this assumption, and the
expressions derived here are more general.
where $\Delta n_{ex} = 0$ signifies that all terms which would change the total number of electrons in the core, active or virtual spaces are removed.

An interesting property of Fink’s Hamiltonian is that the zeroth order energy is equal to the energy of the reference wavefunction, and the first order energy is zero. This is not true in NEVPT2 theory; similarly to Møller-Plesset perturbation theory (MP2), in NEVPT2 the reference energy is given by the sum of the zeroth and first order energies, neither of which vanish.

The first order wave function $|\Psi_1\rangle$

In perturbation theory, the first order correction ($|\Psi_1\rangle$) to the reference wavefunction ($|\Psi_0\rangle$) is determined by solving the linear equation

$$ (\hat{H}_0 - E_0)|\Psi_1\rangle = -\hat{Q}\hat{V}|\Psi_0\rangle, \quad (5) $$

in which $\hat{V} := \hat{H} - \hat{H}_0$ is the perturbation, and $\hat{Q} = 1 - |\Psi_0\rangle\langle\Psi_0|$ is a projector. To define the representation of $|\Psi_1\rangle$, we first split the full $N$-electron Fock-space into configuration spaces characterized by unique occupation pattern ($\Delta N_c, \Delta N_a, \Delta N_v$). The three integers hereby denote the change in the total number of electrons in core ($N_c$), active ($N_a$), and virtual ($N_v$) orbitals relative to $|\Psi_0\rangle$. With a two-body perturbation $\hat{V}$, eight such spaces can be reached by $\hat{V}|\Psi_0\rangle$, and are therefore required in the expansion of $|\Psi_1\rangle$ (Eq. 3). These spaces are listed in Table I, and their representation will be discussed next. Neither Dyall’s nor Fink’s Hamiltonian ($\hat{H}_0$) change the number of electrons in the three orbital spaces; consequently, both are block-diagonal with respect to the eight configuration spaces. Therefore Eq. 5 can be solved in each space independently.

To solve Eq. 5, we first choose a suitable basis of many-body states $\{|\Phi_\mu\rangle\}$, covering the eight configuration classes. We then write the first order wave function as a linear combination

$$ |\Psi_1\rangle = d^c|\Phi_\mu\rangle. $$

The choice of the basis states $\{|\Phi_\mu\rangle\}$ is not unique; various approaches are possible. For example, one could choose to include all individual determinants (or CSFs) which have non-zero overlap with $|\Psi_1\rangle$; this is known as an uncontracted formulation of the theory. Unfortunately, with this choice the cost of solving Eq. 5 generally scales exponentially with the number of active orbitals, quickly becoming impractical. Alternatively, the excitation classes can be represented using internal contraction (IC). Here the many-body basis $\{|\Phi_\mu\rangle\}$ is formed by acting with orbital excitation operators $\hat{O}_\mu$ (e.g. $\hat{O}_\mu = \hat{E}_i^\mu \hat{E}_j^\mu$) onto the entire zeroth order state $|\Psi_0\rangle$, rather than its individual configurations:

$$ |\Phi_\mu\rangle = \hat{O}_\mu|\Psi_0\rangle. \quad (6) $$

| Occupation-change Basis in Needed Solution |
|---|---|---|---|
| Core | Active | Virtual |
| IC case | RDM |
| Strategy |
| I | $-2$ | $0$ | $+2$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 1 | IC |
| II | $-1$ | $-1$ | $+2$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 2 | IC |
| III | $-2$ | $+1$ | $+1$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 2 | IC |
| IV | $0$ | $-2$ | $+2$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 3 | IC |
| V | $-2$ | $+2$ | $0$ | $\hat{E}_i^a \hat{E}_i^b|\Psi_0\rangle$ | 3 | IC |
| VI | $-1$ | $0$ | $+1$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$, $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 3 | IC |
| VII | $-1$ | $+1$ | $0$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$, $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 4$^*$ | MPSPT |
| VIII | $0$ | $-1$ | $+1$ | $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$, $\hat{E}_i^a \hat{E}_j^b|\Psi_0\rangle$ | 4$^*$ | MPSPT |

*In this work no 4-RDM is required because we do not use internal contraction for classes VII and VIII.

A list of such states suitable for representing $|\Psi_1\rangle$ is shown in column 6 of Table I. With IC, the parameterization of $|\Psi_1\rangle$ becomes much more efficient than in uncontracted theories; the cost of solving Eq. 5 reduces from exponential to polynomial in the number of active orbitals. The drawback of this approach is that the IC basis states are complicated, non-orthogonal many-body states. This leads to complex expressions for operator matrix elements between IC basis states; these generally contain series of tensor contractions involving high order RDMs, as shown in the next section.

**Internal contraction**

To demonstrate the positive and negative aspects of IC, we here derive the equations for perturber space IV (see Table I). We write both $|\Psi_1\rangle$’s and $\hat{V} |\Psi_0\rangle$’s space IV contribution as linear combination of IC states,

$$ |\Psi_1^{IV}\rangle = d^c_{ab} \hat{E}_i^a \hat{E}_i^b |\Psi_0\rangle, \quad (7) $$

$$ (\hat{V} |\Psi_0\rangle)^{IV} = W_{cd}^{tu} \hat{E}_i^c \hat{E}_i^d |\Psi_0\rangle. \quad (8) $$

Here $d^c_{ab}$ are the unknown parameters of $|\Psi_1\rangle^{IV}$, and $W_{cd}^{tu}$ are the two-body integrals. Substituting into Eq. 5, we get

$$ (\hat{H}_0 - E_0) d^c_{ab} \hat{E}_i^a \hat{E}_i^b |\Psi_0\rangle = -Q W_{cd}^{tu} \hat{E}_i^c \hat{E}_i^d |\Psi_0\rangle. \quad (9) $$
To obtain closed numerical equations for $d_{ab}^{rs}$, we left-project onto the bra states $(\Psi_0| E_a^r E_b^s)$, arriving at

$$\langle \Psi_0| E_a^r E_b^s (H_0 - E_0) E_a^r E_b^s |\Psi_0\rangle d_{ab}^{rs} = - \langle \Psi_0| E_a^r E_b^s \hat{E}_a^d \hat{E}_b^c |\Psi_0\rangle W_{cd}^{tu}.$$  

(10)

With $A$ and $S$ as defined in Eqs. (12) and (11), this can be equivalently written in tensor form as

$$A_{rasb}^{a's'b'} d_{ab}^{rs} = - S_{tcud}^{a's'b'} w_{tcud}^{rs}.$$  

(11)

The tensor $S$ represents an overlap matrix of IC states

$$S_{tcud}^{a's'b'} = \langle \Psi_0| E_a^r E_b^s \hat{E}_a^d \hat{E}_b^c |\Psi_0\rangle.$$  

Using Wick’s theorem, this expression can be simplified into a sum of products of one 2-RDM with only active indices $rstu$, and two Kronecker-ds connecting the virtual indices $abcd$ (see Eq. (16)). Similarly, $A$ (Eq. (12)) can be expressed as a sum of tensor contractions via Wick’s theorem; these contain interaction tensors ($W$ and $t$), $\delta$-symbols with virtual and/or core indices, and up to four-body RDMs (with up to eight active indices—four from $H_0$ and four from $|\Psi_0^IV\rangle$). However, the 4-RDM can be eliminated, without approximation, as follows:

$$A_{rasb}^{a's'b'} = \langle \hat{E}_a^r \hat{E}_b^s (H_0 - E_0) E_a^r E_b^s |\Psi_0\rangle$$  

(12)

$$= \langle \hat{E}_a^r \hat{E}_b^s |(H_0 - E_0), \hat{E}_a^r E_b^s |\Psi_0\rangle$$  

(13)

$$= \langle \hat{E}_a^r \hat{E}_b^s |(H_0 - E_0), \hat{E}_a^r \hat{E}_b^s |\Psi_0\rangle.$$  

(14)

To cancel the second term of (13), we used that $|\Psi_0\rangle$ is an eigenfunction of $H_0$ with eigenvalue $E_0$. For evaluating the commutator in Eq (14), only up to three-body RDMs are needed. Using similar procedures, IC equations for the other classes in Table 1 can be derived; the maximum order RDM required in these equations is shown in column 6. Since computing and storing a 4-RDM would be costly, we treat only the indicated six of the eight perturbation classes with IC.

Wick’s theorem and tensor contractions

To arrive at practical working equations for the $\Psi_1$ contributions in the various perturbation classes, the second-quantized operator expressions, such as

$$\langle \hat{E}_a^r \hat{E}_b^s |(H_0 - E_0), \hat{E}_a^r \hat{E}_b^s |\Psi_0\rangle$$  

of Eq. (14), must be transformed into a series of tensor contractions using Wicks’ theorem. While this processes is relatively straightforward, it is extremely tedious and error-prone when done manually. For this reason, various computer programs have been developed to automate the evaluation process. The resulting expressions only contain one- and two-body integral tensors ($t$ and $W$), $\delta$-symbols, and RDMs containing exclusively active indices. In this work we used the freely available program SecondQuantizationAlgebra, which was originally developed for implementing Canonical Transformation theory and has since been modified and extended. For example, the program evaluates the left hand side of Eq (10) where $A$ is given by (14) with $H_0$ being Fink’s Hamiltonian, into a sum of eleven different tensor contraction terms. The first three of these are

$$c^{a's'b'} = A_{rasb}^{a's'b'} d_{ab}^{rs} = -4t_{rs}^{a'b'} d_{ab}^{rs} \delta_a^{\alpha} \delta_b^\beta$$

$$+ 4t_{rs}^{a'b'} \Gamma_{sr}^{\alpha\beta} d_{ab}^{rs} \delta_a^{\epsilon} \delta_b^\delta$$

$$+ 4W_{td}^{a'b'} d_{ab}^{rs} \Gamma_{sr}^{\epsilon\delta} \delta_a^{\alpha} \delta_b^{\beta} + \cdots.$$  

(15)

The full equations for all six perturbation classes treated with IC, for both the Fink’s and Dyall’s zeroth order Hamiltonians, are given in the supplementary material.

Once the equations have been derived, they have to be factorized into a sequence of binary tensor contractions (contractions in which one output tensor is formed by contracting the common indices of two input tensors). At this moment our program does not attempt to find the optimal factorization for a set of tensor contractions; while a powerful factorization algorithm has been reported in the literature, it is so far not applicable to our case, and not easy to implement. Instead we factorize each multi-tensor-contraction independently using a simple heuristic. Several computer libraries capable of efficiently evaluating the final sequence of binary contractions have recently become available.

We here use a prototyping library developed by one us, which will be described elsewhere.

Solution of the linear equations

In general, the IC basis functions (6) of a given excitation class are not orthogonal to each other. For example, for perturber class IV, the overlap matrix is

$$S_{tcud}^{a's'b'} = \langle E_a^r E_b^s |\hat{E}_a^d \hat{E}_b^c |\Psi_0\rangle$$  

(16)

$$= \Gamma_{tu}^{a'b'} \delta_a^{\epsilon} \delta_d^\epsilon + \Gamma_{tu}^{a'b'} \delta_b^{\delta} \delta_d^{\delta}.$$  

An orthogonal basis can be generated by limiting the virtual indices in $\hat{E}_a^d |\Psi_0\rangle$ to $c \geq d$, and diagonalizing the two body density matrix $\Gamma_{tu}^{a'b'}$ (just the first term in Eq (16)). With this orthogonal basis, the metric $S$ can be eliminated from Eq. (10), simplifying it to

$$A_{rasb}^{a's'b'} d_{ab}^{rs} = \tilde{w}_{rasb}^{a's'b'},$$  

(17)

where we have defined the orthogonal-basis quantities

$$\tilde{A}_{rasb}^{a's'b'} = U^{ras} U^{a's'b'} A_{rasb}^{a's'b'} U^{a's'b'},$$

$$\tilde{w}_{rasb}^{a's'b'} = U^{ras} d_{ab}^{rs} U^{a's'b'},$$

(18)

Here $U^{a's'b'}$ is the $a^{th}$ eigenvector of the 2-RDM. We use the conjugate gradient (CG) method for solving Eq. (17). In each CG iteration, $A_{rasb}^{a's'b'} d_{ab}^{rs}$ must be evaluated,
which is non-trivial. Using Wick’s theorem, we only arrive at tensor contractions for \( A_{r^a's^b'} \) in the non-orthogonal basis (note the missing \( \sim \)). Thus, we first convert \( d \) to \( d \) by left multiplying by \( U \). Once \( d \) is calculated, \( c = Ad \) is evaluated in the non-orthogonal IC basis as described in the previous section. Finally, \( c \) is converted to \( \tilde{c} \) by left multiplying by \( U \). Thus, the entire CG scheme is performed in the orthogonal basis, and only the contraction \( c = Ad \) is evaluated in the non-orthogonal IC basis.

A simpler solution scheme is possible if using Dyall’s Hamiltonian and canonical orbitals. In this case, the product \( c' = A_{r^a's^b'} \) can be simplified to \( c'r^a's^b' = (K'_rs^s + f^a + f^b)_{r^a's^b'} \). Note that the virtual orbital indices are identical in tensors \( c \) and \( d \). This simplification allows a closed-form solution of the linear equation, making an iterative CG scheme unnecessary. For this, only the \( K \) matrix must be diagonalized, which is of the same size as the overlap matrix \( S \).

Matrix product state perturbation theory

As noted in Table I, if we were to employ IC for perturber classes VII and VIII, this would require computing and storing the 4-RDM of the reference function \( |\Psi_0\rangle \). This would be costly, and would severely limit the applicability of our methods. To avoid this problem, we represent these perturber classes with matrix product state perturbation theory (MPSPT) instead of IC. The MPSPT approach requires no RDMs, and is capable of representing arbitrary uncontracted wave functions of the respective perturber classes. The core idea of this approach is to write the linear equation (1) as a minimization problem using the Hylleraas functional:

\[
H|\Psi_1\rangle = \langle \Psi_1 | H_0 - E_0 | \Psi_0 \rangle + 2 \langle \Psi_1 | QV | \Psi_0 \rangle .
\]

This reformulation makes Eq. 1 susceptible to the optimization techniques of matrix product state (MPS) ansatz wave functions.

In this work both the reference wavefunction \( |\Psi_0\rangle \) and the first order correction \( |\Psi_1\rangle \) are parametrized using a MPS ansatz. In an MPS ansatz, the wavefunction is expressed as a product of a set of three-dimensional tensors, which is shown graphically in Fig. 1. The virtual bonds (horizontal lines in Fig. 1) encode entanglement between the different orbitals, and by increasing this bond dimension \( (M) \), any wavefunction can be exactly represented using an MPS. An important property of the MPS ansatz is that overlaps and operator expectation values between two different MPS wave functions can be calculated at a polynomial cost in the number of orbitals \( (k) \) and the virtual bond dimension \( (M) \). A summary of the costs of each such calculation is shown in Table II.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Computational Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \Phi_1</td>
<td>\Phi_2 \rangle )</td>
</tr>
<tr>
<td>( \langle \Phi_1</td>
<td>O_1</td>
</tr>
<tr>
<td>( \langle \Phi_1</td>
<td>O_2</td>
</tr>
</tbody>
</table>

The ability to perform the various linear algebra operations shown in Table I in polynomial time makes it possible to calculate the Hylleraas functional, and to subsequently optimize it by varying the tensors parameterizing the MPS \( |\Psi_1\rangle \). The optimization is performed using a sweep algorithm, just as DMRG optimizations of ground state wavefunctions. In a sweep iteration, each single tensor \( A_{l_{i-1}l_i} \) of \( |\Psi_1\rangle \) is optimized individually, while keeping other \( A \) tensors fixed. This is repeated until convergence of all \( A \). So this sweep algorithm solves the optimization problem of a large, multi-linear function of \( k \) tensors by iteratively solving a single linear equation for a single tensor. The simple MPSPT algorithm requires a sweep over the entire set of orbitals and optimizes each tensor separately. This can become prohibitively expensive when working with several hundred virtual orbitals. But by realizing that the first order state has a maximum of a single electron in the virtual space, one can once and for all fix the tensors corresponding to the virtual orbitals, and subsequently no sweeps over these orbitals are necessary. These virtual orbital tensors are shown in red in the figure; they are fixed at the beginning of the calculation and are not changed for the rest of the calculation. Note that the maximum virtual bond dimension required for these tensors is \( n_c + 1 \), where \( n_c \) is the number of virtual orbitals, which is less than a typical \( M \) of a few thousand that is routinely used in calculations.

A similar simplification is possible for the perturber class VII, where instead of a single electron in the virtual orbitals, the core orbitals have a single hole. Thus the tensors corresponding to the core orbitals can be fixed once at the beginning of the calculation and require a maximum bond dimension of \( n_c + 1 \), where \( n_c \) is the number of core orbitals.

In the case of NEVPT2 and canonical virtual orbitals, the first order correction to the wavefunction due to per-
of the Chromium dimer using the fully uncontracted work. It is evident that calculating the third order corrections to MRLCC2 energies are only 1 mE difference between the uncontracted and internally contracted energies (AE) of the second order energies sometimes as large as 9 mE. The additional error introduced due to the use of internal contraction and third is due to the fact that the reference wavefunction is obtained by performing a CASSCF (12e,12o) calculation. Table V shows the errors due to the use of internal contraction and an approximate reference wavefunction on the calculated MRLCC2 energies. By comparing the first two columns of the table, it can be seen that internal contraction causes the second order energy to be higher by 2.0 mEh. The errors in energy differences are usually much smaller as demonstrated by the data in Table III. When the last three columns are compared one notices that by using approximate reference wavefunction parametrized using an MPS of M=50 an error of 3.8 mEh in the zeroth order energy E0 is incurred. Here we have intentionally made the errors large by using an artificially small M, nevertheless such errors are not entirely uncommon when very large active spaces are treated using DMRG. The essential point is that the error in the second order energy due to a wrong reference is only 1.2 mEh. In fact by using an even more approximate zeroth order state using an M=30 the error in the zeroth order energy is 30.7 mEh but the error in the second order energy is only 8.8 mEh, with 5.1 mEh coming from the classes treated using internal contraction and the remaining 3.7 mEh from MPSPT calculations.

IV. VALIDATION AND BENCHMARKS

Fully uncontracted MRLCC3 is often very accurate for a wide range of applications but is not practical for problems with large number of virtual orbitals. Compared to the uncontracted MRLCC3 energies, we expect three sources of error in our current implementation, the first is because we are only calculating second order energies, the second is due to the internal contraction and third is due to the fact that the reference wavefunction calculated using DMRG has inherent errors because low importance renormalized states are discarded. Using data in Table III we examine the error due to the first two reasons. By comparing the uncontracted MRLCC3 and uncontracted MRLCC2 energies it is clear that the third order energies are systematically more accurate than the second order energies, with errors in the atomization energies (AE) of the second order energies sometimes as large as 9 mEh. The additional error introduced due to the use of internal contraction is minimal and the largest difference between the uncontracted and internally contracted MRLCC2 energies are only 1 mEh. From the data it is evident that calculating the third order corrections to the energy can significantly improve the quality of MRLCC results, but is outside the scope of the present work.

We have also calculated the ground state energies of the Chromium dimer using the fully uncontracted MRLCC2 with cc-pVTZ-DK basis set at a bond length of 1.68 Å, relativistic effects are included using the second order Douglass-Kroll one electron Hamiltonian and the reference wavefunction is obtained by performing a CASSCF (12e,12o) calculation. Table V shows the errors due to the use of internal contraction and an approximate reference wavefunction on the calculated MRLCC2 energies. By comparing the first two columns of the table, it can be seen that internal contraction causes the second order energy to be higher by 2.0 mEh. The errors in energy differences are usually much smaller as demonstrated by the data in Table III. When the last three columns are compared one notices that by using approximate reference wavefunction parametrized using an MPS of M=50 an error of 3.8 mEh in the zeroth order energy E0 is incurred. Here we have intentionally made the errors large by using an artificially small M, nevertheless such errors are not entirely uncommon when very large active spaces are treated using DMRG. The essential point is that the error in the second order energy due to a wrong reference is only 1.2 mEh. In fact by using an even more approximate zeroth order state using an M=30 the error in the zeroth order energy is 30.7 mEh but the error in the second order energy is only 8.8 mEh, with 5.1 mEh coming from the classes treated using internal contraction and the remaining 3.7 mEh from MPSPT calculations.

Computational Efficiency

We have performed calculations on a variety of molecules with varying size of active space and basis sets to compare the cost of MRLCC2 and NEVPT2 calculations for the different perturber classes; the results are summarized in Table V. All timings data were obtained on a single node containing two Intel® Xeon® E5-2680 v2 processors of 2.80 GHz each and 128 gigabyte memory. The table shows that there is substantial difference between MRLCC2 and NEVPT2 for the perturber classes that are treated using internal contraction, mainly because of the external-exchange operations (e.g., (ab|cd)ₙ are unnecessary in NEVPT2. The cost of such calculations scales as the fourth power of the number of virtual orbitals and with large basis sets quickly becomes the dominant cost. Here the largest MRLCC2 calculation was performed on oxo-Mn(Salen) with a cc-pVTZ basis set which contains 555 virtual orbitals, whereas for NEVPT2 calculations very large basis sets containing over 1000 orbitals could be treated fairly easily.

The MPSPT part of the calculation dominates the overall cost of the NEVPT2 calculation, but is of similar cost (within a factor of 3) as internal contraction in the MRLCC2 calculations. Even though the cost of performing MPSPT is about the same in NEVPT2 calculations as in MRLCC2 calculations, the NEVPT2 calculations can be stretched much further and performed more efficiently by using the fact that the perturbative...
TABLE III: Atomization energies (AE), ionization potential (IP) and electron affinities (EA) of various benchmark molecules are calculated using uncontracted MRLCC3, uncontracted MRLCC2 and internally contracted MRLCC2 implemented in the present work. Where possible we have also tabulated accurate estimates of the FCI energies; AE were calculated using FCIQMC\cite{74}, whereas IP and EA were calculated using DMRG. The FCIQMC energies and geometries of molecules used for AE calculations are obtained from work by Cleland et al\cite{74} and the geometries for molecules used for calculating IP and EA were obtained from work by Knizia et al\cite{75}.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>FCI</th>
<th>UMRLCC3</th>
<th>UMRLCC2</th>
<th>p-ICMRLCC2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DZ</td>
<td>TZ</td>
<td>QZ</td>
<td>DZ</td>
</tr>
<tr>
<td><strong>Atomization Energy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C\textsubscript{2}</td>
<td>-0.207</td>
<td>-0.223</td>
<td>-0.228</td>
<td>-0.204</td>
</tr>
<tr>
<td>N\textsubscript{2}</td>
<td>-0.320</td>
<td>-0.346</td>
<td>-0.356</td>
<td>-0.317</td>
</tr>
<tr>
<td>F\textsubscript{2}</td>
<td>-0.044</td>
<td>-0.057</td>
<td>-0.059</td>
<td>-0.040</td>
</tr>
<tr>
<td><strong>Ionization Potential</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H\textsubscript{2}O</td>
<td>-0.674</td>
<td>-</td>
<td>-</td>
<td>-0.672</td>
</tr>
<tr>
<td>NH\textsubscript{3}</td>
<td>-0.618</td>
<td>-</td>
<td>-</td>
<td>-0.617</td>
</tr>
<tr>
<td>Cl\textsubscript{2}</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.412</td>
</tr>
<tr>
<td>OH</td>
<td>-0.449</td>
<td>-</td>
<td>-</td>
<td>-0.448</td>
</tr>
<tr>
<td><strong>Electron Affinity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH\textsubscript{3}</td>
<td>-0.048</td>
<td>-</td>
<td>-</td>
<td>-0.051</td>
</tr>
<tr>
<td>CN</td>
<td>0.100</td>
<td>-</td>
<td>-</td>
<td>0.099</td>
</tr>
<tr>
<td>NO</td>
<td>-0.053</td>
<td>-</td>
<td>-</td>
<td>-0.054</td>
</tr>
<tr>
<td>SH</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.040</td>
</tr>
</tbody>
</table>

TABLE IV: Effect of internal contraction and accuracy of $|\Psi_0\rangle$ on absolute MRLCC2 energies. The rows show reference energy ($E_0 + 2099.0$), and MRLCC2 correction due to classes I-VI of Tab. I ($E_2$, IC), and classes VII-VIII ($E_2$, MPSPT), in atomic units. The UC (uncontracted) column contains reference energies obtained with uncontracted basis states for all classes. In the other four columns, an IC basis is used for perturber classes I-VI, and classes VII-VIII are represented with MPSPT. In these four columns, $|\Psi_0\rangle$ is an MPS with maximum virtual bond dimension $M$ of 500, 80, 50 and 30 respectively. This illustrates the effect of approximating $|\Psi_0\rangle$ on the correlation energy.

| Bond dimension $M$ of $|\Psi_0\rangle$ | UC | 500 | 80 | 50 | 30 |
|-------------------------------------|----|-----|----|----|----|
| $E_0$                               | -0.2499 | -0.2499 | -0.2487 | -0.2461 | -0.2192 |
| $E_2$ (I-VI)\textsuperscript{a}    | -1.0597 | -1.0578 | -1.0582 | -1.0587 | -1.0629 |
| $E_2$ (VII-VIII)\textsuperscript{b} | -0.0672 | -0.0672 | -0.0675 | -0.0679 | -0.0709 |

\textsuperscript{a}: $E_2$ contrib. from I-VI, represented with IC

\textsuperscript{b}: $E_2$ contrib. from VII-VIII, represented with MPSPT

contribution from each external orbital can be calculated independently of one another. We can perform simultaneous independent calculations where each one only correlates a subset of virtual orbitals. In the calculations on Pentacene with cc-pVTZ basis set and oxo-Mn(Salen) with cc-pVQZ basis set, there were respectively 722 and 1101 virtual orbitals, four independent MPSPT calculations were performed to treat the perturber class VII. It should be noted that, because 4-RDMs are not necessary large active spaces containing 30 orbitals (Cr\textsubscript{2} with (12e,30o) active space) can be treated using MPSPT.

oxo-Mn(Salen)

Managanese salen derivatives like the Jacobson’s catalysts\textsuperscript{82,83} are used for performing enetioselective epoxidation of olefins. The mechanism of the epoxidation is not

FIG. 3: The chlorine containing neutral oxo-Mn(salen) cluster used in this study. The geometry is taken from Ivanic et al.; it was optimized with (10e,10o)-CASSCF and a 6-31G* basis.
Based on DFT and coupled cluster calculations, the model cluster studied in this work is shown in Figure 3. The chlorine containing neutral oxo-Mn(salen) have been used to understand the electronic structure of these clusters. Multireference ab initio calculations have tried to understand the two-step mechanism which allows the formation of the concerted mechanism which exclusively yields the singlet state in sharp contrast to the results calculated using the VTZ and VQZ basis set. The agreement between the two energies is so large, one possibility is that their active space calculation converged to a local minimum. Our numbers are in good agreement with the recent results published by Stein and Reiher\cite{87}, where they have used a slightly smaller active space of (26e,21o) and obtained slightly higher energy of -2251.7963 E\textsubscript{h}.

The results of our calculations are presented in Table I where it can be seen that the singlet-triplet splitting is not only depends on the dynamical correlation but also depends quite sensitively on the size of the basis set. Interestingly the DMRG-SCF calculations with VDZ basis set predicts the triplet as being more stable than the singlet by 1.1 mE\textsubscript{h}, which is in contradiction to the results obtained by Stein and Reiher when they obtained singlet as being more stable than the triplet by 0.6 mE\textsubscript{h}. We don’t expect our DMRG-SCF calculations performed with M=2000 (or their calculations performed with M=1000) to be accurate enough to resolve such small differences. Further there is a strong likelihood that the ground state triplet is nearly degenerate with the first excited triplet state, which is about 50 mE\textsubscript{h}.

Here we perform MRLCC and NEVPT2 calculations on the singlet and triplet ground states of the oxo-Mn(salen) model cluster using the optimized geometry obtained by Ivanic et al.\cite{91} Based on recommendation by Wouters et al.\cite{92} a (28e,22o) active space was used to perform the DMRG-SCF calculations,\cite{92} where the DMRG calculation during each iteration was performed with an M of 2000. HOMO-13 to LUMO+7 canonical Hartree Fock orbitals were included in the active space in the first iteration. StackBlock\cite{101,92} was interfaced with the PySCF program package\cite{101} to carry out these calculations. Remarkably, our DMRG-SCF calculations for the singlet state with the cc-pVDZ basis set converged to -2251.7991 E\textsubscript{h} which is about 50 mE\textsubscript{h} lower than the energy obtained by Wouters et al.\cite{92} We are not certain why the difference between the two energies is so large, one possibility is that their active space calculation converged to a local minimum. Our numbers are in good agreement with

### Table V: Walltime (in units of 1000 sec) for computing the various perturber classes’ contributions to $|\Psi_1\rangle$.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Sym</th>
<th>State</th>
<th>Active Space</th>
<th>Basis</th>
<th>$n_c$</th>
<th>$n_a$</th>
<th>$n_v$</th>
<th>Method</th>
<th>Internally contracted spaces</th>
<th>MPSPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr$_2$</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(12e,12o)</td>
<td>VTZ</td>
<td>18</td>
<td>12</td>
<td>276</td>
<td>MRLCC2</td>
<td>1.1 0.9 0.1 0.8 0.0 0.3</td>
<td>1.2 0.0</td>
</tr>
<tr>
<td>Cr$_2$</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(12e,30o)</td>
<td>V TZ</td>
<td>18</td>
<td>30</td>
<td>258</td>
<td>MRLCC2</td>
<td>1.0 1.9 0.3 13.5 0.9 0.3</td>
<td>17.7 2.1</td>
</tr>
<tr>
<td>Pentacene</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(22e,22o)</td>
<td>VDZ</td>
<td>62</td>
<td>22</td>
<td>294</td>
<td>MRLCC2</td>
<td>16.8 5.0 1.2 2.5 1.2 6.2</td>
<td>10.9  -</td>
</tr>
<tr>
<td>oxo-Mn(Salen)</td>
<td>$C_1$</td>
<td>$^1A$</td>
<td>(28e,22o)</td>
<td>VTZ</td>
<td>55</td>
<td>22</td>
<td>555</td>
<td>MRLCC2</td>
<td>42.6 33.6 0.8 29.7 0.2 1.8</td>
<td>123.7 33.75</td>
</tr>
<tr>
<td>Cr$_2$</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(12e,12o)</td>
<td>V SZ</td>
<td>18</td>
<td>12</td>
<td>276</td>
<td>NEVPT2</td>
<td>0.0 0.0 0.0 0.0 0.0 0.0</td>
<td>1.2 0.0</td>
</tr>
<tr>
<td>Cr$_2$</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(12e,30o)</td>
<td>V SZ</td>
<td>18</td>
<td>30</td>
<td>258</td>
<td>NEVPT2</td>
<td>0.0 0.0 0.0 0.0 0.0 0.0</td>
<td>17.7 2.1</td>
</tr>
<tr>
<td>Pentacene</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(22e,22o)</td>
<td>VDZ</td>
<td>62</td>
<td>22</td>
<td>294</td>
<td>NEVPT2</td>
<td>0.0 0.0 0.0 0.0 0.0 0.0</td>
<td>10.6  -</td>
</tr>
<tr>
<td>Pentacene</td>
<td>$D_{2h}$</td>
<td>$^1A_g$</td>
<td>(22e,22o)</td>
<td>VD Z</td>
<td>62</td>
<td>22</td>
<td>294</td>
<td>NEVPT2</td>
<td>0.5 0.8 0.0 0.3 0.2</td>
<td>29.2  -</td>
</tr>
<tr>
<td>oxo-Mn(Salen)</td>
<td>$C_1$</td>
<td>$^1A$</td>
<td>(28e,22o)</td>
<td>VTZ</td>
<td>55</td>
<td>22</td>
<td>555</td>
<td>NEVPT2</td>
<td>0.0 0.2 0.0 0.1 0.0 0.0</td>
<td>120.9 37.4</td>
</tr>
<tr>
<td>oxo-Mn(Salen)</td>
<td>$C_1$</td>
<td>$^1A$</td>
<td>(28e,22o)</td>
<td>VQZ</td>
<td>55</td>
<td>22</td>
<td>1101</td>
<td>NEVPT2</td>
<td>0.3 1.2 0.0 1.2 0.0 0.2</td>
<td>487.2 34.8</td>
</tr>
</tbody>
</table>

*The virtual orbitals were split into four groups and the contribution of each group was calculated independently.

Table V: Walltime (in units of 1000 sec) for computing the various perturber classes’ contributions to $|\Psi_1\rangle$. For classes treated with MPSPT, we show the time necessary to converge the energy to $\leq 1$ mE\textsubscript{h}.
TABLE VI: The energies (E+2251) in units of E\textsubscript{h} obtained using various methods and basis sets shown in the table. Comparing the NEVPT2/MRLCC results calculated at VDZ and VTZ basis set shows the use of the VDZ basis set results in large errors in the calculated singlet triplet splittings. The energy differences seem to have converged with basis set by VTZ basis set. The spin gap calculated using MRLCC and NEVPT2 calculations are in agreement with each other when VTZ basis set is used.

<table>
<thead>
<tr>
<th>State</th>
<th>VDZ</th>
<th>VTZ</th>
<th>VQZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E\textsubscript{0}</td>
<td>NEV</td>
<td>LCC</td>
</tr>
<tr>
<td>\textsuperscript{1}A</td>
<td>-0.7991</td>
<td>-3.0109</td>
<td>-3.2830</td>
</tr>
<tr>
<td>\textsuperscript{3}A</td>
<td>-0.8002</td>
<td>-2.9990</td>
<td>-3.2600</td>
</tr>
<tr>
<td>\Delta E_{T-S}</td>
<td>-0.0011</td>
<td>0.0118</td>
<td>0.0230</td>
</tr>
</tbody>
</table>

FIG. 4: The natural orbitals with the occupation numbers (numbers in black) greater than 0.02 or less than 1.98 of the singlet state are obtained using CASSCF (28e,22o) calculation with a cc-pvDZ basis set. In the triplet state an electron from the doubly occupied d\textsubscript{x2-y2} orbital gets excited to the empty π orbital which is shown schematically with the red arrow. The occupation numbers of the d\textsubscript{x2-y2} orbital and π\textsuperscript{*} orbitals change from 1.96 and 0.16 in the singlet state to 1.00 and 1.04 (shown in red) in the triplet state respectively.

sis set are in good agreement with the MRLCC2 results with the same basis set. (We were unable to perform MRLCC2 calculations with VQZ basis set because of the size of the external space.)

From our work it is clear that the difference between the energy of the singlet and triplet states is relatively small and is more or less within the error bars of the methods being used. An interesting question is that of the reaction mechanism on the different potential energy surfaces, which can be further explored by calculating the barrier heights of the transition states using MRLCC2 and NEVPT2 methods; this will be the topic of a future publication.

V. CONCLUSION AND OUTLOOK

Here we have shown that Celani-Werner scheme of internal contraction can be used to perform NEVPT2 and MRLCC2 calculations for problems where the reference wavefunction is given as an MPS following a DMRG-CI or a DMRG-SCF calculation. This program can be used to perform NEVPT2 calculations for active spaces of 30 orbitals or more and with about 1000 virtual orbitals and MRLCC calculations with similar active spaces and about 500 virtual orbitals. This lends us the ability to calculate dynamical correlations on organometallic clusters where so far only static correlation have been calculated using DMRG\textsuperscript{102,103}.

Our results show that we can improve the accuracy of the MRLCC theory by calculating the third order energy corrections. The third order energies can be calculated by evaluating

$$E_3 = \sum_{I>J} 2 \langle \Psi_{I} | V | \Psi_{J} \rangle$$

where |\Psi_{I}\rangle is the I\textsuperscript{th} perturber class of the first order state. There are eight different perturber classes and the resulting 28 different matrix elements need to be calculated to evaluate the third order energy. Out of these, all the ones where both the I\textsuperscript{th} and J\textsuperscript{th} perturber classes are parametrized using internal contraction can be easily calculated using a maximum of 3-RDMs. The matrix elements, where the I\textsuperscript{th} perturber class in calculated using MPSPT and the J\textsuperscript{th} perturber class is calculated using internal contraction, cannot be calculated in a straightforward way and will be the topic of a subsequent paper.

The size of problems treatable with this method can be significantly extended by using explicit correlation (F12 methods) and local correlations using pair natural orbitals (PNO). It has already been demonstrated that by performing DMRG calculations on an effective Hamiltonian obtained by canonical transcorrelation of Yanai\textsuperscript{104} spectroscopic accuracy can be obtained for the Be\textsubscript{2} dimer\textsuperscript{105}. The canonical transcorrelation method\textsuperscript{103} although universal (much like Torheyden’s post F12 correction scheme\textsuperscript{106}), has a severe memory bottleneck and can only be used for relatively small basis sets\textsuperscript{107}. A more efficient route for using F12-geminals in our method will be the approach used by Ten-no\textsuperscript{108} and later by Shiozaki et al\textsuperscript{109,110} for multireference problems. PNO were used in the multireference problems for the first time by Fink et al\textsuperscript{111} and after a long lull PNO based methods have seen a huge revival due to work of Neese et al\textsuperscript{112,113}. Our next project will aim to make use of these recent devel-
opments by extending this method by combining it with F12-methods, PNOs.
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For a contraction with $n$ input tensors ($n > 2$), our heuristic algorithm first chooses the two input tensors which, if contracted over their common indices, produce the smallest intermediate tensor. This binary contraction is then evaluated, and the two input tensors are replaced by the single output tensor, resulting in a $n - 1$ tensor contraction. This is repeated until a binary contraction is reached, which is evaluated with transpositions and matrix multiplications.