Response variance prediction using transient statistical energy analysis

Robin S. Langley,¹ David H. Hawes,¹* Tore Butlin,¹ and Yuki Ishii²

¹Department of Engineering, University of Cambridge, Trumpington Street, Cambridge, CB2 1PZ, UK

²Mitsubishi Heavy Industries, Ltd. 5-717-1, Fukahori-machi, Nagasaki, 851-0392, Japan

10/25/2018

Running Title: Transient statistical energy analysis variance method

* Corresponding author

Electronic mail: David.HAWES@3ds.com

Current address: Dassault Systèmes, Cambridge Science Park, Cambridge, CB4 0WN, UK
Abstract

Statistical Energy Analysis (SEA) is a prominent method for predicting the high frequency response of complex structures under steady loading where the structure is split into subsystems and the subsystem energies are calculated. Since at high frequencies, the dynamic response of nominally identical structures can differ greatly, methods have been developed to predict both the mean and variance of the energy in the subsystems of a system across an ensemble of systems. SEA can be extended to predict the transient response of a system, either to shock or time-varying inputs and is known as Transient SEA, although this formulation has so far only been interested in the mean response. In this paper, a method for predicting the variance of the transient response is derived by considering how an individual realisation can deviate from the mean. A matrix differential equation for the covariance of the subsystem energies is derived which is driven by terms representing the variability in the system. These variance terms are provided by assuming that the natural frequencies in each subsystem conform to the Gaussian Orthogonal Ensemble. The accuracy of the method is investigated both numerically and experimentally using systems involving coupled plates and its limitations are discussed.
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I. Introduction

The transient response of structures to either shock or time-varying loading is of considerable importance when designing systems to protect against failure or reduce noise. Transient Statistical Energy Analysis (TSEA) (see for example Lai and Soom, 1990b, 1990a; Langley et al., 2019; Lyon and DeJong, 1995; Manning and Lee, 1968; Pinnington and Lednik, 1996a, 1996b) is a popular technique used to predict the high frequency response of complex structures under these conditions and has been applied to both academic and industrial applications such as predicting the noise levels in buildings due to impulses and footsteps (Robinson and Hopkins, 2015).

Transient SEA is based on steady-state SEA which has been developed over a number of decades to predict the response of complex structures subjected to steady external loads. Steady-state SEA is most commonly employed at high frequencies where, due to the short wavelength of vibrations, traditional vibration analysis approaches such as the finite element method become undesirable. At these frequencies and wavelength-scales, an extremely detailed model with a very fine mesh is required and any imperfections in the system of comparable length-scale to the wavelength will have a significant effect on the structural response. Consequently, nominally identical structures can generate very different frequency response characteristics. The SEA method inherently circumvents these issues by splitting a structure into large regions that contain similar properties known as subsystems and concerning itself only with the average and variance of the energy in each subsystem where the average is taken both spatially over the subsystem and over an ensemble of nominally identical subsystems that encompasses all random imperfections.

In addition to the mean energy of each subsystem, it is important to quantify the spread of the energy within each system across the ensemble since any particular system drawn from the
ensemble may have subsystem energies that are very different from the ensemble average values. A preliminary method for calculating the response variance was suggested by Lyon and DeJong (1995), but a more suitable and widely adopted method was later developed by Langley and Cotoni (2004a). This built on the work by Langley and Brown (2004a, 2004b) that used the principle of universality, which states that if a system is sufficiently random then the statistical distribution of its natural frequencies is independent of how the system is randomised. Assuming, due to strong empirical evidence, see for example (Weaver, 1989), that the natural frequencies of a subsystem are governed by the Gaussian Orthogonal Ensemble (GOE) Mehta (2004) and that the modeshapes are Gaussian across the ensemble, the variance of the energy in a built-up system can be calculated by investigating how any single realisation differs from the mean (Langley and Cotoni, 2004a).

It is thought that the extension of steady-state SEA to the transient case is reasonable when the assumptions on which steady-state SEA are built are not violated. This generally requires the energy in the system to vary slowly with time compared to the time period of its oscillations and many modes to be excited. Under these conditions, the steady-state SEA coupling loss factors (CLFs) can be used for the transient analysis and have been shown to produce strong results (Hopkins and Robinson, 2013; Langley et al., 2019; Robinson and Hopkins, 2015) despite suggestions that time-varying CLFs could be more suitable, particularly at lower frequencies (Lai and Soom, 1990b).

At present, there exist well-tested SEA-based methods for calculating the mean and variance of the response of complex systems to steady loading and the mean response to transient and impulsive loading. This paper aims to derive a method for calculating the variance of the response under shock and transient external loading conditions using a similar approach to Langley and Cotoni (2004a). In what follows Section II presents a brief summary of the TSEA equations used to calculate the mean response before applying them in Section III to derive
equations for calculating the variance of the response. Numerical and experimental validation using systems of coupled plates is then presented in Sections IV and V respectively before the limitations of the method are discussed in Section VI and conclusions are made in Section VII.

II. Summary of the TSEA mean equations

In this section, a brief summary of the TSEA method for calculating the mean subsystem energies is presented. The TSEA equation is based on the steady-state SEA equation derived by Lyon and DeJong (1995) by considering a power balance between subsystems at each frequency such that

\[ P_{in}(\omega) = A(\omega)E(\omega), \] (1)

which can be written using index notation as

\[ P_{in,j} = \omega \eta_j E_j + \sum_{k=1}^{N} \omega \eta_{jk} n_j \left( \frac{E_j}{n_j} - \frac{E_k}{n_k} \right) \] (2)

where \( \omega \) is the frequency of interest, \( E_j, n_j, \eta_j \) and \( P_{in,j} \) are the ensemble average vibrational energy, modal density, internal loss factor and power into subsystem \( j \) and \( \eta_{jk} \) is the coupling loss factor between subsystems \( j \) and \( k \). If the system is subjected to a shock or time-varying external power input, a time derivative term can be included in the SEA equation representing an increase or decrease of energy in the subsystems with time. However, this means the subsystem energies are a function of both time and frequency. Most commonly, the TSEA equation is averaged over a frequency band, \( \omega_1 < \omega < \omega_2 \) say, such that the energy variable represents the time evolution of the ensemble average of the energy in a given band. The TSEA equation is thus
where each term is now considered to be averaged over the frequency band. This equation is used to derive the equations for predicting the variance of the subsystem energies.

Much previous work has addressed the conditions under which the steady state SEA equations, Eq. (1), are valid, and these conditions can be expressed in terms of either modes or waves. In modal terms, the modal responses of each subsystem must be uncorrelated and have equipartition of energy, and they must also be uncorrelated from the modal responses of other subsystems. An equivalent statement in terms of waves is that each subsystem must carry a diffuse wavefield (in an ensemble sense), and the wavefields must be uncorrelated across the different subsystems. These conditions are promoted by weak coupling between the subsystems. Recent work on the mean TSEA, Eq. (3), has elucidated the additional conditions which must be met for these equations to be valid (Langley et al., 2019). In wave terms, the rate of change of energy within a subsystem must be slow compared to the time taken for a wave to transit the subsystem several times, so that the subsystems can be considered to carry diffuse wavefields at all times. This condition is again promoted by weak coupling between the subsystems. The following section considers the variance of the response, and this requires the additional assumption that the natural frequencies and mode shapes of each subsystem have statistics which are governed by the Gaussian Orthogonal Ensemble. As discussed by Wright and Weaver, 2010, this condition is widely applicable to structures which display a sufficient degree of randomness, in the sense that random variations in the natural frequencies are greater than the mean modal spacing (Kessissoglou and Lucas, 2009).
III. Derivation of the TSEA variance equations

This section derives the TSEA equations for predicting the time-varying variance of the system response based on the approach adopted by Langley and Cotoni (2004a). The TSEA equation that governs the ensemble average of the response of a system is given by Eq. (3). If a single realisation of the ensemble is considered then the mean TSEA equation is no longer applicable, but a similar equation can be written for the individual ensemble member that relates $d\mathbf{E}(t)/dt$, $\mathbf{E}(t)$ and $\mathbf{P}_{\text{in}}(t)$ following the same approach as Langley and Cotoni (2004a) and noting that the terms can be written as second order in the excitation. The SEA matrix, the power input, and the response energy will all differ from the ensemble average values, and the resulting equation for a single realisation can be written as

$$\frac{d}{dt}[\mathbf{E}(t) + \tilde{\mathbf{E}}(t)] + [\mathbf{A} + \tilde{\mathbf{A}}][\mathbf{E}(t) + \tilde{\mathbf{E}}(t)] = \mathbf{P}_{\text{in}}(t) + \tilde{\mathbf{P}}_{\text{in}}(t)$$  \hspace{1cm} (4)

where a “tilde” over a variable represents the deviation from the ensemble average value. It has been shown by Langley and Cotoni (2004a) that power balance implies that the row sum of the SEA matrix must be zero, which implies (if $N$ is the number of subsystems) that

$$\sum_{j} \tilde{A}_{jk} = 0 \Rightarrow \tilde{A}_{kk} = -\sum_{j \neq k} \tilde{A}_{jk}. \hspace{1cm} (5)$$

Hence the diagonal entries of the “random part” of the SEA matrix can be expressed in terms of the off-diagonal components. If Eq. (3) is subtracted from Eq. (4) then the result is

$$\frac{d\tilde{\mathbf{E}}(t)}{dt} + \tilde{\mathbf{A}}\tilde{\mathbf{E}}(t) + \mathbf{A}\mathbf{E}(t) + \tilde{\mathbf{A}}\tilde{\mathbf{E}}(t) = \tilde{\mathbf{P}}_{\text{in}}(t), \hspace{1cm} (6)$$

and this equation can be rewritten using the summation convention in the form

$$\frac{d\tilde{E}_{j}}{dt} + \tilde{A}_{jk}\dot{E}_{k} + \tilde{A}_{jk}E_{k} + \tilde{A}_{jk}\dot{E}_{k} = \tilde{P}_{\text{in},j} \hspace{1cm} (7)$$
where the arguments of the various functions are omitted for ease of notation. Now Eq. (7) can be multiplied by \( \tilde{E}_r \) and averaged across the ensemble to yield

\[
E \left[ \tilde{E}_r \left( \frac{d\tilde{E}_i}{dt} + A_{jk} \tilde{E}_k + \tilde{A}_{jk}E_k + \tilde{A}_{jk}E_k - \tilde{P}_{in,j} \right) \right] = 0. \tag{8}
\]

Likewise the \( r \)th component of Eq. (6) can be multiplied by \( \tilde{E}_j \) and averaged across the ensemble to yield

\[
E \left[ \tilde{E}_j \left( \frac{d\tilde{E}_r}{dt} + A_{rk} \tilde{E}_k + \tilde{A}_{rk}E_k + \tilde{A}_{rk}E_k - \tilde{P}_{in,r} \right) \right] = 0. \tag{9}
\]

Equations (8) and (9) can be added, and on neglecting third order terms (or alternatively, assuming that these terms average to zero) this yields

\[
\dot{C}_{jr} = -A_{jk}C_{kr} - A_{rk}C_{kj} - E_k \left( q^{(jk)}_r + q^{(rk)}_j \right) + P_{jr} + P_{rj}, \tag{10}
\]

where \( C_{kr} \) is the \( kr \)th component of the covariance matrix of the energies, and the following definitions are introduced

\[
C_{kr} = E[\tilde{E}_k \tilde{E}_r], \quad q^{(jk)}_r = E[\tilde{A}_{jk} \tilde{E}_r], \quad P_{jr} = E[\tilde{P}_{in,j} \tilde{E}_r]. \tag{11-13}
\]

Equation (10) is a matrix Riccati equation, with “forcing” arising from the final four terms on the right-hand side. Now a differential equation for the variables \( q^{(jk)}_r \) can be derived by multiplying Eq. (7) by \( \tilde{A}_{nm} \ (n \neq m) \) and taking the ensemble average to yield

\[
E \left[ \tilde{A}_{nm} \left( \frac{d\tilde{E}_j}{dt} + A_{jk} \tilde{E}_k + \tilde{A}_{jk}E_k + \tilde{A}_{jk}E_k - \tilde{P}_{in,j} \right) \right] = 0. \tag{14}
\]

By noting that the matrix \( \tilde{A}_{nm} \) does not depend upon time, Eq. (14) can be written in the form

\[
\dot{q}^{(nm)}_j = -A_{jk}q^{(nm)}_k - E_k \left[ \tilde{A}_{jk} \tilde{A}_{nm} \right] + E[\tilde{P}_{in,j} \tilde{A}_{nm}], \quad n \neq m. \tag{15}
\]
Langley and Cotoni (2004a) have argued that, apart from the constraint imposed by Eq. (5), the entries of the matrix $\tilde{A}_{nm}$ are uncorrelated, and moreover they are uncorrelated from the power inputs. Equation (15) therefore yields

$$q_{jm}^{(nm)} = -A_{jk}q_k^{(nm)} - \delta_{jn}E_mE_m\text{Var}[\tilde{A}_{nm}] + \delta_{jm}E_m\text{Var}[\tilde{A}_{nm}], \quad n \neq m$$  \hspace{1cm} (16)

where Var[..] represents the variance of its argument. Furthermore, the “diagonal” values of $q_j^{(mm)}$ can be expressed in terms of the off-diagonal entries by employing Eq. (5) to yield

$$q_j^{(mm)} = -\sum_{n \neq m}^N q_j^{(nm)}.$$  \hspace{1cm} (17)

A differential equation for the terms $P_{jr}$ that appear in Eq. (10) can be obtained by multiplying Eq. (7) by $\tilde{P}_r$ and taking the ensemble average to give

$$E\left[\tilde{P}_{in,r}\left(\frac{d\tilde{E}_j}{dt} + A_{jk}\tilde{E}_k + \tilde{A}_{jk}\tilde{E}_k + \tilde{A}_{jk}\tilde{E}_k - \tilde{P}_{in,j}\right)\right] = 0.$$  \hspace{1cm} (18)

Langley and Cotoni (2004a) have shown that the power input to different subsystems can be considered to be uncorrelated, which means that Eq. (18) can be written as

$$\dot{P}_{r,j} = -A_{jk}P_{rk} + \delta_{r,j}\text{Var}[\tilde{P}_{in,j}],$$  \hspace{1cm} (19)

It is assumed here that $\tilde{P}_{in,r}$ is either constant or varies slowly with time such that $\dot{\tilde{P}}_{in,r}\tilde{E}_j \ll \tilde{P}_{in,r}\tilde{E}_j$. Equations (10), (16), (17) and (19) form a set of first order differential equations that can be integrated to yield the variance of the response energy.

Note that $P_{jr}$ arises from the presence of a steady-state power acting on the system, in addition to any shock loading applied at $t = 0$. If the system is subjected only to shock loading, then this can be applied as an initial condition on $C_{kr}$ therefore all the terms relating to $P_{jr}$ go to zero, and the differential equation for these terms, Eq. (19), is not needed. If the external power
input varies slowly with time relative to the oscillations of the system, accurate results are also
expected. It can be shown (by removing time derivatives in Eqs. (10), (16) and (19) and noting
that Eq. (10) can be split and solved as a collection of terms plus their transpose) that with a
steady-state power input the solution to the transient variance equations is identical to the
solution that is calculated using the steady-state theory of Langley and Cotoni (2004a).

The “Var” terms that appear in Eqs. (16) and (19) act as source terms, and they can be evaluated
using the theory based on the Gaussian Orthogonal Ensemble described by Langley and Brown
(2004a, 2004b). The relative variance, denoted RelVar[..], of the power inputs is given by

\[
\text{RelVar}[P_j] = \left(\frac{\alpha_j - 1}{\pi m_j B_j^2}\right) \left\{2B_j \tan^{-1} B_j - \ln(1 + B_j^2)\right\} + \frac{1}{(\pi m_j B_j^2)^2} \ln(1 + B_j^2) .
\]

(20)

Here \(m_j\) is the effective modal overlap factor of subsystem \(j\), which is given by Langley and
Cotoni (2004a) as

\[
m_j = \frac{1}{(C^{-1})_{jj}},
\]

(21)

where \(C\) is the conventional steady-state SEA matrix, \(C_{jk} = A_{jk} n_{k}\). The parameter \(B_j\) in Eq.
(20) is a bandwidth parameter defined by Langley and Cotoni (2004a) as

\[
B = \Delta \frac{n_j}{m_j}.
\]

(22)

Finally, the parameter \(\alpha_j\) depends on the nature of the applied loading, and for single point
loading is found to be approximately 2.7 (Langley and Brown, 2004a).

The term \(\text{Var}[\tilde{A}_{nm}]\) which appears in Eq. (16) can be evaluated by noting that for steady-state
the relative variance of the matrix entry \(\tilde{A}_{nm}\) is given by Langley and Cotoni (2004a) as

\[
\text{RelVar}[\tilde{A}_{nm}] = \left(\frac{\alpha_{nm} - 1}{\pi m_n B_n^2}\right) \left\{2B_n \tan^{-1} B_n - \ln(1 + B_n^2)\right\} + \frac{1}{(\pi m_n B_n^2)^2} \ln(1 + B_n^2)
\]

(23)
where values for the parameter $\alpha_{nm}$ are also given in Langley and Cotoni (2004a).

At early times, immediately after an impulse all modes of the system are in phase and so power transfer between subsystems is not a smooth function of time until the coherence between the modes is lost. If it is assumed over the ensemble that the natural frequencies take a uniform distribution, the instantaneous power transferred through the coupling between subsystems $i$ and $j$ can be written

$$W_{ij}(t) = \frac{1}{\Delta} \int_{\omega_1}^{\omega_2} W_{ij,av}(1 + \cos(2\omega t))d\omega$$

$$= W_{ij,av} \left(1 + \cos\left((\omega_1 + \omega_2)t\right) \text{sinc}(\Delta t)\right)$$ (24)

where $W_{ij,av}$ is the average power transferred $\omega_1$ and $\omega_2$ are the lower and upper frequencies of the frequency band and $\Delta = \omega_2 - \omega_1$. Ignoring the fast frequency oscillations at the $\omega_1 + \omega_2$ frequency, the variance of the power transfer and therefore the coupling loss factor matrix must be amended such that Eq. (23) becomes

$$\text{RelVar}\left[\tilde{A}_{nm}\right] = \left(1 + \text{sinc}(\Delta t)\right)^2 \left\{\left(\frac{\alpha_{nm} - 1}{\pi m_n B_n^2}\right) \left[2B_n \tan^{-1} B_n - \ln(1 + B_n^2)\right] + \frac{1}{(\pi m_n B_n)^2} \ln(1 + B_n^2)\right\}.$$ (25)

Provided the bandwidth is reasonably wide, the effect of this modification, enacted by the sinc function, will decay after a short time.

By solving the mean TSEA equation, Eq. (3), the variance terms in the TSEA variance equations, Eqs. (16) and (19), can be calculated from the relative variance of the power input and coupling loss factors using Eqs. (20) and (25). All that remains for the TSEA variance equations to be integrated and solved is an appropriate set of initial conditions.
A. The initial conditions

The initial conditions on the $C_{kr}$, $q_r^{(jk)}$ and $P_{jr}$ variables are case dependent; however under impulsive loading, there will be no external excitation so $P_{jr} = 0$ and the initial energy in a subsystem will be uncorrelated to its coupling loss factor so $q_r^{jk} = 0$. The initial condition on the variance of the subsystem energies will only be nonzero for impulsively excited subsystems and can be obtained by noting that the modal impulse response function (assuming unit generalized mass) is given by

$$q_n(t) = \frac{\phi_n}{\omega_d} e^{-\beta \omega_n t} \sin(\omega_d t),$$  \hspace{1cm} (26)

where $\beta$ is the damping ratio, $\omega_n$ and $\omega_d$ are respectively the undamped and damped natural frequencies, and $\phi_n$ is the mode shape at the excitation point. The initial energy due to the impulse is therefore proportional to

$$X = \sum_{\omega_n \in \Delta} \phi_n^2,$$  \hspace{1cm} (27)

where the sum is over the number of modes in the frequency band. Equation (27) can also be written as

$$X = \sum_{n} \phi_n^2 Y(\omega_n, \Delta),$$  \hspace{1cm} (28)

where the function $Y$ is zero unless the natural frequency falls in the band, in which case the function equals unity. The variance of the sum $X$ can be obtained from random point process theory (Mehta, 2004) which yields the result

$$\text{Var}[X] = E[\phi_n^4] \int_0^\infty Y^2(\omega_n, \Delta)f_1(\omega_n) d\omega_n + E[\phi_n^2]^2 \int_0^\infty \int_0^\infty Y(\omega_n, \Delta)Y(\omega_m, \Delta)g_2(\omega_n, \omega_m) d\omega_n d\omega_m.$$  \hspace{1cm} (29)
where \( f_1 \) is equal to the modal density of the system, and \( g_2(\omega_n, \omega_m) \) is a function known as the second cluster function. The double integral which appears in Eq. (29) is very complicated, but progress can be made by noting that: (i) the first integral yields simply \( N \), the average number of modes in the band, and (ii) when \( \phi_n = 1 \) the equation yields the number variance, denoted \( \text{Var}[N] \), which is the variance of the number of modes in the band. It can therefore be deduced that

\[
\text{Var}[X] = (E[\phi_n^4] - E[\phi_n^2]^2)N + E[\phi_n^2]^2 \text{Var}[N].
\]  

The mean value of \( X \) is simply \( E[\phi_n^2]N \), and so the relative variance is given by

\[
\text{RelVar}[X] = \frac{\alpha - 1}{N} + \frac{2}{(\pi N)^2} (\ln N + 2.18),
\]  

where the known result for the GOE number variance is employed (Mehta, 2004) and from (Langley and Brown, 2004a) \( \alpha = E[\phi_n^4]/E[\phi_n^2]^2 \) and is discussed below. The initial condition on the variance for any subsystem \( j \) that is subjected to an impulsive force, \( f(t) \), is therefore

\[
E[\hat{E}_j^2] = \left( \frac{\alpha_j - 1}{N_j} + \frac{2}{(\pi N_j)^2} [\ln N_j + 2.18] \right) E_j^2(0),
\]  

where \( E_j(0) \) is the initial mean energy and can be calculated using the method of Langley et al., 2019.

The result of Eq. (32) assumes that the square of the modeshapes, \( \phi_n^2 \), are uncorrelated from each other. However, depending on the specific application of the impulsive excitation, this correlation can be significant and act to reduce the initial energy variance. This poses a limitation on the applicability of Eq. (32) and is discussed further in Section VI.
B. Selecting a suitable bandwidth

Since any bandwidth of interest could be very wide, it can be split into smaller bandwidths, or ‘sub-bands’, and the variance from each can be added together. This assumes that each sub-band is sufficiently wide such that it is uncorrelated to neighbouring bands. The problem with taking a very wide bandwidth is that it averages over the frequency detail of the response and so can produce less accurate results. Sub-bands must therefore be selected that balance having a wide enough bandwidth that each sub-band is uncorrelated and a narrow enough bandwidth that significant frequency information is not lost. Empirical data for the modal statistics suggests that $\alpha \approx 2.7$ (Langley and Brown, 2004a) and using the assumption of GOE statistics, it has been suggested that interaction between approximately 18 neighbouring modes occurs (Langley and Cotoni, 2004b) hence a bandwidth including 18 modes could be a sensible choice. The effect of the sub-bandwidths is illustrated in the numerical validation of Section IV. Within each sub-band a centre frequency must be selected and it has been found that it is important to use the frequency at which the steady-state response is equal to the band-averaged response. This provides improved results over simply selecting the mean frequency of the sub-band.

IV. Numerical validation

In this section, the method of Section III for predicting the variance of the subsystem energies in an SEA system is validated via comparison with results calculated using the finite element method (FE). A finite element package is used to model plate structures and generate the stiffness and mass matrices required for subsequent modal analysis.

A. Methodology

Since SEA is generally applied to energy at high frequencies, any impulse applied can be thought to only excite within a given frequency band. Here this is applied as an impulse that
excites only the modes in the frequency range of interest. The contribution of each of these
modes is calculated for a given impulse location and the modal impulse responses are
superimposed to generate the total impulse response of the system. For a narrow frequency
range, this can provide poor results immediately after the impulse for subsystems that are not
directly forced since there are insufficient modes in the band to adequately cancel when
summed and produce zero energy far from the input.

In order to generate an ensemble of structures to compare to TSEA, the plates are randomised
by adding to each plate ten masses each of 2% of the plate mass and two springs of stiffness
$(250 \times 2\pi)^2 M_j$ at random locations where $M_j$ is the mass of the $j$th plate. These values are
selected to generate sufficient statistical overlap in the subsystem natural frequencies to
produce GOE statistics as discussed by Kessissoglou and Lucas, 2009. The location of each
mass and spring is random, although it is ensured that they are not placed too close to the force
location.

The plate parameters used are for 5 mm thick Aluminium plate with Young’s modulus 70 GPa,
density 2700 kg m$^{-3}$, Poisson ratio 0.33, loss factor 0.01 and with all edges pinned to allow
rotation, but zero displacement. Only out-of-plane modes are considered and an ensemble of
1000 realisations over a frequency range of 500-1500 Hz is used and is considered as a single
frequency band unless otherwise stated. The FE solution uses second order triangular shell
elements with a minimum element length of less than one sixth of the wavelength of vibration
at the highest frequency of interest. The TSEA solution was performed with a timestep of
$2 \times 10^{-4}$ s.
B. Prediction of the variance of the subsystem energies

For the system shown inset in Figure 1a, the mean and standard deviation TSEA results for plates one and two are compared to FE results in Figure 1 where plate one is subjected to an impulse. The system consists of two plates of areas 1.26 and 1.3 m$^2$ coupled via three point connectors that are constrained to only move in the vertical direction and behave like 1D springs of stiffness $2.5 \times 10^6$ N m$^{-1}$. The standard deviation is plotted instead of the variance so the results can be more easily compared to the mean. The force location is varied with each realisation and the CLFs are calculated analytically by modelling the connectors as springs. In order to ensure that any errors in the transient variance results are due to deficiencies in the method rather than errors carried over from the mean TSEA or steady-state SEA variance methods, the mean TSEA results are tuned to fit the FE by modifying the CLFs and the steady-state band-averaged variance from SEA is also tuned to closely match the variance from the FE simulations by modifying the variance parameters.
Figure 1: (Colour online) TSEA results (dashed) compared with FE results (solid) for a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation.

The standard deviation results show good agreement with the FE results. The variance of the initial energy in plate one is well predicted by Eq. (32) and the decay is also matched well. In plate two, the rise rate and time of maximum variance is very well predicted, with the TSEA results slightly overpredicting the maximum variance by approximately 7% and yielding a slightly slower peak time. The decay in the variance is close, but not perfectly matched to the FE results and this can be a consequence of band-averaging as discussed later.
To illustrate the necessity of calculating the variance as well as the mean of the ensemble, Figure 2 presents the 95% confidence intervals for both plates, with 100 realisations of the response superimposed. The variance provides an accurate measure of the spread of the response and the subsystem energies of any one realisation could be under or over predicted if only the mean value is used. It is assumed here that the probability density function of the energy of each subsystem exhibits a lognormal distribution as discussed by Langley et al. (2013). At any one time five realisations should lie outside the 95% confidence interval and this is observed to be approximately true.

Figure 2: 95% confidence interval (black dotted) from the TSEA results (mean in solid black) compared with 100 realisations (grey), a) plate one and b) plate two.

The effect of using different sub-bands is investigated in Figure 3 where the standard deviation for both plates is plotted over the overall frequency range 500-1500 Hz with 1, 10 and 100 sub-bands. The average modal density of the two plates is 0.082 modes/Hz meaning that there are approximately 8 modes per 100 Hz in each subsystem. The sub-bandwidth has a noticeable effect on the standard deviation, in particular the decay rate, initial conditions, peak values and peak times. The initial condition in plate one is overestimated with the smallest sub-bands
because the assumption that bands are uncorrelated breaks down. Whilst the predictions of plate two appear worse for smaller sub-bands, this is likely due to the steady-state band-averaged variance being tuned for the case of a single sub-band and improving the tuning for the narrower sub-bands should improve accuracy. Additionally, as the sub-bandwidth reduces, the decay rate approaches that of the FE results illustrating that accuracy can decrease with a wide bandwidth.

![Figure 3: (Colour online) Standard deviation of the energy from FE (solid) and TSEA with 1 (dashed), 10 (dash-dot) and 100 (dotted) sub-bands for a) plate one and b) plate two.](image)

It is important to discuss what level of accuracy the TSEA variance approach can be expected to provide and what is considered sufficient when applied in real engineering design scenarios. Due to similar assumptions in the derivation, it is reasonable to expect similar accuracy from transient SEA as is achieved in steady-state SEA and therefore the two should be compared. It is generally accepted that errors of ±3 dB (or approximately a factor of two) are reasonable for steady-state SEA especially when considering the relative difference between subsystem energies can be orders of magnitude. The predictions of the peak energy standard deviation
observed here are within 1 dB of the benchmark results. Additionally, It is most common to plot SEA results on a logarithmic scale, whereas Figures 1-3 are displayed on a linear scale. The results of Figure 1 are replotted on a logarithmic scale in Figure 4 where any errors now look relatively small when considering the large drop in the variance of the energy between the plates is well predicted. The decay rate of the variance of the energy in both plates is not predicted particularly well by the TSEA and this is thought to be a feature of the band-averaging as discussed above.
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**Figure 4**: (Colour online) a) Mean and b) standard deviation of the energy from FE (solid) and TSEA (dashed) plotted on a logarithmic scale. Plates one and two are the top and bottom lines respectively.

The variance equations are also applicable when a steady-state load is applied. For the case where the system used in Figure 1 is initially at rest and plate one is given a stationary band-limited load with constant spectrum in the frequency range 500-1500Hz, the mean and variance FE and TSEA results are shown in Figure 5. The load is applied as white noise that only acts on the modes within the frequency band and the equations of motion are reformulated into the non-stationary Lyapunov equation to be solved with numerical integration. In these figures,
horizontal lines are included to represent the results that are obtained from a purely steady-state analysis and it is clear that the TSEA mean and variance results asymptote towards these values, illustrating that the TSEA equations collapse to the steady-state equations under stationary conditions. As before, the SEA parameters such as the CLF and input power are tuned to provide close agreement with the FE results so that the transient response from the TSEA method can be reasonably compared. For both the mean and standard deviation, close agreement between the predicted TSEA and benchmark FE results is observed, although the rise time of the standard deviation in plate one is slightly overpredicted.
Figure 5: (Colour online) TSEA results (dashed) compared with FE results (solid) for plate one of the two plate system under steady loading. a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation. Dash-dot and dotted lines represent results from steady-state FE and SEA respectively.
To supplement the numerical validation of the TSEA method in Section IV, an experiment involving a two-plate system similar to that displayed in Figure 1 is also presented. Two aluminium plates with area 0.8 and 0.48 m$^2$ are suspended using string and coupled with two steel point connections as displayed inset in Figure 6a. A sharp impulse with high-frequency content is applied with a stiff-tipped impulse hammer containing a force transducer at an approximately consistent location to the upper plate, denoted plate one, and the responses of the plates are measured using five randomly spaced accelerometers on each plate from which the average velocity and therefore an estimate of the energy of each plate is calculated. In order to randomise the modeshapes and generate an ensemble of systems, a number of masses, totalling approximately 10% of the plate mass, are attached to each plate and are redistributed for each impulsive excitation.

The loss factors of each subsystem are determined at a number of frequencies by investigating the decay curves of the subsystems in isolation and are found to be approximately 0.01. The SEA coupling loss factors are then calculated from the experimental steady-state energy difference between each plate using

$$\eta_{12} = \frac{n_2 E_2}{n_2 E_1 - n_1 E_2} \eta_2$$

where the modal densities are calculated analytically for a plate and $\eta_{21}$ can be calculated using the reciprocity relationship $n_1 \eta_{12} = n_2 \eta_{21}$. The modal overlap factors at 1000 Hz are 1.25 and 0.75 for plates one and two respectively.

A slight extension to the variance theory of Section III must be included to account for the effect of estimating each subsystem energy from a finite number of points. This increases the observed energy variance since, in addition to the variance across the ensemble given by TSEA,
denoted $\text{Var}_{\text{ens}}(E_j)$, there is a spatial variance, denoted $\text{Var}_{\text{spa}}(E_j)$, due to spatial fluctuations in energy over the subsystem at any one time. The total variance measured from the experiment is therefore $\text{Var}_{\text{ens}}(E_j) + \text{Var}_{\text{spa}}(E_j)$. If there are $N$ observation points and a realisation with average energy $\bar{E}_j$ has energy at the $n$th point given by $E_{j,n} = \bar{E}_j + \tilde{E}_{j,n}$ then the spatial variance is given by $E[\tilde{E}^2]/N$. The spatial relative variance for a system with Gaussian modeshapes is unity and so the spatial variance becomes $\bar{E}^2/N$. The experimental results are compared in Figure 6 to transient mean and variance results in the frequency range 2000-3000 Hz where 30 realisations are taken, and the data is normalised such that the peak force of each impulse is 1 N. The similarity between the two is very strong, with comparable rise and decay times, although the TSEA slightly underestimates the peak standard deviation in plate two. Similar to the mean results, oscillations are observed in the standard deviation and would be reduced by a larger ensemble or more accelerometers as discussed in Langley et al., 2019.
VI. Limitations of the method

For the cases presented in Sections IV and V, the variance predictions from the derived method exhibit strong agreement with the benchmark results. However, the method is limited by the assumptions it makes thus for certain systems and loading conditions, the predictions are less accurate. These limitations are explored in this section.
The results of Figure 1 are obtained by varying the impulse location with each realisation. In this case, the variance of the initial energy in the excited plate is reasonably predicted by Eq. (32), although in fact this will generally be an overprediction since it ignores the effect of any correlations between modeshapes. In the arguably more realistic case where the impulse location is fixed throughout the ensemble, the effects of the correlations become greater, acting to reduce the initial variance and so Eq. (32) overpredicts by an amount dependent on the bandwidth of interest. This effect is displayed in Figure 7 where the impulse location is fixed and the overprediction can be seen in both plates and the impact of selecting the initial variance to match the FE results is shown by the dash-dot curve, which displays good accuracy. It might be suggested that the correlations can be predicted by the GOE correlations (Brody et al., 1981), although this has been found to be an overestimate. Should an accurate model of these modeshape correlations be derived, the derived theory is expected to exhibit strong accuracy as suggested by the dash-dot curve in Figure 7.
Figure 7: (Colour online) TSEA results (dashed) compared with FE results (solid) for the point coupled system when the impulse location is constant. The dash-dot curve displays the TSEA results when the initial variance in plate one is selected to match the initial variance found in the FE results. a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation.

A second limitation to the method is illustrated clearly by the results from the two edge-coupled plates displayed in Figure 8 where the impulse location is varied randomly with each realisation. A clear early peak in the standard deviation in the second plate is observed in the FE results in Figure 8d, but not the theoretical results. Physically, this is due to waves spreading...
out from the different impulse locations of each realisation taking different amounts of time to reach the edge coupling and start transferring energy through to the second subsystem.

**Figure 8:** (Colour online) TSEA results (dashed) compared with FE results (solid) for the edge-coupled system with a varying impulse location. a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation.

The discrepancy between the theory and simulations in Figure 8d is due to the theory being unable to account for the actual method of energy transfer. In Eq. (16), the variance from the coupling between plates assumes a diffuse wavefield in both plates when in reality, shortly after an impulse, the wavefield is a propagating wavefield and a wavefront can approach the
junction and cause high instantaneous transmission. It is interesting to note that this effect averages out and the mean energy is unaffected. In this case, the variance prediction at later times may be unreliable due to cumulative effects from the poor prediction at early times.

The accuracy of the method can be estimated by comparing the timescales involved in energy transport. If the timescale for a subsystem to achieve a diffuse wavefield after an impulse is short compared to the timescale of energy transfer between subsystems, then the derived TSEA variance method can be expected to give a good prediction. This occurs when the coupling is weak and explains the strong accuracy of the results of Figure 1 where the coupling is weaker. Additionally, if the damping is low then energy transfer between subsystems occurs over a longer time and so is greater, since the energy decay in the excited subsystem will take longer. Any effect from the non-diffuse field at early times will therefore be less significant.

Weak coupling and low damping are well-known criteria for the reasonable application of steady-state SEA. In fact, it has been suggested that a measure of coupling strength and validity of SEA can be taken from mean time-domain energy plots such as Figure 8c by taking the ratio of peak time to total time duration (Fahy, 1996; James and Fahy, 1997). A value of coupling strength indicator of 0.07 is suggested as a reasonable threshold above which the coupling can be considered weak in an SEA sense. From Figure 8c, the edge coupled system is found to have a coupling strength indicator of 0.15, well above the threshold, although the variance still displays a discrepancy with theory. It is therefore suggested that for reasonable application of the TSEA variance method, weaker coupling is required than for steady-state SEA. It should be noted that despite this limitation, the accuracy of the method is still very strong and well within the expected accuracy of SEA-based approaches.

To investigate the effect of the wave field in the impulsively excited plate, fifty simultaneous impulses are applied at random locations with zero mean and unity standard deviation Gaussian
random magnitudes with the intention of instantaneously generating a more diffuse field in the plate. The results are presented in Figure 9 where the strong peak in the standard deviation of the second plate is removed and the TSEA variance method provides accurate predictions. This reinforces the above discussion suggesting that the method is limited by the diffuse field assumption. In this case, the initial energy variance in the excited plate is matched to the FE results rather than found analytically.

Figure 9: (Colour online) TSEA results (dashed) compared with FE results (solid) for the edge coupled system with 50 simultaneous random impulses. a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation.
VII. Conclusions

The transient SEA method is extended to predict the variance of the energy in each subsystem of a built-up system under both impulsive and steady loads. Prediction of both the mean and the variance of a system response is important since at high frequencies, nominally identical structures can behave differently, and some measure of this variability is important when designing a structure.

Following a similar procedure to Langley and Cotoni (2004a), a power balance equation for each individual realisation of a system is manipulated to generate a differential equation for the covariance of the subsystem energies, Eq. (10). Since the variance in the response arises from variability in coupling loss factors and input power, the covariance equation is ‘forced’ by terms related to these variance quantities, Eqs. (16) and (19). The variance forcing terms are themselves calculated from differential equations where any variance terms are found from the ensemble statistics of the system (Langley and Brown, 2004a, 2004b). When impulsive excitation is applied, the variability across the ensemble of the energy injected into the system is imposed as an initial condition on the energy covariance matrix. Under steady-state loading, the method is shown to collapse to the steady-state SEA variance method of Langley and Cotoni (2004a).

The applicability and limitations of the derived method are investigated both numerically and experimentally and it is found to provide close agreement with benchmark results in cases of weak coupling. However, when coupling is stronger, the theoretical predictions can become less accurate due to the assumption of a diffuse field occurring instantaneously in an impulsively excited subsystem becoming less reasonable. Additionally, the variance of the initial energy in a subsystem that provides the initial condition for the covariance equation cannot yet be calculated accurately when a constant impulse location is used due to correlations...
between modeshapes. This is a complex issue and outside of the scope of this paper, but it should be noted that if the force location is not held constant, the correlations become less significant and a reasonable initial condition can be applied. Despite these limitations, strong results are observed and errors generally lie well within the accuracy expected from SEA-based methods.
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Figure 5: TSEA results (dashed) compared with FE results (solid) for plate one of the two plate system under steady loading. a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation. Dash-dot and dotted lines represent results from steady-state FE and SEA respectively.

Figure 6: TSEA results (dashed) compared with experimental results (solid) for a) plate one mean, b) plate one standard deviation, c) plate two mean and d) plate two standard deviation.

Figure 7: (Colour online) TSEA results (dashed) compared with FE results (solid) for the point coupled system when the impulse location is constant. The dash-dot curve displays the TSEA results when the initial variance in plate one is selected to match the initial variance.
found in the FE results. a) plate one mean, b) plate one standard deviation, c) plate two mean
and d) plate two standard deviation.

Figure 8: TSEA results (dashed) compared with FE results (solid) for the edge-coupled
system with a varying impulse location. a) plate one mean, b) plate one standard deviation, c)
plate two mean and d) plate two standard deviation.

Figure 9: TSEA results (dashed) compared with FE results (solid) for the edge coupled
system with 50 simultaneous random impulses. a) plate one mean, b) plate one standard
deviation, c) plate two mean and d) plate two standard deviation.