Normal Shock-Boundary Layer Interactions in Transonic Intakes at High Incidence
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During high-incidence manoeuvres, shock-wave boundary layer interactions can develop over transonic inlet lower lips, significantly impacting aerodynamic performance. Here, a novel experimental rig is used to investigate the nature and severity of these interactions for a typical high incidence scenario. Furthermore, we explore the sensitivity to changes in angle of incidence and mass flow rate, as potentially experienced across off-design operations.

The reference flow-field, informed by typical climb conditions, is defined by an incidence of 23° and a free stream Mach number M=0.435. The lower lip flow is characterised by a rapid acceleration around the leading-edge and a M≈1.4 shock ahead of the intake diffuser. Overall, this flow-field is found to be relatively benign, with minimal shock-induced separation. Downstream of the interaction, the boundary layer recovers a healthy profile ahead of the nominal fan location. Increasing incidence by 2°, the separation becomes noticeably larger and unsteadiness develops. Detrimental effects are exacerbated at an even higher incidence of 26°. Increasing the mass flow rate over the lip by up to 15% of the initial value has minor effects on performance and is not found to inhibit the boundary layer profile recovery.

Nomenclature

\[ \alpha \quad \text{Angle of incidence} \]
\[ \delta \quad \text{Boundary layer thickness} \]
\[ \delta^* \quad \text{Boundary layer displacement thickness} \]
\[ \theta \quad \text{Boundary layer momentum thickness} \]
\[ c \quad \text{Intake chord length} \]
\[ H \quad \text{Shape factor} \]
\[ L^* \quad \text{Interaction length} \]
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I. Transonic inlets at incidence

In recent years, pressing environmental concerns are leading the charge towards more efficient aerodynamic design. The Advisory Council for Aeronautics Research in Europe (ACARE) has set the ambitious goal of reducing, by 2050, CO₂ emissions by 75% compared to the start of the century [1]. Alongside improvements in engine thermal efficiency, manufacturers are pursuing new inlet designs in order to maximise aerodynamic performance and pressure recovery. Although in a aircraft mission level flight dominates, the inlet is primarily configured for off-design operation, such as
ground crosswind and high incidence, to ensure the fan system is supplied with an appropriate quantity and uniform quality of airflow throughout the aircraft operating envelope, including emergency manoeuvring, such as when the aeroplane is approaching stall, in order to aid flight path recovery \[2\].

During high-incidence manoeuvring, the performance envelope of a wing mounted engine nacelle is currently bounded by the onset of flow distortion around the lower lip. In this scenario, the stagnation point is generally located on the outer surface of the nacelle. As incidence or mass flow rate increase, two main types of separation are commonly reported: flow separation in the diffuser or at the highlight (inlet leading edge), with the latter indicating a fully stalled intake \[3\]. A schematic depiction of the two separation types is presented in Figure 1a-b. Separation at the highlight is generally caused by the strong acceleration around the nose followed by severe adverse pressure gradients defining the post-highlight re-compression phase. On the other hand, separation in the diffuser is caused by the adverse pressure gradients downstream of the throat plane where the flow speed is reduced ahead of the fan \[4\]. Similar flow distortion is observed during crosswind operation in both wing and empennage mounted nacelles.

Previous experimental studies \[3,4\], analytical models and computations \[5-7\] have mostly been concerned with the onset of highlight separation at both high and low speed. At lower speed, the incidence at which lip separation occurs was found to increase with mass flow rate. However, high speed experiments by Jakubowski \textit{et al.} \[4\] and Miller \textit{et al.} \[3\] found the separation boundary to drop sharply for high mass flow rates (i.e.: yielding an average Mach number at the throat plane in excess of $M_t \geq 0.7$). At these conditions, they also reported a reduction in overall total pressure recovery. Observing static pressure distribution over the lower lip at incidence levels preceding highlight separation, Jakubowski \textit{et al.} attributed this behaviour to the pronounced over-speed around the lower lip resulting in pockets of supersonic flow leading to shock-induced separation within the inlet. It was proposed that this shock-wave, and associated separation, could propagate upstream towards the highlight, eventually resulting in a fully separated inlet \[4\]. However, due to hysteresis and poor resolution of these early experiments, this terminal shock-wave and the nature of its interaction

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Fig. 1 Schematics of an inlet cross section showing: a) Flow separating in an intake diffuser during high incidence flight; b) separation occurring at the lip highlight (intake stall). c) Shock induced separation over the lower lip.}
\end{figure}
with the boundary layer over the lower lip could not be characterised. Recent computational efforts by Cao et al. \cite{8} and experimental investigations by Makuni et al. \cite{9} confirmed the flow topology suggested by Jakubowski et al. and reported a normal shock over the lower lip, as schematically shown in Figure 1c. Characterisation of the shock-wave boundary layer interaction was, however, beyond the scope of both Cao et al. and Makuni et al. \cite{8,9}.

As larger engines are being pursued by manufacturers to improve overall efficiency \cite{10}, in order to accommodate the larger turbofans a re-design of the nacelle becomes necessary. In light of the intake re-shaping challenge, understanding the onset of detrimental effects associated with high incidence flight might contribute to improved lip designs. Ideally, this would allow engine inlets to operate more efficiently over a wider range of conditions, including limit high incidence manoeuvring and off-design scenarios involving SBLIs, which remain to be addressed in the context of engine inlets at high-incidence.

This paper aims to characterise the shock-wave boundary layer interaction developing over the lower lip in scenarios representative of high incidence operations but before the onset of full lip separation. This is done experimentally by using a unique rig described in §II. The target flow-field is defined by a \( \sim \)\( M=1.4 \) normal shock with an inflow characterised by a relatively high free-stream Mach number (M\(_0\) \( \geq 0.4 \)) and an incidence level of 23\(^\circ\) (§III). Subsequently, the flow response to increasing internal mass flow rate (§IV) and the consequences of increments in angle of incidence, by 2 and 3 degrees respectively (§V), are also explored.

II. Experimental configuration and methodology

A. Target flow-field and working section design

The experimental set-up is nominally 2D for a number of reasons. First, the problem can be simplified by noting that high incidence operation reduces the area of aerodynamic interest to the lower lip only. It is assumed that the length-scale of tangential changes along the nacelle circumference is of the order of its curvature radius. This is noticeably larger than the lip radius and thickness, which could be considered representative length-scales of the stream-wise and normal changes along the lip. Thus, considering only a cross section along the centre span of the intake, the lower lip is effectively treated like a two dimensional aerofoil.

To delimit the experimental domain, a stream-tube geometry in the symmetry plane was extracted from 3D RANS computations of a typical engine flow and used to define the wind tunnel working section depicted in Figure 2. Subsequently, the set-up was fine tuned, as described in detail in §II.C in order to obtain a pressure distribution matching wind tunnel test data on a 3D nacelle deemed representative of high-incidence manoeuvring.

The lip geometry used here is a generic lip shape (defined in §II.E) designed to generate a pressure distribution, shock strength and location comparable with current design practice.
B. CUED blow down wind-tunnel

![Diagram of the blow-down wind-tunnel facility](image)

**Fig. 2** Representation of the blow-down wind tunnel facility. Flow from left to right. Stream-tube design based on computed flow streamlines selected by Makuni [9].

The blow-down wind-tunnel assembly is schematically depicted in Figure 2. The wind-tunnel is powered by two 50 kW compressors. The flow is fed from the compressors into the settling chamber, where it is passed through a number of flow straighteners and turbulence grids before a 18:1 contraction. The entry Mach number is varied by adjusting the effective area of the second throat where the flow is choked by means of an aerofoil (see Figure 2). Changing the total pressure allows some degree of variation in Reynolds number.

The 114 mm wide, 445 mm long model divides the working section into two channels, bounded by the solid upper and lower walls. Altering the ratio between the mass flow rates in each channel provides an effective way to control a third variable: the engine mass flow demand. In a real intake, when engine mass flow rate varies, so does the stagnation streamline dividing the flow going into the intake from that spilled along the outer nacelle. During high incidence operation, this streamline comes to rest on the outer surface of the lip. As the amount of air captured by the intake increases, the stagnation streamline shifts further aft on the lower surface. In the experimental facility, this is replicated by using a choking rod in the lower channel as highlighted in Figure 2. The latter allows a fine control (\(\Delta n_i < 0.1\%\bar{m}_i\)) of the mass flow discharged via the lower passage. To investigate the response to stagnation streamline changes, the overall mass flow is kept constant at the reference value while the mass flow rate through the lower passage is progressively reduced. This forces a greater proportion of the mass flow inside the upper channel, effectively mimicking a greater demand by a high bypass turbofan engine. Three increases in \(n_i\) have been considered in this investigation, namely 5 \(\pm\) 0.1%, 10 \(\pm\) 0.2% and 15 \(\pm\) 0.3% over the reference value. The model incidence can be adjusted between \(23^\circ \leq \alpha \leq 29^\circ\).

C. Matching the target flow-field - Reference operating conditions

This section presents the operating parameters of the current facility that result in a flow-field closely matching a typical high-incidence condition.
A Reynolds number (based on maximum lip thickness and inflow velocity) \( Re_t = 1.10 \times 10^6 \), representative of a full scale, small sized engine at sea level, is used to achieve a good compromise between dynamic similarity and run time. This value is obtained with a stagnation pressure of 211kPa. To match the 3D tests pressure distribution, the model incidence was set at 23° and the entry Mach number set to \( M_\infty = 0.435 \pm 0.0005 \). These are both indicative of edge of the envelope high incidence operations. The choking rod is set so that \( \sim 74\% \) of the total mass flow is discharged via the upper channel. The operating conditions are summarised in Table 1.

A number of off-design conditions are also explored. However, for practical reasons the geometry of the stream-tube defining the working section, based on stream-lines of the baseline flow-field extracted from a RANS CFD solution, was kept constant throughout the whole investigation. It can be argued that every operating point requires a new stream-tube geometry as the flow streamlines may change. Although an effect of the stream-tube geometry might be expected, this should not affect the main conclusions for a number of reasons: near the area of interest, the streamlines do not show a very pronounced curvature; moreover, at the design stage the upper bound of the working section was chosen to be sufficiently far from the supersonic region [9].

Furthermore, the changes in operating conditions around the design point are relatively minor: the highest increase in incidence from the baseline value is of only 3°. Moreover, the maximum increase in upper channel mass flow rate is limited to 15% of the initial value.

Table 1  

<table>
<thead>
<tr>
<th>( \dot{m} ) (kg/s)</th>
<th>( M_{entry} )</th>
<th>( \alpha ) (deg.)</th>
<th>( P_0 ) (kPa)</th>
<th>( T_0 ) (K)</th>
<th>( \frac{\dot{m}_u}{\dot{m}_l} )</th>
<th>( Re_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.68</td>
<td>0.435</td>
<td>23</td>
<td>211.6</td>
<td>290±4</td>
<td>~3.8</td>
<td>( \sim 10^6 )</td>
</tr>
</tbody>
</table>

D. Experimental methods and errors

A Schlieren technique is used to visualize the features typical of compressible flow-fields. A horizontal knife edge is used and the images were captured at a rate of 4000fps at a resolution of 1024×512 pixels.

Surface pressure measurements in the centre-span are taken using tappings connected via tubing to a differential pressure transducer. Though small in diameter, the presence of a cavity can result in an over-prediction of static pressure by approximately 0.5%-1.0% according to Rayle [11]. The accuracy of the transducer is rated at \( \pm 0.05\% \) of the full scale.

A number of these pressure readings are used to calibrate pressure sensitive paint (PSP). According to Gregory et al. [12], a minimum of 5 different known pressure values are usually sufficient to minimise error. In the current investigation, the mean deviation between the values extracted form the paint and that measured using the surface taps is found to be ranging from approximately 2% to a maximum of 4%.

Flow velocities in the tunnel centre-span are measured using a two component Laser Doppler Velocimetry
(LDV) system. The ellipsoidal working volume measures 130µm in diameter. Paraffin particles, with a diameter of approximately 0.5µm [13], are used to seed the flow. The laser emitting head and receiving optics are mounted on a three-axis traverse. The signal is sampled at an optimised variable rate to exploit a full signal cycle leading to a typical measurement accuracy, as stated by the manufacturer, of ±0.1% of $U_{max}$ (~580m/s) [14]. In addition the emitting head is oriented at an angle $\beta = 8.5^\circ$ from the horizontal. A component of the span-wise velocity, $w$, therefore affects the measurement of vertical velocity component. On the symmetry plane, where measurement are taken, $w$ is expected to be one order of magnitude lower than $v$. As a consequence of this and of the small angle, the error in $v$ is expected to be just above 1%. The stream-wise velocity component $u$ is unaffected by $\beta$.

The other source of uncertainty is related to velocity bias. According to the findings of both McLaughlin et al. [15] and Buchhave et al. [16], the error is expected to be between 5% and 10% of $U'$. For the current investigation the error due to velocity bias is not expected to exceed 4% near the wall (based on the maximum measured value of $U' = 0.4U$). The vast majority of measurements are expected to have an average uncertainty around 1.5%.

Velocity measurements are used to estimate the incompressible boundary layer integral properties, which relies on integration of the velocity profile from the wall to the boundary layer edge. However, the measurement probe is of finite size and measuring any closer than 0.2mm from the wall is infeasible. Furthermore, numerically integrating over discrete data points can yield significant error. To address these shortcomings, an analytical boundary layer profile is fitted to the data points before integration.

The model by Sun & Childs [17], which builds on the classical linear combination of the law of the wall and Coles’ wake function [18], has been used in the Cambridge facility for several years. Sun & Childs’s models is valid down to $y^+ \approx 100$. For the buffer and viscous layers, the relationship proposed by Musker is used [19] to obtain complete solution for $0 \leq y \leq \delta$. The integral parameters can be calculated by simple numerical integration. A comprehensive investigation of the validity of this method has been performed by Titchener et al. [20]. The main sources of errors were found to be the resolution of discrete data points and misalignment of the wall position. In particular, the number of points necessary for the error to be ≤ 5% is inversely proportional to the boundary layer shape factor but a minimum of 20 points inside the boundary layer is sufficient to achieve an error under 5% for a range of shape factors. This condition is generally satisfied in this investigation. Overall, the error is expected to be < 2% for the largest kinematic shape factor and < 5% for the thinnest, healthiest, boundary layers.

Wall offset was found to cause a significant error in integral parameters [20]. A small misalignment of $\Delta y/\delta$ of the order of 0.01 yields an error exceeding 5%. For the worst case scenario, defined by a thickness $\delta = 1.98$ mm, the wall location is accurate within $\Delta y/\delta \leq 0.005$. This places the outer error boundary to $\epsilon \leq 2\%$.

A summary of experimental error is given in Table 2.
Table 2  Summary of experimental errors

<table>
<thead>
<tr>
<th>Flow property</th>
<th>Source</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stagnation pressure (P_0)</td>
<td>pressure transducer</td>
<td>±0.05%</td>
</tr>
<tr>
<td></td>
<td>settling chamber velocity (8m/s)</td>
<td>-0.04%</td>
</tr>
<tr>
<td>Static pressure (P)</td>
<td>pressure transducer</td>
<td>±0.05%</td>
</tr>
<tr>
<td></td>
<td>orifice geometry - subsonic</td>
<td>±0.50%</td>
</tr>
<tr>
<td></td>
<td>orifice geometry - supersonic</td>
<td>±1.00%</td>
</tr>
<tr>
<td></td>
<td>pressure sensitive paint</td>
<td>±2.00%</td>
</tr>
<tr>
<td>Velocity</td>
<td>LDV processor resolution</td>
<td>±0.0015%</td>
</tr>
<tr>
<td></td>
<td>Doppler frequency detection</td>
<td>±0.10%</td>
</tr>
<tr>
<td></td>
<td>velocity bias near the wall</td>
<td>+1.50%</td>
</tr>
<tr>
<td></td>
<td>emitter angle, (u)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>emitter angle, (v)</td>
<td>±1%</td>
</tr>
<tr>
<td>Integral Parameters (after [20])</td>
<td>Number of discrete measurements</td>
<td>±2 - 5%</td>
</tr>
<tr>
<td></td>
<td>Wall misalignment</td>
<td>±2%</td>
</tr>
</tbody>
</table>

E. Intake Lip Design

The intake lip has been designed by using a modified super ellipse profile as used by Lin [21] and Schrader [22], amongst many, for flat plate boundary layers investigations. Mathematically, a modified super ellipse is defined as:

\[
\left(\frac{x-a}{a}\right)^m + \left(\frac{y-b}{b}\right)^n = 1
\]  

(1)

with

\[
m(x) = 2 + \left(\frac{x}{a}\right)^2
\]  

(2)

where \(a\) and \(b\) are the major and minor axis of the ellipse, respectively controlling the position and the size of the ellipse co-vertex. In intake terms, this point indicates where the intake is at its thickest, i.e.: the throat. Figure 3 depicts the coordinate system (originating at the lip highlight) and illustrates how the parameters defined in Equation 1 relate to the design of a real intake lip. The ratio \(a/b\) is defined as the aspect ratio \(AR\) of the ellipse. Its powers, on the other hand, set the locus of the point of maximum curvature. The current lip profile, highlighted in red in Figure 3, is defined by an aspect ratio \(AR = 2.75\) and a value of \(n = 2\).

This type of ellipse results in a continuous reduction in curvature from the highlight to the throat. Downstream of this, the geometry was tailored to replicate a typical diffuser shape. The mean diffuser angle, averaged between the
Fig. 3 Cross section of the model depicting the intake geometry definition, modified super ellipse in red. Coordinate s is defined as arc length along the lip.

throat and the nominal fan face, is -3.85° from the horizontal. The maximum divergence of the stream-tube ahead of the measurement plane, as a result of the diffuser geometry, is <2.5° for the highest incidence considered. Similarly, the external fore-body geometry is based on a current intake design practice.

### III. Reference flow-field

First, the reference flow-field, representative of an on-design take-off scenario, is assessed. Subsequently, the flow response to changes in both upper channel mass flow rate and angle of incidence is explored. All length-scales are non-dimensionalised using the maximum lip thickness at the throat $t_m$ (see Figure 3).

A Schlieren photograph of the flow-field is shown in Figure 4a. Around the lip highlight, a very dark region is visible. This is likely to result from the optical distortion caused by very strong density gradients in this region. The bright area in Figure 4a is caused by the strong expansion in the supersonic domain. This is terminated downstream by a normal shock, which appears in the Schlieren photograph as a dark line approximately normal to the surface. Downstream of the shock, the boundary layer is clearly visible and can be seen to grow along the surface.

The RMS of light intensity fluctuations, obtained across a 1s sampling interval, is shown in Figure 4b. The region of high fluctuation intensity is strongly localised, implying minimal shock oscillation. From a qualitative point of view, the flow appears relatively benign and a $\lambda$-structure, typical of separated SBLI can not be observed from the Schlieren or fluctuation RMS image.

Figure 5 depicts centre-span LDV measurements taken to determine shock strength and position and to assess the boundary layer upstream of the shock. The stream-wise location of the shock in the inviscid core flow is taken as the point where $M=1$. From Figure 5b, this is found at $x_{shock} = 0.96t_m$, halfway between the highlight and the throat. The peak Mach number is measured to be $M_{max} = 1.5$. However, some degree of isentropic compression precedes the shock and the Mach number immediately upstream is found to be just over $M_{shock} = 1.4$. The wall normal measurement in Figure 5c was taken 0.09$t_m$ upstream of the shock. Only two points could be obtained within the boundary layer and
therefore only an estimate of the boundary layer thickness could be obtained, suggesting that $\delta_1 \approx 0.024 t_m$.

![Figure 4](image1.png) **Fig. 4**  
(a) Schlieren photograph of the flow-field at the reference conditions. Horizontal knife edge is used. b) RMS of light intensity from 4000 instantaneous Schlieren photographs captured over 1s. Scale applies solely to b).

![Figure 5](image2.png) **Fig. 5**  
(a) Location of the LDV measurements in the tunnel centre span. b) Mach number variation in the core flow across the shock. c) Boundary layer measurement upstream of the shock.

A total of 11 wall normal velocity measurements have been performed using LDV around the shock wave in order to characterise the SBLI. The local Mach number contours are shown in Figure 6 along with the velocity fluctuations in the same region and a detail of the SBLI from the Schlieren image indicating the measurement location. The shock foot smearing onset coincides with a thickening of the boundary layer at approximately $3\delta_1$ upstream of the inviscid shock location (see annotation in Figure 6). This upstream influence is slightly greater than expected for an attached SBLI. Also, the shock Mach number is greater than the generally accepted separation boundary on flat plates ($M=1.4$) [23]. However, no distinct $\lambda$ foot can be observed and negative velocities were not measured. It is noted, however, that LDV could not resolve the region $y \leq 0.2\delta_1$.

A surface oil flow visualisation image is presented in Figure 7. This suggests the presence of a small separation region underneath the shock foot. An accumulation of pigment, indicating a separation line, can be seen at $s \approx 0.9 t_m$ along the surface. A number of critical points, namely saddles and nodes, can be observed along the separation line.
Furthermore, two distinct owl-face recirculating regions can be seen downstream. On both sides of these, separated regions can be faintly distinguished. Overall, the separation line shows a good degree of two-dimensionality. On the other hand, the reattachment is slightly three-dimensional and occurs at different stream-wise locations across the span.

The extent of separation ranges between $0.14t_m \leq L_{sep} \leq 0.17t_m$ across the central 80% of the span, which agrees well with the shock foot smearing observed in the velocity measurements and presented in Figure 6. The position of the stagnation point was also determined using oil flow and found at $s = -0.252t_m$ from the leading edge along the lower surface. Oil flow visualisation does not show any transition point or turbulent wedges and it is thus impossible to assert with certainty the BL nature. However, based on the shock Mach number $M \geq 1.4$ and the relatively benign interaction, the boundary layer is believed to be turbulent, thus capable of withstanding larger adverse pressure gradients without large scale separation.

![Fig. 6  a) Schlieren detail. b) Mach number contours from LDV. c) Contours of the velocity fluctuations.](image)

![Fig. 7 Oil flow pattern for the on-design case.](image)
Surface oil flow visualisation in Figure 7 also shows the extent of separation occurring near the junction between the model and the side-walls. On both extremes of the span, reversed flow can be observed from the streak-lines. Upon reaching the shock front, the boundary layer near the corner separates by similar mechanisms to those in the centre-span. The upstream influence is however greater and the separation line is swept back compared to the centre-span.

A primary concern with corner flow separations is their potential impact on centre-span separation development. Figure 8 is adapted from Bruce et al. [25] and shows how the separation boundary Mach number for a normal shock in rectangular channels increases with larger $\delta^*/w$ values, where $w$ is the wind tunnel span (see Chapter 3). For a healthy boundary layer upstream of the shock, $\delta^*_1$ is not expected\(^1\) to exceed $0.25\delta_1$, with $\delta^*_1 \approx 0.15\delta_1$ being a reasonable estimate. This value for $\delta^*_1/w$, included in Figure 8 suggests that a reasonably two dimensional flow can be expected with a fully developed turbulent separation for shock Mach numbers exceeding 1.3. Thus, the centre-span interaction is expected to be not significantly affected by corner effects, which is in agreement with the relatively 2D separation line seen in the surface oil visualisation. The presence of owl-face separations is more likely a result of secondary flow ‘cells’ developing inside the separated region.

Fig. 8 Adapted from [25]. Experimental data for separated (filled symbols) and attached (open symbols) interactions: upstream Mach number vs $\delta^*/w$.

Wall pressure measurements, obtained by a combination of pressure taps and PSP, are shown in Figure 9. Selected streamlines from the oil pattern in the separated region have been superimposed onto the pressure field to aid the interpretation. The pressure rise onset shows good agreement with the separation line and further confirms the two-dimensionality of the centre span flow. The black line in Figure 9b is the isentropic\(^1\) sonic line, defined by a pressure ratio $P/P_0 = 0.528$. The relatively large distance between the pressure rise onset and the sonic line suggests that the shock-induced pressure rise is considerably smeared by the interaction. The extent of smearing is likely determined by the size of separation. The pressure gradient along the surface, extracted from the PSP, is plotted in Figure 9d. The stream-wise coordinate origin is taken at the inlet highlight. Following the initial expansion ($dP/ds<0$), upstream of

\(^{1}\) for turbulent boundary layers and small $dP/dx$, $\theta \sim 0.15$ [26,27], for a healthy BL, $\delta^* \approx \theta$.

\(^{1}\) assuming constant $P_0$ outside the boundary layer. As the shock near the BL edge is very weak [23], this assumption is deemed reasonable.
the shock ($s \geq 0.5t_m$) pressure gradients are seen to be adverse. This is consistent with the isentropic re-compression measured with LDV ahead of the shock wave (see Figure 5b). The peak isentropic surface Mach number is just below $M=1.6$, dropping just above $M=1.4$ immediately ahead of the shock. This is consistent with the velocity measurements in Figure 5. Downstream of the interaction, in the intake diffuser, as the flow is slowed down further before the nominal fan location, the pressure gradients are also measured to be adverse.

Figure 10 shows three boundary layer velocity profiles, measured downstream of the interaction, in both physical parameters and also normalised by the local boundary layer thickness. The measurements were taken at a stream-wise distance from the highlight of $x = 1.4t_m$, 1.8$t_m$, 2.4$t_m$ respectively, as indicated in Figure 10c. The furthest downstream location corresponds to the plane where an engine fan would sit. This is slightly aft compared to the Aerodynamic Interface Plane, conventionally defined as slightly upstream of the fan plane. From now on, this location is referred to as the Virtual Engine Plane (VEP) and is used as a reference measurement plane for every flow condition tested. The boundary layer properties at the three stream-wise locations are summarised in Table 3.

At the first location, $\sim 20\delta_1$ downstream of the normal shock, the measured profile is typical for an equilibrium turbulent boundary layer with a shape factor of $H_i = 1.277$, suggesting a rapid recovery of the boundary layer after
the separated SBLI. Progressing downstream, the velocity profile deteriorates and both displacement and momentum thicknesses increase. This is likely to be in response to the pressure rise in the diffuser. Nonetheless, at the VEP, $\sim 70\delta_1$ downstream of the normal shock, the shape factor $H_i = 1.345$ is still indicative of a healthy turbulent boundary layer.

### IV. Increasing upper channel mass flow rate

In this section the effects of increasing the mass flow rate $\dot{m}_u$ in the wind tunnel upper channel (see Figure 11e for reference) at constant inflow Mach number and incidence are discussed. This is intended to replicate an increased demand by a turbofan engine.

Schlieren snapshots and fluctuation intensity RMS are shown in Figure 11a-d for all four upper channel mass flow rates considered (reference value, $+4.9\%\dot{m}_u$, $+9.8\%\dot{m}_u$, $+14.7\%\dot{m}_u$). The baseline position of the shock wave is indicated by a dashed red line. At a glance, as the mass flow rate in the upper channel increases, the bright area outlining the supersonic region grows and the shock moves further downstream, closer to the intake throat. This is schematically portrayed in Figure 11e. Closer inspection of the Schlieren photographs in Figure 11 reveals a progressively more smeared shock foot as $\dot{m}_u$ increases. A distinct $\lambda$ is not observed across the whole range. The density fluctuations, shown in the bottom row of Figure 11a-d, remain very localised for all mass flow ratios. This suggests the absence of significant large scale oscillations.

Schlieren and RMS in Figure 11 also show an oblique wave upstream of the normal shock for every $\dot{m}_u$ considered. This has been annotated in Figure 11h as it is most evident here. From Schlieren photographs, the straight line distance
Fig. 11  a-d) Schlierens snapshots (top) and density fluctuations (bottom) for the 4 increases in engine mass flow considered. e) Schematic depiction of the shock wave response to increases in $m_u$. (immediately above the wall) between the normal shock and this oblique wave is measured as $\sim 0.208t_m$ for the highest $m_u$.

Pressure sensitive paint measurements are shown in Figure [12] for the reference mass flow rate and the largest increment. As $m_u$ is increased by 14.7%, the centreline pressure jump moves $\Delta s \approx 0.2t_m$ further downstream compared to the baseline, consistent with the shock movement observed in the Schlieren images. Near the corners, a greater sweep of the pressure jump line is observed at this higher mass flow rate. Here, the stream-wise distance between the onset of pressure jump in the corner and in the centre-span is $\sim 0.217t_m$ for the highest $m_u$. This distance is consistent with that measured between the normal shock and the oblique wave in the Schlieren photograph (Figure [11e]). Based on this evidence, it seems likely that the oblique wave is the front leg of the corner SBLI [28].

Figure [12] includes streamlines from oil flow visualisation for both $m_u$ values. It can be seen that the separated region increases with $m_u$, reaching $\sim$twice the size of the baseline separation for the largest $m_u$. Interestingly, there is a good correlation (around the central region) between the reattachment line observed from oil flow visualisation and the

---

Footnote: For the baseline oil pattern see Figure [7] for the high $m_u$ one see Appendix.
isentropic sonic line determined from PSP. This could be explained by a secondary supersonic pocket forming over
the separation bubble downstream of the shock; as the flow reattaches, the boundary layer edge velocity sharply drops
below M=1. Thus, the isentropic sonic line can be used together with the pressure rise onset to obtain a reasonable
(upper) estimate of the separation extent.

![Fig. 12 Wall pressure from PSP with superimposed streak-lines for reference \( \dot{m}_u \) (left) and highest increment (15% - right).]

Figure 13 shows velocity measurements taken across the inviscid core flow above the interaction. As \( \dot{m}_u \) is increased,
the downstream motion of the shock is accompanied by a progressively higher peak Mach number, which exceeds
\( M=1.6 \) for the largest \( \dot{m}_u \). Some degree of isentropic re-compression is observed in every case. As a result, the Mach
numbers immediately upstream of the shocks are lower than the maximum measured values. From Figure 13 the shock
Mach number is seen to be around \( M \sim 1.5 \) for the largest mass flow rate considered.

![Fig. 13 Velocity measurements across the inviscid shock for increasing \( \dot{m}_u \).]
The boundary layer profiles at three locations are shown in Figure 14 and the corresponding integral properties are summarised in Table 4. To aid clarity, the raw data is only included for the baseline as this is representative of the agreement with the analytical model; for all other profiles only the analytical fit is given. As an exception, the velocity measurements taken at the most upstream plane ($x = 1.40t_m$) for the highest $\dot{n}_u$ are included as well. In this particular case the boundary layer appears distorted and measurements show considerable divergence from the fitted model. This is likely a consequence of the proximity to the reattachment point, where the theoretical profile is unlikely to fit well. Furthermore, a greater scatter is seen as the reattachment is likely to be more unsteady. As a result, the integral parameter estimates for this case should be treated with caution. Nonetheless, despite the considerable distortion of the boundary layer so close to the SBLI, the boundary layer for the highest $\dot{n}_u$ is seen to recover quickly. In particular, at $x/t_m = 1.80$ the measured shape factor is $H_i = 1.264$, indicative of a very healthy boundary layer. Further downstream, at the VEP a trend of decreasing shape factor with increasing mass flow rate is seen (Table 4). Although the differences are small and could be deemed within experimental error, the trend is consistent and, while counter-intuitive at first, this behaviour can potentially be explained from the stream-wise development of shape factor as shown in Figure 15b. At separation, shape factor increases rapidly to very high values as the velocity profile distorts. Upon reattachment, the boundary layer experiences a strong rehabilitation phase during which $H_i$ drops sharply towards pre-shock values. Such behaviour is typical for transonic SBLIs. However, as shown in Figure 15a, there is a considerable pressure rise in the following diffuser section. Consequently, at some distance downstream of reattachment, the boundary layer integral parameters increase again in response to the adverse pressure gradients, following the curves shown in Figure 15b. When the shock moves downstream with higher $\dot{n}_u$, the local minimum shifts closer to the VEP and the boundary layer experiences a shorter distance of adverse pressure gradients. This provides an explanation for the measured shape factor decreasing with increasing mass flow. Overall, at the VEP, every velocity profile measured is representative of a healthy turbulent boundary layer.

<table>
<thead>
<tr>
<th>Table 4 Boundary layer parameters at the three downstream locations.</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>(a) Reference $\dot{n}_u$</em></td>
</tr>
<tr>
<td><strong>Loc.</strong></td>
</tr>
<tr>
<td>1.40$t_m$</td>
</tr>
<tr>
<td>1.80$t_m$</td>
</tr>
<tr>
<td>2.40$t_m$</td>
</tr>
<tr>
<td><em>(b) +4.9% $\dot{n}_u$</em></td>
</tr>
<tr>
<td><strong>Loc.</strong></td>
</tr>
<tr>
<td>1.40$t_m$</td>
</tr>
<tr>
<td>1.80$t_m$</td>
</tr>
<tr>
<td>2.40$t_m$</td>
</tr>
<tr>
<td><em>(c) +9.8% $\dot{n}_u$</em></td>
</tr>
<tr>
<td><strong>Loc.</strong></td>
</tr>
<tr>
<td>1.40$t_m$</td>
</tr>
<tr>
<td>1.80$t_m$</td>
</tr>
<tr>
<td>2.40$t_m$</td>
</tr>
<tr>
<td><em>(d) +14.7% $\dot{n}_u$</em></td>
</tr>
<tr>
<td><strong>Loc.</strong></td>
</tr>
<tr>
<td>1.40$t_m$</td>
</tr>
<tr>
<td>1.80$t_m$</td>
</tr>
<tr>
<td>2.40$t_m$</td>
</tr>
</tbody>
</table>

*the raw data for every wall normal measurement are available in Appendix A.*
V. Increasing incidence

Beyond the reference angle of 23°, two more incidence levels have been considered, namely 25° and 26°. Initially, the ratio \( \dot{m}_u / \dot{m}_l \) is set to the same level as the baseline (within 4%). Then, the consequences of a greater upper channel mass flow rate at higher incidence are also investigated.

A number of Schlieren snapshots for the reference mass flow rate are shown in Figure 16, along with the corresponding time averaged images (1s, 4000 frames).

As the incidence is increased, the flow becomes unsteady and significant stream-wise shock motions are observed at 25° and 26°. From the instantaneous Schlieren images on the left of Figure 16 at higher incidence, a \( \lambda \) foot, suggesting shock-induced separation, can be observed across the whole range of shock motion. The size of the \( \lambda \) foot is most prominent for the highest incidence of 26° and it is seen to vary as the shock oscillates along the surface. Observing the time averaged images, a greater smearing of the interaction is seen at 26° compared to 25°, suggesting a more pronounced shock motion. The spatial extent of shock oscillation can be more easily inferred from the fluctuation RMS, shown with time averaged Schlieren images in Figure 17 for both the reference and highest \( \dot{m}_u \). A progressively greater degree of stream-wise smearing can be observed with increasing incidence. In contrast, the extent of shock oscillations appears to increase only slightly with \( \dot{m}_u \).
Fig. 15  Suggested mechanism by which a lower shape factor is measured at the VEP despite a closer and more severe interaction.

Fig. 16  Selected Schlieren snapshots (1/4000s exposure) and 1s-time average at three incidence levels for reference upper channel mass flow.

Time-averaged wall static pressure, captured using PSP\(^\perp\) is shown in Figure 18. At 25° and 26° the onset of pressure rise in the centre-span is found at a stream-wise position along the surface \(s_x \approx 0.9t_m\). This is similar to the baseline incidence. The estimated mean separation size, as indicated by the distance between the shock and the isentropic sonic line, grows progressively in size with incidence. Furthermore, a progressively more extensive region of smeared pressure near the corners is observed at higher angle of attack.

In contrast to the observations at the baseline incidence of 23°, mean wall pressure does not show significant response to \(\dot{m}_u\) increases at both increased angles of attack.

\(\perp\) exposure time \(\sim 50\) times the dominant oscillation period.
Stream-wise velocity measurements across the shock are shown in Figure 19. These were taken above the bifurcated part of the $\lambda$ shock observed in the Schlieren photographs in Figure 16. The shock Mach number is approximately $M \approx 1.6$ for both higher incidence levels. A greater degree of unsteadiness at 26° is reflected by a greater smearing of the velocity measurements across the shock.[1] For both high incidence scenarios the velocity data show a modest re-acceleration of the flow downstream of the shock-wave, likely occurring over the convex, separated, boundary layer. Furthermore, consistent with flow visualisation and pressure measurements, there is little variation in the shock position with increasing $\dot{m}_u$, especially when compared to the behaviour at 23°. Similarly, increases in Mach number with $\dot{m}_u$ are considerably less prominent than at the reference incidence.

Velocity profiles at the VEP are shown in Figure 20. The integral parameters for all incidences and mass flow rates are summarised in Figure 21 and Table 5. A considerable effect of angle of incidence is observed. In particular, the boundary layer thickness is seen to increase noticeably compared to the reference case, by $\sim 130\%$ at 25° and more than 190% at 26°.

Measurements normalised by outer units, given in Figure 20b, show a progressive deterioration of the velocity

---

[1] Each point was averaged across 0.2s, corresponding to approximately 20 cycles of the main oscillation period
profile as incidence is increased. The shape factor rises from the reference value of $H_i = 1.345$ to a maximum value of $H_i = 1.930$ for the highest incidence of $26^\circ$, which is indicative of a very unhealthy boundary layer. This might be caused by a combination of the greater separation size and the reattachment having occurred only a short distance upstream of the $VEP$. The profiles normalised in wall units are shown in Figure 20c. For $23^\circ$ and $25^\circ$, measured velocities show a reasonable collapse in the logarithmic region. Above $y^+ \geq 1000$, the velocity profiles reflect the larger pressure gradients with a more pronounced wake region.

As shown in Figure 21, for all incidence levels, there is little change in boundary layer parameters with upper channel mass flow rate $\dot{m}_f$. Due to the less robust fit of the analytical model, these variations are deemed within experimental error.

Overall, although both increases in incidence and in ‘engine’ mass flow rate have as a consequence an outward movement (along the external fore-body) of the stagnation point, from the findings reported in §IV and V, there appears to be a noticeably more severe flow response to incidence. In particular, higher incidence results in severe distortion of the velocity profile at the nominal fan location. This is likely a consequence of the more extensive separation reported at $25^\circ$ and $26^\circ$, potentially resulting from a more aggressive post-shock diffusion downstream inhibiting the reattachment process. Furthermore, at higher incidence levels, the flow sensitivity to changes in $\dot{m}_f$ is reduced further. This is currently attributed to the de-cambering effect by the largely separated boundary layer downstream of the shock preventing any forward movement of the shock, which is observed at lower incidence.
Fig. 19  Stream-wise velocity measurements in the core flow for the range of incidences and upper channel mass flow rates. The measurement was taken immediately above the interaction.

Fig. 20  a) Wall normal velocity measurements at the VEP. b) δ-normalised boundary layer velocity profiles for the range of incidences and \( \dot{m}_u \) considered. c) Law of the wall for the range of incidences and \( \dot{m}_u \) considered.

Fig. 21  Variation in boundary layer integral properties with incidence and upper channel mass flow rate.

VI. Conclusion

Using a novel experimental rig, the shock-wave boundary layer interaction over the lower lip of a transonic inlet was studied in detail for a range of inflow conditions representative of high-incidence manoeuvres.

The wind-tunnel entry Mach number is set at \( M=0.435 \). As for transonic aerofoils, a strong effect of free-stream Mach number on the strength and location of the shock is expected. The Mach number used herein is indicative of edge
of the envelope operations; exploring a wider range of Mach numbers was beyond the scope of the current investigation. Three incidence levels were considered, namely the reference case of 23°, and two ‘off-design’ conditions at 25° and 26° respectively. Furthermore, increases mass flow rate over the lip up to 15% of the initial value have also been considered.

For the reference case, a $M \sim 1.4$ shock-wave is present. Despite the relatively high Mach number, the interaction is found to be benign in nature with only minor shock-induced separation observed. Downstream of the reattachment point, velocity measurements show that, despite the adverse pressure gradients defining the inlet diffuser, the boundary layer recovers quickly and at the nominal fan location the velocity profile is that of an equilibrium turbulent boundary layer. Increases in mass flow rates did not hinder the subsequent recovery of the boundary layer. In particular, although the shock gets stronger, this moves closer to the nominal engine face, resulting in the adverse pressure gradient in the diffuser being ‘felt’ over a shorter distance after reattachment.

Changes in the angle of incidence have a far greater impact on the intake performance. Increasing the incidence to 25° results in a stronger shock-wave and in the onset of large scale shock oscillation. This is exacerbated at the highest incidence considered (26°). Furthermore, the size of shock induced separation appears progressively larger. This could be attributed to a more aggressive post-shock diffusion downstream of the shock resulting from the higher incidence which inhibits flow reattachment. This is ultimately reflected in a severe deterioration of the boundary layer, with a momentum thickness growing up to 350% compared to the reference case.

### Appendix

#### A. Wall normal velocity measurements

For the vast majority of velocity measurements, only the fitted models were presented in the main body to avoid cluttering in the plots. The raw data was included for selected cases, representative of the agreement between measurements and fitted models.

Every wall normal velocity measurement is presented here. No scaling has been applied and raw data is shown for
each case. The fitted model is also included.

Figure 22 shows wall normal velocity measurements at three locations for the baseline case at $23^\circ$ and at the $VEP$ for the two higher incidence cases. Four upper channel mass flow rates are included.

![Fig. 22 Wall normal velocity measurements used in the main text. Four values of $\dot{m}_u$ included.](image)

**B. Baseline lip-high $\dot{m}_u$ oil flow vis.**

Streamline from oil flow visualisation are depicted in Figure 12 superimposed onto the pressure field. The pattern from which those were extracted is shown in Figure 23.

![Fig. 23 Oil flow visualisation at $23^\circ$ for the highest $\dot{m}_u$ considered, +15% over the reference value.](image)
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