Stratification effects in the turbulent boundary layer beneath a melting ice shelf: insights from resolved large-eddy simulations
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ABSTRACT

Ocean turbulence contributes to the basal melting and dissolution of ice shelves by transporting heat and salt towards the ice. The meltwater causes a stable salinity stratification to form beneath the ice that suppresses turbulence. Here we use large-eddy simulations motivated by the ice-shelf/ocean boundary layer (ISOBL) to examine the inherently linked processes of turbulence and stratification, and their influence on the melt rate. Our rectangular domain is bounded from above by the ice base where a dynamic melt condition is imposed. By varying the speed of the flow and the ambient temperature, we identify a fully turbulent, well-mixed regime and an intermittently turbulent, strongly stratified regime. The transition between regimes can be characterised by comparing the Obukhov length, which provides a measure of the distance away from the ice base where stratification begins to dominate the flow, to the viscous length scale of the interfacial sublayer. Upper limits on simulated turbulent transfer coefficients are used to predict the transition from fully to intermittently turbulent flow. The predicted melt rate is sensitive to the choice of the heat and salt transfer coefficients and the drag coefficient. For example, when coefficients characteristic of fully-developed turbulence are applied to intermittent flow, the parameterized three-equation model over-estimates the basal melt rate by almost a factor of ten. These insights may help to guide when existing parameterisations of ice melt are appropriate for use in regional or large-scale ocean models, and may also have implications for other ice-ocean interactions such as fast ice or drifting ice.
1. Introduction

Ocean-driven melting of ice shelves around Antarctica has the potential to play an important role in accelerating sea level rise (Jacobs et al. 2002; Rignot and Jacobs 2002; Rye et al. 2014; Harig and Simons 2015). Ice shelves are the floating extensions of ice sheets that act to buttress land-bounded ice and prevent it sliding into the ocean. The thinning of ice shelves can reduce the resistance to the flow of ice upstream (Schoof 2007; Gudmundsson 2013) or melt basal channel cavities that weaken the entire shelf (Rignot and Steffen 2008; Alley et al. 2016), resulting in calving events and land ice moving into the ocean, thereby raising the sea level. The regions near Antarctic ice shelves are also important for the modification of water masses, such as in the formation of the densest water mass in the ocean (Antarctic Bottom Water) which feeds the downwelling limb of the global meridional overturning circulation (Nicholls et al. 2009; Purkey and Johnson 2012). Changes in the interaction between ice sheets and the ocean could affect the dense water formation rate and influence the global transport of heat and hence the climate (Snow et al. 2018). Key to predicting future climate scenarios is understanding the processes governing the ice shelf melt rates and response to changes in ocean circulation.

Observations of ice shelf melt and the underlying ocean circulation show contrasting behaviour at different locations around Antarctica. Data taken by drilling through the Larsen C ice shelf on the Antarctic peninsula show well-mixed profiles of temperature and salinity up to 20 – 30 m beneath the basal surface with an underlying weakly stable stratification, a high current speed and a strong tidal signal (Nicholls et al. 2012). The temperature difference between a few metres depth and the ice-ocean interface, known as the thermal driving, is small ($\Delta T = 0.08^\circ$C) and the basal melt rate is modest at 1.9 m/yr. This picture of energetic flow with a weak stratification has also been observed beneath the Ronne ice shelf (Jenkins et al. 2010), Fimbul ice shelf (Hattermann
et al. 2012) and Ross ice shelf (Arzeno et al. 2014). In contrast, the water column beneath the
George VI ice shelf is highly stratified with a low current speed and a weak tidal signature (Kimura
et al. 2015). Here, the thermal driving is large ($\Delta T = 2.3^\circ$C) but the melt rate, measured using
upward-looking sonar, remains modest at 1.4 m/yr (Kimura et al. 2015). Borehole measurements
near the grounding line of the Ross ice shelf also show strong stratification in quiescent flow
and low melt rates (Begeman et al. 2018). Other strongly stratified layers have been observed
beneath the Pine Island Glacier ice shelf, where data from an Autonomous Underwater Vehicle
(AUV) show a sharp temperature gradient maintained close to the ice shelf and a slow horizontal
current speed (Kimura et al. 2016). In a different area under the Pine Island Glacier ice shelf,
borehole measurements also show a stratified boundary layer, but here the flow is dominated by
melt-generated buoyancy acting on the sloping base of the ice shelf (Stanton et al. 2013). The
extreme Antarctic environment means that observations are sparse and lack the resolution to fully
characterise the processes controlling the melt rate when the oceanic boundary layer is turbulent
compared to when it is more strongly stratified.

The structure of the ocean boundary layer beneath the ice is often characterised by an interfacial
sublayer (of order mm to cm) where molecular viscosity or roughness dominates the flow, followed
by a surface later (a few metres) where the logarithmic “law-of-the-wall” scaling applies, and
finally an outer planetary boundary layer (tens of metres) where the Earth’s rotation limits the
mixing length (Holland and Jenkins 1999; McPhee 2008). If the flow is strongly stratified, the
law-of-the-wall scaling will not hold in the surface layer and stratification will limit the maximum
mixing length in the outer layer. In cases of very strong stratification and weak shear, the dynamics
may be dominated by free convection (Martin and Kauffman 1977; Keitzl et al. 2016) or double-
diffusive layers, the latter of which is theorised to apply to regions of the ocean boundary layer
below the George VI (Kimura et al. 2015) and Ross (Begeman et al. 2018) ice shelves. The picture
becomes more complicated when there is a buoyancy-driven plume adjacent to the ice, which can occur when the ice is significantly sloped such as near the grounding line, and entrainment into the plume determines the heat transferred to the ice and hence the melt rate (Jenkins 2016; McConnochie and Kerr 2018). Here, we focus on the ISOBL without a significant slope to be consistent with ice shelf observations further from the grounding line (e.g. Nicholls et al. 2012; Kimura et al. 2015).

In most ocean models, computational limitations mean that the ISOBL cannot be fully resolved and must be parameterised to achieve a realistic melt rate. There are a wide range of parameterisations but none completely capture the dynamics of the ocean boundary layer and its response to the melt rate. One common parameterisation, known as the three-equation model, is based on the relatively simple concept of parameterising the turbulent fluxes of heat and salt into transfer coefficients (Holland and Jenkins 1999; McPhee 2008). Comparing the parameterisation against observations, the three-equation model works reasonably well in some locations such as the Ronne ice shelf (Jenkins et al. 2010). However, the three-equation model does not work in other locations such as the George VI ice shelf where it overestimates the true melt rate by more than an order of magnitude (Kimura et al. 2015). This is likely because the influence of stratification on turbulence is not included in this parameterisation. The three-equation model is also known to poorly estimate the melt rate in regions where the ice is significantly sloped and there is a buoyancy-driven plume (McConnochie and Kerr 2017).

Monin–Obukhov similarity theory was formulated to describe the influence of stratification effects on a turbulent boundary layer (Monin and Obukhov 1954). The Obukhov length is a measure of the distance away from the ice where stratification starts to dominate the flow (Obukhov 1946). Here, building on previous work (McPhee 2008; Deusebio et al. 2015; Scotti and White 2016; Zhou et al. 2017), we find that the Obukhov length provides a useful way to characterise the in-
fluence of density stratification on turbulence in the law-of-the-wall region of the ISOBL. Large
dvalues of the Obukhov length imply that stratification does not affect the near-ice flow, while small
dvalues imply that more of the ISOBL is susceptible to stratification effects. If the Obukhov length
is comparable to the viscous sublayer thickness, then there is no region of the flow free of either
viscous or stratification effects, both of which damp out turbulence (Pope 2000; Flores and Riley
2011). In this case the law-of-the-wall scaling is not expected to hold and the flow is susceptible
to laminarisation. The ratio of the Obukhov length to the thickness of the viscous sublayer has
been used to describe the transition between turbulent, intermittent and laminar flow in a stable
atmospheric boundary layer (Flores and Riley 2011) and stratified plane Couette flow (Deusebio
et al. 2015; Zhou et al. 2017).

The present study is motivated by ocean-driven melting beneath ice shelves. We use large-eddy
simulations (LES) with a state-of-the-art turbulent parameterisation (Rozema et al. 2015; Abkar
et al. 2016) to examine steady, unidirectional flow with an unstratified free stream as a model
of a small region near the ice. As outlined in §2 the model is designed to resolve the viscous
sublayer and surface layer, only parameterising the smallest scales of turbulence. Our focus is
on turbulence very near the ice. Our computational domain can be viewed as a small region
embedded within the deeper planetary boundary, so for simplicity we do not include the Earth’s
rotation. The majority of simulations use a flat ice base, perpendicular to the direction of gravity.
Scaling theory for the viscous sublayer and surface layer is outlined in §3, along with the three-
equation parameterisation. The results in §4 explore different far-field currents that generate shear
turbulence, and a range of imposed far-field temperatures. The focus is on understanding the
influence of stratification associated with the input of melt water on turbulence and the subsequent
feedbacks on the melt rate. A summary of the results is in §5. In §6 we discuss the applicability
of our results to the ocean. While the motivation for this study was the ice-shelf/ocean boundary
layer, the simulations are idealised enough that they also have implications for other applications, including the boundary layer beneath sea ice.

2. Model design

Here, we model the ocean boundary layer under an ice shelf in a rectangular domain of length $L_x$, width $L_y$ and height $h$ (Figure 1). The flow is bounded from above by the base of the ice shelf which is assumed to be flat. The upper and lower boundaries are impenetrable, while the two horizontal directions are periodic. A no-slip condition is imposed on the upper boundary (the ice base) and a free-slip condition on the lower boundary. For most of the simulations, we assume that the ice-shelf is horizontal with gravity perpendicular to the ice-ocean interface and no rotation term. Simulations with small basal slope angles are discussed in Appendix A and give very similar results to the simulations with a flat ice base.

The simulations solve the incompressible, non-hydrostatic Navier-Stokes momentum equation under the Boussinesq approximation along with the conservation of mass, heat and salt, and a linear equation of state, respectively:

$$\frac{D\mathbf{u}}{Dt} = -\frac{1}{\rho_0} \nabla p + \nu \nabla^2 \mathbf{u} + F_i + \frac{\Delta \rho}{\rho_0} g k - \nabla \cdot \mathbf{\tau},$$

$$\nabla \cdot \mathbf{u} = 0,$$

$$\frac{DT}{Dt} = \kappa_T \nabla^2 T + R_T - \nabla \cdot \lambda_T,$$

$$\frac{DS}{Dt} = \kappa_S \nabla^2 S + R_S - \nabla \cdot \lambda_S,$$

$$\frac{\Delta \rho}{\rho_0} = -\alpha (T - T_0) + \beta (S - S_0),$$

where $\mathbf{u} = (u, v, w)$ is the velocity vector, $(x, y, z)$ is the position vector, $t$ is time, $p$ is pressure, $T$ is temperature, $S$ is salinity, $\Delta \rho = \rho - \rho_0$ is the departure of density $\rho$ from the reference value $\rho_0$, $T_0$ is the reference temperature and $S_0$ reference salinity, $g = 9.81 \text{ ms}^{-2}$ is the gravitational
acceleration, \( \mathbf{i} \) and \( \mathbf{k} \) are the unit vectors in the \( x \) and \( z \) directions, and \( \alpha = 3.87 \times 10^{-5} \degree \text{C}^{-1} \) and \( \beta = 7.86 \times 10^{-4} \text{ psu}^{-1} \) are the coefficients of thermal expansion and saline contraction respectively (Jenkins 2011). We use realistic values of the molecular viscosity \( \nu = 1.8 \times 10^{-6} \text{ m}^2 \text{ s}^{-1} \) and the molecular diffusivity of heat \( \kappa_T = 1.3 \times 10^{-7} \text{ m}^2 \text{ s}^{-1} \) (Prandtl number \( Pr = \nu / \kappa_T = 14 \)) and salt \( \kappa_S = 7.2 \times 10^{-10} \text{ m}^2 \text{ s}^{-1} \) (Schmidt number \( Sc = \nu / \kappa_S = 2500 \)).

A far-field current is produced by imposing a mean pressure gradient in the \( x \)-direction. In equation (1) this constant driving force appears as \( F = -\left(1/\rho_0\right) \frac{\partial p}{\partial x} \), where \( p \) is the mean pressure. In an equilibrated state the net momentum input by the pressure gradient must be balanced by the wall shear stress \( \tau_b = \rho_0 \nu |\partial u / \partial z|_b \),

\[
- \int_0^h \frac{\partial p}{\partial x} \, dz = \tau_b, \tag{6}
\]

where the subscript “\( b \)” refers to the ice-ocean boundary. By imposing a pressure gradient, we are effectively setting the wall shear stress and hence the friction velocity \( u_\ast = \sqrt{\tau_b / \rho_0} \) in equilibrated state. Two values of the pressure gradient are chosen to produce equilibrated state friction velocities of \( u_\ast = 0.05 \text{ cm/s} \) and \( u_\ast = 0.1 \text{ cm/s} \) which result in far-field velocities of \( u_\infty = (1 - 9) \text{ cm/s} \). Here, the far-field means the maximum depth in the domain of \( z = h \) and is indicated by the subscript “\( \infty \)”.

To maintain the far-field temperature and salinity, the lower quarter of the domain is relaxed on a timescale of \( \tau \) to chosen far-field temperature \( T_\infty \) and salinity \( S_\infty \) values. In the heat (3) and salt (4) conservation equations, the relaxation terms are

\[
R_T = -\frac{1}{\tau} (\langle T \rangle - T_\infty) e^{- (C_f (h - z) / h)^2}, \tag{7}
\]

\[
R_S = -\frac{1}{\tau} (\langle S \rangle - S_\infty) e^{- (C_f (h - z) / h)^2}, \tag{8}
\]
respectively, where the angle brackets imply a horizontal average and the stretching factor $C_f = 7$. The relaxation time scale is based on a far-field velocity of $u_\infty \sim 1$ cm/s such that $\tau = h/u_\infty \sim 200$ seconds on the basis that eddies will mix the scalar fields on a similar timescale.

The governing equations (1)–(5) are discretised using Fourier modes in the two horizontal directions and second order finite differences in the vertical direction (see Taylor 2008). Note that equations (1)–(5) are the grid-filtered equations where $u, T$ and $S$ are the resolved fields. A recently developed LES parameterisation known as the anisotropic minimum dissipation model (Rozema et al. 2015; Vreugdenhil and Taylor 2018) is used to evaluate the sub-filter stress tensor $\tau$ and sub-filter scalar fluxes of heat $\lambda_T$ and salt $\lambda_S$ (see Appendix B for more details). The time-stepping uses a low-storage third-order Runge–Kutta method for the nonlinear terms and a semi-implicit Crank–Nicholson method for the viscous and diffusive terms. A 2/3 dealiasing rule is applied moving from Fourier back to physical space (Orszag 1971).

A no-flux boundary condition is applied to the temperature and salinity at the lower boundary and a melting ice condition at the upper ice-ocean boundary. The volume input of water due to ice melting is expected to be very small compared to the current velocity, hence we assume zero volume input (Holland and Jenkins 1999). The salinity of ice and the conduction of heat through the ice are also assumed to be zero. Very low, near zero salinities are typically observed in ice shelves (Oerter et al. 1992; Eicken et al. 1994). The condition of no heat conducted through the ice shelf has been used regularly in past studies on the assumption that the conducted heat flux is small compared to the latent heat flux (Determann and Gerdes 1994; Jenkins and Bombosch 1995; Grosfeld et al. 1997; Williams et al. 1998; Holland and Jenkins 1999; Gayen et al. 2016; Mondal et al. 2019). The resulting equations at the ice-ocean boundary are the conservation of heat and
salt, along with the liquidus condition,

\[ c_w \rho_w \kappa_T \frac{\partial T}{\partial z} = \rho_i L_i m, \]  

\[ \rho_w \kappa_S \frac{\partial S}{\partial z} = \rho_i S_i m, \]  

\[ T_b = \lambda_1 S_b + \lambda_2 + \lambda_3 P, \]

which are solved for the melt rate \( m \), temperature \( T_b \) and salinity \( S_b \) at the ice-ocean boundary (see Appendix C for numerical method) following similar methods to Gayen et al. (2016). The subscript “\( w \)” refers to parameters corresponding to water and subscript “\( i \)” to parameters corresponding to ice. The specific heat capacity of water is \( c_w = 3974 \text{ J kg}^{-1} \text{ °C}^{-1} \), the latent heat of fusion is \( L_i = 3.35 \times 10^5 \text{ J kg}^{-1} \), and \( \lambda_1 = -5.73 \times 10^{-2} \text{ °C}, \lambda_2 = 8.32 \times 10^{-2} \text{ °C} \) and \( \lambda_3 = -7.53 \times 10^{-4} \text{ °C} \text{ dbar} \) are coefficients in a linearised expression for the freezing point of seawater (Jenkins 2011). The locally hydrostatic background pressure due to the depth of the ice base below sea level \( P = 350 \text{ dbar} \) is chosen to be broadly consistent with the Larsen C ice shelf (Nicholls et al. 2012).

The domain size for all runs was set to \( L_x \times L_y \times h = 5 \times 5 \times 2 \text{ m} \). The computational grid for the \( u_* = 0.05 \text{ cm/s} \) case was \( 128 \times 128 \times 145 \) and for the \( u_* = 0.1 \text{ cm/s} \) case was \( 256 \times 256 \times 289 \). These grids were chosen to be consistent with the criteria outlined in Vreugdenhil and Taylor (2018) for resolved LES. One exception was that a 1/8 vertical-to-horizontal grid cell aspect ratio at the edge of the viscous layer was found to work just as well as a 1/4 aspect ratio, thus the former was chosen to allow more grid stretching in the vertical direction. The vertical grid was stretched to place more grid cells adjacent to the ice to resolve the near-ice conductive and diffusive sublayers which are thin because of the realistic values of \( \kappa_T \) and \( \kappa_S \). The grid stretching function is \( z_k = h \tanh(S_f(k - 1)/N_z) / \tanh(S_f) \) where \( k \) is the grid cell number, \( N_z \) is the total number of
grid cells and $S_f = 3.5$ is the grid stretching. This resulted in $\Delta z_{\text{min}} = 0.019 \text{ cm}$, $\Delta z_{\text{max}} = 4.9 \text{ cm}$ for the $u_* = 0.05 \text{ cm/s}$ cases and $\Delta z_{\text{min}} = 0.009 \text{ cm}$, $\Delta z_{\text{max}} = 2.5 \text{ cm}$ for the $u_* = 0.1 \text{ cm/s}$ cases.

A range of far-field temperatures $T_\infty$ are chosen to achieve thermal driving of $\Delta T = (0.0005 - 0.43) \degree \text{C}$ (Table 1). The far-field salinity was set to $S_\infty = 35 \text{ psu}$ for all cases. Additional passive scalar runs were conducted at each friction velocity by setting the gravity term in (1) to zero ($g = 0$). These runs were designed to examine the transport of heat and salt when the scalars do not influence the flow. The simulations were run with chosen values of $T_\infty$ to result in $\Delta T$ and a particular melt rate. However, as outlined in §4, in the passive scalar case the melt rate is dependent only on $\Delta T$ (for a particular $u_*$ and $S_\infty$) and so the chosen value of $T_\infty$ is arbitrary. Hence values of $T_\infty$, $\Delta T$ and the melt rate have not been included for the passive scalar cases in Table 1 because the runs apply more generally.

Each melting scenario is initialised from an equilibrated fully turbulent flow, with uniform temperature and salinity profiles set to the chosen far-field values $T_\infty$ and $S_\infty$. The initialising fully turbulent flow is a well-studied fluid dynamics problem known as “open channel flow” (Pope 2000). The flow quickly becomes stratified with a fresh, cold layer forming under the ice (Figure 1). The run is continued to an equilibrated state where the time-averaged melt rate and all other flow properties are statistically steady, which generally took $\sim 50$ hours of model time. For several runs with very strong thermal driving the flow approached equilibrated state very slowly and had not equilibrated even after 400 hours. These runs are referred to as quasi-equilibrated. Once in equilibrated state the simulations are run for a further 10 hours to allow time-averaging of statistical properties. The quasi-equilibrated runs generally require a longer averaging interval of $> 50$ hours (as discussed in §4).
3. Scaling theory

a. Viscous, conductive and diffusive sublayer scaling

Immediately below the ice is a viscous sublayer where the flow is laminar. A conductive temperature and a diffusive salinity sublayer also form below the ice. The viscous, conductive and diffusive sublayer scalings are

$$U^+ \sim z^+, \quad T^+ \sim z^+ Pr, \quad S^+ \sim z^+ Sc,$$

where the distance, velocity, temperature and salinity are expressed in wall units (indicated by the plus superscript),

$$z^+ = \frac{zu_*}{v}, \quad U^+ = \frac{U}{u_*}, \quad T^+ = \frac{T - T_b}{T_*}, \quad S^+ = \frac{(S - S_b)}{S_*},$$

and $T_* = \kappa_T |\partial T/\partial z|_b/u_*$ and $S_* = \kappa_S |\partial S/\partial z|_b/u_*$ are the friction temperature and salinity respectively (where the boundary values and gradients are calculated from the formulated boundary conditions in Appendix C). The conductive and diffusive sublayers are thinner than the viscous sublayer because the diffusivities of heat and salt are smaller than viscosity ($Pr, Sc > 1$).

b. Law-of-the-wall and Monin–Obukhov scaling

Further away from the ice, at the edge of the viscous layer, small-scale turbulent structures form and drive larger scale turbulent eddies in the “surface layer”. The solid boundary of the ice influences the size of the turbulent eddies in the surface layer. When the effects of stratification are weak, the shear ($\partial U / \partial z$) is expected to depend on the strength of turbulence (in the form of the friction velocity $u_*$) and the distance from the boundary ($z$). Dimensional analysis then gives

$$\partial U / \partial z \sim u_* / z,$$

known as the “law-of-the-wall” scaling.
For stratified flow, Monin–Obukhov theory predicts similarity between the form of the shear and the vertical scalar gradients as
\[
\frac{\partial U}{\partial z} = \frac{u^*}{k_m} \Phi_m(\xi), \quad \frac{\partial T}{\partial z} = \frac{T^*}{k_s} \Phi_s(\xi), \quad \frac{\partial S}{\partial z} = \frac{S^*}{k_s} \Phi_s(\xi),
\]  
(14)
where \( k_m = 0.41 \) and \( k_s = 0.48 \) are the von Kármán constants for the momentum and scalars, respectively, following Bradshaw and Huang (1995). The Monin–Obukhov functions \( \Phi_m \) and \( \Phi_s \) are dependent on the normalised distance from the ice \( \xi = z/L \), where \( L \) is the Obukhov length,
\[
L = -\frac{u^3}{k_m B},
\]  
(15)
and the vertical buoyancy flux at the ice-ocean interface is \( B = g(\alpha \kappa_T |\partial T/\partial z|_b - \beta \kappa_S |\partial S/\partial z|_b) \).

When stratification is weak, \( \Phi_m = \Phi_s = 1 \) and (14) reverts to the law-of-the-wall scaling.

For flow that is strongly affected by stratification, the form of the Monin–Obukhov function is still debated, with significant work done on this question in the atmospheric boundary layer community (e.g. Businger et al. 1971; Kaimal et al. 1976; Foken 2006). One common form is a linear function of \( \xi \),
\[
\Phi_m(\xi) = 1 + \beta_m \xi, \quad \Phi_s(\xi) = 1 + \beta_s \xi,
\]  
(16)
where the constants are \( \beta_m = 4.8 \) and \( \beta_s = 5.6 \) (Wyngaard 2010; Zhou et al. 2017).

Integrating equations (14) with (16) and writing in terms of wall units,
\[
U^+ = \frac{1}{k_m} ln(z^+) + \frac{\beta_m}{k_m} \xi + C_m,
\]  
(17)
\[
T^+ = \frac{1}{k_s} ln(z^+) + \frac{\beta_s}{k_s} \xi + C_T,
\]  
(18)
\[
S^+ = \frac{1}{k_s} ln(z^+) + \frac{\beta_s}{k_s} \xi + C_S,
\]  
(19)
where the constant \( C_m = 5.0 \), following Bradshaw and Huang (1995). The scalar \( C_T \) and \( C_S \) are theorised to be functions of \( Pr \) and \( Sc \), respectively. The form (e.g. Schlichting and Gersten 2003)
\[
C_T = 13.7 Pr^{2/3} - 7.5, \quad C_S = 13.7 Sc^{2/3} - 7.5,
\]  
(20)
has been found to work well for stratified plane Couette flow with Prandtl number around unity (Deusebio et al. 2015; Zhou et al. 2017). Kader and Yaglom (1972) derived a very similar expression to (20) for flow past a hydraulically smooth boundary, but with slightly different constant values (see discussions in McPhee et al. 1987; Holland and Jenkins 1999).

c. Three-equation parameterisation

A common parametrisation for the dynamics in the entire surface layer, including the sublayers and melt condition, is the three-equation model (McPhee et al. 1987; Holland and Jenkins 1999). The turbulent fluxes of heat and salt toward the ice are parameterised by heat $\Gamma_T$ and salt $\Gamma_S$ transfer coefficients multiplied by the friction velocity. The three equations are then the conservation of heat and salt,

$$c_w \rho_w u_* \Gamma_T (T_\infty - T_b) = \rho_i L_i m, \quad (21)$$

$$\rho_w u_* \Gamma_S (S_\infty - S_b) = \rho_i S_b m, \quad (22)$$

respectively, and the liquidus condition (11). The three-equation model was first conceptualised in terms of $u_*$ (McPhee et al. 1987). However, for use in a system with only far-field velocity data available, a drag coefficient $C_d = (u_*/u_\infty)^2$ can be introduced to act as the third undetermined coefficient, resulting in

$$c_w \rho_w C_d^{1/2} u_\infty \Gamma_T (T_\infty - T_b) = \rho_i L_i m, \quad (23)$$

$$\rho_w C_d^{1/2} u_\infty \Gamma_S (S_\infty - S_b) = \rho_i S_b m. \quad (24)$$

In the observational context, the far-field velocity $u_\infty$ is the free-stream current below the surface layer that is independent of the distance from the ice, with the far-field temperature and salinity measured at the same depth. Values for $\Gamma_T$, $\Gamma_S$ and $C_d$ must be prescribed in this model. Observa-
tions from beneath the Ronne ice shelf give drag coefficient $C_d = 0.0097$, heat transfer coefficient $\Gamma_T = 0.011$, and salt transfer coefficient $\Gamma_S = 3.1 \times 10^{-4}$ (Jenkins et al. 2010).

The diffusive conservation equations at the boundary (9–10) coupled with the three-equation conservation equations (21–22) give, by definition (McPhee 2008),

$$\Gamma_T = \frac{\kappa_T |\frac{\partial T}{\partial z}|_b}{u_s (T_\infty - T_b)} = \frac{1}{T_\infty^+}, \quad \Gamma_S = \frac{\kappa_S |\frac{\partial S}{\partial z}|_b}{u_s (S_\infty - S_b)} = \frac{1}{S_\infty^+},$$

(25)

where $T_\infty^+$ and $S_\infty^+$ are the normalised temperature and salinity differences (13) between the ice and the far-field. Similarly the drag coefficient is

$$C_d = \left( \frac{u_s}{U_\infty^+} \right)^2 = \left( \frac{1}{U_\infty^+} \right)^2$$

(26)

where $U_\infty^+$ is the normalised far-field velocity.

4. Results

a. Mean flow properties and melt rate

Vertical profiles of horizontally-averaged velocity, temperature and salinity show the influence of the imposed far-field temperature on the flow structure (Figure 2). Immediately below the ice lies the interfacial sublayer where the viscous scaling is consistent with the measured velocities (Figure 2a). The lower edge of the viscous boundary layer is an important region for the formation of small-scale turbulent phenomena which go on to produce turbulence throughout the flow. Further away from the ice, the case with weaker thermal driving (dark blue line) has a velocity profile similar to the logarithmic law-of-the-wall scaling (dashed) but with a modest increase in the far-field velocity. The increase in far-field velocity is very large in the case with stronger thermal forcing (cyan line). Increases in far-field temperature lead to a stronger temperature stratification (Figure 2b) and hence larger thermal driving. This increases the melt rate, freshening the water and producing a stronger salinity stratification (Figure 2c). The density stratification is dominated
by the salinity component in all the runs presented here. Hence the stabilising salinity stratification damps out some of the small-scale turbulence at the edge of the viscous boundary layer, and as a result the drag decreases. However, as the friction velocity is prescribed (via imposing the pressure gradient) the equilibrated state wall shear stress must remain the same no matter the imposed far-field temperature, and so the reduction in drag results in an acceleration of the far-field velocity.

Vertical profiles of velocity, temperature, and salinity are plotted in terms of wall units in Figures 2d, e, f where the results all closely match their respective sublayer scalings, indicating that the resolution is sufficient to fully resolve these sublayers. It is important to adequately resolve the sublayers to ensure that the resulting melt rate is correct. The Monin–Obukhov scaling (17–19) does reasonably well predicting the velocity profiles, even when the flow is strongly influenced by the stratification (Figure 2d). The scaling is consistent with the temperature profile for weak stratification but departs significantly from the strongly stratified profile (Figure 2e). For the salinity profiles, the scaling is reasonable for the passive scalar results (not shown here) but departs from the LES results for even the most weakly stratified case (Figure 2f). Note that the Monin–Obukhov scaling for the salinity profile (19) is dominated by the huge Schmidt number in the $C_S$ term and is barely influenced by the stratification term ($\beta_S \xi / k_s$). A further Schmidt number dependence could be introduced in the Monin–Obukhov scaling for strong stratification, to adjust the scaling when the stratifying element has molecular diffusivity much smaller than the molecular viscosity. However, it is beyond the scope of this paper to derive a new scaling.

At the ice base there can be large instantaneous spatial variability in the melt rate (Figure 3) with peaks of up to five times the mean. These peaks are correlated with small-scale turbulent structures that form at the edge of the viscous boundary layer. Turbulent structures such as near-wall streaks are effective at transporting heat across the viscous boundary layer and hence a signature of these structures appears in the melt rate snapshots.
The mean melt rate is shown in Figure 4 for all the runs in Table 1. The melt rates have been horizontally averaged across the ice base and averaged in time for 10 hours, except for Runs 1–3 and 10–11 which were averaged for > 50 hours. The passive scalar cases \((g = 0)\) are included as lines in Figure 4 since these results apply for any imposed \(\Delta T\) (for a particular \(u_*\)). This is because the advection-diffusion equation (3) is linear in temperature and, for the passive scalar case, there is no influence of the stratification on the flow, meaning that the melt rate in (9) is also a linear function of the temperature gradient. This is consistent with the Monin–Obukhov scaling (18) which predicts that, when the scalar is passive (stratification term \(\beta_s \xi / k_s = 0\)) and \(u_*\) unchanged, the wall-normalised temperature at a particular depth \(T^+\) is constant. Therefore increases in imposed \(\Delta T\) are compensated for by a linear increase in \(\partial T / \partial z|_b\) and hence a linear increase in the melt rate (9). The passive scalar simulations were used to calculate the \(\Gamma_T = 1 / T_\infty^+\) associated with each \(u_*\) case (Runs 9 and 16 in Table 1) which, using (21), resulted in the lines on Figure 4.

For stronger thermal driving, the melt rate departs from the value for passive scalars as the stable stratification inhibits turbulence and its ability to mix heat toward the boundary and melt the ice. At very strong thermal driving, the melt rates appear to become largely independent of \(\Delta T\). The point at which thermal driving and the stable salinity stratification become strong enough to damp turbulence is dependent on the friction velocity – higher friction velocities have more energetic turbulence and so stronger stratification is required to reduce the heat transfer and melt rate.

b. Evolution of boundary layer turbulence

The response of the flow at early times in the simulations (Figure 5) provides insight into the boundary layer turbulence. Recall that the initial condition consists of fully turbulent flow with uniform temperature and salinity, \(T_\infty\) and \(S_\infty\). After a few hours, the flow becomes stratified in
temperature and salinity and the stable stratification acts to reduce the turbulent kinetic energy (TKE) at the edge of the viscous layer. For weak thermal driving the flow remains turbulent and reaches the equilibrated state after \( \sim 50 \) hours (Figure 5a). When thermal driving is strong, the stratification damps the turbulence for long periods of time between episodic turbulent events (Figure 5b). These intermittent cases do not reach equilibrated state in 50 hours and must be continued for long periods of time to equilibrate.

One intermittently turbulent case (Run 3) is shown in more detail in Figure 6 to better understand the nature of the turbulent bursts. The TKE and friction velocity are both small during intervals of laminar flow before rapidly increasing when the flow goes turbulent. The bulk flow accelerates when the flow is laminar and the turbulence and friction velocity are small and exert less drag on the far-field current. The trace of TKE through time with friction velocity and driving temperature (Figure 6g) begins when the flow is laminar. At the time immediately before a turbulent burst \( (t = 338.3 \text{ h}) \) the stratification near the ice is very weak (Figure 6f), allowing turbulent structures form at the edge of the viscous sublayer. When a turbulent burst begins, the friction velocity and TKE rapidly increase to their maximum values \( (t = 339.3 \text{ h}) \). The turbulence mixes more heat across the sublayer, increasing the temperature at the ice base, \( T_b \), while decreasing \( \Delta T = T_\infty - T_b \) (at \( t = 340 \text{ h} \)). The melt rate increases in response to the increase in heat. In the salinity field (which dominates the density) the increased melt rate results in a decrease in the salinity at the boundary, resulting in a decrease in density near the ice as shown in Figure 6f. As the turbulence continues, the density at the boundary reduces further until eventually the stable stratification is strong enough to damp turbulence. The trailing edge of the loop at smaller \( \Delta T \) \( (t = 354 \text{ h}) \) shows the continued smaller levels of turbulence which eventually die out as the system becomes laminar again. As the turbulence intensity decreases, less heat is transferred to the ice and so \( \Delta T \) begins to slowly increase \( (t = 366 \text{ h}) \). The density at the boundary slowly increases towards the pre-turbulent
maximum, weakening the stratification under the ice again to eventually set off another turbulent burst.

Similar turbulent events occur in Runs 1, 2, 10 and 11, although when thermal driving is very strong the turbulent portion of the trajectory in \( \Delta T \), \( u_* \) space is shorter as turbulence dies out more quickly. In terms of time scales, these bursts occur quasi-regularly every 50 hours or so, with similar timescales in Runs 1 and 2. While similar turbulent bursts occur for simulations with imposed \( u_* = 0.1 \) cm/s that have large thermal driving (Runs 10 and 11) it is more computationally expensive to run these for long intervals, hence there are fewer events to examine and the time interval of reoccurrence is unclear. The intermittently turbulent runs show that the TKE is not just a function of friction velocity and that the time history matters.

In an effort to quantify whether the system is fully or intermittently turbulent, we calculate the time-averaged TKE along with the standard deviation away from this mean (Figure 7). For the smaller thermal driving (Runs 4–8 and 12–15), the flow is fully turbulent and the TKE has small standard deviation. For larger thermal driving, the standard deviation increases significantly and there is a decrease in the total TKE as the flow becomes intermittently turbulent.

c. Three-equation parameterisation and Obukhov length

Here we examine whether the turbulent fluxes can be approximated by transfer coefficients as assumed in the three-equation model. For each simulation the drag coefficient (26) and the transfer coefficients for heat \( \Gamma_T \) and salt \( \Gamma_S \) (25) are calculated. As thermal driving increases, all coefficients decrease as the flow becomes less turbulent (Figure 8). The exception is the salt transfer coefficient which has a short plateau when moving from fully turbulent to intermittent flow. The ratio of \( \Gamma_T / \Gamma_S = 34 \) in Figure 8d matches the more turbulent simulations and is broadly consistent with past predictions of \( \Gamma_T / \Gamma_S \) between 35 and 70 (McPhee et al. 2008).
The passive scalar cases are shown as horizontal lines in Figures 8a-c. There is very little
dependence of $\Gamma_T$ and $\Gamma_S$ on the friction velocity for the passive scalar cases. The drag coefficient
decreases by a small amount with increasing friction velocity, which is a known result for turbulent
channel flow (Dean 1978; Pope 2000). The lack of dependence of $\Gamma_T$ and $\Gamma_S$ on the friction
velocity suggests that constant transfer coefficients are a good approximation for strongly turbulent
flow. It also begs the question of whether there is a normalising factor that would collapse the
results when the flow is less strongly turbulent and allow prediction of whether the flow will be
turbulent or intermittent.

The Obukhov length (15) can be interpreted as the distance away from the ice where stratification
begins to strongly affect the flow. For a distance much larger than the Obukhov length ($z \gg L$) stratification strongly affects the flow. Conversely for $z \ll L$ stratification effects are weak.

Molecular viscosity is important in the viscous sublayer that extends to approximately $50\delta_v$, where
$\delta_v = \nu/u_*$ is the viscous length scale (Pope 2000). We can define the frictional Obukhov length
as the ratio of $L$ to the viscous length scale,

$$L^+ = L/\delta_v.$$  \hspace{1cm} (27)

When $L^+$ is sufficiently small there is no region of the flow where turbulence is free from the
suppressing effects of stratification or viscosity. Previous work has found that flow in a stratified
boundary layer becomes laminar when $L^+ < 100$ (Flores and Riley 2011). Simulations of stratified
plane Couette flow indicate that the flow is fully turbulent when $L^+ > 200$ and intermittently
turbulent when $100 < L^+ < 200$ (Deusebio et al. 2015). It is worth noting that there is some
ambiguity on how to define the thickness of the viscous boundary layer, as the effects of viscosity
continue to decrease moving away from the boundary (Pope 2000). This leads to some ambiguity
in the $L^+$ thresholds, so they should be interpreted as general guidelines rather than definitive regime changes.

The variance in TKE is plotted as a function of the time-averaged $L^+$ (from calculating $L^+$ at each time-step and then time-averaging) in Figure 9. For large $L^+$, stratification effects are weak and the flow is fully turbulent with small variance around the mean TKE. As $L^+$ decreases, the variance in TKE increases as the flow becomes intermittently turbulent and eventually laminar for long intervals with turbulent bursts. Note that here the time-averaged $L^+$ is larger than 200 even for large thermal driving (see Table 1) because of the feedback effect between the melt condition and the stable stratification (as discussed in detail in §4b). Stratified flows without this feedback can reach less than 100 and become completely laminar (Deusebio et al. 2015; Zhou et al. 2017). The frictional Obukhov length $L^+$ generally does well describing the transition from turbulent to intermittent flow in the ISOBBL, although there appears to be some remaining dependence of the TKE variance on $u_*$.

Crucially, $L^+$ collapses the transfer coefficients for different imposed friction velocities (Figure 10). The drag coefficients for different friction velocities do not fully collapse, partly because the passive scalar values vary with friction velocity. Normalising by the passive scalar values improves the collapse of the $u_*$ curves as a function of $L^+$ (Figure 10d). Also included in Figure 10 is the Monin–Obukhov similarity scaling prediction for the coefficients. Far-field values of $U^+$, $T^+$ and $S^+$ (defined in 13) are solved for using the Monin–Obukhov similarity scaling (17–19) as functions of $L^+$ and $u_*$. The resulting $U_\infty^+$, $T_\infty^+$ and $S_\infty^+$ are used to calculate the transfer (25) and drag (26) coefficients. The Monin–Obukhov prediction is reasonably consistent with the diagnosed $C_d$ and $\Gamma_T$ (Figure 10). However, the Monin–Obukhov similarity scaling does not capture the dependence of $\Gamma_S$ on $L^+$. Note that other suggestions for constant values in the Monin–Obukhov scaling were
also tested (e.g. Kader and Yaglom 1972; McPhee et al. 1987) but the presented scaling with
constants from Schlichting and Gersten (2003) showed the best fit to the simulations.

For fully turbulent flow with large $L^+$, the transfer coefficients asymptote to the upper limit
given by the passive scalar case ($\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$). These results are very similar
to observations ($\Gamma_T = 0.011$ and $\Gamma_S = 3.1 \times 10^{-4}$) by Jenkins et al. (2010). That the $\Gamma_T$ and $\Gamma_S$
results for different $u_*$ collapse to the same $L^+$ curves is evidence that these results may apply to a
larger range of $u_*$ and $\Delta T$. Using the maximum limiting values of $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$,
the three-equation model (21–22) can be solved to predict the melt rate and $S_b$ as functions of
both $\Delta T$ and $u_*$. These melt rate and $S_b$ values are then used in the molecular flux equations
(9–11) to give the buoyancy flux, yielding a prediction of $L^+$ as a function of $\Delta T$ and $u_*$. The
predicted $L^+$ from the three-equation model (coloured background) is compared against the time-
averaged $L^+$ from the LES (symbols) in Figure 11a. Similarly, Figure 11b compares the predicted
melt rate from the three-equation model (coloured background) with the time-averaged melt rate
from the LES (symbols). The size of the symbols is proportional to the TKE variance with larger
symbols corresponding to high levels of TKE variance (from Figure 9) and intermittent turbulence,
while small symbols indicate low TKE variance and fully turbulent flow. In the fully turbulent
simulations, the measured $u_*$ matches the expected $u_*$ (set by imposing the pressure gradient)
because the flow has come to equilibrated state. For intermittently turbulent flow, the evolution to
equilibrated state was extremely long (> 400 h) hence the simulations were cut off and considered
quasi-equilibrated – these cases have measured $u_*$ that do not yet match the imposed $u_*$.

The $L^+ = 100$ and $L^+ = 200$ contours are highlighted on Figure 11 to show the predicted regime
transitions. They curve upwards at very strong thermal driving ($\Delta T \approx 5^\circ C$) where the heat flux
starts to noticeably contribute to the buoyancy flux in $L^+$. Following the $L^+ = 200$ contour, the
maximum predicted melt rate for a turbulent flow is then 0.05 m/yr for $u_* = 0.05$ cm/s and 0.9 m/yr
for $u_s = 0.1 \text{ cm/s}$, the latter of which is close to geophysically relevant values (Nicholls et al. 2009; Kimura et al. 2015). Comparing the predicted $L^+ = 200$ contour with the simulation results shows that our approach does well predicting the transition from fully turbulent to intermittently turbulent flow. The simulated flow does not become fully laminar for predicted $L^+ < 100$ but remains intermittently turbulent even at very strong thermal driving. The measured $L^+$ in Table 1 are calculated using a long time-average that, when the flow is intermittently turbulent, includes laminar and turbulent events. Hence, the mean $L^+$ remains above about 200, even when thermal driving is large and the $L^+$ from the three-equation model is predicted to be less than 100. Instantaneously, smaller values of $L^+$ occur in the LES.

Using smaller values of either $\Gamma_T$ or $\Gamma_S$ three-equation model results in a shift of the predicted $L^+$ transition curves to the left on Figure 11 (not shown here). Physically this is because a decrease in $\Gamma_T$ means less heat transferred to melt the ice, while a decrease in $\Gamma_S$ means less salt and hence a higher melting temperature, both of which result in smaller melt rates and a decrease in the stabilising stratification that suppresses turbulence. As mentioned previously, there is some ambiguity in the onset of intermittent flow, which is not necessarily abrupt. The $L^+ = 100, 200$ predictions are not hard transitions but more general guidelines on when the flow might be expected to be fully turbulent. As such, using the upper limits on $\Gamma_T$ and $\Gamma_S$ indicates the area where the three-equation model works (with these specific upper limit values of the transfer coefficients) and when it has the potential to not work well. The prediction matches well with the change from fully to intermittently turbulent flow found in the simulations, where the level of turbulence in the simulations is indicated by the size of the symbols in Figure 11 (with smaller symbols corresponding to more turbulent flow).

The three-equation model with the upper limits of $\Gamma_T$ and $\Gamma_S$ also does well predicting the melt rate for the fully turbulent cases (Figure 12). But, as we might expect when using the large
values of the transfer coefficients, it overestimates the melt rate by almost an order of magnitude for the intermittently turbulent simulations. One extension to this work could be to incorporate the dependence of $\Gamma_T, \Gamma_S$ on $L^+$ (seen in Figure 10) into the three-equation model to improve the predicted melt rate when flow is intermittently turbulent. The Monin–Obukhov scaling (red lines on Figure 10) is already reasonably successful at predicting the drop-off in $\Gamma_T$ and $C_d$ but with some deficiency in the prediction of $\Gamma_S$. Improving the Monin–Obukhov scaling or finding another parameterisation that captures $\Gamma_T, \Gamma_S$ and $C_d$ behaviour would be useful, but is beyond the scope of the current paper. As it stands, caution should be used when trying to apply constant transfer coefficients to a flow that is not fully turbulent.

5. Summary

Large-eddy simulations were used to model the upper region of the ocean boundary layer beneath a melting ice shelf. Increases in thermal driving enhance the melt rate until the flow becomes strongly stratified in salinity. Turbulence is then suppressed by the stable stratification and no longer efficiently mixes heat across the interfacial sublayer, causing the melt rate to plateau with further increases in thermal driving. At this point the flow becomes intermittently turbulent in time, with long periods of laminar flow followed by abrupt turbulent bursts.

The transition between turbulent and intermittent regimes is well-described by the ratio of the Obukhov and viscous layer thicknesses, $L^+$. Monin–Obukhov similarity scaling for stratified flow does reasonably well predicting the drag and heat transfer coefficients for the three-equation parameterisation as the simulations move into intermittent turbulence. For the salt transfer coefficient, the Monin–Obukhov scaling is consistent with the weakly stratified simulations, but overestimates the coefficient when the stratification is strong and the turbulence becomes intermittent. Crucially, the transfer coefficients asymptote at large $L^+$ (fully turbulent flow) for simulations with
different friction velocities, giving us confidence to extend the simulated results to larger friction velocities and thermal driving that may be more geophysically relevant. These upper limits on the transfer coefficients are also consistent with observed ice shelf values.

The $L^+$ transition can be used to predict when the three-equation model (with upper limit values of transfer coefficients) is likely to work well in observations and ocean models. Understanding the direct influence of stratification induced by melting on shear driven turbulence, and the consequent feedback on the melt rate, is essential to improving parameterisations in ocean models and planning for future climate scenarios.

6. Discussion

Applying the $L^+$ regime prediction to the upper region of the deeper planetary boundary layer in real-world scenarios will help to anticipate when the three-equation parameterisation will work in observations and ocean models. The thermal driving and friction velocities inferred from observations are generally larger than those explored here using large-eddy simulations. Simulations with larger friction velocity are computationally expensive due to increasing grid resolution requirements. Nevertheless, because the simulated results collapse for different $u_*$ and approach limiting values of transfer coefficients at large $L^+$, the flow regime prediction has been extended to a wider range of parameters in Figure 13 to allow comparison with observed conditions. For $u_* > 0.2$ cm/s the flow remains turbulent even at large thermal driving.

The Obukhov to viscous length ratio $L^+ = L/\delta_v$ is connected to the mixing length scale $\lambda$ that has been used in ice-ocean studies (McPhee 2008). The mixing length is hypothesised to increase with depth until it saturates at a maximum value $\lambda_{\text{max}}$. Stratification causes the flow in the boundary layer to become laminar when $\lambda_{\text{max}} < R_c k_m L$, where $R_c \approx 0.2$ is the critical flux Richardson number (McPhee 2008). Following the arguments in §4c, for turbulence to exist (in
the wall-bounded shear flow examined here) the mixing length must be much larger than the viscous length $\lambda_{max} \gg \delta_v$. The mixing length condition then requires $L^+ \gg 1/(R_c k_m)$ or $L^+ = 12.5$ for turbulence. Requiring at least an order of magnitude difference between the mixing and viscous length scales results in $L^+ = 125$ being the minimum value of $L^+$ for which the flow can be turbulent. This regime transition is consistent with the $L^+ = 100$ transition predicted by comparing the Obukhov layer thickness to the thickness of the viscous layer (Flores and Riley 2011). Again we note that past work on stratified boundary layers has found completely laminar flow for $L^+ < 100$, but here the feedback between turbulence, stratification, and ice melting keeps the simulated flow intermittently turbulent.

The turbulent transfer coefficients for heat and salt diagnosed from our fully turbulent simulations with weak stratification are in good agreement with those empirically inferred from beneath the Ronne ice shelf (Jenkins et al. 2010). The drag coefficient is a factor of three smaller in the simulations compared to the Ronne ice shelf observations. This could be due to additional processes such as ice roughness which can increase the friction velocity or because, as Jenkins et al. (2010) notes, the drag coefficient is less well constrained than the transfer coefficients for this set of observations. Observations of turbulent flow under sea-ice also give transfer coefficients consistent with the simulations (Sirevaag 2009). Note that the friction velocity (or drag coefficient) needs to be prescribed in the three-equation model, but it is difficult to observe and can vary significantly in space and time. Uncertainty around the friction velocity is perhaps the most difficult step in applying our results to observations or ice-melt parameterisations in ocean models.

The turbulent transfer and drag coefficients in the LES are consistent with those predicted by Monin–Obukhov similarity scaling, but the scaling significantly overestimates the salt transfer in stratified conditions. An improved model may require a modification to the Monin–Obukhov function $\Phi_s$ (see Equation 16) to address this additional stratification effect when the Prandtl/Schmidt
number is large. Additionally, a roughness length scale can be included in the Monin–Obukhov similarity scaling in place of the viscous length scale (e.g. Yaglom and Kader 1974).

The intermittently turbulent simulations are thought to be dynamically different from the highly stratified ISOBL observed in the ocean. This is because the prescribed pressure gradient in the simulations accelerates the far-field current for cases with strong thermal driving. In contrast, the strongly stratified flow under the George VI ice shelf is observed to have low current speeds with evidence for double-diffusive steps (Kimura et al. 2015). Work in the atmospheric boundary layer community may give insight into other dynamical processes that could become important when the flow is strongly stably stratified (see review by Mahrt 2014).

Our focus has been on simulating regions of ice shelves that do not have a significant slope. In the weakly sloped case of a few degrees away from the horizontal, plume theory predicts that there will be negligible effects of an upslope current (Kerr and McConnochie 2015; McConnochie and Kerr 2018). Here, small slopes were found to have very little affect on the flow turbulence (see Appendix A), making our results applicable to small slope angles. Steeper slopes occur near the grounding line which is an important region for ice-sheet dynamics. In such cases an upslope plume may be the primary source of turbulence and is likely to influence ice-ocean interactions (McConnochie and Kerr 2017; Mondal et al. 2019).

The present study was motivated by the ice shelf/ocean boundary layer. However, many results from the simulations can apply more generally to other ice-ocean interactions including land-fast and drifting sea ice. The formation of ice from seawater can result in a small ice salinity, commonly observed to be 3-7 psu for land-fast ice (Gerland et al. 1999; Vancoppenolle et al. 2007). Increasing the ice salinity in the simulations from the fresh ice shelf to saltier fast ice values is expected to modestly increase the melting temperature, but otherwise the results and conclusions will be very similar. It would be reasonably straightforward to include a constant $S_{\text{ice}}$ value in the melting
equation (10). Drifting ice can generate shear-driven turbulence as it moves across the ocean, but this could be modeled in a reference frame moving with the ice with a possibly time-dependent current imposed in the ocean. Perhaps the most problematic assumption made here when applied to sea ice is the assumption that the ice-ocean interface is flat and smooth. It is possible to include a roughness length in the Monin–Obukhov scaling (Yaglom and Kader 1974), but large roughness elements such as leads and ice keels would be more challenging to simulate.

Future work will focus on simulations with larger thermal driving and friction velocities to get closer to real-world scenarios. There are also many other processes that are likely to affect the melt rate such as roughness of the ice, tides and basal slope. The simulations here were designed to model a subset of the larger planetary boundary layer – future work could include the Earth’s rotation and to have both a surface layer and an outer layer. While it is significantly more difficult to simulate, the changing topography of the melting ice and the formation of channel cavities will be important in directing the melt outflow. We have not considered effects such as allowing the thermal expansion coefficient to vary with temperature, however this is unlikely to have much influence unless temperature differences become large. Other complicated flow phenomena such as double-diffusive layers will also be relevant for ice melting.
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APPENDIX A

Sloped runs
In additional runs, the influence of small basal slope angles on the turbulent flow is examined (Table A1). The momentum equation (1) was changed for a slope in the $x$-direction,

\[
\frac{Du}{Dt} = -\frac{1}{\rho_0} \nabla p + \nu \nabla^2 u + \frac{\Delta \rho}{\rho_0} g (\sin \theta \hat{i} + \cos \theta \hat{k}) - \nabla \cdot \tau, \tag{A1}
\]

or a slope in the $y$-direction,

\[
\frac{Du}{Dt} = -\frac{1}{\rho_0} \nabla p + \nu \nabla^2 u + \frac{\Delta \rho}{\rho_0} g (\sin \theta \hat{j} + \cos \theta \hat{k}) - \nabla \cdot \tau. \tag{A2}
\]

The gravity term in (A1–A2) leads to a mean component that can drive an upslope plume by forcing the mean momentum equation. However, we want to ensure that the only contribution to the friction velocity is from the imposed pressure gradient so that the equilibrium state friction velocity is consistent across results with different slopes. To do this, the mean density gradient in the horizontal and vertical directions is subtracted off the momentum equation (A1–A2). This has no effect on the stability but does not allow for the formation of an upslope plume. However, the imposed forcing, $F$, can be viewed as the upslope component of an imposed hydrostatic pressure gradient. Therefore, it is just the feedback between changes in mean density and the upslope buoyancy force that are neglected. This is not expected to have a strong affect in cases with small slopes, especially where the flow is dominated by shear turbulence such as the cases examined here.

Three fully turbulent runs from Table 1 were selected as base cases, with the direction of gravity angled to produce an ice slope of either $1^\circ$ or $5^\circ$ from the horizontal in the streamwise $x$ or cross-stream $y$ direction. The tilt of gravity does not have much, if any, influence on the turbulence in this system, as is shown by the results in Table A1. Future work will be to simulate the full boundary layer including the upslope acceleration for more strongly sloped cases. We note that there can be important feedbacks between melting and slope that act on larger scales (Jenkins 2016) that has not been ruled out here.
Anisotropic minimum dissipation model for large-eddy simulations

The large-eddy simulations have sub-filter stress tensor \( \tau_{ij} = \overline{\mathbf{u}_i \mathbf{u}_j} - \mathbf{u}_i \mathbf{u}_j \) with the deviatoric part of the stress tensor \( \tau^d_{ij} \) modelled as

\[
\tau^d_{ij} = \tau_{ij} - \frac{1}{3} e_{ij} \tau_{kk} = -2 \nu_{SGS} \overline{S}_{ij},
\]  

(B1)

where Einstein summation is implied, \( e_{ij} \) is the delta function, \( \nu_{SGS} \) is the sub-grid scale eddy viscosity and \( \overline{S}_{ij} = \frac{1}{2} (\partial_i \overline{\mathbf{u}_j}(x,t) + \partial_j \overline{\mathbf{u}_i}(x,t)) \) is the resolved rate-of-strain tensor. The overbar denotes filtering at the resolved spatial scale which for our purposes corresponds to the resolved grid scale. The sub-filter scalar fluxes of heat \( \lambda_{T,j} = \overline{u_i T} - \mathbf{u}_i T \) and salt \( \lambda_{S,j} = \overline{u_i S} - \mathbf{u}_i S \) are modelled respectively as

\[
\lambda_{T,j} = -\kappa_{T,SGS} \partial_j \overline{T}, \quad \lambda_{S,j} = -\kappa_{S,SGS} \partial_j \overline{S},
\]  

(B2)

where \( \kappa_{T,SGS} \) and \( \kappa_{S,SGS} \) are the sub-grid scale scalar diffusivities for heat and salt respectively.

For ease of reading we now drop the overbar, recalling that spatial filtering is implied.

The anisotropic minimum-dissipation (AMD) model was derived by Rozema et al. (2015). Extending this model to a stratified scenario following Abkar and Moin (2017) but modified to fulfil the Verstappen (2016) requirement (by normalising the displacement, velocity and the velocity gradient by the filter width \( \delta \) to ensure that the resulting eddy dissipation properly counteracts the spurious kinetic energy transferred by convective nonlinearity) gives sub-grid scale viscosity,

\[
\nu_{SGS} = (C \delta)^2 \max \left\{ -\left( \hat{\partial}_k \hat{u}_i \right) \left( \hat{\partial}_k \hat{u}_j \right) \hat{S}_{ij} + \hat{\epsilon}_{i3} \hat{g}(\hat{\partial}_k \hat{u}_i) \hat{\partial}_k \hat{\rho}, 0 \right\} \left( \hat{\partial}_l \hat{u}_m \right) \left( \hat{\partial}_l \hat{u}_m \right),
\]  

(B3)

where \( C \) is a modified Poincaré constant,

\[
\hat{x}_i = \frac{x_i}{\delta_i}, \quad \hat{u}_i(\hat{x},t) = \frac{u_i(x,t)}{\delta_i}, \quad \hat{\partial}_j \hat{u}_j(\hat{x},t) = \frac{\delta_j}{\delta_i} \partial_i u_j(x,t), \quad \hat{\epsilon}_{i3} = \frac{\epsilon_{i3}}{\delta_3},
\]  

(B4)
where $\delta_i$ is the filter width in the direction of $x_i$, and the normalised rate-of-strain tensor is

$$\hat{S}_{ij} = \frac{1}{2} \left( \hat{\partial}_i \hat{u}_j(\hat{x}, t) + \hat{\partial}_j \hat{u}_i(\hat{x}, t) \right).$$  \hspace{1cm} (B5)

For flows that are not very strongly stratified (Vreugdenhil and Taylor 2018) the second term in (B3) is small and the sub-grid scale viscosity becomes

$$\nu_{SGS} = (C \delta)^2 \max\{ -\hat{\partial}_k \hat{u}_i, 0 \} \hat{S}_{ij}. \hspace{1cm} (B6)$$

The AMD model was extended by Abkar et al. (2016) to provide a sub-grid scalar diffusivities for heat and salt

$$\kappa_{T, SGS} = (C \delta)^2 \max\{ -\hat{\partial}_k \hat{u}_i, 0 \} \hat{S}_{ij}. \hspace{1cm} (B7)$$

For the filter width $\delta$ we follow the suggestion of Verstappen (2016) to use

$$\frac{1}{\delta^2} = \frac{1}{3} \left( \frac{1}{\delta_x^2} + \frac{1}{\delta_y^2} + \frac{1}{\delta_z^2} \right). \hspace{1cm} (B8)$$

where the filter widths in each direction are $(\delta_x, \delta_y, \delta_z)$ and the Poincaré constant is $C^2 = 1/12$.

In the vertical direction, where the second order finite differences scheme is used for the grid discretisation, the filter width is defined as $\delta_z = (z_{k+1} - z_{k-1})$, where $k$ is the grid cell (Verstappen 2016). In the two horizontal directions the grid is discretised using Fourier modes and a 2/3 dealiasing rule is applied moving from Fourier back to physical space. The filter widths are then $\delta_x = (3/2)(x_{i+1} - x_{i-1}) = 3\Delta x$ and $\delta_y = (3/2)(z_{k+1} - z_{k-1}) = 3\Delta y$ where $i$ and $j$ are the grid cells and $\Delta x$ and $\Delta y$ are the grid cell size in each respective direction (Vreugdenhil and Taylor 2018).

### APPENDIX C

#### Implementation of melting boundary conditions

In the vertical direction ($z$) the numerical solver has a grid for the vertical velocities (named $G$ for base grid) and a staggered grid (named $GF$ for fractional grid) for the horizontal velocities and
The staggered grid is halfway between neighbouring points of the base grid such that, for grid point \( k \), the staggered grid is \( GF_k = (1/2)(G_{k+1} + G_k) \). This staggering ensures that neighbouring pressure values are coupled. The working volume is comprised of \( N \) grid points in the vertical direction, along with ghost cells at the base and top (0 and \( N + 1 \)). We define the top of the working volume as the grid point \( G_N \) where the vertical velocity is zero (impermeable boundary condition). As \( G_N \) is the location of the ice base, \( T_b, S_b \) and the melt rate \( m \) are also defined at \( G_N \).

Recalling that the numerical discretisation is second order finite difference in the vertical direction, the scalars and scalar gradients at the top boundary can be expressed as

\[
T_b = T_{b,int} = \frac{1}{2} (T_N + T_{N-1}), \quad S_b = S_{b,int} = \frac{1}{2} (S_N + S_{N-1}),
\]

\[
\frac{\partial T}{\partial z} = \left( \frac{\partial T}{\partial z} \right)_{int} = \frac{T_N - T_{N-1}}{\Delta z_N}, \quad \frac{\partial S}{\partial z} = \left( \frac{\partial S}{\partial z} \right)_{int} = \frac{S_N - S_{N-1}}{\Delta z_N},
\]

where the subscript “int” refers to the interpolated value and \( \Delta z \) is the grid spacing. The above form assumes that the vertical grid spacing of neighbouring points is unity; a more accurate version could be used for highly stretched grids. The melting equations (9–11) become

\[
c_w \rho_w \kappa_T \left( \frac{\partial T}{\partial z} \right)_{int} = \rho_i L_i m, \tag{C2}
\]

\[
\rho_w \kappa_S \left( \frac{\partial S}{\partial z} \right)_{int} = \rho_i S_{b,int} m, \tag{C3}
\]

\[
T_{b,int} = \lambda_1 S_{b,int} + \lambda_2 + \lambda_3 P. \tag{C4}
\]

Each time step, \( T_{N-1}(x,y) \) and \( S_{N-1}(x,y) \) from the working volume are used to solve the quadratic equation resulting from (C2–C4) for \( T_N(x,y) \), \( S_N(x,y) \), and the melt rate \( m(x,y) \). Dirichlet boundary conditions are used to implement \( T_N(x,y) \) and \( S_N(x,y) \) on the staggered grid, resulting in \( T_b(x,y) \) and \( S_b(x,y) \) at the ice boundary on the base grid.
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Table 1. Run summary varying friction velocity $u_*$ (set by imposing a chosen pressure gradient) and far-field temperature $T_\infty$. Results are the time-averaged measured friction velocity $u_*$, thermal driving $\Delta T = T_\infty - T_b$, melt rate, drag coefficient $C_d$, transfer coefficients for heat $\Gamma_T$ and salt $\Gamma_S$, and Obukhov length scale ratio $L^+$. Runs 9 and 16 have $g = 0$.

Table B1. Summary of additional runs with slope of ice changed from horizontal. Parameters are as in Table 1 with magnitude and direction of slope change also indicated.
### Table 1. Run summary varying friction velocity $u_*$ (set by imposing a chosen pressure gradient) and far-field temperature $T_\infty$. Results are the time-averaged measured friction velocity $u_{*\text{meas.}}$, thermal driving $\Delta T = T_\infty - T_b$, melt rate, drag coefficient $C_d$, transfer coefficients for heat $\Gamma_T$ and salt $\Gamma_S$, and Obukhov length scale ratio $L^+$. Runs 9 and 16 have $g = 0$.

<table>
<thead>
<tr>
<th>Run</th>
<th>$u_*$ set ($\text{cms}^{-1}$)</th>
<th>$T_\infty$ (°C)</th>
<th>$u_{*\text{meas.}}$ ($\text{cms}^{-1}$)</th>
<th>$\Delta T$ (°C)</th>
<th>Melt rate (m/yr)</th>
<th>$C_d$</th>
<th>$\Gamma_T$</th>
<th>$\Gamma_S$</th>
<th>$L^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>-2.00</td>
<td>0.0451</td>
<td>0.1405</td>
<td>0.0357</td>
<td>7.75e-5</td>
<td>1.47e-3</td>
<td>1.05e-4</td>
<td>214</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>-2.07</td>
<td>0.0457</td>
<td>0.0857</td>
<td>0.0331</td>
<td>8.43e-5</td>
<td>2.19e-3</td>
<td>1.45e-4</td>
<td>225</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>-2.10</td>
<td>0.0469</td>
<td>0.0641</td>
<td>0.0408</td>
<td>1.49e-4</td>
<td>3.53e-3</td>
<td>2.41e-4</td>
<td>268</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0499</td>
<td>0.0242</td>
<td>0.0214</td>
<td>3.68e-4</td>
<td>4.60e-3</td>
<td>2.23e-4</td>
<td>486</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>-2.17</td>
<td>0.0497</td>
<td>0.0093</td>
<td>0.0116</td>
<td>7.53e-4</td>
<td>6.51e-3</td>
<td>2.16e-4</td>
<td>881</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>-2.18</td>
<td>0.0497</td>
<td>0.0031</td>
<td>0.0051</td>
<td>1.30e-3</td>
<td>8.54e-3</td>
<td>2.28e-4</td>
<td>2002</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>-2.184</td>
<td>0.0496</td>
<td>0.00101</td>
<td>0.0021</td>
<td>1.96e-3</td>
<td>1.09e-2</td>
<td>2.97e-4</td>
<td>4957</td>
</tr>
<tr>
<td>8</td>
<td>0.05</td>
<td>-2.185</td>
<td>0.0502</td>
<td>0.00047</td>
<td>0.00105</td>
<td>2.24e-3</td>
<td>1.17e-2</td>
<td>3.30e-4</td>
<td>10101</td>
</tr>
<tr>
<td>9</td>
<td>0.05</td>
<td></td>
<td>0.0498</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>-1.60</td>
<td>0.0783</td>
<td>0.4319</td>
<td>0.333</td>
<td>8.11e-5</td>
<td>2.56e-3</td>
<td>1.57e-4</td>
<td>207</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>-1.80</td>
<td>0.0903</td>
<td>0.2810</td>
<td>0.391</td>
<td>1.50e-4</td>
<td>4.00e-3</td>
<td>2.39e-4</td>
<td>300</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>-1.90</td>
<td>0.0953</td>
<td>0.2087</td>
<td>0.294</td>
<td>2.46e-4</td>
<td>3.83e-3</td>
<td>2.34e-4</td>
<td>488</td>
</tr>
<tr>
<td>13</td>
<td>0.1</td>
<td>-2.00</td>
<td>0.1007</td>
<td>0.1236</td>
<td>0.242</td>
<td>3.23e-4</td>
<td>5.03e-3</td>
<td>2.28e-4</td>
<td>734</td>
</tr>
<tr>
<td>14</td>
<td>0.1</td>
<td>-2.10</td>
<td>0.0990</td>
<td>0.0496</td>
<td>0.132</td>
<td>6.35e-4</td>
<td>6.98e-3</td>
<td>2.21e-4</td>
<td>1235</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>-2.18</td>
<td>0.1000</td>
<td>0.00337</td>
<td>0.0147</td>
<td>1.55e-3</td>
<td>1.13e-2</td>
<td>3.58e-4</td>
<td>11491</td>
</tr>
<tr>
<td>16</td>
<td>0.1</td>
<td></td>
<td>0.0997</td>
<td></td>
<td></td>
<td>2.11e-3</td>
<td>1.20e-2</td>
<td>3.93e-4</td>
<td>∞</td>
</tr>
</tbody>
</table>
Table B1. Summary of additional runs with slope of ice changed from horizontal. Parameters are as in Table 1 with magnitude and direction of slope change also indicated.

<table>
<thead>
<tr>
<th>Run</th>
<th>Slope</th>
<th>$u_*$ set</th>
<th>$T_m$</th>
<th>$u_*$ meas.</th>
<th>$\Delta T$</th>
<th>Melt rate</th>
<th>$C_d$</th>
<th>$\Gamma_T$</th>
<th>$\Gamma_S$</th>
<th>$L^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>None</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0499</td>
<td>0.0242</td>
<td>0.0214</td>
<td>3.68e-4</td>
<td>4.60e-3</td>
<td>2.23e-4</td>
<td>486</td>
</tr>
<tr>
<td>4A</td>
<td>1° in x</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0498</td>
<td>0.0248</td>
<td>0.0221</td>
<td>3.62e-4</td>
<td>4.70e-3</td>
<td>2.43e-4</td>
<td>469</td>
</tr>
<tr>
<td>4B</td>
<td>1° in y</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0501</td>
<td>0.0246</td>
<td>0.0222</td>
<td>3.57e-4</td>
<td>4.70e-3</td>
<td>2.39e-4</td>
<td>476</td>
</tr>
<tr>
<td>4C</td>
<td>5° in x</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0500</td>
<td>0.0253</td>
<td>0.0219</td>
<td>3.44e-4</td>
<td>4.50e-3</td>
<td>2.50e-4</td>
<td>482</td>
</tr>
<tr>
<td>4D</td>
<td>5° in y</td>
<td>0.05</td>
<td>-2.15</td>
<td>0.0507</td>
<td>0.0248</td>
<td>0.0229</td>
<td>3.74e-4</td>
<td>4.70e-3</td>
<td>2.46e-4</td>
<td>486</td>
</tr>
<tr>
<td>8</td>
<td>None</td>
<td>0.05</td>
<td>-2.185</td>
<td>0.0502</td>
<td>0.00047</td>
<td>0.00105</td>
<td>2.24e-3</td>
<td>1.17e-2</td>
<td>3.30e-4</td>
<td>10101</td>
</tr>
<tr>
<td>8A</td>
<td>1° in x</td>
<td>0.05</td>
<td>-2.185</td>
<td>0.0501</td>
<td>0.00044</td>
<td>0.00106</td>
<td>2.23e-3</td>
<td>1.18e-2</td>
<td>3.37e-4</td>
<td>9861</td>
</tr>
<tr>
<td>8B</td>
<td>1° in y</td>
<td>0.05</td>
<td>-2.185</td>
<td>0.0499</td>
<td>0.00044</td>
<td>0.00106</td>
<td>2.22e-3</td>
<td>1.18e-2</td>
<td>3.38e-4</td>
<td>9760</td>
</tr>
<tr>
<td>13</td>
<td>None</td>
<td>0.1</td>
<td>-2.00</td>
<td>0.1007</td>
<td>0.1236</td>
<td>0.242</td>
<td>3.23e-4</td>
<td>5.03e-3</td>
<td>2.28e-4</td>
<td>734</td>
</tr>
<tr>
<td>13A</td>
<td>1° in x</td>
<td>0.1</td>
<td>-2.00</td>
<td>0.1004</td>
<td>0.1244</td>
<td>0.239</td>
<td>3.11e-4</td>
<td>5.00e-3</td>
<td>2.29e-4</td>
<td>733</td>
</tr>
<tr>
<td>13B</td>
<td>1° in y</td>
<td>0.1</td>
<td>-2.00</td>
<td>0.1008</td>
<td>0.1240</td>
<td>0.240</td>
<td>3.16e-4</td>
<td>5.00e-3</td>
<td>2.27e-4</td>
<td>742</td>
</tr>
</tbody>
</table>
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Fig. 1. Setup of the numerical simulations which model the upper region of the ocean boundary layer beneath an ice shelf. Vertical profiles of velocity (blue curve), temperature (red) and salinity (green) have been horizontally averaged across the domain. The profiles are from a run with friction velocity \( u_\ast = 0.05 \) cm/s, far-field temperature \( T_\infty = -2.18^\circ C \) and salinity \( S_\infty = 34 \) psu (Run 6 in Table 1). The resulting thermal driving is relatively weak \( \Delta T = 0.0031^\circ C \). Note that the vertical \( z \) direction is defined as positive downwards and domain sizes are in metres. 45

Fig. 2. Vertical profiles of \( u_\ast = 0.05 \) cm/s cases with weak thermal driving \( \Delta T = 0.00101^\circ C \) (Run 7; blue) and strong thermal driving \( \Delta T = 0.0641^\circ C \) (Run 3; cyan). The results are taken in equilibrated (or quasi-equilibrated) state and are horizontally averaged across the domain and time-averaged for \( > 50 \) hours (Run 3) and 10 hours (Run 7). The profiles are (a) velocity, \( u_\ast \), (b) temperature and (c) salinity with depth. Wall-normalised profiles of (d) velocity \( U^+ \), (e) temperature \( T^+ \) and (f) salinity \( S^+ \) are shown against depth in wall units \( z^+ \). In (d–f) the spacing of the symbols indicates the grid spacing. The viscous, conductive and diffusive boundary layer scalings (12) are shown as the unbroken black lines. The Monin–Obukhov scalings (17–19) are shown as the broken black lines. The Monin–Obukhov scalings (17-19) are shown as the broken lines coloured to match the runs and the black broken curve indicates the passive scalar case. 46

Fig. 3. Snapshots of the melt rate at the base of the ice for two weak thermal driving cases with (a) \( u_\ast = 0.05 \) cm/s, \( \Delta T = 0.0031^\circ C \) (Run 6) and (b) \( u_\ast = 0.1 \) cm/s, \( \Delta T = 0.1236^\circ C \) (Run 13). 47

Fig. 4. Melt rate against thermal driving for all runs in Table 1. The passive scalar \( g = 0 \) cases with \( u_\ast = 0.05 \) cm/s (Run 9; unbroken line) and \( u_\ast = 0.1 \) cm/s (Run 16; broken line) are also shown. 48

Fig. 5. Adjustment of the turbulent kinetic energy \( (m^2 s^{-2}) \) from fully developed unstratified turbulence to turning on the melt condition. The evolution is shown for \( u_\ast = 0.05 \) cm/s with (a) weak thermal driving \( \Delta T = 0.0031^\circ C \) (Run 6) and (b) strong thermal driving \( \Delta T = 0.0641^\circ C \) (Run 3). Note the different time windows shown. 49

Fig. 6. Laminar to turbulent transition for imposed \( u_\ast = 0.05 \) cm/s with strong thermal driving (time-averaged \( \Delta T = 0.0641^\circ C \); Run 3). (a) Volume-averaged turbulent kinetic energy with time, where the dotted box shows zoom in on an interval of (b) volume-averaged turbulent kinetic energy, (c) friction velocity \( u_\ast \), (d) bulk velocity, and (e) melt rate. (f) Density at the top region of the domain, immediately beneath the ice-ocean boundary at various times, and (g) the progression of the thermal driving and friction velocity through time, with colour axis showing the volume-averaged turbulent kinetic energy. 50

Fig. 7. Turbulent kinetic energy against thermal driving. Results have been time-averaged for 10 hours, excepting cases where the turbulence was intermittent (the higher \( \Delta T \) values shown by open symbols) where the flow was averaged for longer \( (> 50 \) hours) to achieve accurate representation of the flow becoming turbulent and then relaminarising, as shown in Figure 6. The vertical bars show the standard deviation of the turbulent kinetic energy around the mean and the dotted line shows the zero turbulent kinetic energy value. Closed symbols show runs that are fully turbulent, open symbols show runs that are intermittently turbulent. 51

Fig. 8. Transfer coefficients of (a) heat \( \Gamma_T \) and (b) salt \( \Gamma_S \), and (c) drag coefficient \( C_d \) against thermal driving. The lines on (a, b, c) show the the passive scalar \( g = 0 \) cases (Run 9, unbroken line and Run 16, broken line). The variation of \( \Gamma_S \) with \( \Gamma_T \) is shown in (d) with \( C_d \) shown on
the colour axis. Open symbols are the passive scalar cases and the curve is fitted to the fully
turbulent cases with a slope of 1/34. 

Fig. 9. Variance in turbulent kinetic energy against the ratio of Obukhov to viscous length scale
$L^+$. The time interval considered was 10 hours, except in cases when the turbulence was
intermittent where the flow was averaged for longer (> 50 hours) as in Figure 7. Closed
symbols show runs that are fully turbulent, open symbols show runs that are intermittently
turbulent.

Fig. 10. Transfer coefficients of (a) heat $\Gamma_T$ and (b) salt $\Gamma_S$, and (c) drag coefficient $C_d$ against
Obukhov length scale ratio $L^+$. In (d) the drag coefficient has been normalised by that
measured for the passive scalar case. The lines are for the the passive scalar $g = 0$ cases
(Run 9 $u_s = 0.05$ cm/s, blue unbroken and Run 16 $u_s = 0.1$ cm/s, cyan broken) and for
the Monin–Obukhov similarity scaling (17–19) coupled with (25) and (26) to predict the
transfer coefficients ($u_s = 0.05$ cm/s, red unbroken and $u_s = 0.1$ cm/s, red broken).

Fig. 11. Predicted (a) Obukhov to viscous length scale ratio $L^+$ and (b) melt rate (m/yr) varying with
friction velocity $u_s$ and thermal driving $\Delta T$. Colour contours show (a) $L^+$ values and (b)
melt rates predicted by the three-equation model with $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ (the
maximum limiting values found in the simulations). The black lines highlight the $L^+ = 100$
(dashed) and $L^+ = 200$ (unbroken) contours. The $u_s = 0.05$ cm/s (circles) and $u_s = 0.1$ cm/s
(triangles) results are calculated from the LES, with measured values of $u_s$ on the horizontal
axis. The dotted lines show the equilibrated state values of $u_s = 0.05$ cm/s and $u_s = 0.1$ cm/s.
The LES that have measured $u_s$ less than the dotted line have not yet come to equilibrated
state. The size of the symbol reflects the amount of variance in TKE, with lower variance
(smaller symbols) found for more turbulent runs as in Figure 9.

Fig. 12. The ratio of the melt rate predicted by the three-equation model to that measured in the
simulations, against $L^+$. As in Figure 11, the maximum limiting transfer coefficients found
in the simulations $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ are used in the three-equation model.

Fig. 13. Regime diagram showing the predicted transition between laminar, intermittent and fully
turbulent flow with friction velocity $u_s$ and thermal driving $\Delta T$. The curves show the $L^+ = 100$
(broken) and $L^+ = 200$ (unbroken) contours predicted by the three-equation model with
$\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ (the maximum limiting values found in the simulations).
The $u_s = 0.05$ cm/s (circles) and $u_s = 0.1$ cm/s (triangles) results are calculated from the
LES, with measured values of $u_s$ on the horizontal axis.
Fig. 1. Setup of the numerical simulations which model the upper region of the ocean boundary layer beneath an ice shelf. Vertical profiles of velocity (blue curve), temperature (red) and salinity (green) have been horizontally averaged across the domain. The profiles are from a run with friction velocity $u_\ast = 0.05$ cm/s, far-field temperature $T_\infty = -2.18^\circ$C and salinity $S_\infty = 35$ psu (Run 6 in Table 1). The resulting thermal driving is relatively weak $\Delta T = 0.0031^\circ$C. Note that the vertical $z$ direction is defined as positive downwards and domain sizes are in metres.
Fig. 2. Vertical profiles of $u_\ast = 0.05$ cm/s cases with weak thermal driving $\Delta T = 0.00101^\circ$C (Run 7; blue) and strong thermal driving $\Delta T = 0.0641^\circ$C (Run 3; cyan). The results are taken in equilibrated (or quasi-equilibrated) state and are horizontally averaged across the domain and time-averaged for $>50$ hours (Run 3) and 10 hours (Run 7). The profiles are (a) velocity, (b) temperature and (c) salinity with depth. Wall-normalised profiles of (d) velocity $U^+$, (e) temperature $T^+$ and (f) salinity $S^+$ are shown against depth in wall units $z^+$. In (d–f) the spacing of the symbols indicates the grid spacing. The viscous, conductive and diffusive boundary layer scalings (12) are shown as the unbroken black lines. The Monin–Obukhov scalings (17-19) are shown as the broken lines coloured to match the runs and the black broken curve indicates the passive scalar case.
FIG. 3. Snapshots of the melt rate at the base of the ice for two weak thermal driving cases with (a) $u_* = 0.05$ cm/s, $\Delta T = 0.0031^\circ$C (Run 6) and (b) $u_* = 0.1$ cm/s, $\Delta T = 0.1236^\circ$C (Run 13).
FIG. 4. Melt rate against thermal driving for all runs in Table 1. The passive scalar $g = 0$ cases with $u_s = 0.05$ cm/s (Run 9; unbroken line) and $u_s = 0.1$ cm/s (Run 16; broken line) are also shown.
FIG. 5. Adjustment of the turbulent kinetic energy (m$^2$s$^{-2}$) from fully developed unstratified turbulence to turning on the melt condition. The evolution is shown for $u_s = 0.05$ cm/s with (a) weak thermal driving $\Delta T = 0.0031^\circ$C (Run 6) and (b) strong thermal driving $\Delta T = 0.0641^\circ$C (Run 3). Note the different time windows shown.
Fig. 6. Laminar to turbulent transition for imposed $u_\ast = 0.05$ cm/s with strong thermal driving ($\Delta T = 0.0641^\circ$C; Run 3). (a) Volume-averaged turbulent kinetic energy with time, where the dotted box shows zoom-in on an interval of (b) volume-averaged turbulent kinetic energy, (c) friction velocity $u_\ast$, (d) bulk velocity, and (e) melt rate. (f) Density at the top region of the domain, immediately beneath the ice-ocean boundary at various times, and (g) the progression of the thermal driving and friction velocity through time, with colour axis showing the volume-averaged turbulent kinetic energy.
Fig. 7. Turbulent kinetic energy against thermal driving. Results have been time-averaged for 10 hours, excepting cases where the turbulence was intermittent (the higher $\Delta T$ values shown by open symbols) where the flow was averaged for longer (> 50 hours) to achieve accurate representation of the flow becoming turbulent and then relaminarising, as shown in Figure 6. The vertical bars show the standard deviation of the turbulent kinetic energy around the mean and the dotted line shows the zero turbulent kinetic energy value. Closed symbols show runs that are fully turbulent, open symbols show runs that are intermittently turbulent.
FIG. 8. Transfer coefficients of (a) heat $\Gamma_T$ and (b) salt $\Gamma_S$, and (c) drag coefficient $C_d$ against thermal driving. The lines on (a, b, c) show the passive scalar $g = 0$ cases (Run 9, unbroken line and Run 16, broken line). The variation of $\Gamma_S$ with $\Gamma_T$ is shown in (d) with $C_d$ shown on the colour axis. Open symbols are the passive scalar cases and the curve is fitted to the fully turbulent cases with a slope of 1/34.
FIG. 9. Variance in turbulent kinetic energy against the ratio of Obukhov to viscous length scale $L^+$. The time interval considered was 10 hours, except in cases when the turbulence was intermittent where the flow was averaged for longer ($>50$ hours) as in Figure 7. Closed symbols show runs that are fully turbulent, open symbols show runs that are intermittently turbulent.
Fig. 10. Transfer coefficients of (a) heat $\Gamma_T$ and (b) salt $\Gamma_S$, and (c) drag coefficient $C_d$ against Obukhov length scale ratio $L^+$. In (d) the drag coefficient has been normalised by that measured for the passive scalar case. The lines are for the the passive scalar $g = 0$ cases (Run 9 $u_*=0.05$ cm/s, blue unbroken and Run 16 $u_*=0.1$ cm/s, cyan broken) and for the Monin–Obukhov similarity scaling (17–19) coupled with (25) and (26) to predict the transfer coefficients ($u_*=0.05$ cm/s, red unbroken and $u_*=0.1$ cm/s, red broken).
FIG. 11. Predicted (a) Obukhov to viscous length scale ratio $L^+$ and (b) melt rate (m/yr) varying with friction velocity $u_*$ and thermal driving $\Delta T$. Colour contours show (a) $L^+$ values and (b) melt rates predicted by the three-equation model with $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ (the maximum limiting values found in the simulations). The black lines highlight the $L^+ = 100$ (dashed) and $L^+ = 200$ (unbroken) contours. The $u_* = 0.05$ cm/s (circles) and $u_* = 0.1$ cm/s (triangles) results are calculated from the LES, with measured values of $u_*$ on the horizontal axis. The dotted lines show the equilibrated state values of $u_* = 0.05$ cm/s and $u_* = 0.1$ cm/s. The LES that have measured $u_*$ less than the dotted line have not yet come to equilibrated state. The size of the symbol reflects the amount of variance in TKE, with lower variance (smaller symbols) found for more turbulent runs as in Figure 9.
FIG. 12. The ratio of the melt rate predicted by the three-equation model to that measured in the simulations, against $L^+$. As in Figure 11, the maximum limiting transfer coefficients found in the simulations $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ are used in the three-equation model.
Fig. 13. Regime diagram showing the predicted transition between laminar, intermittent and fully turbulent flow with friction velocity $u_*$ and thermal driving $\Delta T$. The curves show the $L^+ = 100$ (broken) and $L^+ = 200$ (unbroken) contours predicted by the three-equation model with $\Gamma_T = 0.012$ and $\Gamma_S = 3.9 \times 10^{-4}$ (the maximum limiting values found in the simulations). The $u_* = 0.05$ cm/s (circles) and $u_* = 0.1$ cm/s (triangles) results are calculated from the LES, with measured values of $u_*$ on the horizontal axis.