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We present a method called local environment kinetic Monte Carlo (LE-KMC) method for efficiently performing off-lattice, self-learning kinetic Monte Carlo (KMC) simulations of activated processes in material systems. Like other off-lattice KMC schemes, new atomic processes can be found on-the-fly in LE-KMC. However, a unique feature of LE-KMC is that as long as the assumption that all processes and rates depend only on the local environment is satisfied, LE-KMC provides a general algorithm for (i) unambiguously describing a process in terms of its local atomic environments, (ii) storing new processes and environments in a catalog for later use with standard KMC, and (iii) updating the system based on the local information once a process has been selected for a KMC move. Search, classification, storage and retrieval steps needed while employing local environments and processes in the LE-KMC method are discussed. The advantages and computational cost of LE-KMC are discussed. We assess the performance of the LE-KMC algorithm by considering test systems involving diffusion in a submonolayer Ag and Ag-Cu alloy films on Ag(001) surface. © 2011 American Institute of Physics. [doi:10.1063/1.3657834]

I. INTRODUCTION

Atomic processes that govern macroscopic phenomena in materials often have large activation barriers and occur at time scales that are simply beyond the reach of standard atomistic simulation techniques such as the molecular dynamics (MD) method. Although the recent development of MD-based accelerated dynamics methods1–5 has successfully extended the MD time scales to microseconds and longer with an accuracy that is almost comparable to MD, these methods continue to remain computationally prohibitive for a large class of important problems such as diffusion, nucleation and growth, crystallization, defect evolution and chemical reactions. Consequently, the kinetic Monte Carlo (KMC) method6–9 is often the method of choice when milliseconds to hours time scales need to be reached. Instead of studying the vibrational motion of atoms, as done in MD, the KMC method can reach long time scales by obtaining a sequence of state-to-state transitions. In a standard KMC implementation, a catalog of process rates is provided at the outset along with their rates. Subsequently, in each KMC iteration an atomic process is randomly selected from the catalog with a probability that is proportional to its rate, time is advanced, the system moves to a new state, and the list of possible processes for the new state of the system is updated. When the underlying assumptions of KMC are satisfied, namely that the first escape time from a state is exponentially distributed, the statistics collected from the KMC simulations of rare events can be as accurate as those from MD.

Despite the higher computational efficiency of KMC, approximations introduced in standard KMC implementations place major limitations on KMC. Experimental and computational studies of atomic processes over the last few decades have demonstrated that even for simple material systems, it is difficult to guess all the relevant process mechanisms for a given material system.10–12 Therefore, providing an accurate process catalog at the outset is not a straightforward task for materials that are not well understood. Even when the types of possible atomic moves are known, their rates depend on the state of the system. The rates have to be computed for all arrangements of the atoms that are encountered in the dynamics.13 A common approach for obtaining rates entails the use of mathematical fits that attempt to qualitatively capture the environment dependence of the process,14–17 which could in some situations result in inaccurate rates. In addition, it is common to perform on-lattice KMC simulations where the continuous positions of atoms are mapped to a discrete lattice. There are a large number of examples, e.g., multicomponent systems, defects in materials including point defects, dislocations, grain boundaries and interfaces, nucleation and growth problems, where the on-lattice representation cannot be employed. However, the use of an on-lattice KMC algorithm simplifies the implementation of KMC because in off-lattice KMC simulations (in off-lattice KMC atoms are allowed to take continuous positions) the system can evolve towards states for which the processes might be completely unknown. Such situations should be avoided if the process catalog is fixed at the beginning of the KMC simulation.

These shortcomings of KMC have prompted the recent development of a number of off-lattice and self-learning KMC algorithms.18–23 The main goal of these algorithms is to allow atoms to reside in off-lattice positions and to continually search for new processes so that the KMC catalog...
remains accurate at least for the current state of the system.\footnote{Some self-learning KMC algorithms\cite{Konwar2010, Bhute2010, Chatterjee2011} store processes that were observed previously in a process catalog. Although only a fraction of the processes stored in the catalog might be possible for a given state of the system, reusing process information can significantly reduce the number of computationally intensive searches for transitions that are possible from a state, especially when the system keeps revisiting the same states. While building a process catalog the main challenge lies in deciding what information should be stored so that the catalog can each time provide the correct list of processes and associated rates. One catalog-building approach involves storing the initial and final positions of all atoms during a process.\footnote{Whether a process from the catalog can occur or not can be correctly recognized by comparing the atomic positions in the current state of the system with the initial position of the atoms in the process. Since the number of atomic processes increases dramatically with the number of atoms in the system, the catalog being generated using this approach can quickly become unwieldy when system size is large. Another approach entails describing a process in terms of positions of a handful of atoms that are displaced.\cite{Konwar2010, Bhute2010} While this approach has been successfully employed for relatively simple systems involving very few atomic processes, the general applicability and accuracy of such an approach is not clearly understood. Later we shall provide examples of processes for which these approaches cannot capture the correct environment dependence of the process rates.}\footnote{In this paper, we introduce a new off-lattice, self-learning KMC algorithm to overcome this challenge. The underlying philosophy behind the LE-KMC method is that atomic process mechanisms and their rates generally depend on the atomic environments, i.e., arrangement of atoms in a local region of the system. The LE-KMC method finds the atoms and their environments that influence the process and associated rate, and stores this information in a catalog for later use with KMC. The main purpose of this work is to develop a general and systematic framework for identifying which atoms are needed to define a process and characterizing the environment-dependent process rates. Since the number of atomic processes increases dramatically with the number of atoms involved in a process, we believe that this systematic procedure for storing the local process information makes the LE-KMC algorithm efficient without compromising on the accuracy.}

The paper has been divided into the following sections. In Sec. II, we provide an overview of the LE-KMC algorithm. In Sec. III, the concept of local environment in LE-KMC is described. Approaches for efficiently finding the unique types of local environments that are observed during a LE-KMC calculation are discussed. Section IV provides details regarding atomic processes in LE-KMC, generating a catalog of LE-KMC processes, selecting a process for a move, and assigning LE-KMC processes to atoms. In Sec. V, we study diffusion in submonolayer thick Ag and Ag-Cu alloy film on Ag(001) to assess the performance of the LE-KMC method. Finally, conclusions are provided in Sec. VI.

\section{II. THE LOCAL ENVIRONMENT KMC ALGORITHM}

In this section, we provide an overview of some of the important features of the algorithm. More details will follow in later sections.

Figure 1 shows the flowchart for LE-KMC. The flowchart has some similarities to standard KMC, although many important differences are present. During the initialization step, the starting atomic coordinates, process catalog from previous calculations, and the interatomic potential information is read. As described later, long-ranged forces, such as elastic and Coulombic effects, can render the LE-KMC method (in the form presented in this work) ineffective due to large memory requirements. Hence, we assume that long-ranged effects are absent. A process catalog might not be available when the material system is being studied for the first time, however, this is not an issue since a search can be performed later for processes from states visited by LE-KMC. The next step entails finding the local environments of all atoms in the current state, classifying these environments and storing the newly found environments in a catalog (see Sec. III). Once the environments are known, LE-KMC can describe any atomic process in terms of these environments. Typically, the system is partitioned into domains so that new processes can be searched in one or more domains in parallel when multiple processors are available. After a transition has occurred, the coordinates of the domain atoms in the initial, transition and final states are obtained, and the rate $r$ is computed assuming that the Arrhenius rate expression,\footnote{In this section, we provide an overview of some of the important features of the algorithm. More details will follow in later sections.}

$$r = \nu e^{E_a/k_B T},$$

is valid. Here $\nu$ is the prefactor, which is set to $10^{13}$ s$^{-1}$ in this work, $E_a$ is the activation barrier from the process, which is

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{flowchart.png}
\caption{Flowchart for the LE-KMC algorithm in the learning mode.}
\end{figure}
obtained using the climbing-image nudged elastic band (CI-NEB) method.\textsuperscript{23, 24} $k_B$ is the Boltzmann constant and $T$ is the system temperature. The LE-KMC algorithm identifies the process atoms, i.e., those atoms that play a key role in determining the process rate (see Sec. IV A). By comparing this process to the ones already stored in the catalog in terms of the process atom information, their local environments and the rate information, it is determined whether the process found is new (see Sec. IV D). Newly found processes are added to the catalog.

In principle, a variety of techniques, such as accelerated molecular dynamics (AMD)\textsuperscript{1–5} and minimum-mode following methods\textsuperscript{26–28} can be used to seek processes that are possible from a state. A major advantage of these techniques is that many of the atomic processes can be correctly found without having to guess the relevant processes. Because the use of LE-KMC with each of these process search techniques introduces subtle differences in the resulting LE-KMC algorithm and main goal of this paper is to demonstrate the basic principles of the LE-KMC algorithm, we restrict ourselves to the case where the types of processes that can occur, i.e., the process mechanism, is already known. For instance, in the examples considered in Sec. V we assume that surface diffusion occurs only via hop and exchange mechanism. Note that the process atoms and environment-dependent process rates remain unknown, which will be found by analyzing the results from the NEB calculation. Hence, we refer to the implementation in this work as the NEB-based implementation of LE-KMC.

Once the process catalog is deemed complete, processes are assigned to atoms, a process is randomly selected from a list of processes that are possible in the current state, and the system is updated (Sec. IV E). LE-KMC is most efficient when processes that are already stored in the catalog are reused several times during the dynamics. The update step for the NEB-based implementation of LE-KMC takes advantage of the fact that local environments and processes need to be modified only in a local region where the process has occurred. As a result, the update step is system-size independent. It is important to mention that in general standard AMD and minimum-mode following methods scale linearly with the system size, or worse. However, while using these methods with LE-KMC the computational cost for finding new processes will also depend only on domain size. The sequence of steps described so far are repeated until a stopping criterion is satisfied.

The algorithm given in Fig. 1 is called the learning mode of the LE-KMC method. In the second mode of operation, namely, fixed-catalog mode, LE-KMC has a complete catalog with relevant processes from all possible states that can be encountered in a LE-KMC calculation. Such a catalog would have been generated from past calculations in the learning mode. In Sec. V, we show examples of simple systems where the catalog is completely known. However, generating a catalog that is valid for all material compositions and configurations is in general extremely challenging (in many cases it might be computationally infeasible). Nonetheless, when the catalog contains the relevant processes (either in learning or fixed-catalog mode), the LE-KMC method overcomes one of the major challenges of current KMC implementations, i.e., efficiently studying state-to-state dynamics while ensuring reasonable accuracy.

### III. LOCAL ATOMIC ENVIRONMENTS IN LE-KMC

Atoms in a material can have different types of local environments. The local environment of atoms determine the types of atomic processes possible and their rates. Classification of atoms based on their local environments is therefore the first step towards developing a self-learning KMC algorithm.

The local environment for atom $i$ is obtained by storing the positions $r_{ij} = r_j - r_i$ of atom $j$ relative to $i$, for all atoms $j$ within a local environment cut-off radius $r_{env}$. Here $r_i$ is the coordinate of atom $i$. Hence, a local environment is conceptually similar to a Verlet list in MD. Figure 2(a) shows an example in 2D. The local environment is shown for the atom at the center of the circle. Atoms inside the circle are called environment atoms. Other atoms (shown in light grey) are not part of the environment. More discussion of the choice of the environment cut-off radius is provided in Sec. IV B. Although past attempts employing on-lattice representations and graph theoretical methods have been successful in capturing the local environments in simple systems, the use of local environments based on relative positions allows extension of self-learning KMC methods to a broader range of materials, including multicomponent systems where the exact relative positions of the atoms in the local environment can influence the processes.

#### A. Classifying the types of local environments in an off-lattice representation

The LE-KMC method begins with an empty catalog of environments when the material system is being studied for the first time. Each time the local environment for an atom is generated, it is compared to the catalog of known environments to find whether it is a new type of environment. New environments are added to the catalog. Unlike on-lattice representations where there is no off-set in the relative positions of atoms in two identical local environments, an exact match in the atomic positions is rarely observed in off-lattice representations. One of the sources of the offset in positions results from the errors that get accumulated as atomic moves are performed with KMC. As mentioned later in Sec. IV E, once a LE-KMC process is selected, atoms are displaced according to final atomic positions given by the process. The small error associated with the atomic displacement is eliminated to some extent using frequent, short energy-minimization steps. However, there is still some uncertainty associated with the atom positions due to this error.

We introduce a variable $\delta r_{tot}$, which gives the maximum uncertainty in atomic position from the actual state of the system, i.e., the maximum distance for any atom from its correct energy-minimized position. The maximum uncertainty in the relative distance between two atoms $i$ and $j$, each having an uncertainty $\delta r_{tot}$, is then given by $\Delta r_{tot} = 2\delta r_{tot}$. Two local environments are said to match when all atoms in the first
environment have a corresponding atom in the second environment with the same relative position within tolerance $\Delta r_{tol}$ (see Fig. 2(b); we call this the atom-by-atom matching procedure). Hence, when we are comparing two environments denoted as $E_1$ belonging to atom $i$ and $E_2$ belonging to atom $i'$, for each environment atom $j$ in $E_1$ there should be an atom $j'$ in $E_2$, which is the same atom type as $j$, such that

$$\| r_{ij} - r_{i'j'} \| < \Delta r_{tol}.$$  \hspace{1cm} (2)

When $\Delta r_{tol} = 0$, a large number of local environments will be observed since the offset in positions is not accounted. In our calculations, we use $\Delta r_{tol} = 0.2 \text{ Å}$.

The computational effort required for the atom-by-atom matching will scale as $O(N_{env}N_{envatom})$ when a local environment and $N_{env}$ environments stored in the catalog are compared. Here $N_{envatom}$ is the average number of atoms in an environment. Clearly, this approach becomes expensive when the number of environments $N_{env}$ is large. Instead we employ a form of hash search to filter environments from the catalog which definitely will not match. We categorize the environments using three different keys. The first key is the chemical species type for the atom to which the local environment belongs. Note that although this key is not needed when only one atom type is present in the system, it is required for multicomponent systems. Next, as shown in Fig. 2(c) the relative positions of the environment atoms is stored in shells of width $\delta r_{shell}$ from radius $r = 0$ to $r_{env}$. The second key is given by the total number of atoms of each chemical species in $r_{env}$, while the third key is the the number of atoms of each chemical species in each shell. Note that each of these quantities can be quickly evaluated and stored with the local environment description. When an environment $E_1$ is being compared to the environments in a catalog, the catalog environments for which one or more keys does not match with the keys of $E_1$ are quickly eliminated from the search. Atom-by-atom matching is performed only for a handful of environments in the catalog for which all the three keys match.

### B. Accounting for uncertainty in atom positions in the hash search

Unfortunately, the hash search algorithm provided so far cannot be employed directly because of the uncertainty in atom positions. The comparison of two identical environments $E_1$ and $E_2$ can result in a false negative when one/more atoms in one of the environments is/are present in the adjoining shells or outside the cut-off $r_{env}$ resulting in the keys 2 and 3 not being matched.

By ensuring that $\delta r_{shell} \geq \Delta r_{tol}$ it is guaranteed that if two environment atoms (one in $E_1$ and other in $E_2$) are to match, the shells in which these atoms reside will correspond to adjoining shells. For example, when the first atom resides in shell $S$ of $E_1$, the second atom can reside in shells $S - 1$ to $S + 1$ in $E_2$. When $\delta r_{shell} = \Delta r_{env}$ only one shell is present in the local environment.

An example of a case where an atom is outside $r_{env}$ is shown in Fig. 2(c). In such cases, the two local environments do not match using the algorithm described so far. This issue can be addressed by adding a buffer layer of thickness $\Delta r_{tol}$ to the cut-off $r_{env}$. Any atom lying within $r_{env}$ to $r_{env} + \Delta r_{tol}$ from the center can be a part of the local environment. The buffer atoms are added to the outermost shell. For example, in Fig. 2(c) the total number of environment atoms in the inner, middle and outer shell are 0, 6 and 12, respectively, for both the atom and stored environment when a buffer layer is used. The buffer atoms are considered in the atom-by-atom comparison only when they help in providing a match with a local environment stored in the catalog. The justification is that since the uncertainty in the relative position of a buffer atom is $\Delta r_{tol}$, in such cases it could have been possible that the buffer atom should have been inside $r_{env}$. Whenever a match is found without considering a buffer atom, then the buffer...
atom is ignored by assuming that the atom would have resided outside \( r_{\text{env}} \).

The hash search is modified in the following manner to prevent false negatives. As before, the first step involves comparing the first key, i.e., the chemical species type. The next step, i.e., comparison of the total number of atoms of each chemical species in \( r_{\text{env}} \), is slightly modified. We begin by assuming that the two environments \( E_1 \) and \( E_2 \) being compared are identical. Let \( p_1 \) and \( p_2 \) denote the number of atoms of a particular species within a distance \( r_{\text{env}} + \Delta r_{\text{tol}} \) in environments \( E_1 \) and \( E_2 \), respectively. Hence,

\[
p_1 = x_1 + y_1,
\]

where \( x_1 \) is the number of atoms should actually have been outside radius \( r_{\text{env}} \) and \( y_1 \) is the correct number of \( E_1 \) environment atoms that should have been present inside radius \( r_{\text{env}} \) provided the uncertainty in the atomic positions in the current state was zero. Similarly,

\[
p_2 = x_2 + y_2.
\]

Let \( z_1 \) and \( z_2 \) be the number of atoms in the outermost shell of \( E_1 \) and \( E_2 \) (including the buffer layer). Furthermore,

\[
z_1 = x_1 + w_1
\]

and

\[
z_2 = x_2 + w_2,
\]

where \( w \) gives the correct number of atoms in the outermost shell that should have been present inside the radius \( r_{\text{env}} \) when the uncertainty in atomic positions was zero. Equations (5) and (6) provide bounds for \( x_1 \) and \( x_2 \), namely,

\[
0 \leq x_1 \leq z_1
\]

and

\[
0 \leq x_2 \leq z_2.
\]

From Eqs. (7) and (8), we obtain

\[
-z_2 \leq x_1 - x_2 \leq z_1.
\]

For the two environments to be identical, \( y_1 = y_2 \) (the exact value of \( y_1 \) and \( y_2 \) are not known). Using Eqs. (3) and (4), two environments can be identical when

\[
-z_2 \leq p_1 - p_2 \leq z_1.
\]

In other words, while accounting for the uncertainty in atomic positions, two environments can be later found to be identical even though the number of atoms \( p_1 \) and \( p_2 \) are different. In our implementation, we choose \( \delta r_{\text{shell}} = 3 \delta r_{\text{tol}}, \) i.e., \( \delta r_{\text{shell}} = 0.6 \AA \), so that \( r_{\text{shell}} > \Delta r_{\text{tol}} \), as we required earlier, and the values of \( z_1 \) and \( z_2 \) are small.

The third step of the hash search involving the comparison of the number of atoms of a chemical species in each shell is also modified. The number of atoms of a chemical species in each shell is compared starting from the inner-most shell. Atoms are borrowed from the adjoining outer shell to obtain the required match for the number of atoms in the current shell (since we are using \( \delta r_{\text{shell}} \geq \Delta r_{\text{tol}} \)). If a match is found the comparison of shells continues. The number of atoms in the adjoining outer shell is lowered appropriately when atoms have been borrowed from it. After the comparison is over, the distribution of atoms in each shell is reset to the value prior to the comparison. For instance, the third key for the atom environment with buffer layer in Fig. 2(c) is reset to \([0, 6, 12]\).

The modified hash search algorithm still provides an effective procedure for filtering most environments from the catalog.

### C. Steps involved in obtaining LE-KMC environment of an atom

Based on the discussion in Sec. III B, we summarize the steps for obtaining information related to the local environment \( \hat{E} \) of an atom \( i \). The caret over \( \hat{E} \) signifies that the environment could be a known environment or a completely new environment.

1. Set the first hash key for the environment to be the species type of atom \( i \). Set the number of environment atoms and the number of atoms in each shell to zero.
2. For all neighboring atoms that are within a cut-off distance of \( r_{\text{env}} + \Delta r_{\text{tol}} \) from atom \( i \) perform the following steps.
   (a) Denoting the neighboring atom as atom \( j \), store the relative coordinates \( r_{ij} \) and its atom type.
   (b) Find the shell \( S \) in which \( j \) resides using the distance \( |r_{ij}| \) and shell thickness \( \delta r_{\text{shell}} \). The innermost shell (from radius 0 to \( \delta r_{\text{shell}} \)) is the first shell.
   (c) Update the second hash key by incrementing the number of environment atoms by 1.
   (d) Update the third hash key by incrementing by 1 the number of atoms of atom type given by the atom type of \( j \) in shell \( S \).

### D. Steps involved in comparing two LE-KMC environments

Based on the discussion in Sec. III B, here we outline the steps involved in the comparison of two environments \( E_1 \) and \( E_2 \). As an example, \( E_1 \) can point to the data structure containing the local environment \( \hat{E} \) of atom \( i \) found in Sec. III C and \( E_2 \) is a local environment stored in the catalog. If it is found that \( \hat{E} \) is a new environment, it is added to the environment catalog.

1. Compare the first hash key of \( E_1 \) and \( E_2 \). If the two keys match go to step 2.
2. Denoting the number of environment atoms of \( E_1 \) and \( E_2 \) as \( p_1 \) and \( p_2 \), respectively, and the number of atoms in the the outermost shells of \( E_1 \) and \( E_2 \) as \( z_1 \) and \( z_2 \) find whether Eq. (10) is satisfied. If Eq. (10) is satisfied go to step 3.
3. Perform the following comparison for each shell \( S \) of \( E_1 \) and \( E_2 \) starting from the innermost shells to the second last shell (because Eq. (10) is satisfied, we do not perform a comparison for the last shell):
   (a) Check whether same number of atoms are present in the current shell \( S \) of \( E_1 \) and \( E_2 \). If the numbers match go to the next shell and repeat step 3a. Otherwise, go to step 3b.
domains and processes are searched in these domains in parallel. The minimum energy path from the NEB calculation is used to find the process information, i.e., the process atoms (the local environments of the process atoms are also recorded once the process atoms are known) and the process rate (using Eq. (1)). Atoms that are displaced at the end of the process automatically form part of the process atoms. As explained next, other atoms that play a role in the NEB relaxation are required to unambiguously describe a process. This ensures that processes and their associated rates are correctly assigned to atoms while reusing the process information.

Figures 3(a) and 3(b) show examples of two hop processes in Ag/Ag(001) where the activation barriers are different because of the difference in the local environments of the atom being displaced. The activation barrier found using CI-NEB are (a) 0.48 and (b) 0.2 eV.

FIG. 3. Examples of two hop processes in Ag/Ag(001) where the activation barriers are different because of the difference in the local environments of the atom being displaced. The activation barrier found using CI-NEB are (a) 0.48 and (b) 0.2 eV.

(b) Select the environment which has fewer atoms in shell $S$. Move atoms from the next shell into the shell $S$ so that the number of atoms in $S$ matches for both environments. The number of atoms in the adjoining shell (from which atoms have been moved) have to be appropriately lowered. If a match is found in shell $S$, then move to the next shell and perform step 3a. Otherwise, the two environments do not match.

4. If the keys have matched so far, perform an atom-by-atom matching for $E_1$ and $E_2$ (see Sec. III A). For every environment atom in $E_1$ ($E_2$) that lies within cut-off distance $r_{en}$, there should be an environment atom in $E_2$ ($E_1$) such that Eq. (2) is satisfied.

5. Set hash key values to the values at the beginning of this comparison.

$E_1$ and $E_2$ are deemed to be identical environments if they match in the atom-by-atom comparison (step 4), otherwise they do not match.

IV. ATOMIC PROCESSES IN THE LE-KMC METHOD

A LE-KMC calculation will typically begin with an empty catalog of processes when the material system is being studied for the first time. Once the local environments in the current state of the system are known, atomic processes that are possible from the state are sought. When a process is found, atoms that are involved in the process, referred to as process atoms, are identified. The rate of the process is computed using Eq.(1). Next, one of the process atoms is chosen and the process is made to belong to the environment type of this atom (see Sec. IV B). Finally, it is determined whether the process is new by comparing the process information to processes already stored in the catalog (Sec. IV D). Newly found processes are added to the catalog.

Note that in LE-KMC the process information is local. Hence, a LE-KMC process could occur in more than one location of the system. As in standard KMC, which processes are possible is determined from the process information stored in the catalog. In LE-KMC terminology, we call this procedure as assigning processes to atoms. If a process is selected with KMC for a move, then the atoms to which the process is assigned are moved according to the final positions stored in the process. Subsequently, the system, environments, process catalog also need to be updated where the move has occurred.

In this section, we describe the procedure for extracting the LE-KMC process information once a transition from a state has occurred, comparing the LE-KMC process to processes in the catalog to determine whether the process is new, assigning processes to atoms, selecting processes and updating the system.

A. Finding the LE-KMC process information

As mentioned in Sec. II, for simplicity we assume in this work that types of atomic moves that can occur, i.e., which atoms get displaced, and the initial and final positions of the displaced atoms, are known so that the process rate information can be found using NEB. The system is partitioned into
FIG. 4. Examples of exchange processes where the local environment of the atoms being displaced are the same yet the activation barriers are different: exchange move on (a) Ag(001) surface, (b) a 21-atom cluster and (c) a 17-atom cluster have barriers of 0.6, 0.646 and 0.345 eV, respectively. (d) and (e) show the local environment of the adatom and surface atom, respectively, that are displaced at the end of the process ($r_{\text{env}} = 4.2 \, \text{Å}$).

the 21-atom cluster in Fig. 4(b). This results in the large drop in the activation barriers. Figures 4(a)–4(c) provides an example where although the initial local environment of the displaced atoms are the same (local environment of adatom and surface atom in the initial state are shown in Fig. 4(d) and e, respectively), the activation barriers is found to be different in each case depending on the local environment of neighboring atoms. Although we have considered only submonolayer thick films in Sec. V, the large difference in rates of processes such as those in Fig. 4(b) and 4(c) will be important when multilayer films are deposited.

Figure 5 shows another example where seemingly simple systems can give rise to unexpected process rates. In Fig. 5(a), the activation barrier for an adatom hop on the 21 atom cluster is 0.462 eV, which is slightly less than the corresponding barrier of 0.484 eV when a single adatom is present on the Ag(001) surface. The activation barrier for the hop process on the 10-atom cluster shown in Fig. 5(b) is found to be 0.47 eV, which is remarkably close to barrier in Fig. 5(a) even though the cluster is 2 atoms thick in the narrowest direction—a behavior that might appear as unexpected after observing the cluster size dependent activation barriers in Fig. 4. The process shown in Fig. 5(c) involves a jump over a step resulting in an Erlich-Schwobel barrier of 0.74 eV. The standard hop mechanism cannot occur here because the local environment would not permit such a process to take place. From the NEB calculations it is evident that the atoms close to the step edge (where the process occurs) are involved in the energy relaxation.

These examples demonstrate that the process mechanism and rates depend on local environments in a manner that cannot be guessed using intuition. However, some insights into this dependence can be gained by carefully analyzing NEB results. Therefore, we employ NEB-based analysis to guide the identification of LE-KMC process atoms. Process atoms are identified from the original list of hundreds to thousands of domain atoms used in the NEB calculation by performing a sensitivity analysis of the process activation barrier. For an atom $i$ deemed to be a process atom (this does not include atoms displaced by the process, which are already considered to be process atoms), a NEB calculation is performed while preventing the atom to move during the NEB relaxation. The resulting activation barrier $E_i$ can be different from the original activation barrier $E_o$ for the process. When

$$|E_i - E_o| > \Delta E_{\text{NEB}},$$ (11)

atom $i$ is called a process atom. We suggest a value of $\Delta E_{\text{NEB}} > k_B T$. Only atoms that significantly influence the activation barrier will satisfy Eq. (11). A disadvantage of the sensitivity analysis is that it is very expensive because one NEB calculation is required for each atom in the domain to determine whether it is a process atom. Such an analysis remains extremely expensive even when atoms are chosen locally where the process has occurred (see Fig. 6(a)).

FIG. 5. Examples of hop processes on (a) 21- and (b) 10-atom cluster. The activation barriers for both processes (0.462 and 0.47 eV for a and b, respectively) is close to the activation barrier (0.484 eV) for hop process when a single adatom is present on a Ag(001) surface. (c) When an adatom jumps from the step edge, an Erlich-Schwobel barrier of 0.74 eV is encountered.

FIG. 6. (a) 106 atoms shown in dark green that were selected for the Nudged Elastic Band (NEB) sensitivity analysis of a hop and exchange moves on Ag(001) when only one adatom is present. The transparent light green atoms were not considered in the sensitivity analysis. (b) Results from sensitivity analysis of the activation barrier for three different processes. Circle, plus and square symbols correspond to the processes shown in Figs. 3(a), 3(b), and 4(a), respectively. The x-axis denotes the maximum movement of an atom during a NEB relaxation. The y-axis gives the change in the activation energy when this atom is not allowed to relax (see more details in text).
In order to find an alternate inexpensive procedure for finding the process atoms, it is important to realize that because the NEB forces are responsible for the atomic movement during energy relaxation, the movement of atoms and energy relaxation are connected (the mathematical nature of this connection is not needed in our analysis). This is demonstrated by Fig. 6(b) which shows a plot of the energy difference $|E_i - E_o|$ against the maximum movement for different atoms considered in the sensitivity analysis. As an example, a total of 106 atoms shown in green in Fig. 6(a) were considered to generate the results shown by the circles. The x-axis is obtained by finding the maximum movement for the atom from its initial position in any NEB image while computing the original barrier for the atom from its initial position in any NEB image. The x-axis is obtained by finding the maximum movement during energy relaxation, the movement of atoms in NEB. Results for two different hop moves and one exchange move are shown in Fig. 6(b). It is observed that the energy difference given by $|E_i - E_o|$ in Eq. (11) can vary over several orders of magnitude. Atoms with large movement result in a large change in activation energy for both hop and exchange moves, confirming the connection between energy relaxation and the movement of the atoms in NEB.

Figure 6(b) helps us find the minimum movement $\Delta x_{\text{NEB}}$ required to satisfy Eq. (11). Points lying in the grey region in Fig. 6(b) correspond to the processes for $\Delta x_{\text{NEB}} = 0.01$ eV. Using this approach $\Delta x_{\text{NEB}}$ was found to be 0.1 and 0.15 Å for hop and exchange moves, respectively. Once the value of $\Delta x_{\text{NEB}}$ is known for a type of move, it is assumed that the same value can be employed for other moves of the same type without requiring any additional NEB sensitivity analysis. Since a NEB calculation is anyway required for computing the barrier in Eq. (1), the position of atoms in each image are compared to their position in the initial state. Atoms which move more than $\Delta x_{\text{NEB}}$ in any image are tagged as the process atoms. By recording the local environment of each process atom, the role that the atoms play in LE-KMC is fully captured. The remaining details of other process information are given in Sec. IV D.

Figures 7(a)–7(c) show the number of process atoms from the process shown in Fig. 3(a) using three different values of $\Delta x_{\text{NEB}}$ that are chosen in an ad hoc manner. As expected, the number of process atoms increases as $\Delta x_{\text{NEB}}$ becomes smaller. Figures 7(d)–7(f) show similar results when an exchange move in Fig. 4(a) is considered. In general, a large number of process atoms (small $\Delta x_{\text{NEB}}$) is not desirable. Since LE-KMC processes are classified by considering the local environments of the process atoms, increasing the number of process atoms could result in a dramatic increase in the number of processes with a concomitant increase in memory requirements. For example, if changes occur in the environment of a process atom with a net movement of 0.01 Å in Fig. 7(c), the resulting hop move will be stored as a new type of process although we may find that the rates are practically unchanged. On the other hand when $\Delta x_{\text{NEB}}$ is too large then atoms relevant to the process are not stored as process atoms, which can result in loss of accuracy of the method. Therefore, the sensitivity analysis is important to LE-KMC as it enables a rational selection of a value for $\Delta x_{\text{NEB}}$.

**B. Role of process atom environments in a LE-KMC process**

As described in the examples in Sec. IV A, the maximum movement of each process atom depends on its environment. Figure 7(d) (Fig. 7(g)) shows the process atoms for processes described in Figs. 4(a) and 4(b) (Fig. 4(c)) using $\Delta x_{\text{NEB}} = 0.15$ Å. It is observed that the initial positions of atoms in Fig. 7(g) is in fact a subset of the process atoms in Fig. 7(d). Process atoms in Fig. 7(g) are able to move more than the process atoms in Fig. 7(d) because of the differences in the local environments. If local environment of process atoms were not employed one could have mistakenly used the process in Fig. 7(g) for the system in Figs. 4(a) and 4(b). In this particular case, although the move is correct but the associated process rates would have been incorrect by several orders of magnitude. Hence, local environment of process atoms play a key role in LE-KMC.

Based on these arguments, we conclude that $r_{\text{env}}$ signifies the neighborhood (of the process atoms) that can influence the process atom movement for a given process. A large value of $r_{\text{env}}$ (larger than the interatomic potential cut-off, for example) will result in a more accurate KMC process catalog as the effect of far away atoms on the process rates will be captured more reliably. Unfortunately, a large environment cut-off could also result in a dramatic rise in the number of processes because when $r_{\text{env}}$ is large, changes in the local environment of one or more process atoms would result in a completely new process. Hence, LE-KMC might have to pay a penalty of larger memory requirements in such a situation without any significant improvement in accuracy. Although the interatomic potential cut-off distance can be a possible choice for $r_{\text{env}}$, the connection between $r_{\text{env}}$ and interatomic potential cut-off is not clear and would depend on the material system.

In order to understand the effect of $r_{\text{env}}$ on the accuracy of the LE-KMC method, we performed a short KMC calculation for the system shown in Fig. 8(a) containing 20 Ag adatoms on Ag(100) surface. The catalog contained...
FIG. 8. (a) System containing 20 adatoms used for generating a catalog using \( r_{\text{env}} = 7.2 \) Å. Activation barrier of processes that are redundant (when \( r_{\text{env}} = 3 \) Å, (b) 3, (c) 4.2, (d) 6 and (e) 6.6 Å) is plotted against the activation barrier of the corresponding process which is added to the catalog for the smaller \( r_{\text{env}} \). Lines in panels b-e denote linear fit. The \( R^2 \) value for the fit is also mentioned.

2204 environments and 4129 LE-KMC processes at the end of 475 accepted KMC moves using \( r_{\text{env}} = 7.2 \) Å. Next, a new catalog of environments and processes was generated from this catalog using a smaller value of \( r_{\text{env}} \). This produces a catalog with a lower information content with fewer types of environments (and in turn processes as well). As one would expect, it is observed that multiple “copies” of the same process are present in the \( r_{\text{env}} = 7.2 \) Å catalog when a smaller value of \( r_{\text{env}} \) is used. Since only one copy of a process can be present in a process catalog, other copies of the process were considered redundant. The activation barriers for these redundant processes were plotted along the y-axis in Fig. 8(b) while the activation barrier for the process is present in the catalog for smaller \( r_{\text{env}} \) is plotted along the x-axis.

Figure 8(b) shows that even while using \( r_{\text{env}} = 3.0 \) Å the rates from the catalog reasonably match with the original rates from the redundant rates from the \( r_{\text{env}} = 7.2 \) Å catalog, even though the cut-off for the embedded atom method (EAM) potential employed in our calculations was 5.4 Å. This demonstrates that in some situations \( r_{\text{env}} \) can be smaller than the interatomic potential cut-off. The number of points in Figs. 8(b)–8(e) ranges from 872 for \( r_{\text{env}} = 6.6 \) Å to 1350 for \( r_{\text{env}} = 3 \) Å. The \( R^2 \) value for the linear fit, which is already excellent for \( r_{\text{env}} = 3 \) Å, improves marginally in Figs. 8(b)–8(e) as \( r_{\text{env}} \) increases. The vertical distance between the points and the 45° line in Figs. 8(b)–8(e) gives the error in the activation barrier due to loss of information. A maximum error of 0.076 eV (0.036 eV) is observed for a process with 0.87 eV (0.89 eV) activation barrier using \( r_{\text{env}} = 3 \) Å (6 Å). Based on these observations we have performed our LE-KMC studies in Sec. V using only \( r_{\text{env}} = 4.2 \) and 6 Å.

The environment of process atoms play another role. In LE-KMC an atomic process \( P \) belongs to a particular environment type \( E_P \). \( E_P \) is determined by the environment type of the process atom \( I \) that has the largest movement out of all process atoms. If two or more atoms have the largest movement within tolerance \( \Delta r_{\text{tol}} \), then the atom with the smallest environment index is chosen as \( E \). Here |\( \Delta r_{ij} \) is the distance by which atom \( I \) is displaced. When two or more process atoms have the largest displacement then the atom with the smallest index for the local environments used to select \( E_P \). Recording the environment type of the process enables efficient assigning of the process to atoms because the process is possible only when an atom of environment type \( E_P \) is present (see Sec. IV E). In addition, the process rate, prefactor and activation barrier and the initial, transition and final state positions relative to atom \( I \) along with the local environment of all process atoms are stored.

C. Steps involved in finding the LE-KMC process information

Based on the discussion in this section, next we outline the steps involved in extracting the LE-KMC process information from a NEB calculation.

1. Compute the process rate from the activation barrier obtained from NEB using Eq. (1) and record the activation barrier.
2. Tag atoms that are displaced after the process as process atoms.
3. Find the process atom \( I \) to which the process belongs and the environment type \( E_P \) of the process using the procedure described in Sec. IV B.
4. If \( \Delta x_{\text{NEB}} \) is not known for the type of move that has occurred, perform sensitivity analysis calculation described in Sec. IV A and find \( \Delta x_{\text{NEB}} \).
5. Tag all atoms that have moved by \( \Delta x_{\text{NEB}} \) or more during NEB as process atoms.
6. For all process atoms perform the following steps:
   (a) Record the local environment type of the process atom.
   (b) Record the initial positions of all process atoms relative to \( r_i \) (i.e., record \( r_j - r_i \) where \( j \) is a process atom and \( I \) is the atom chosen in step 3). Similarly, record the relative coordinates of all process atoms at transition state and final state.

As described next, the steps 1, 3 and 6 are needed for comparing two processes. Information collected in step 6 is also used for updating the atom positions when a KMC move has occurred.
D. Comparing two LE-KMC processes

When a LE-KMC process has been obtained from a NEB calculation, it is determined whether the process is new by comparing it to existing processes in the process catalog. Comparison of two processes denoted as $P_1$ and $P_2$ involves the following three steps. First, the environment type of processes $P_1$ and $P_2$ are compared. Next, it is checked whether the difference in the activation barriers for the two processes is less than $\Delta E_{\text{NEB}}$ (chosen to be 0.01 eV in our calculations). Finally, it is checked whether for every process atom in $P_1$ ($P_2$) there is a corresponding process atom in $P_2$ ($P_1$) with the same relative initial, transition and final state positions within distance $\Delta r_{\text{tol}}$, such that the environment type of the atoms match. Processes $P_1$ and $P_2$ are deemed to be identical when a match is found for all three steps.

E. Assigning processes to atoms, selecting processes, and updating the system

Assigning processes to atoms is akin to a pattern recognition problem. One of the main advantages of LE-KMC is that once a process is known it can be assigned to atoms in several different locations where the process is possible. The LE-KMC algorithm can unambiguously determine whether a process can be assigned to an atom since the process information contains all the details needed to obtain a “pattern.”

A process is assigned to an atom $i$ by first comparing the environment type $E_P$ of the process and atom $i$. Comparison of the environment types helps filter many of atoms in the system for which the process is not possible. When the environment types match, it is checked whether all other process atoms with the correct relative initial positions are present around atom $i$ within tolerance $\Delta r_{\text{tol}}$. During this step, it is also ensured that the local environments of the process atoms match. This ensures that when a process $P$ is possible for a particular group of atoms, only one process of type $P$ will be present for the group, and that the sum of rates from the state will be correctly obtained.

Processes from the catalog that are possible, i.e., they have been assigned to one or more atoms, are termed active; otherwise they are inactive. One active process is chosen for a move using the n-fold algorithm. The system moves to a new state using the relative final positions stored in the process information. This step is accompanied with an update of atomic environments and process catalog using the procedure described in Sec. III and IV. However, the update is performed only the domain and adjoining domains where the process has occurred. Processes that have been newly discovered are assigned to all atoms in the system wherever possible.

V. ASSESSING THE PERFORMANCE OF LE-KMC

In this section, the LE-KMC method is applied to the study of surface diffusion in Ag and Ag-Cu submonolayer thick films on Ag(001). The number of local environments and processes, role of the local environment cut-off, CPU and memory requirements, and reuse of catalogs with LE-KMC is studied.
adatoms from 1 to 20 using $r_{\text{env}} = 4.2$ and 6.0 Å. The starting state for the 20 atom case is shown in Fig. 8(a). In each LE-KMC calculation, 1000 iterations were performed at 800 K. Such a high temperature was chosen so that the system can sample more states by selecting high barrier processes with a greater probability. Consider the case where $r_{\text{env}} = 4.2$ Å (Fig. 11(a)). When one adatom is present, LE-KMC is able to find all environments possible for the system in the first iteration. In the two adatom case, the adatoms are initially far away from each other. Hence, the number of environments is same as the number of environments in the one atom case. Subsequently, when the two adatoms come close to each other, additional environments are discovered. The number of environments increases when more adatoms are present, however, the increase is marginal even for 20 adatoms. Significantly more number of environments are observed when $r_{\text{env}} = 6$ Å (Fig. 11(b)). This indicates that the LE-KMC method can become memory-intensive when the material system of interest requires a large environment cut-off.

Figure 12 shows the number of processes for the systems studied in Fig. 11. The number of processes increases when new local environments are discovered or when the environments for process atoms are modified. This behavior is clearly observed for the 20 atom system with $r_{\text{env}} = 4.2$ Å. Many new environments are observed during the first few KMC iterations (see Fig. 11(a)), which results in a rapid increase of new processes (see Fig. 12(a)). Subsequently, the number of environments gets saturated, however, new processes are continually discovered as the atoms rearrange themselves to form new combinations of known local environments. A similar behavior is observed for $r_{\text{env}} = 6$ Å. Just as in the case of the number of local environments, more processes are now possible when $r_{\text{env}}$ is larger. Interestingly, for the 20 atom case Fig. 12 shows a similar order of magnitude number of processes for $r_{\text{env}} = 4.2$ and 6.0 Å after 1000 iterations. Judging from the slope of the curve, it appears that the number of processes will keep increasing at longer times.

It appears from Fig. 12 inset that all hop and exchange processes possible for the 1–3 adatom cases are known after 800 iterations. The LE-KMC is therefore operating in the fixed-catalog mode after the initial learning phase is over. On the other hand, LE-KMC is still in the learning mode for the 10- and 20-adatom case. This raises some important questions about whether it is possible to generate a fixed-catalog from LE-KMC that can be directly used with standard KMC algorithm. When the number of environments and processes are large, a fixed-catalog will incur large computational cost while searching for processes and environments, and entail large memory requirements. Even if these processes and environments could be stored in memory, LE-KMC will find environments and processes only for states that are visited during the dynamical evolution of the system. Since the equilibrium probability of occupying states given by the Boltzmann distribution is temperature-dependent, the generated process catalog is also expected to be system temperature dependent. In principle, a comprehensive catalog of processes can be obtained by performing LE-KMC simulations with different system temperatures and initial states. However, from a practical point of view it appears that generating a fixed-catalog that can capture the environment-dependence of all processes possible for a system is infeasible. Instead the learning mode of LE-KMC should be used.

Figure 13 shows the CPU (wall time) requirements of the LE-KMC method using 10 processors. Since LE-KMC operates in the fixed-catalog mode for 1–3 adatom cases, the number of KMC iterations completed rises steeply in a short time. The computational requirements of LE-KMC is orders of magnitude larger than standard lower-accuracy lattice KMC calculations because of the frequent optimizations that were mentioned in Sec. IV A and because of the comparisons performed for environments and processes. Given the preliminary nature of this work, we believe that the efficiency of the LE-KMC implementation can be improved by up to two orders of magnitude. In subsequent publications, we shall show how such substantial speed-up can be achieved. In the learning mode, LE-KMC is even more computationally expensive because of the NEB calculations. Despite this the system size...
independent cost of LE-KMC makes the method promising as mentioned earlier. The LE-KMC algorithm exhibits sudden acceleration every once a while when the local environments and process are known, and then suddenly slows down when newer environments and processes are encountered (see the 20 adatom case for example).

In Fig. 14, we perform an LE-KMC calculation with 400 adatoms (corresponding to 0.5 ML) at 800 K. The calculation is performed in three stages to demonstrate the ability of the algorithm to reuse local environment and process catalogs. The catalog generated for 20 adatom case in Fig. 11 was used as an input. The 20-adatom simulation is considered as stage 1. Next, 6500 LE-KMC iterations were performed during stage 2. The number of environments and processes found were 74 and 8297, respectively. This calculation required 2.5 days. The calculation was restarted using the catalog generated in stage 2 and an additional 63100 iterations were performed for 18 days. The resulting catalog contained 166 environments and 48622 processes. Figure 14(d) indicates that the number of environments and processes can become extremely large when a large value for $r_{env}$ is used, for instance, in situations where extended or long-ranged interactions are present. Although, few improvements can be made in the LE-KMC algorithm to tackle this challenge, the detailed understanding of performance of the modified LE-KMC algorithm with long-range interactions will be subject of a future study.

The starting and the end states of the system are shown in Figs. 14(a)–14(c). It is observed that the system exhibits the well known time scale separation problem where low barrier processes are selected frequently resulting in small time steps (as shown next). An advantage of our LE-KMC implementation is that the software code can be combined with other methods to develop a general-purpose accelerated KMC code for overcoming the time scale separation problem in a variety of materials.30

Fig. 15 shows a histogram for the activation barrier of 48622 processes that were recorded in the LE-KMC catalog of Fig. 14. The minimum and maximum activation barriers are found to be 0.06 and 0.97 eV. Assuming that the prefactor for all processes are the same, 15 orders of magnitude time scales are spanned for the process rates at room temperature. The broad peaks observed in the histogram demonstrate the complex nature of the role of local environments on the activation barriers. It is inferred that slight changes in the local environments must have resulted in the large variation within each of the peaks.

Finally, we study diffusion in Ag-Cu monolayer thick film deposited on Ag(001) at temperature 800 K. The thickness of the Ag-Cu alloy film is 0.495 ML. Fig. 16(a) shows the initial state of the system, while Fig. 16(b) shows the state after 1000 LE-KMC iterations. It is assumed that only hop process mechanism is present. Unlike standard KMC where it would have been challenging to predict barriers for this multi-component system, rates are accurately computed using NEB with LE-KMC without having any prior knowledge of the environment dependence of processes. The number of environments and processes observed in the calculation are shown
in Fig. 16(c) using $r_{env} = 4.2 \text{ Å}$. Since there are more ways of arranging atoms in a multicomponent system, the number of environments and processes are significantly larger than those we have observed for pure Ag examples. Although 562 environments and 23410 processes are observed, the memory requirements required for storing all environments and processes is less than 160 MB memory because of the local nature of the information stored. This constitutes as a major advantage in terms of memory requirements over standard AMD and minimum-mode following methods where all atoms in a state are stored. By extrapolating the data it appears that the number of processes will saturate at approximately 45000 processes. In such a case all the processes can still be stored in memory. When the size of the catalog exceeds some user defined maximum size, for e.g., 100000 processes, the processes and local environments that have not been observed in the calculation in the recent past can be deleted from the catalog to reduce its size. In such situations the LE-KMC will always operate in the learning mode.

VI. CONCLUSIONS

In this paper, we have described a new off-lattice, self-learning KMC algorithm called the local environment kinetic Monte Carlo (LE-KMC) method. LE-KMC is designed to overcome many of the limitations of standard KMC implementations, such as employing an on-lattice representation, incorrect environment-dependence of rates, fixed process catalog without allowing the possibility to learn new processes, and using an incomplete process catalog. Although, we have obtained the correct environment-dependence of rates by assuming the types of process mechanisms that are possible for the examples considered in this work, LE-KMC can be easily combined with process search methods, such as accelerated molecular dynamics and minimum-mode following methods, enabling it to generate-on-the-fly a very accurate process catalog that contains all relevant processes for visited states of the system. The LE-KMC algorithm exploits the fact that for several materials systems the atomic processes and their associated rates depend only on the local environment of atoms that participate in the process. LE-KMC proceeds to recognize the atomic environments and describe the processes in terms of these environments at every KMC iteration. Processes are stored in a catalog so that they can be retrieved and reused with the KMC algorithm later during a calculation or for future calculations involving the same materials system. This feature significantly reduces the computational cost associated with guaranteeing an accurate catalog. The LE-KMC algorithm described in this paper is computationally more efficient than standard implementations of accelerated molecular dynamics and minimum-mode following methods because only local information is stored making the LE-KMC method system size independent. As a demonstration of the method, we have studied the evolution of sub-monolayer Ag and Ag-Cu alloy film on Ag(001) for which the diffusion mechanisms are well understood, and show how the environment dependence of processes is reliably captured with LE-KMC. It is observed that although the number of environments and processes stored in the catalog can become large, the memory requirements for examples that were studied in this work are smaller than the memory typically available on present-day personal computers.
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