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[bookmark: _Hlk19369812]Significant phase distortion corrections were achieved by optimizing the digital driving patterns of phase-only LCoS devices for digital holographic applications. Nearly perfect phase linearity and phase flicker of 0.09% over 256 addressed phase levels in respect to the total modulation range of 2π were realized, enabling a meaningful increase of phase levels from 8 bits (256 levels) to 9 bits (512 levels). Tests were carried out to evaluate the qualities of optically reconstructed holographic images with reduced phase flicker and optimised phase linearity, and an increase of 17.7% in the RMS contrast was demonstrated. © 2018 Optical Society of America
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1. INTRODUCTION
Digital holography [1,2] is an emerging technique that a digital hologram that contains the entire wavefront of the object is recorded, and the object is reconstructed by using a computer. It has a variety of fascinating applications ranging from holographic displays [3–6], optical tweezers [7,8], digital holographic microscopy (DHM) [9] to wavelength selective switches (WSS) [10], etc.
Phase-only liquid crystal on silicon (LCoS) spatial light modulators (SLMs) are acting as the optical engines among these applications. Unlike its rival, digital micro-mirror devices (DMD) SLMs, which have a poor light efficiency and are only capable of modulating the light at a binary manner, phase-only LCoS SLMs have the advantages of high efficiency, small pixel size, high resolution and multi-level phase modulation [11]. However, despite these attractive merits, LCoS devices are also facing the challenge of the loss in the image quality and resolution, due to the nonlinearity and instability of phase modulation depth.
Ideally, a linear phase response with a range of at least from 0 to 2π for the operating wavelength is desirable. However, the orientation of the liquid crystal (LC) molecules do not follow a linear behaviour in relation to the applied voltage, which results in a non-linear control of the phase depth. For commercial LCoS devices, the linearization process can be done by gamma correction in software. 
Phase flicker, which can be profound in digital driving LCoS devices, introduces instability in the applied phase, causing the reduction in resolution. It is the temporal fluctuation caused by the competition between the change of the electrical driving force and LC molecule relaxation, resulting in a fast-changing phase shift error. Drifting around the desired phase value makes it difficult to resolve the adjacent phase levels, and hence reduces the phase and depth resolution that can be achieved.
[bookmark: _Hlk19563290]Some current approaches for the improvement of phase flicker include: Martínez et al. reasonably reduced the flicker by using a high frequency driving sequence for fast compensation [12]; García-Márquez et al. demonstrated a reduction of up to 80% of the flicker initial value by increasing LC viscosity and hence the damping force through cooling the LCoS device down to -8°C [13]; Yang et al. reduced the peak-to-peak flicker to around 0.03π for 8-bit modulation device by analysing the speed of phase change introduced by the pulses in the PWM driving waveforms [14]. However, these methods either still suffer from the presence of a relatively large flicker or the LCoS device can only work at low temperature with reduced switching speed.
This work goes back to the molecular level behaviour of the LC molecules and attempts to improve the phase linearity and phase flicker from the point of view of the fundamental mechanism. A novel method is proposed to linearize the phase modulation depth and minimize the phase flicker at the same time by optimizing the driving patterns, based on the existing digital driving method.
2. THEORY AND METHODS
A. Experimental Setup
[bookmark: _Hlk19373167]A crossed-polarizers based system (Fig. 1) was set up to characterize the phase linearity and phase flicker in the phase-only LCoS devices. The LCoS device used in this work was assembled in the group [15] based on a JDC SP55 digital backplane [16]. It has a resolution of 1920×1080 pixels, with a pixel pitch of 6.4μm. The device was placed on a temperature-controlled stage, which continuously stabilized the temperature of the device backplane at 30 °C throughout the tests. The infrared laser source has a wavelength of 1550nm, covering ~138×138 pixels of the active area of the device.
The operation of the optical system can be described as follows:
 (1) The polarized beam emitted from the laser source passes the first polarizer P1 to have a clean polarization;
(2) A phase delay is then introduced by the half-wave plate λ/2 to ensure the polarization direction of the beam is crossed with that of the 
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Fig. 1.  Crossed-polarizers based characterization system for phase-only LCoS devices, where P1 and P2 are the double Glan-Taylor polarizers, λ/2 is the half-wave plate, BS is the beam splitter and L1 is the lens. The LCoS SLM is mounted on an X-Y motorized stage.
second polarizer P2, and the LC alignment direction is 45° with respect to the crossed-polarizers;
(3) After being reflected by the LCoS device, the beam is re-directed by a beam splitter BS to the detection path;
(4) The beam is finally focused on the detector by the lens L1.
B. Characterization
A digital pulse width modulation (PWM) method is used to drive the LCoS device by toggling between two boundary voltages. Any intermediate voltage can be represented as Eq. (1).
	
	
	(1)


The driving pattern at each grey level (equivalent to ) can be extracted as a PWM waveform with ON (i.e. logic 1) and OFF (i.e. logic 0) states. Any chosen voltage level can be generated by changing the total duration of ON and OFF segments among a set of pulse segments distributed over a time interval.
The applied voltage is digitized and set at one of the 256 individual levels between the minimum and the maximum voltage. A minimum of 1V and a maximum of 2V were used in this work to achieve a phase modulation of 2π for the selected wavelength. 
The phase response is characterized by measuring the light intensity transmission under crossed-polarizers [17]. The birefringent LC layer in the LCoS device can be mathematically described as
	
	
	(2)


where λ is the wavelength,  is the effective refractive index and  is the ordinary refractive index,  is the layer thickness. The total phase retardation  for the current phase-only LCoS device operating in reflective mode is given by
	
	
	(3)


Assuming the LC alignment direction of the LCoS lies along the x-axis, the Jones vector describing the output polarization is given by
	
	
	(4)


where   is the Jones matrix of the half-wave plate whose fast axis is oriented at 22.5° with respect to the x-axis,
	
	
	(5)


  and  are the Jones matrices of the first and second linear polarizers oriented horizontally,
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 is the rotation matrix,
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If the incident beam is linearly polarized along the x-axis, the input Jones vector is given by 
	
	
	(8)


The resultant output light intensity can then be derived as
	
	
	(9)


Hence, the relationship between the phase retardation and the intensity under crossed-polarizers can be described as
	
	
	(10)


where  is the normalized intensity.
[bookmark: _Hlk19563166]Fig. 2(a) illustrates the actual PWM driving waveform for one frame at grey level 150 extracted from one of the real driving files sent to the driver board. Fig. 2(b) shows the corresponding intensity variation as measured during one frame time. It is evident that the intensity curve is accurately responding to each of the driving pulses. 
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[bookmark: _Hlk19563177]Fig. 2. (a) PWM driving waveform at grey level 150, (b) corresponding intensity variation as measured, and (c) calculated phase fluctuation.
The rising edges occurring within the pulse time suggest that the LC molecules are rotating along its optimal orientation direction. The following falling edges indicate the relaxation of the LC molecules. It can be observed that the time interval between two driving pulses has a direct effect on the amount of intensity increased within this period. Pulses with small intervals result in a more substantial increase in the intensity since the LC molecules start to rotate again before they are fully relaxed from the previous position. On the other hand, pulses with big intervals are better in reducing the intensity oscillation.
[bookmark: _Hlk19563194]The corresponding phase response derived by Eq. (10) from the measured intensity variation is shown in Fig. 2(c), which is clearly following the same trend. (a)

C. Optimization
The optimization process is essentially the process of selecting suitable driving patterns for 256 grey levels (8 bits) from the available pattern pool. As the example shown in Fig. 3, in digital driving, driving signals with different temporal pulse arrangement may have the same effective RMS voltage level, as the ratio between the time of ON states and the total time remains the same. 
[image: ]
Fig. 3. PWM signals with different pulse arrangement but the same RMS voltage level
Due to the hardware limitation of the drive board, the pattern pool used here can provide a selection of up to 704 grey levels, with a total number of more than 67 million possible driving patterns of different temporal pulse arrangement. Phase linearization and phase flicker minimization can be achieved at the same time by selecting suitable driving patterns using the following steps.
Firstly, for phase linearization, the nonlinearity of the phase is initially characterized by obtaining the relationship between phase depth and  (i.e. grey level). Linear interpolation is then performed to find the values required for linear phases. Finally, driving patterns with corresponding  are selected from the pattern pool to ensure a linear phase response. 
Subsequently, for phase flicker minimization, splitting selected long pulses and distributing them as uniformly as possible are the strategies. Selecting a suitable pattern which meets these criteria at each grey level can effectively reduce the resultant phase flicker. 
3. RESULTS AND DISCUSSIONS
[bookmark: _Hlk19371038]For normal LCoS operation, the default driving waveform which came with the driver board is used. It has been optimized for 8-bit (256 levels) phase modulation only without phase linearization recently [14]. In this work, further optimization of both phase linearization and phase flicker minimization is carried out at the same time to create the new driving patterns.
[bookmark: _Hlk13134565]Fig. 4 illustrates the driving waveform that came with default, and was optimized in this work, respectively, where black represents OFF state and white represents ON state. At each grey level, the driving pattern is visualized for one frame time. The result of the re-arrangement of the driving pulses can be clearly noticed.(b)

[image: ]
Fig. 4. (a) Default driving waveform (b) Driving waveform optimized in this work.
A. Optimization on Phase Linearity and Phase Flicker
With the laser beam shining at a fixed point at the middle of the LCoS active area, output intensity was recorded when 256 bitmaps (with one grey level from the range of 0 to 255 uniformly applied to all the area in each bitmap) were displayed on the LCoS in turn. Corresponding phase response was then calculated by Eq. (10).
Digital driving pattern at each grey level was optimized to achieve the desired linear phase response and low-level phase flicker by selecting suitable ones among more than 67 million possible pulse arrangements.
Fig. 5(a) shows the normalized mean intensity profiles and the peak-to-peak intensity profiles over time at each phase level. One peak point and one valley point can be observed in the sinusoidal mean intensity curve, where the difference of the phase depth between them is π. The small oscillations in the peak-to-peak intensity profiles are the direct results of the driving patterns with different pulse arrangement. 
Fig. 5(b) illustrates the corresponding phase modulation depth curves. Nearly perfect linearity can be noticed within the phase range of 0 to 2π after the linearization, although the linearity can only be guaranteed within the driving voltage range where the linearization is performed, which means that different driving voltage set requires separate linearization.
Fig. 5(c) shows the comparison of the standard deviation of the phase fluctuation, i.e. the phase flicker, in πrad at each phase level. There are three horizontal lines in the figure representing the thresholds of one phase step for 256 steps (8-bit), 512 steps (9-bit) and 1024 steps (10-bit) modulation over a 2π phase range respectively. 
With further optimization, the phase flicker has been evidently reduced to half of its previous value and falls below the 512 steps line, i.e. below 0.0032π. 
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Fig. 5. (a) Normalized mean intensity profiles as measured and the peak-to-peak intensity profiles; (b) Phase modulation depth profiles before and after optimization; (c) Corresponding phase flickers.
[bookmark: _GoBack]
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Fig. 6. Phase fluctuations at phase depth around 1.26π (a) before and (b) after optimization on phase linearity and phase flicker; (c) Separation probability of staying within one phase level for 6-bit to 12-bit modulation with default driving patterns and the ones optimized in this work.
The average phase flicker over 256 addressed phase levels decreases from 0.17% to 0.09% in respect to the total modulation of 2π after the optimization.
Fig. 6(a) and Fig. 6(b) illustrate the phase fluctuations at phase depth around 1.26π before and after optimization on phase linearity and phase flicker. It can be clearly noticed that the large flickers in Fig. 6(a) cause the difficulty in resolving the adjacent phase levels, i.e. the phase levels are overlapping with each other. With the horizontal grid lines separated by one phase step for 8-bit modulation, the nonlinearity of the default phase response can also be observed by the mismatches between the mean value of the phase fluctuation and the ideal phase level line. In comparison, Fig. 6(b) shows a much smaller phase flicker and a nearly perfect phase linearly. Some overlaps still exist after optimization, since the data shown in Fig. 6(b) is the worst scenario, i.e. they have the highest flicker values among all addressed phase levels according to Fig. 5(c).
Assuming the independent random phase fluctuation has a normal distribution, separation probability of staying within one phase level without overlapping with any adjacent levels can be calculated by Eq. (11) as
	
	
	(11)


where σ is the average phase flicker over all addressed phase levels, μ is the mean value of the phase fluctuation at a certain phase level, ϕ is one phase step for N-bit modulation over a 2π modulation range and is given by Eq. (12) 
	
	
	(12)


[bookmark: _Hlk19533612][bookmark: _Hlk19563270][bookmark: _Hlk19563253]Fig. 6(c) summarizes the comparison between the separation probabilities before and after the optimization on phase linearity and phase flicker, for 6-bit to 12-bit modulation. The average phase flicker σ of 0.0035π and 0.0018π used in the calculation, for unoptimized and optimized driving files, respectively, were obtained from the flicker data in Fig. 5(c). It can be seen that as the number of the total modulation steps goes up, the chance of staying within the correct phase level drops. The default driving patterns has 73.56% chance to stay within the correct phase level for 8-bit modulation whilst the ones optimized in this work gives a similar probability of 72.21% for 9-bit modulation. Therefore, it can be concluded that the flicker is low enough to double the meaningful phase levels over 2π from 256 steps (8-bit) to 512 steps (9-bit). Actual implementation of 9-bit modulation could possibly be realized in the future with the help of the driver manufacturer.
A comparison of the phase flicker performance between the LCoS device optimized in this work and some other digitally-driven SLM models is shown in Table 1. All the phase flicker values were measured by the end users [14,18–20]. The LCoS device optimized in this work clearly has the best phase flicker performance.
B. Simulation on the Effect of Phase Linearity and Phase Flicker
The effect of phase linearity and phase flicker introduced by the LCoS device on image reconstruction can be simulated by using the phase information obtained in the previous section. When generating phase-only holograms, the LCoS device is assumed to have a linear phase response and no phase flicker. However, the quality of the reconstructed image will be affected by the inaccurate phase control when loading such holograms on the LCoS device. The simulation process is illustrated in Fig. 7.

Table 1. Comparison of the Phase Flicker Performance of Digitally-Driven LCoS Devices
	LCoS SLM
	Max Modulation Depth in Test
	Phase Flicker
	Notes

	
	
	Peak-to-Peak
	Standard Deviation
	

	
	
	Mean
	Max
	Mean
	Max
	

	Holoeye Pluto2 C-73 [18]
	2.5π
	0.018π
	-
	0.004π
	-
	Off-shelf;
Lab measured

	Holoeye LETO-633 [19]
	2π
	-
	0.019π
	0.04π
	-
	

	Holoeye GAEA [20]
	2π
	-
	0.19π
	0.19π
	-
	

	PCM-2-01-633 [19]
	2π
	-
	0.59π
	0.14π
	-
	Lab assembled & measured

	PCM-3-01-633 [19]
	2π
	-
	0.516π
	0.12π
	-
	

	PCM-3-01-633-2 [19]
	2π
	-
	0.21π
	0.04π
	-
	

	JDC SP55 Backplane [14]
	2.2π
	-
	0.03π
	-
	-
	Lab assembled & optimized

	LCoS device optimized in this work
	2π
	0.0087π
	0.0146π
	0.0018π
	0.0032π
	



[image: ]
Fig. 7. Simulation process of reconstructing the image from the phase-only hologram calculated by GS algorithm
[bookmark: _Hlk13769270]The procedure of adding phase nonlinearity and phase flicker to the calculated phase-only hologram is shown in Fig. 8 and is summarized as follows:
(1) For pixel(i,j) of the hologram, find the corresponding phase modulation depth  from the phase curve in Fig. 5(b) based on the grey level  of the pixel;
(2) Find the corresponding temporal phase fluctuation information, i.e. obtaining the phase flicker  from the data in Fig. 5(c);
(3) Add random flicker noise to the phase depth  so that the distorted phase becomes . The noise is normally distributed with a mean of  and a standard deviation of ;
(4) Repeat (1) to (3) until every single pixel is processed for the LCoS resolution of 1920×1080 pixels.
[image: ]
Fig. 8. The procedure of adding phase nonlinearity and phase flicker to the phase-only hologram
To simulate the temporal visual integration effect of human eyes, the reconstructed image is the average of 240 reconstructed images with different random flicker noise. Since the output framerate of the LCoS device is 240Hz, the simulation essentially gives the result for an averaging of 1s.
Gerchberg-Saxton algorithm [21] was used to calculate the phase-only hologram of the target image (Fig. 9(a)) with 500 iterations. The quality of the reconstructed image was evaluated by two matrices, mean-squared error (MSE) and speckle contrast [22]. MSE measures the differences between distorted and reference image pixels and strongly depends on the image intensity scaling. Speckle contrast is the ratio of the standard deviation to the mean intensity of the pattern and it becomes unity when the speckle pattern is fully developed [23]. 
The reconstructed images of different phase linearity and phase flicker (as listed in Table 2) are shown in Fig. 9(b)-(d), with the target image shown in Fig. 9(a). As the case without optimization, Fig. 9(c) is evidently noisy compared to Fig. 9(b) and Fig. 9(d) which visually resemble the target image.
Table 2. Phase Control Accuracy
	
	Phase Linearity
	Phase Flicker

	Ideal Case
	Linear
	No phase flicker

	Default (as Fig. 5, blue)       
	Less linear 
	8-bit modulation

	This Work (as Fig. 5, red)       
	Linear 
	9-bit modulation
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Fig. 9. (a) Target image; (b)-(d) Reconstructed images of different phase linearity and phase flicker listed in Table 2
Fig. 10 shows the comparison of MSE and speckle contrast values for Fig. 9(b)-(d) with different phase control accuracy. The improvements can be evidently noticed that MSE was reduced by 455.2 and speckle contrast was improved by 1.35% after applying optimization on phase linearity and phase flicker. 
[image: ]
Fig. 10.  Comparison of MSE (for 8-bit grey scale image) and speckle contrast values
C. Optical Test on the Effect of Phase Linearity and Phase Flicker
[bookmark: _Hlk19534048]The same procedure of optimization was applied for the case of a green laser with a wavelength of 532nm, to linearize the phase and minimize the phase flicker. It was used to evaluate the quality of reconstructed holographic images to demonstrate the effectiveness of the optimization on phase linearity and phase flicker. For simplicity, a binary image of the group logo was used when comparing the image qualities before and after the optimization of the LCoS device in use.
The accuracy of the phase control and linearity are in Table 2. It can be noticed easily that the image uniformity and contrast of Fig. 11(b) is better than that of Fig. 11(a). 
 [image: ](b)
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Fig. 11. Optically reconstructed image (a) before and (b) after applying optimization on phase linearity and phase flicker (with the letter “C” zoomed in a small window)
To quantify the reconstructed image quality, RMS contrast [24] which measures the contrast between two different grey-scale images was computed for the letter “C” in Fig. 11. The RMS contrast values are 34.53 and 40.65 for the letter “C” before and after applying optimization on phase linearity and phase flicker respectively, indicating a 17.7% improvement on the image quality. 
D. Discussions
A noticeable peak (Fig. 12) can be found in the flicker curve shown in Fig. 5(c) at the phase level around 0.7π. There are two potential causes for this small peak. As the intensity approaches its minimum here, the little change in intensity combined with an obvious change in the corresponding phase results in the phase flicker reaches the highest value. 
[image: ]
Fig. 12. The noticeable peak in the flicker curve shown in Fig. 5(c) and its corresponding intensity curve
It can be explained mathematically by Eq. (13) as follows, where the denominator  is approaching zero as the intensity  is approaching its minimum, resulting in a big change in the phase depth .
	
	
	(13)


Another reason for getting this small peak is the low signal-to-noise ratio – the intensity signal was affected by the background noise which was almost of the same level at these positions. 
A bright spot can be observed in Fig. 11 located at the centre of the reconstructed image. This is the zero-order DC term which is partly caused by the dead space between adjacent pixels of the LCoS device. The inter-pixel gaps form a 2D grating, resulting in the replication of the reconstructed image and partially contributing to the DC term [25]. 
[bookmark: _Hlk19534106]It is noticed that the MSE can be greatly reduced by 455.2 in the simulation, but the RMS contrast of the real projected image only shows an increase of 6.12. This is due to the reason that only two parts of the noise were considered in the simulation, i.e. phase nonlinearity and phase flicker. However, practically, other aberrations introduced by optical components and even the system alignment also existed – for example, the imperfections of the LCoS device (e.g. fringing field effect, surface non-flatness, twist effect of the LC molecules, etc.) or the speckle noise induced by the laser source. The improvement of the RMS contrast can only show that the part of noise contributed by phase nonlinearity and phase flicker has been corrected. 
4. CONCLUSIONS
Corrections of phase distortions generated by phase-only LCoS devices were carried out to linearize the phase modulation depth and minimize the phase flicker by optimizing the digital driving patterns. The optimization is essentially the driving pattern selection, where suitable driving patterns were chosen among more than 67 million possible pulse arrangements.
[bookmark: _Hlk12372967]Nearly perfect phase linearity and phase flicker of 0.09% over 256 addressed phase levels in respect to the total modulation range of 2π were realized, enabling a meaningful increase of phase levels from 8 bits (256 levels) to 9 bits (512 levels). 
Simulation on the effect of phase nonlinearity and phase flicker demonstrated a reduction of 455.2 in MSE and an increase of 1.35% in speckle contrast for the reconstructed holographic images with optimization on phase linearity and phase flicker than that without. Tests were carried out to evaluate the qualities of optically reconstructed holographic images with reduced phase flicker and an increase of 17.7% in the RMS contrast was demonstrated.
The focus of future work will be on how to further reduce the phase flicker to achieve 10-bit (1024 levels) modulation, which is highly desirable for novel digital holographic applications. 
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