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2 Abstract

Targeting Domestic Abuse by Mining Police Records

Matthew Bland

This dissertation presents findings from analyses of three large datasets of domestic abuse records sourced from multiple police forces in England and Wales. It seeks to address research questions in relation to the extent of repeat and serial abuse, concentration and escalation of harm, and the forecasting of future serious crimes. Using a variety of statistics, it shows that most victims and offenders report domestic abuse to the police forces just once in a multi-year period. Among these cases however, are many of the individuals who comprise very small ‘power few’ groups that account for most of total crime harm. Using the Cambridge Crime Harm Index as the instrument of measurement, analysis shows that 80% of cumulative harm is attributable to fewer than 3% of victims and offenders, and almost half of these most harmed victims or harmful offenders have only one record of domestic abuse in police databases. Police forces are therefore presented with a substantial challenge when it comes to preventing serious harm from domestic abuse, because in more than 40% of the most harmful cases they have not dealt with the victims or offenders of domestic abuse before.

Furthermore, among the victims and offenders who are linked to multiple records of domestic abuse, analysis detects no pattern of escalating severity. In fact, the first crime reported is, on average, the most harmful domestic crime reported to the police. This runs contrary to popular theories of escalation and further illustrates the forecasting challenge facing police agencies.

Contemporary harm reduction strategies have placed some emphasis on the management of serial perpetrators of abuse, but analysis shows that these do not offer a complete solution for harm reduction either. These analyses show that serial offenders account for only between 10% and 15% of all domestic offenders and contribute no more to the ‘power few’ than repeat offenders who have just one victim. However, analysis of the non-domestic crime records of domestic offenders does show that serial perpetrators are less specialised in domestic abuse than repeat or single-time offenders – they commit more non-domestic types of crime and account for more total crime harm overall. Serial and repeat offenders with the greatest generalist tendencies were shown to be attributed to the most
domestic abuse harm of any domestic offender types, indicating potential relevance to non-domestic offending records in the pursuit of predicting serious domestic crimes.

How then, might police agencies seek to identify the most harmful cases before they occur? This research explores a large bank of records relating to arrests for any type of crime, using a statistical model created by a supervised machine learning algorithm. This model processes each arrestee every time they enter custody and using predictors from 35 pieces of information primarily concerning the prior offending history of the arrestee, generates a forecast of future arrest for a domestic crime within two years. The forecast has three classifications – no arrest, an arrest for a ‘less serious’ domestic crime, or an arrest for a serious domestic crime. In this fashion, the model could, at best, predict 49% of future serious arrests. The other 51% of serious domestic crime arrestees have no prior arrest record in the two years preceding their serious domestic crime and so there is no opportunity to forecast their crime based on police records alone. However, within the 49% of serious domestic crimes that are possible to forecast, the model accurately predicts more than three quarters. Hypothetically then, using this method of forecasting the police could identify 37% of all future serious domestic arrests up to two years before they occur. This presents the foundation of a major opportunity to reduce the prevalence and harm of domestic abuse.

Taken together, these findings illustrate the scale of the challenge the police and other agencies face with reducing domestic abuse. A small proportion of individuals generate the majority of harm, but there are very limited opportunities to identify these individuals before the harm occurs. Yet, modern statistical techniques such as machine learning can help to target harm reduction strategies more precisely and even identify a sizeable proportion of serious cases before they occur. This dissertation presents with a series of ideas about how these objectives may be achieved and how the research can be developed further still.
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4 Summary

This research considers what insights into domestic abuse may be gained from analysis of large police datasets. Rising demand from domestic abuse cases is stretching police forces in England and Wales, not least because of a resource intensive minimum response standard that includes police officer attendance at all calls and extensive risk assessment of every case. Yet many of the features of this response are not founded on rigorous evidence. While the evidence-base grows, the police service must look at its own resources for answers about how to refine its responses. Its own sizeable databases, which represent the largest pool of domestic abuse records of any single profession, are one possible option.

Since 2016, police forces have been required by law to record domestic abuse crimes in a standardised way, enabling better cross-jurisdictional analyses. Even before this point, there was consistency in the way many police agencies kept domestic abuse records and the evolution of these data presents an opportunity to explore whether the policing response may be more precisely targeted toward the highest harm cases. This research uses a combination of descriptive and inferential analytical techniques on three large datasets provided by various police forces in England and Wales. The following summary outlines the main findings.

To what extent is domestic abuse a repeat phenomenon?

Despite common perceptions that it is most frequently a repeat occurrence, in fact police forces only record one case of domestic abuse for around three quarters of victims and the same proportion for offenders. However, once additional crimes are reported it becomes increasingly probable that further crime records will follow. Broadly, this likelihood increases with each additional consecutive crime record and becomes ‘probable’ (i.e. more likely than not likely) after the third crime report.

In the cases that do report repeated domestic abuse, is there evidence of escalating severity over time?

No. In fact the opposite is true. There is strong evidence that among both victims and offenders with enough repeat cases to provide a window of opportunity for escalation to be observed (defined in this analysis as five or more domestic abuse reports), that the first recorded incident is, on average, the most serious crime they report to the police.
How do you determine what types of crime are more serious?

There are a number of crime severity or crime harm measurement instruments available to researchers now. The one best suited to the purposes of this analysis was the Cambridge Crime Harm Index (CCHI), which rates more strongly than other options in terms of reliability, practicality and legitimacy. It weights crime classifications by the minimum number of days in prison a judge or magistrate is recommended to apply for first-time offenders. For example, a murder is weighted at more than 5,000 days, whereas a common assault without injury is weighted at 10 days.

What does the use of the CCHI tell us about how harm is distributed?

It tells us that harm is spread among both victims and offenders in an extremely disproportionate way. If we rank order offenders in descending order of total harm, it shows us that 80% of all harm is linked to fewer than 3% of offenders. The same is also true for victims.

Who makes up these 3%?

The 3% (or ‘the power few’) are victims and offenders linked to at least one crime that is at least equivalent to the minimum sentence for grievous bodily harm without intent (545 days). Typically, victims and offenders in their respective ‘power few’ are older and less frequently male than victims and offenders not in the ‘power few’. Most of these individuals are repeat cases, meaning there is some window for prediction because there may be at least one crime that occurs before the serious crime. Hypothetically, police might be able to spot something in those precursor crimes that predicts a future serious crime but around 40% are cases in which the victim or offender is known to police for only one crime – the one that was high harm. This makes prevention a difficult proposition for police forces – how do you stop these harmful crimes from happening when you have no prior indication of the participants?

What about serial cases – are these a key part of the ‘power few’?

Of those victims and offenders who are linked to repeat cases of domestic abuse, just less than half have more than one unique ‘other party’ involved (the definition of ‘serial’). Police forces have been primarily interested in serial perpetrators on the understanding that they are more harmful than domestic offenders who commit crime against just one victim, but this
premise is not wholly supported by this research. Serial perpetrators are not statistically
different from repeat offenders (those who are linked to only one victim) or single-time
offenders (those linked to just one crime) in terms of ethnicity or gender or age. More
pertinently, serial offenders commit a different mix of domestic abuse than their counterparts,
with fewer violence with injury crimes, fewer rapes, but more criminal damage and more of
other forms of ‘less serious’ domestic abuse, such as theft and fraud. Analysis of CCHI
shows that serial perpetrators are no more harmful than repeat offenders, and while they are
proportionally more prevalent among the most harmful group of offenders than they are
among the offending population in general, the ‘power few’ is still largely made up of
offenders with just one domestic abuse crime record. However, serial perpetrators do commit
a greater number of non-domestic abuse crimes and generalist serial offenders – those who
commit multiple types of violent and non-violent crimes are, together with generalist repeat
offenders, the most harmful of all types of domestic offender.

If serial perpetrators are only a small part of the ‘power few’, how else can police forces
target offenders in this group?

Whatever methods police forces choose for targeting offenders, it is likely that a major
problem will remain: how to identify high harm cases when there is no or little prior record of
domestic abuse? Current risk assessment processes are predominantly focussed on risk
assessing cases after they have reported a domestic incident, meaning that a large proportion
of the most harmful crimes will not be exposed to the large police and partner infrastructure
dedicated to preventing harmful domestic abuse until it is too late.

One option is to leverage arrest records for all types of crime to see if prior arresting
history for non-domestic crimes is predictive of future domestic behaviour. These records
could be processed with a classification-based algorithm such as ‘random forests’. Using a
dataset from one police force, the random forest statistical model we developed could ‘reach’
49% of serious domestic crimes. The model was able to identify more than three quarters of
those (37% of all serious crimes). In other words – by screening all arrestees using this
model, police could identify 37% of all future serious domestic crimes, regardless of the prior
domestic history of the victim or offender.

How does the algorithm work?

The algorithm uses the advent of an arrest (for any type of crime) to trigger a forecast. It then
processes the arrestee based on more than 30 variables, predominantly concerning the
arrestee’s prior offending record. It produces a forecast for future behaviour within the next two years – (a) no domestic arrest, (b) an arrest for a ‘less serious’ domestic crime or (c) an arrest for a serious domestic crime. The forecast is derived from hundreds of decision trees calibrated using tens of thousands of arrest records.

Could such a process work in practice?

Yes. Providing a police force can leverage its data with the appropriate statistical expertise and computer processing power, it is possible to deploy an application in custody suites to forecast the subjects of all arrests. Any agency wishing to use such a method would need to decide whether the forecasting error rates were acceptable. Not all serious domestic crimes involve an offender with a prior arrest of any kind, so the algorithm cannot predict such cases (although neither can the existing risk assessment procedures used by police forces). The algorithm could at most predict around half of future serious abuse, and within that proportion it accurately identifies 77%. However, to achieve that level of accuracy it is quite cautious – nine in every 10 forecasts of serious abuse would be incorrect – a high rate of ‘false positives’, but again, an improvement on the current system. Crucially though, the model is almost always correct when making forecasts of no future abuse. The proportion of ‘no abuse’ forecasts that are subsequently arrested for a serious domestic crime is less than 0.1%

The algorithm may be adjusted to suit different agency preferences such as capacity to process ‘high risk’ cases and it could almost certainly be improved with the addition of new predictor variables and further testing. It does not specify what agencies should do with individuals who are forecast as likely to commit a serious domestic crime, and the forecast in itself is not a method of prevention, merely provides the opportunity for an intervention to be more precisely applied.

What are the implications of these findings for police agencies and domestic abuse researchers?

The main implications from the findings are best summarised as follows:

1. Theories of universal escalation should be revised to reflect that the phenomenon does not occur in police records. This does not mean that escalation does not occur, but it does indicate that if it does, the police are largely blind to it.
2. Future research should focus on the issue of desistance, which is a dominant characteristic of police domestic abuse records. It may be that cases desist in the true sense (no further crime, perhaps because of separation or estrangement) or that abuse simply goes ‘underground’. It is vital that police and researchers understand the extent of both and the reasons.

3. Serial perpetrators are important to offender management strategies, but such strategies should not be based solely on this group. Perpetrator management should focus at least equally on repeat offenders who commit crimes against a single victim. A register of serial perpetrators would not account for the majority of recorded domestic abuse harm.

4. Examining an offender’s non-domestic abuse history presents offender managers with a relatively simple and viable way of prioritising their efforts to target the potentially highest harm offenders.

5. Generally, domestic abuse prevention strategies should recognise that the most harmful cases and individual offenders are proportionately few. Future research and practice should focus on establishing what characteristics definitively separate ‘the power few’ from the general population of domestic victims and offenders. This need not suggest that the general population of cases is unimportant but should enable a differential response to evolve on a more systematic basis. In the context of increasing demand and declining resources in policing, such an approach is inevitable.

6. Actuarial forecasting tools are promising and there is much scope for researchers and practitioners to develop them further but careful assessment of the political ramifications must be closely considered to ensure responsible and legitimate use of actuarial models.
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8 Introduction

8.1 Research overview

This research explores what domestic abuse records kept by police forces can tell us that may assist in refining harm reduction strategies employed by the police. Domestic abuse has emerged as a priority in policing, particularly in the last decade. There is extensive evidence that this form of crime is a matter of grave concern to public health and safety in the twenty-first century – it is widespread, expensive and a major drain on policing resources. Official statistics estimate almost two million adult victims per year, a prevalence of 6% of all adults (ONS, 2017) and the most recent comprehensive assessment of financial cost, albeit over a decade old, (Walby, 2009) placed the cost in the billions of pounds to service providers, employers and victims. With economic inflation and rising crime levels since Walby’s estimate, it is likely domestic abuse costs the public purse even more today. Furthermore, domestic abuse is a major factor in the most serious crimes - domestic circumstances feature in a third of murders in England and Wales and in more than a tenth of all crimes recorded by the police (ONS, 2018).

The purpose of this work is to contribute to the evidence base for tackling domestic abuse. This has greatly expanded in recent years, in which research has delved deeper into the impacts of particular subcategories of domestic abuse. Substantially more is now known about the impacts of forced marriage (Watts and Zimmerman, 2002), revenge pornography (Henry and Powell, 2014; Bond and Tyrell, 2018) and financial abuse (Sharp-Jeffs, 2015, 2017) than at any point in the past. This body of research has developed against a background of an emerging evidence-based policing (EBP) movement in England and Wales. Led by partnerships between the police professional body, the College of Policing (CoP), the National Police Chiefs’ Council (NPCC) and academic institutions, EBP forms a central tenet of modern policing with the aim of improving practice through the accumulation of robust empirical evidence (Lum and Koper, 2017; Neyroud and Weisburd, 2014). The nature of that empirical evidence has been the subject of much debate (see Cockbain and Knutsson, 2014; Sparrow, 2011; Weisburd and Neyroud, 2013). Sherman, who first established the term ‘evidence-based policing’ (Sherman, 1998), has proposed a framework for viewing EBP activities through the lenses of targeting, testing and tracking (Sherman, 2013), and appraised the development of domestic abuse evidence through this framework (Sherman, 2018). It is specifically in this context that this research is positioned, building on recent findings in
targeting evidence (Barnham, Barnes and Sherman, 2017; Bland and Ariel, 2015; Bridger, Strang, Parkinson and Sherman, 2017; Chalkley and Strang, 2017; Kerr, White and Strang, 2017; Sherman and Strang, 1996; Thornton, 2017) and attempting to realise the promise of new analytic techniques and sources applied in criminology, such as:

- The availability of ‘big data’ in the manner described by Sherman (2018) and demonstrated by previous work in other fields of criminology (Berk, Sherman, Barnes, Kurtz and Ahlman, 2009).

- The development of new harm measurement instruments such as the Crime Severity Score (ONS, 2016b), the Cambridge Crime Harm Index (Sherman, Neyroud and Neyroud, 2016) and the updated Home Office Cost of Crime Estimates (Heeks et al., 2018).

- The potential application of new machine-learning algorithms to big datasets, such as has been demonstrated in several recent publications (Berk, 2012; Berk, Sorenson and Barnes, 2012).

Although the evidence base for domestic abuse is already comparatively rich, at least in the context of the general depth of rigorous evidence on policing activities, there has been long been an ongoing demand from practising agencies to acquire information and evidence that can further shape strategy (see for example Shepherd, 1998; Sherman, 1992, 2018). The impact of ‘austerity’ in the United Kingdom was to reduce the capacity of all government sectors, including those with primary responsibility for dealing with domestic abuse (Neyroud, 2015). Yet at the same time, scrutiny from the national police oversight body, Her Majesty’s Inspectorate of Constabulary, Fire and Rescue Services (HMICFRS), has aimed specifically at domestic abuse and has been highly critical of the police response (HMICFRS, 2014a). As a consequence of this, as well as a separate critical review of crime recording practices (HMICFRS, 2014b), police forces have attached greater priority to identifying and responding to domestic reports, resulting in recorded crime numbers rising steeply at a time when other sources showed a decline in the prevalence of self-reported domestic abuse in the adult population (ONS, 2017).
With around 20% fewer police officers than in 2010 (ONS, 2019), responding to the additional demand has been a challenge for police forces. Arrests and charges have declined (Ariel and Bland, 2019; ONS, 2017, 2018), and the inspectorate continues to highlight deficiencies in the police response in areas such as identification of risk (HMICFRS, 2017, 2019). This context provides an opportunity for well-developed targeting research to help shape domestic abuse strategies, and it is precisely this opportunity which this research aims to address.

There remain questions about the extent to which the evidence influences what the police (or other responding agencies) actually do in practice. As we will explore further, much of the current response to domestic abuse is not driven by evidence, and the collection of data concerning victims and offenders remains, to this point, an under-utilised resource in the development of domestic abuse strategies. It is this area that is our target. The overarching aim of this research is to add to the existing evidence base in ways that could usefully contribute to front-line strategies and underpinning theories, by exploiting the potential of an existing resource abundant in every police force - crime data.

In this respect, we gathered hundreds of thousands of anonymised domestic abuse records from police forces around the country. These records related to crimes, arrests, offenders and victims, and all of these data resemble the typical sorts of information every police agency has ready access to. These records were assembled into three large datasets and analysed using a variety of statistical procedures, ranging from the very simple (rates and proportions) to the very complex (a machine learning algorithm). Each procedure that has been used has been selected with a particular research aim in mind and these aims were selected because they represent issues of high relevance to practitioners and researchers, and because there are gaps or uncertainties in what these groups know about these issues.

Throughout these issues the topic of ‘harm’ is a persistent feature. As we will explore, much of the current response to domestic abuse is geared towards the identification of ‘high-risk’ cases and subsequent action to negate that risk. It is logical to argue that ‘risk reduction’ is actually an outcome that the police service and its partners are seeking, but this leads to the inevitable next question: the risk of what? The answer seems perfectly logical – serious harm to the victim – but this in turn raises a difficult question for a crime researcher. How does one measure harm? Harm is a subjective concept, particularly among practitioners; what constitutes serious harm for one person does not necessarily do so for another, and in this
spirit a number of harm measurement tools have been developed. However, there are currently no national guidelines to guide this debate in any particular direction. This is the first challenge that this research seeks to overcome: the selection of an appropriate instrument for the measurement and tracking of harm to facilitate the further exploration of police data.

Armed with an appropriate tool to measure and track harm, we return to the key research questions. These are organised into five principal categories: repeat abuse, serial abuse, escalation, concentration of harm and forecasting. Each category has its own distinct questions of interest which we will use the data and statistical procedures to attempt to answer. These questions are as follows:

Repeat Abuse

1. What is the prevalence and extent of repeat victimisation of domestic abuse?
2. What is the conditional probability of further domestic abuse associated with each consecutive victimisation?
3. What is the prevalence and extent of repeat offending of domestic abuse?
4. What is the conditional probability of further domestic abuse associated with each consecutive offence?

Serial Abuse

1. What is the prevalence and extent of serial abuse among victims of domestic abuse?
2. What is the prevalence and extent of serial abuse among offenders of domestic abuse?
3. Are serial perpetrators demographically different from repeat offenders or single-time offenders?
4. What types of domestic abuse crime do serial perpetrators commit and how harmful are they?
5. Do serial offenders cause more domestic abuse harm than repeat or single-time domestic offenders?
6. To what extent do domestic abuse serial perpetrators commit other forms of crime, and how does this compare with repeat or single-time domestic offenders?

---

1 Repeat abuse is defined as multiple domestic crimes regardless of the identity of the other party involved
2 Serial abuse is defined as an offender with multiple different victims, or a victim with multiple different offenders
3 Repeat offenders in this sense are those which offend multiple times against just one victim
Escalation

7. Is there evidence of escalating harm in each consecutive domestic victimisation?
8. Is there evidence of escalating harm in each consecutive domestic offence committed?

Concentration of Harm

9. What is the extent of concentration of harm among victims of domestic abuse?
10. What is the extent of concentration of harm among offenders of domestic abuse?
11. To what extent do the police have prior knowledge of the group of victims suffering the most harm?
12. To what extent do the police have prior knowledge of the group of offenders committing the most harm?

Forecasting

13. What proportion of all arrestees go on to commit domestic abuse within two years?
14. What proportion of serious domestic abuse arrestees have prior records for domestic abuse?
15. Can antecedent inputs predict future serious domestic abuse cases to a high degree of accuracy?
16. If so, which inputs have the greatest impact on accuracy?

8.2 Dissertation structure

These questions cover a lot of ground, so this thesis is organised into discrete chapters for ease of reference. The initial chapters introduce the context of the research in greater detail. Chapter 9 presents the current circumstances relating to domestic abuse in England and Wales. It defines key terms, explains aspects of the police and partner responses and summarises the main challenges.

Chapter 10 reviews how domestic abuse is measured and includes an assessment of the suitability of police records for this type of research.

Chapter 11 considers the issue of harm and how to measure it. It begins with a discussion of how harm is defined and then presents an appraisal of the various harm measurement instruments available, before concluding which to use.
The final contextual chapter is a long one. Chapter 12 examines the existing literature in respect of the key issues this research examines. This chapter is sub-divided into the principal research themes.

The next set of chapters present the main body of this research. Chapter 13 presents the research questions again in more detail. Chapter 14 sets out the methodology used to address each of those questions. Chapters 15 to 19 detail the findings of these procedures. Each of these chapters is dedicated to one of the five principal research themes.

In Chapter 20, we discuss the implications of the findings. This chapter summarises the overall themes and examines the ‘so what?’ aspects of policy, research and theory. It also sets out the primary limitations of each analysis. Chapter 21 develops the themes further and presents concluding thoughts, making references to the contextual points set out in Chapters 9 and 12 in particular.

Finally, there is an appendix included for readers wishing to consider the more technical aspects of how the forecasting model presented in Chapter 19 was developed.
9 Domestic Abuse in England and Wales

9.1 Chapter roadmap
This chapter sets out the operating context in which this research has taken place. It begins with a description of the definition of domestic abuse, explaining its principal characteristics and the nature of the problems it poses to society. The main body of the chapter presents a summary of the different aspects of the police response to domestic abuse, which frequently involve partner agencies too. Though non-police responses are not our primary focus, examples of partner activities are highlighted throughout this chapter.

9.2 How domestic abuse is defined
This work uses the standard UK cross-government definition of domestic violence and abuse, reprinted here for clarity:

Any incident of controlling, coercive, threatening behaviour, violence or abuse between those aged 16 or over who are, or have been intimate partners or family members regardless of gender or sexuality. The abuse can encompass, but is not limited to psychological, physical, sexual, financial or emotional. (Home Office, 2012)

The definition includes the elements that were added in 2012 to encompass coercive and controlling behaviour and 16–17-year-old victims, following a public consultation. This replaced the previous separate definitions published by the Home Office and the Association of Chief Police Officers. The definition change was accompanied by the introduction of a new criminal offence in relation to coercive and controlling behaviour, a concept first established by the criminologist Evan Stark (2007). Coercive and controlling behaviour is currently the only domestic abuse–specific offence in British law; in all other cases, domestic abuse is effectively a circumstance attached to another legally defined criminal offence, for example, assault, rape or burglary. As such, accurate recording of abuse is a complex issue and separate from the usual form of official crime counting.

In practice, the police are the service with primary statutory responsibility for determining and recording a criminal act, but it is by no means the only agency that has contact with domestic abuse victims. Schools, hospitals, charities, doctors’ surgeries, housing providers, social workers and more all come into contact with domestic abuse cases and are required to apply the cross-government definition. Health practitioners in particular, have a
critical role in identifying and referring victims to specialist services. But it is only the police service that is administratively required by the Office for National Statistics to record the occurrence of domestic abuse in official records. Despite this, the cross-government definition obviously offers the most practicable definition for research, and as we stated at the outset, police records are the only data source used in this research.

Other government services such as the National Health Service provide employees with guidance on how to identify domestic violence and abuse which is consistent with the national definition, but there is no cross-agency or nationwide requirement to document domestic abuse. In these settings, guidance commonly recommends caution and the seeking of victim consent to record (see domesticviolencelondon.nhs.uk). The only other ‘regulated’ sources of domestic abuse records are the Crime Survey of England and Wales, which comprises interviews and self-completion questionnaires, and criminal justice agency statistics, which are connected to police records (having been passed into the criminal justice system by the police service). The domestic abuse charity SafeLives maintains a national database of high-risk cases which includes some that are not in police datasets, but in all examples these datasets fall within the scope of the national cross-government definition.

While this definition is most relevant to agencies in England and Wales, it is not without relevance to researchers and practitioners in other countries. There may be no internationally accepted definition of domestic abuse, but intimate partner violence is a well-known and researched subject. The principal difference between the UK cross-government definition used here and the typical description of intimate partner violence is the former’s inclusion of family members over the age of 16. This form of abuse does not make up the majority of domestic abuse as recorded in England and Wales (ONS, 2018), meaning practitioners and researchers of intimate partner violence may still derive some broad meaning from the definition we have used in this work.

9.3 Characteristics and terms used
How the subject matter is defined is important, as does how much of it there is (or at least, how much is known about), and what the main principles of current research and practitioner approaches thereto are. This last issue is considered in this chapter and the matter of how much domestic abuse there is, is considered in Chapter 11, but prior to their consideration it is worthy of our time to expand on some of the more basic characteristics of domestic abuse, for the sake of clarity and introduction to readers new to the subject.
First and foremost, domestic abuse is a form of crime with several names. It is often referred to as domestic violence or intimate partner violence. It is less frequently known as wife-battering or spousal abuse, which were popular terms in the last century. Neither term is invalid, but neither represents the full spectrum of relationship circumstances in which a domestic crime can occur. Domestic abuse as we consider it in this research, concerns personal crimes between intimate partners or family members above the age of sexual consent. These crimes are not necessarily violent. Hypothetically, any form of crime could be domestic-related, although the majority recorded by police are usually classified as violence with or without injury (ONS, 2017, 2018).

Each domestic crime recorded in England and Wales has consistent components which we will refer to throughout this research. For clarity, the most commonly used are explained as follows:

Victim: the individual against whom the crime is committed. In this research, the term ‘survivor’ is also covered by use of this word.

Offender: the individual who is accused of or proved to have committed the crime. This research makes no distinction between the judicial status of a case so all suspects are described as ‘offenders’, and the term ‘perpetrator’ is often used interchangeably but always with the same definition.

Dyad: the unique combination of a particular victim and particular offender. This research does not use dyads as an analytical unit but reference is made to the term in the analysis of literature and discussion of implications.

Crime Classification: Each case is assigned a Home Office classification based on its nature. For example: burglary, assault, grievous bodily harm etc. Technically, any form of crime can be domestic abuse, but domestic abuse is not a crime classification in its own right.

Repeat Abuse: Although some agencies specify a minimum level of occurrences, or a minimum or maximum window of time, in this research any multiple instance of domestic abuse between the same dyad is referred to as ‘repeat abuse’.

Serial Abuse: When an offender or victim is attributed to multiple domestic abuse crimes but within multiple dyads, this research refers to these cases as ‘serial abuse’ rather than repeat abuse. There has been considerable interest in the last decade in understanding and targeting offenders of serial abuse in particular, which we will examine further.
**Domestic Non-Crimes**: Also known as domestic incidents, these are calls for service that the police attend and determine to be relating to a domestic dispute, but which do not meet any threshold or criteria for a criminal act. As such no victim or offender status is assigned (though the details of the individuals involved are kept).

### 9.4 The main problems facing responders

There can be little argument that domestic abuse is a ‘just cause’ for a researcher’s attention. Even before one considers the plethora of official statistics on prevalence, harm and cost, there is the moral heart of the matter: that people ought to be at liberty to have personal lives free from crime or abuse and it is our duty to investigate situations where this is not the case. As Stark (2007) explains, along with practitioners, researchers share the burden of formulating effective responses, and as already outlined, this is precisely the spirit in which this research has been designed. However, before we can establish a meaningful research plan, we must understand the nature of the problem(s) with domestic abuse so as to identify the areas of most pressing interest. As a first step, this section attempts to outline the nature of the domestic abuse problem in England and Wales as a frame of reference for the specific questions this research addresses.

It must be emphasised from the outset that defining strategic domestic abuse problems is itself a problem. It is universally acknowledged that domestic abuse is underreported (see Brimicombe, 2018) – which is to say more (much more) takes place than is recorded in official records (see ONS, 2018). The main source of official records on domestic abuse in England and Wales is those kept by the police, both in the forms of recorded crimes and domestic ‘non-crime’ incidents. The numbers of official records increased substantially in response to the police inspectorate’s domestic abuse reports in 2014 and 2016 and parallel pressure on crime recording standards. Commentators also speculate that the rising media profile and service prioritisation of domestic abuse has led to more victims reporting to police (ONS, 2017), but no robust evidence yet supports this hypothesis.

However, although the rise in recorded non-crimes and crimes represented 88% between 2016 and 2018 (HMICFRS, 2019), the extent to which police records reflect prevalence is still claimed to be low. The charity Women’s Aid conducted a census survey of more than 12,000 domestic abuse community-based services users and 2,000 women’s refuge users in the UK and found that just 28% and 43%, respectively, were reporting to the police (Women’s Aid, 2017). These results may be limited – the survey period utilised a ‘day to
count’ and ‘week to count’ structure and had an overall response rate of just over 50%, but even if extrapolation is disregarded, the emerging trends were notable in their own right.

The specialist UK domestic abuse charity SafeLives also eschews the use of official statistics (SafeLives, 2018) and instead uses its own survey-based dataset of more than 35,000 records, claimed to be the ‘largest database of domestic abuse cases in the UK’. Despite this, both Women’s Aid and SafeLives quote the Crime Survey of England and Wales as the main source of statistics when presenting information on prevalence.

Herein lies the most fundamental problem: what actually are the problems? With such disagreement about an ingredient as essential to defining problems as source data, it is perhaps unsurprising that there is ambiguity, disagreement and confusion around domestic abuse strategies. The roots of this most fundamental issue seem to be intrinsic. Domestic abuse is a form of interpersonal crime that takes place in an intimate environment, frequently a home, unseen by witnesses. The suffering and perpetrating parties have a relationship which predates and will likely post-date the offence. Victims often live in fear of reprisals for themselves, their children or their pets. Offending is often subtle to the point of being intangible, as Stark (2007) eloquently demonstrated in his descriptions of coercive control. If all of these obstacles were not enough, there is still the matter of the lack of a single recording environment for a victim’s case but this is, to a larger extent, a matter of necessity. Victims should not be compelled to report to the police, nor have their personal data shared outside of the organisation they have chosen to approach. It is not merely a question of whether a single data source could be created for domestic abuse; there is a very important question of whether one ought to be created in the first place.

The problems then are perhaps best described as ‘basic’ in nature. For police, rising demand is a major problem which gives rise to a primary concern: how to provide a high-quality response to each case. Given the shrinking capacity of the police in recent years (ONS, 2019) this is a dilemma without an immediately feasible solution. Instead then, the issue becomes about how to best manage that demand. Here, there are three key aspects:

1. Triage: how can the police identify which cases most need their limited resources?
2. Differential response: what responses work most effectively with whom?
3. Prevention: how can the police (or other agencies) prevent domestic abuse from occurring in the first place, and thereby reduce demand and free capacity for response and further prevention.
This research is concerned with two of these three aspects. We exclude any substantial consideration of differential responses, which require individual evaluations. Our research questions are instead aimed at primarily contributing to evidence relevant to the first and third aspects of the police problem: how might police forces triage cases and how they might prevent them? We will examine these issues in more detail in later chapters. Before doing so, it is important to consider how the police service typically responds to domestic abuse at present.

9.5 Police responses to domestic abuse
To further contextualise these problems and issues this section sets out a brief description of the current landscape for domestic abuse responses in England and Wales at a strategic level. Each description briefly reviews the evidence that does (or does not) underpin each activity. The intent here is not to provide a comprehensive critique of current strategy and its supporting evidence so much as to further frame the relevance of the research questions this work seeks to address.

9.5.1 Initial response: Mandatory police attendance
In England and Wales, the policing response to domestic abuse is characterised by the phrase ‘positive action’, which encompasses both the initial response to a call to police and the actions taken once a police officer arrives on the scene. ‘Positive action’ is derived from the ‘positive obligation’ component of the Human Rights Act and is translated in the Authorised Professional Practice for policing (College of Policing, 2018) as necessitating the attendance of a police officer in each and every domestic abuse case. Call takers must grade domestic abuse calls for an immediate response and attending officers must use the police ‘national decision model’ to assess whether immediate action is required once they arrive.

Latterly, the practice of wearing and operating a body–worn video camera has been promoted as effective in increasing the proportion of cases resulting in charges (Owens, Mann and McKenna, 2015). HMICFRS found that the rate at which police forces comply with this policy is ‘improving’ but has a long way to go (HMICFRS, 2017, 2019). Given this verdict from the inspectorate as well as the current volumes and recent trends in domestic abuse records held by the police, it is fair to say that this policy places a substantial demand on resources.
The College of Policing conducted a systematic review of research evidence on the effects of police attendance at domestic abuse events in 2016. The review synthesised evidence from nine studies, which were mostly from the USA and not from the recent past. It concluded that there was very little evidence that police attendance had any impact. The one exception to this conclusion came from Felson, Ackerman and Gallagher (2005), which found no evidence of retaliatory violence in response to a report made to the police.

### 9.5.2 Arrest policy

England and Wales police forces do not operate a statutory mandatory arrest policy; it is in fact impossible to statutorily compel a police officer in these countries to arrest a person. The term ‘mandatory arrest’ is associated with the move made by many US states following the Minneapolis Domestic Violence Experiment (Sherman and Berk, 1984), but is often confused with the ‘positive action’ policy operated in England and Wales. Authorised Professional Practice (College of Policing, 2018) states that officers must justify any decision not to arrest, as part of a suite of actions to make victims safe. These actions include other police powers, such as the issuing of a civil order or a caution, but each of these has particular policy specifications, considered below. The fact is that arrest does not take place in the majority of domestic abuse events and has declined proportionally in recent times (ONS, 2018). This trend has drawn criticism from the police inspectorate and been further complicated by changes to police bail powers (HMICFRS, 2019).

The effects of arrest on domestic abuse recidivism are one of the best researched areas in the field (see Vigurs et al., 2016 for a summary), but the results are not uniform. Sherman and Berk’s initial randomised experiment in Minneapolis (1984) concluded lower levels of recidivism in cases assigned to arrest than in those assigned to ‘advice’ and was the catalyst for widespread state legislative changes to domestic violence arrest policies in the USA as well as a slew of replication studies in the form of the Spouse Assault Replication Program (SARP). However, Sherman, Schmidt and Rogen (1992) found mixed results in other sites, and Maxwell, Garner and Fagan (2002) found moderate effects on prevention in police records but statistically significant reductions in victim reports. All in all, a mixed bag.

Other studies also contributed to the contradictory evidence. Cho and Wilke (2010) examined the effects of arrest on repeat victimisation among males and found no deterrent effect, and both they and Felson, Ackerman and Gallagher (2005) hypothesised that simple attendance by the police had as much impact on recidivism as arrest. Others have found
outright detrimental effects from arrest. Iyengar (2009) compared the rate of domestic murders between US states with and without presumptive or mandatory arrest policies and found that those states with presumptive arrest policies saw a greater rise than those without. Iyengar speculated that this was due to arrests undesired by victims having a suppressing effect on future reporting and a ‘reprisal effect’ from the arrest policy, but neither theory has been tested sufficiently to establish a causal effect. Sherman and Harris (2015) were able to draw stronger causal links between arrest and increased victim mortality, albeit general and not from homicide. Following up on participants of the original Sherman and Berk Minneapolis experiment from 1984, they found that victims whose partners had been subject to arrest instead of advice had a 64% greater chance of having died in the subsequent 25 years. This was particularly evident among employed African Americans and not influenced by homicide (only three of 91 deaths were homicides).

Myhill (2018) argues that the absence of definitive evidence of the positive effect of arrest on recidivism does not mean it is an inappropriate measure because it enables more comprehensive recording to shed light on patterns of coercive control. The introduction of this form of criminal offence, Myhill argues, means that dealing with domestic abuse is a distinctly different premise for police officers in England and Wales than in, say, the USA, thus negating calls by others (Sherman, 2015) to explore alternatives. This remains the prevailing view at the time of writing, with the police inspectorate continuing to highlight falling arrest rates in police forces as a cause for concern (HMICFRS, 2019).

9.5.3 Alternatives to prosecution

9.5.3.1 Civil orders
Police officers may apply for civil orders in cases where an arrest has not been made (although they are often sought when an arrest has been made). Such orders, known as Domestic Violence Protection Orders (DVPO), can be applied for without victim support, and are authorised or denied by a magistrate. DVPOs are preceded by notices issued by officers while the order is being prepared (DVPNs). These require the authorisation of a Superintendent and challenge the capacity of that rank. The police inspectorate reported in 2017 (HMICFRS, 2017) that it was increasingly concerned with the declining use of DVPNs and DVPOs, particularly in light of an evaluation conducted in 2013, when the scheme was being piloted (Kelly et al., 2013), which found that the tactic was ‘associated with reduced levels of re-victimisation’. This seems to be a highly contestable claim. Kelly et al.’s study
was a case-matched sample design which, once filtered for prior domestic crime history, left a sample size of just 123. Among this cohort, a statistically significant reduction of one domestic crime was observed. For cases reporting for the first time, there was no effect. Despite the modesty of these findings, they were the catalyst for DVPN/Os being implemented across the country. There has been only one significant study of this tactic since. Smith (2016) conducted a case-control analysis of DVPN/Os issued in Hertfordshire and found no significant differences between the DVPN/O group and the matched control sample in domestic crime before and after the issue of the order.

9.5.3.2 Cautions

The College of Policing guidance to police forces in England and Wales is emphatic about cautions, stating that they are rarely appropriate in domestic abuse cases, and that for intimate cases a conditional caution would likely never be appropriate. Despite this, Westmarland, Johnson and McGlynn (2018) found that many forces were using out-of-court resolutions such as cautions on a regular basis. A recent Ministry of Justice evaluation of out-of-court criminal justice resolutions was inconclusive about their use in domestic abuse cases because of the absence of a counterfactual but found no significant difference in reoffending among domestic offenders in the pilot areas at a three-month review point (Ames et al., 2018).

The prevailing view about cautions being unsuitable was strongly challenged by a recent experiment in Hampshire (Strang et al., 2017), which tested the effects on crime count and harm among a cohort of 154 male domestic abuse offenders who were compelled under conditional caution to attend two day-long workshops. In comparison to the randomly assigned control group, the workshop attendees were re-arrested for domestic abuse 21% less often and with 38% less harm (as measured using the Cambridge Crime Harm Index). At the time of writing, several forces in the country were planning to embark on their own pilots of conditional caution workshop schemes for low-risk offenders.

9.5.3.3 Restorative justice

Professional practice advice is equally clear that restorative justice tactics are as inappropriate in domestic abuse cases as cautions, yet here too there is emerging evidence that challenges this position. Ptacek (2017) best summarised this by highlighting the promising evidence on

---

4 A conditional caution is a classification of investigative outcome in England and Wales which implies that a caution will not be issued providing specified conditions are met.

5 The Cambridge Crime Harm Index is explained in Chapter 3
the efficacy in crime reduction of restorative approaches collated by Strang et al. (2013) and setting it against a lack of rigorous evidence in any direction as far as domestic abuse or intimate partner violence is concerned, with control groups used only in Pennell and Burford (2000) and Mills, Barocas and Ariel (2013). The result is that the research field neither knows whether victim–offender conferences can be effective in domestic cases, nor has any evidence to the contrary.

9.5.4 Risk assessment

Risk assessment is a central tenet of the domestic abuse policing strategy in England and Wales. With risk assessment defined as a cyclical process of estimating ‘the likelihood and nature of a risk posed by a perpetrator to a particular victim, children or others’ (College of Policing, 2018), the police policy thereon is to require each attending officer to conduct a structured professional judgement exercise against a series of predetermined questions posed to the victim. This process has been in place since 2008, when the Home Office and Association of Chief Police Officers endorsed the risk assessment model known as Domestic Abuse, Stalking and Honour-Based Violence, or ‘the DASH’, championed by the charity Coordinated Action Against Domestic Abuse (now SafeLives). The DASH was constructed based on the ‘SPECS+’ model used in London but was not evaluated or tested in any structured way prior to its implementation (Myhill, 2018).

The College of Policing (2018) asserts that evidence concerning domestic violence predictors is limited but lists 10 predictors based on professional expertise. This list includes (inter alia) previous physical assault by the perpetrator, escalation, animal abuse, child abuse and suicidal tendencies, all of which are reflected in the DASH. Though the DASH emerged from Richards’ (2006) study of domestic homicide cases, it is not entirely clear how its predictor elements took shape, and the tool has been defended as preventative rather than predictive in nature (Richards, Letchford and Stratton, 2008). Regardless, the DASH has been subject to a range of critical studies in recent years. Thornton (2017) found the DASH to have low predictive validity in relation to domestic homicide and ‘near-miss’ cases, the majority of which the police had no prior contact for, and a very high false positive rate (in which high risk cases did not result in a deadly crime). Strang and Chalkley (2017) replicated Thornton’s work and found a false negative rate of 67%. They went on to highlight suicide and self-harm warnings on the part of male perpetrators as having high predictive validity (suicide is specifically mentioned in DASH). Robinson (2016) also found that the DASH was not being used consistently in all police forces, and in 2017, the College of Policing undertook to
review the DASH question set, subsequently amending it to place greater emphasis on coercive and controlling behaviour. In 2019, Turner, Medina and Brown (2019) found the tool to be underperforming, little better at prediction than chance and with every question to be weak predictors of future abuse, at best. Even ignoring other studies, this paper alone casts major doubt on how fit for purpose the DASH is as a risk assessment tool and highlights the acute need for improvement.

9.5.5 Advocates

In England and Wales, Independent Domestic Violence Advisors (IDVAs) operate independently of police forces but are sometimes located alongside domestic violence units. It is normal practice for all cases categorised as high risk by the DASH process to be assigned to an IDVA, whose role it is to support the victim by acting as an advocate and a main point of contact for police and other agencies, and by developing safety plans and options. The use of advocates such as IDVAs is known to have a positive impact on victim cooperation (Camacho and Alarid, 2008) as well as a moderately positive impact on quality of life, but mixed effects on recidivism in relation to physical and sexual abuse (Rivas et al., 2015).

9.5.6 Multi-agency meetings

For cases designated as high risk, it is common practice for the victim to be discussed at a meeting of agencies concerned with the issue of domestic abuse (police, probation, children’s services, housing agencies, charities, education agencies, etc). In England and Wales, these meetings are known as Multi-Agency Risk Assessment Conferences (MARACs). There are more than 270 such meetings, dealing with almost 100,000 cases every three months (College of Policing, 2018; SafeLives, 2018). The intention of MARACs is to reduce the risk to victims and their children by facilitating information exchange between agencies and building plans of action. Two thirds of referrals to MARACs originate from police forces, and just over a quarter of cases are discussed repeatedly (SafeLives, 2018).

MARACs are a form of ‘co-ordinated community response’ (CCR), which have been explored in domestic abuse research in the UK and the US, although mostly in respect of processes (Klevens, Baker and Shelley, 2008). The original evaluation of MARACs found that 40% of cases had no further police call-outs in the 12 months after their MARAC contact (Robinson and Tregida, 2005), but other than this study, the evidence base features little robust proof of the notion that MARACs or CCRs more generally fulfil their purpose. Klevens et al. (2008) compared domestic abuse rates between 10 CCR areas and 10 areas
without CCRs and found no significant difference. Two quasi-experimental studies replicating Klevens et al.'s research reached the same conclusion (Post et al., 2008; Visher et al., 2008). Research conducted for the UK Home Office in 2011 concluded that evidence on the impact of MARACs on outcomes was quite weak (Steel, Blakeborough and Nicholas, 2011), and a number of other studies in the country have echoed that concern (McGlaughlin et al., 2014; Berry, Stanley, Radford, McCarr and Larkins, 2014). More recent experimental evidence has found that multi-agency perpetrator management approaches may offer some reduction in crime harm over a two-year follow up period (see Goosey, Sherman and Neyroud, 2017). However, this single study included an imbalance in treatment intensity which limited the precision of the findings in respect of identifying which aspect of the multi-agency approach caused the effect.

9.5.7 Perpetrator management

In 2016, the police inspectorate explicitly called for police to detail what perpetrator programmes they were operating with reference to research published by the College of Policing (HMICFRS, 2017). That research, however, found no conclusive evidence about any form of perpetrator scheme, primarily due to a lack of well-designed evaluations (Vigurs et al., 2016). The only guidance available to forces in respect of perpetrator management relates to serial and repeat perpetrators, for whom the College of Policing advises that each force should have a system for active management and monitoring which makes use of existing schemes such as Integrated Offender Management and Multi-Agency Public Protection Arrangements (College of Policing, 2018). In response, at the time of writing, many police forces were trialling perpetrator management programmes such as Drive (www.driveproject.org.uk) and multi-agency tasking and co-coordination (Davies and Biddle, 2017).

9.6 Summary

These descriptions of current domestic abuse practices are by no means exhaustive, but they cover the main components of the policing response. One might also write about legislative changes such as the domestic violence disclosure scheme, or specialist justice provisions such as specialist domestic violence courts, but they are less relevant to establishing context for this research which focuses predominantly on issues pertinent to triage and prevention.

What is starkly apparent from these descriptions is the paucity of robust underpinning evidence. Instead, it is difficult not to draw the conclusion that domestic abuse strategy is
established on a bedrock of professional judgement rather than evidence-based practices, which is arguably paradoxical given the stated ambitions of the police service. There are a number of influencing factors here. Firstly, there is little strong evidence about domestic abuse activities. The deepest evidence base is in respect of arrest, yet even that is mixed. Other cornerstone elements of the domestic abuse response (risk assessment, advocates, MARACs) have been subject to so few high-quality studies that there is no strong evidence to speak of at all. In the face of such a void, it is perhaps not so surprising that agencies have used professional experience, and in some cases low-quality studies, on which to design their responses.

The problem of domestic abuse is pressing, highly prevalent, costly and harmful. In the last two decades, scrutiny of the response to domestic abuse has grown ever sharper, culminating in a damning report of the policing response in 2014 (HMICFRS, 2014a). This engendered a prevailing imperative to ‘do something’ – yet little robust evidence was available to inform practice. For many domestic abuse response initiatives, once they have been piloted, roll-out seems inevitable; and once rolled out, it is unthinkable that they would ever be stopped, even to allow for control-group based trials. The domestic abuse response community has been largely reluctant to build ‘denial-of-service’ control groups into any forms of evaluation for fear of harming victims by doing so, and this has led circumstances in which un-evidenced responses have been implemented to the masses with no plans to rigorously test their impact on outcomes. In the few examples where this prevailing view has been overcome (see Strang et al., 2017), the results have been slow to gain traction.

Yet this status quo is not sustainable in the face of ever-increasing demand on domestic abuse services. The number of domestic abuse cases reported to police forces has increased substantially in each of the last three years (ONS, 2016a, 2017, 2018; HMICFRS, 2019), and the number of cases seen by MARAC agencies has followed a similar trend (SafeLives, 2018). These trends are unlikely to abate in the face of ongoing scrutiny from the police inspectorate and the ongoing advocacy of large national charities that conduct and publish their own research. It is equally improbable that the agencies responding to domestic abuse, especially the police, will have more resources to deal with the problem in the near future. In addition to the £1.6 bn cut from the policing budget between 2010 and 2017, and a further planned £700 million to be cut by 2021, the police service was given a £420 million bill by the UK Treasury for pensions shortfalls (Dodd, 2018), for which only temporary central funds were supplied. This situation mirrors that faced by other government agencies:
local authorities have approximately 26% less funds than in 2010 (Hulme, 2017), which affects adult social care and children’s services capacity; the amount of education spending per pupil fell by 8% between 2010 and 2018 (Coughlan, 2018); and by 2020, the Probation Service budget will have been reduced by 40% over the course of a decade. All of these cuts have potential adverse implications for domestic abuse prevention.

The continuing effects of austerity do not make the development and refinement of an evidence base for domestic abuse response less relevant; they make it more so. There is a real and pressing need for agencies to better target their scarcer resources in order to achieve their desired outcomes of protecting victims. While it may be that this requires a change in attitude towards control-group-based evaluations, these need not be the only source of evidence upon which strategies are refined. Targeting evidence may be just as, if not more, useful to agencies in the current context, and this is where police data may have a crucial role to play.
10 Measuring Domestic Abuse

10.1 Chapter roadmap
The previous chapter described the environment in which domestic abuse practitioners and researchers operate. One theme that runs throughout that environment is how episodes of domestic abuse are measured. This chapter examines the two principal methods of recording domestic abuse – public surveys and police records. As the latter is the source of data for the analysis that follows, this chapter sets out the key information readers need to understand to contextualise the methodology, its limitations, and the analyses.

10.2 Victim surveys
The Crime Survey of England and Wales is commonly referred to as the best estimate of domestic abuse prevalence (SafeLives, 2018; Women’s Aid, 2017). This survey is used by the Office for National Statistics to produce the official national estimates of domestic abuse prevalence. In respect of domestic abuse, the survey itself comprises two parts: interviews and a self-completion module. Until 2018, the interview process did not exactly match the cross-government definition of domestic abuse, particularly in respect of coercive and controlling behaviour, for which it included no questions. Thus, prevalence estimates were calculated using the self-assessment module, which has historically had a higher reporting rate than the interviews (ONS, 2018). The ONS estimated that 1.9 million adults (aged 16–59) experienced domestic abuse in the year ending March 2017, a rate of 6 in 100 adults, but given the caveats, this estimate was certainly below the true level. Future surveys will improve this situation, and it is anticipated that the questions introduced on coercive and controlling behaviour will increase gender asymmetry (Myhill, 2015), but for now the ‘best evidence’ of prevalence indicates a broadly stable trend in the last decade (see Figure 1).
The Crime Survey of England and Wales offers some points of interest to strategy-makers, for example on age or gender profile, but disaggregated data are not routinely made available to agencies to interrogate, and to date the survey has not been used to answer questions beyond the most strategic.

Whether the survey represents the ‘best evidence’ of prevalence is also questionable. Although the anonymous self-reporting methodology potentially overcomes underreporting challenges in the broadest sense, the notion of a large gap between official records and surveys for more serious crimes, such as violent crimes resulting in severe injuries, has been challenged (Ariel and Bland, 2019). With these views in mind, records kept by police forces are a potentially promising option for deeper exploration of domestic abuse patterns.

10.3 Police Records
As already outlined, the police service has come under considerable pressure to ‘up its collective game’ in respect of crime recording, and this appears to have led to a narrowing of the gap between actual and recorded prevalence. Police forces recorded 1,198,094 domestic abuse events in the 12 months ending March 2018 (ONS, 2018) – the smallest gap on record between police records and the Crime Survey of England and Wales. This is a large pool of record level data on domestic abuse, and if a larger one exists, it has not yet been discovered.

Figure 1. Prevalence of domestic abuse in the last year for adults aged 16 to 59 years, by gender
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6 Reproduced from https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/bulletins/domesticabuseinenglandandwales/yearendingmarch2018
Size is not everything, however, and if this data source is to be a real option in defining domestic abuse issues and calibrating responses accurately, it bears closer inspection for quality (an issue we return to later in this chapter).

The Home Office made domestic abuse recording mandatory for police forces in 2015, following the HMICFRS’ thematic inspection of domestic abuse, which called for an improvement in data recording and the establishment of a national domestic abuse dataset (HMICFRS, 2014a). Despite this, most police agencies in England and Wales had already been recording domestic abuse under the national definition as part of their own internal processes. Domestic abuse has been recognised as a core area for policing in England and Wales for more than a decade, and most forces had already established specialist units and specific processes to tackle this crime type. The Domestic Abuse, Stalking and Honour-Based Violence (DASH) risk assessment process meant that forces could already distinguish domestic cases to some extent, albeit without audit or regulation; no agency had set or inspected police data standards in respect of domestic abuse classification until the Home Office established such standards in 2015.

Police domestic abuse data are perhaps the most obvious choice for the development of evidence for the purpose of targeting resources, yet these have no real reputation to speak of as a source for empirical research. Even though the police service introduced a national standard for crime recording in 2002, several governmental reports published in subsequent years were critical of the quality of police–recorded crime data (PASC, 2014), leading the House of Commons Public Administration Select Committee to conclude in 2014 that they were no longer a reliable source. Shortly thereafter, the UK Statistics Authority withdrew the designation of police–recorded crime statistics as a ‘National Statistic’. This led the police inspectorate to conduct a nationwide series of inspections of crime data quality, on the basis of which it overwhelmingly concluded that the police service in England and Wales was substantially under-recording offences, particularly those of an interpersonal nature (HMICFRS, 2014b). This inspection contained a specific recommendation that police forces submit domestic abuse records to the Office for National Statistics to use in the creation of a national dataset aimed in particular at addressing the issue of defining repeat victimisation. This national dataset was submitted from the beginning of the 2015/16 financial year, and the overall result of the inspection programme has been a sharp rise in overall levels of recorded interpersonal crimes.
Critics of police data in domestic abuse research commonly have three main complaints (Brimicombe, Brimicombe and Li, 2007; Brimicombe, 2018; PASC, 2014). Firstly, they argue that the data are difficult to assimilate across force boundaries, being held on numerous different systems and in numerous formats. Secondly, the data are often ‘incomplete’, which is a particular problem for domestic abuse researchers because collation relies on a process known as ‘flagging’, whereby officers mark offences as domestic once they have identified them as meeting the definition. Thirdly, and most importantly, critics point out that police–recorded domestic abuse represents only a small proportion of actual crime, rendering it inappropriate as a source from which to draw conclusions about the crime type as a whole. All of these are relevant and valid concerns, but each can be overcome.

The advent of the national dataset has meant that police forces are required to keep certain fields of data, and modern data-cleaning techniques mean that more data matching is now possible than ever before. Forces have improved the consistency of their record ‘flagging’, under scrutiny from the inspectorate and in anticipation of future inspections. Among the 23 forces subjected to data quality inspections in 2017 and 2018, the mean accuracy of domestic abuse records exceeded 80%. With domestic abuse now designated as a statutory data return, the national network of crime registrars and their audit work come into play, further increasing the checks and balances on these data.

Finally, the most important criticism: that most domestic abuse is not reported to the police. It is difficult to find a precise measure on this, but it is commonly accepted among domestic abuse researchers that this is the case (Brimicombe, 2018). The only practicable way to check the level of underreporting is to compare the Crime Survey of England and Wales (CSEW) prevalence estimates compiled by the Office for National Statistics with the level of police-recorded crime. The national dataset now provides this comparison, as shown in Table 1.

---

7 Figures retrieved from https://www.justiceinspectorates.gov.uk/hmicfrs individual reports into police force crime recording inspections.
Table 1. Comparison between CSEW and police–recorded domestic abuse, 2015 to 2018

<table>
<thead>
<tr>
<th></th>
<th>2015/16</th>
<th>2016/17</th>
<th>2017/18</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Number of victims estimated by CSEW</td>
<td>2,000,000</td>
<td>1,913,000</td>
<td>2,000,000</td>
</tr>
<tr>
<td>b. Number of crimes and incidents recorded by police</td>
<td>1,031,120</td>
<td>1,068,200</td>
<td>1,198,094</td>
</tr>
<tr>
<td>Ratio a:b</td>
<td>1.94:1</td>
<td>1.79:1</td>
<td>1.67:1</td>
</tr>
</tbody>
</table>

It must be stressed that this is not a like-for-like comparison; the CSEW estimates the number of victims in a twelve-month period, regardless of how many crimes they have experienced. Conversely, the police-recorded figure reflects the number of events reported to them in a twelve-month period, in which victims may appear more than once. Police records also include victims over the age of 59, which is the maximum age considered by the CSEW. These issues aside, the gap in the ratio of CSEW-estimated victims to police-recorded crimes and incidents is clearly closing. While this might be explained by improving trust in the police on the part of victims once contact has been established, the fact remains that the police data pool is not insignificant by any means. Were it considered to be a sample of the overall domestic abuse population, the general confidence interval would likely be low, and while it is clearly not a sample in this sense (as it is not randomly drawn or stratified in any way), this notion is illustrative of the potential overall power of this dataset. Add to this the fact that the common rulebook and audit infrastructure make police records a common language understood and translatable anywhere in the country, and these data offer not just the best opportunity for quantitative criminologists to explore domestic abuse, but also the most practicable opportunity by far. In a resource-restricted environment, there is compelling reason to examine this ready-made data resource.

10.4 What problems to measure?

Thus far we have established that domestic abuse is a major concern for public and charitable agencies in England and Wales, and that though their current response is extensive, it is neither based on rigorous evidence nor is the response rapidly accumulating that evidence. Yet with scrutiny undiminishing and the volume of work still increasing, while funding for resources continues to reduce, the need for evidence is as acute as ever. With agencies
seemingly reluctant, on ethical grounds, to engage in widespread testing of the kind that would provide clear outcome comparisons between different tactics, targeting evidence – identifying who, where and what to address – is possibly the most pressing kind of information required. If decision-makers in domestic abuse agencies cannot continue to provide an equal service to all, to whom should they provide a disproportionate service, and hope to secure the best outcomes? This is the prominent contextual challenge that frames this research, and we have argued that police data, as the richest single source of information on domestic abuse victims and perpetrators, hold the best potential to provide such evidence.

First and foremost, however, we need to understand what outcome is sought by practicing agencies. This perhaps appears a simpler challenge than it really is because there is no single national domestic abuse strategy, and as such, it is worth briefly examining the stated strategic outcome aims of some of the key organisational stakeholders.⁸

### Table 2. Stated aims of selected national domestic abuse strategies

<table>
<thead>
<tr>
<th>Agency/strategy</th>
<th>Stated aims</th>
</tr>
</thead>
</table>
| **UK Government Violence Against Women and Girls Strategy 2016–2020** | Continued decreases in the prevalence of domestic violence  
More victims helped into long-term independence |
| SafeLives                     | To end domestic abuse for good |
| Women’s Aid                   | Safety, freedom and independence |
| **Ministry of Defence**       | Reduced prevalence and impact of domestic abuse and increase safety and wellbeing of all those affected |

Modest though this selection is, it is indicative of the multitude of local strategies found on local authority, police and crime commissioner websites. There is a consistent common sentiment throughout – to make victims safer – but a striking lack of agreement on specific and measurable outcomes, ranging from the comparatively conservative ‘decrease in prevalence’ to the total and permanent cessation of domestic abuse. Our interest here is not to

---

⁸ Note the focus on outcome aims. Many strategies include output aims in their content, for instance, increase service availability’, which is a means to an end (output) rather than the end itself (outcome). Table 2 focuses only on those aims seen as relating directly to outcomes.
evaluate the merits of these strategies but rather to determine how one might develop a system of measurement, on the presumption that measurement is a prerequisite for systematic targeting, testing and tracking. The obvious candidate is prevalence, which is implied or explicitly stated in most domestic abuse strategies. Easy to understand though it may be, prevalence requires survey estimates and discounts the differential nature of crimes. Prevalence could be decreased by 50%, but if the remaining crimes included an increase in homicide, rape and serious assault, it would be illogical to argue that the outcome was a successful one.

Consequently, to throw light on differential patterns of harm, we need to be able to define and measure the concept of harm. Furthermore, the instrument we use for this purpose must be complementary to the source of our data (police records). The next chapter focuses on these issues.

10.5 Summary
Domestic abuse is measured in two main ways – public surveys and police records. It is commonly accepted that the latter source does not represent all domestic abuse, though recent trends suggest the gap between actual and recorded crimes is falling. Nonetheless, police records are the only large data source which identify individuals and thus support analytical procedures that may provide targeting insights. The largest survey in England and Wales yields data which are aggregated and anonymous and therefore cannot be used in the same way. Police datasets are also very large and cover categories of victims not reached by the official crime survey. However, whichever tool were to be used, there is still a clear and present need to identify an instrument capable of differentiating between levels of harm. Most domestic abuse strategies are focussed on harm reduction in one form or another, yet there is no established mechanism for tracking this notion.


11 Measuring Harm

11.1 Chapter roadmap
This chapter considers the definition of harm within the context of responding to domestic abuse crimes. Specifically, it appraises a selection of instruments which could potentially be used to analyse patterns of harm in police domestic abuse datasets. To this end, the chapter begins with a brief discussion of the general concept of harm and its measurement, then reviews a selection of instruments that have been developed in recent years. The chapter concludes by applying three tests, developed by Lawrence Sherman and Peter and Eleanor Neyroud (2016), to form a recommendation about which instrument to use in the subsequent analysis.

11.2 What is harm and how is it measured?
Meaningful analysis of domestic abuse aimed at improving targeting strategies must surely differentiate between crimes based on their relative ‘harm’. In criminological context ‘harm’ is traditionally described as an emotional, psychological, financial, societal or physical impact (see Adler, 2001 or Sparrow, 2008 for examples of discussions about the definition of harm in the context of crime). Accordingly, a number of harm measurement frameworks and tools have emerged in the last three decades. The underlying premise for these instruments is this: not all crimes are the same and treating them as such skews analysis and interpretation of policing issues, leading to the misallocation of resources (Sherman, 2007, 2013; Sherman, Neyroud and Neyroud, 2016).

Any promise that police data holds might be undermined in the absence of a harm measurement instrument or with the selection of an inappropriate one. The need for such a tool in the analysis of domestic abuse has been hinted at in earlier chapters. Not all domestic abuse is the same; within the high volume are smaller numbers of severe and serious cases (Bland and Ariel, 2015; ONS, 2017, 2018), yet as explored in Chapter 8, the police response, marked by reduced capacity, invests relatively high resources in all cases. Analysing only aggregated trends in police data will offer at best only a limited remedy to this problem, whereas viewing the data through a lens which differentiates by harm could be the key to answering many research questions of substantial practical value. If we can filter the most harmful cases, we stand a better chance of understanding them, designing treatments for them, and possibly even forecasting them before they become harmful. Such a cohort may
also offer the best potential for detecting effects in future domestic abuse experiments (see Sherman, 2007, regarding the promise of ‘the power few’).

For over two decades, criminologists have debated the concept of the measurement of harm, and its potential role at the heart of anti-crime strategies. In recent years the debate has shifted into the professional arena and is now characterised by policing strategies targeting ‘vulnerability’ (College of Policing, 2016; HMICFRS, 2015) as well as calls from senior government officials for the adoption of ‘public health models’ to deal with specific issues such as knife crime (see The Independent, 2018). At the core of these debates is the definition of ‘harm’ and its practical dependencies, such as how it is measured and translated into practice. These are complex issues that do not currently have wholly satisfactory answers, with the debate around the concept of harm ranging across a wide spectrum of views. At one extreme, some critical criminologists challenge the very nature of our understanding of crime, claiming that it has no substantive ontology (Hillyard and Tombs, 2007). This argument centres on the proposal that ‘harm’ is a more appropriate target for service delivery and research than the restrictive notion of crime. It suggests that the majority of police-recorded crime is ‘petty’ and inconsequential in terms of harm, while many of the more serious harms in society are omitted (Box, 1983). This end of the harm debate spectrum is highly theoretical, to the point of impracticality, making it so obscure to practitioners as to be virtually invisible. This is not to say that it is invalid, but in terms of identifying a lens of harm with which we may realise the potential power of police data, it is hardly helpful.

However, this is not the full extent of scholarly discourse on harm and its potential influence on law enforcement activities. Sparrow (2008) specifically focuses on the measurement of harm at a practical level, drawing on invented scenarios to illustrate his points. One of Sparrow’s central recommendations is to ‘pick important problems and deal with them’ (Sparrow, 2008, p. 5), which is a variation on the theme of Sherman’s evidence-based targeting (Sherman, 2013). Sparrow notes that successful practitioners take time to understand where risk (as a construct of potential harm) is concentrated. The missing link to which Sparrow dedicates a considerable number of pages, is the role of analysis in the quantification and subsequent definition of harm problems. Drawing on Goldstein (1990), Sparrow cogently argues for a focus on the ‘middle-layer’ of issues – that which lies between the response to individual incidents and thematic strategies. This is precisely the domain of this research and explains why an entire chapter is devoted to the identification of the right instrument with which to measure harm.
This chapter chronologically details the development of harm-measurement tools in the last three decades, paying specific attention to the methodology of their development. In this respect, the tests summarised in Sherman, Neyroud and Neyroud (2016) are used for the purposes of benchmarking. These tests are designed on the basis that, to be practically effective, any harm-measurement instrument must satisfy the following criteria:

1) The democracy test: Does the instrument satisfy conflicting arguments via democratic means?
2) The reliability test: Can the measure be consistently applied to different units of analysis, remaining consistent over time?
3) The cost test: Is the instrument available at no or low cost?

In this chapter, the third test is used as a proxy measure for ‘practicability’ by assuming that, if the tool is available at no or low cost, then it must be easy to implement. Our concern here is not for the difficulty of this research, but for its potential replicability among practitioners. Bland and Ariel (2015) utilised the Cambridge Crime Harm Index (CCHI), for which these three tests were conceived (see Sherman, Neyroud and Neyroud, 2016), but for which no thorough selection process was undertaken. Since then, other tools have emerged to complement or compete with the CCHI and the tools which preceded it, and so here we will critically and objectively evaluate each of the possible options and draw a conclusion regarding which harm-measurement instrument to proceed with in the subsequent analysis.

11.3 Review of harm measurement tools
Before considering proposals for specific instruments, it is worthwhile briefly reviewing the history of the development of such tools so as to place them in context and better refine the method of selection. Four broad categories of ‘crime harm’ measurement tool have emerged in criminological research: (1) public perception–based indices; (2) cost of crime indices; (3) sentencing-weighted indices; and (4) theoretical constructs. In this section, we will review the development of each, beginning with the seminal work of Sellin and Wolfgang (1964).

At the outset of this brief history, emphasis must be placed on the fact that there is no consistent definition of ‘harm’ shared by these tools because none has been agreed on in previous research. Many of the tools examined purport to measure ‘severity’ or ‘crime seriousness’, and for the purpose of this research we treat these as proxy terms for harm on the following logic: if crime X is more serious or severe than crime Y, then it follows that X
is more harmful. This logic necessitates the precondition that the tool uses the concept of ‘harm’ as a key influencing factor in the determination of seriousness, and specific attention is paid to this in the evaluation of the specific tools.

### 11.3.1 Public perception–based tools

In 1931, Thorsten Sellin identified that aggregating simple counts of crime was a poor measure of criminality:

> Criminal statistics have not yet reached a uniformly high stage of development, however, and this in part accounts for the frequency with which they are abused. (Sellin, 1931, p. 10)

It was not for another 33 years, however, that Sellin and his colleague Marvin Wolfgang would develop the first major instrument to differentiate between the seriousness of different forms of crime by an empirical mechanism and present it as a supplement to simple aggregated counts (Sellin and Wolfgang, 1964). Their method was to sample students, judges and police officers, asking them to rate the severity of 141 different criminal scenarios which mirrored the Federal Bureau of Investigation’s Uniform Crime Reports, the prevailing measure of crime seriousness in the USA at the time. Sellin and Wolfgang’s framework comprised two major classes of crime, subdivided into subclasses (see Table 3).

**Table 3. Sellin and Wolfgang’s (1964) severity typology**

<table>
<thead>
<tr>
<th>Class I</th>
<th>Class II</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>D</td>
</tr>
<tr>
<td>Bodily injury</td>
<td>Intimidation with threat of violence</td>
</tr>
<tr>
<td>B</td>
<td>E</td>
</tr>
<tr>
<td>Property theft</td>
<td>Intimidation with threat of damage</td>
</tr>
<tr>
<td>C</td>
<td>F</td>
</tr>
<tr>
<td>Property damage</td>
<td>Primary victimisation (to a person)</td>
</tr>
<tr>
<td></td>
<td>G</td>
</tr>
<tr>
<td></td>
<td>Secondary victimisation (to a business or organisation)</td>
</tr>
<tr>
<td></td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Tertiary victimisation (e.g., to the state or community)</td>
</tr>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>Mutual victimisation (e.g., adultery, other consensual illegal acts)</td>
</tr>
<tr>
<td></td>
<td>J</td>
</tr>
<tr>
<td></td>
<td>No victimisation (juvenile offences)</td>
</tr>
</tbody>
</table>
For each of their 141 scenarios classified within these codes, Sellin and Wolfgang developed vignettes. These were presented to their participants, who were asked to rate them. These vignettes were the source of much of the early criticism of Sellin and Wolfgang’s work. Rose (1966) highlighted that the vignettes were often inconsistently presented, and the individual characteristics of victims or perpetrators were vital to the perception of seriousness because of the role of public stereotyping. This early critique drove right to the heart of a crucial matter in severity measurement; the issue of subjectivity in the perception of seriousness. This issue has been the subject of much scholarly debate throughout the years since Sellin and Wolfgang’s work and agreement remains elusive (see Cohen, 1988; O’Connell and Whelan, 1996; Rossi, Simpson and Miller, 1985; Styliannou, 2003 and Sherman, Neyroud and Neyroud, 2016 for examples of this debate). In Wolfgang et al.’s (1985) follow-up work, in which the National Survey for Crime Seriousness was developed, the authors rejected Rose’s criticism. However, their rejection appears somewhat selective, being based on a study of 206 students comparing six scenarios which concluded that information about intent and culpability formed a critical component of a person’s judgement of severity (Riedel, 1975). Reliance on a single small-sample experiment for such an important finding is highly questionable, and indeed the study’s conclusion was questioned by Sebba (1984) and later contradicted in a larger experiment conducted in Israel (Fishman, Kraus and Cohen, 1986).

Nonetheless, Sellin and Wolfgang’s work in 1964, and later Wolfgang, Figlio, Tracy and Singer’s work in 1985, became the benchmarks for the measurement of crime severity from the 1970s to the 1990s, spawning a number of replications and spin-offs (Akman and Normandeau, 1968; Blumstein, 1974; Epperlein and Nienstedt, 1989; Fleming, 1981; Lynch and Danner, 1983; Parton, Hansel and Stratton, 1991; Rossi et al., 1974). While the findings and theoretical debates may have varied in this body of work, a consistent set of characteristics have emerged which demarks this strand of harm measurement tools from the other three and continues to pervade their overall debate. The public perception–based strand of instruments is characterised by three main aspects, all of which are relevant to the potential selection of such a tool for this research: (1) questionnaire design, (2) levels of measurement and (3) ‘additivity’. Styliannou (2003) gives an excellent full description of these, but it is worth summarising the main points here before evaluating the potential use of this type of tool for the purposes of this research.
Firstly, the issue of questionnaire design is fundamental to perception-based instruments. Much prior research has found similarities in the ways in which different groups of individuals conceptualise seriousness (McCleary et al., 1981; Pontell, Granite, Keenan and Geis, 1985; Rossi et al., 1974). Warr (1989) distilled these factors into a simpler equation: seriousness as a product of perceived harmfulness and perceived wrongfulness. Other researchers already disagreed with this on a fundamental conceptual level (Blum-West, 1985; Hansel, 1987), and the matter at hand here can be described as follows: if scholars cannot agree on a definition of seriousness, and further still can demonstrate that external factors such as stereotypes may colour perceptions, then how definitive and representative can the output of severity surveys ever be? This is compounded somewhat by the fact that, by definition, this type of measurement instrument draws on probability samples, and in most of the literature to date, most of those samples consist of university students. Therefore, the selection of a tool from the public perception–based strand must carefully consider the structure of the questionnaire on which the output is based, specifically with regard to:

1) the typology of, and balance between the scenarios presented,
2) the constitution of the population from which the sample is drawn, and
3) the order and presentation of the questions.

The second important consideration is the method by which the instrument measures severity. Researchers working with public-perception tools have three primary methods: (1) ordinal/categorical scales, (2) magnitude estimation scales and (3) matched-pairs comparisons. Wolfgang and Sellin (1964) favoured magnitude estimation; the researchers invited participants to judge severity by comparing each scenario to a benchmark scenario (e.g., twice as serious, one hundred times as serious), arguing that this better reflected the construct of the participant panel, and not that of the person designing the measurement method. Their thoughts on this subject have been echoed many times (Bridges and Lisagor, 1975; Evans and Scott, 1984; Figlio, 1975; Rossi and Henry, 1980; Wolfgang et al., 1985), yet the method has been challenged by Miethe (1991) and Parton et al. (1991), who cautioned that it would be necessary to train participants in order to ensure the reliability of the measure. Fishman et al. (1986) also remarked on the training and level of competency required by panel members. In the consideration of the appropriate model for this research, the measurement scale is critical. The relative magnitude of harm is an essential component of such a tool if this research is to properly expose trends in harm concentration, escalation.
and more. This dilemma is best illustrated by means of a simple example. Is a ‘common assault’ domestic crime, wherein the victim is assaulted but sustains no injury, less serious than a ‘grievous bodily harm’ crime in which the victim suffers a serious physical injury? The latter is more serious in this author’s estimation – but by how much? Is it twice as serious? Ten times as serious? A hundred times as serious? This detail matters in practice: how many common assault crimes constitute the harm of one grievous bodily harm crime?

This leads us to the third important consideration among perception-based tools, which Stylianou (2003) labels ‘additivity’. Sellin and Wolfgang’s original premise (1964) was that two crimes of the same kind, committed either repeatedly or at the same time, were empirically equivalent to separate instances of the crime (e.g., committed by different people). Though this view was supported by Wellford and Wiatrowski (1975), it was challenged to varying degrees by Pease, Ireson and Thorpe (1974), Wagner and Pease (1978) and Gottfredson, Young and Laufer (1980) on the basis of interactive considerations on the part of panel participants. Ignatans and Pease (2015), in developing a proposal for a UK harm index based on victims’ perceptions of seriousness as reported in the Crime Survey of England and Wales, associated ‘additivity’ with people’s judgements of seriousness, harm, and culpability. They argued that, in surveys which sample both single and chronic victims, the relative seriousness is factored into the output weighting. This is another key test in selecting the right tool for this research; while individual classification of harm is desirable (taking into account each individual circumstance of the victim and offender), it is unlikely to be practicable. Therefore, an assumption of broad ‘additivity’ is important to keep in mind when selecting the tool to ensure consistency of measurement and practicability (two of the three key tests set out by Sherman, Neyroud and Neyroud, 2016).

11.3.2 Economic harm–based tools
A second strand of harm metric tools is composed of those which classify harm according to economic harm or financial cost. While cost is one aspect of severity considered by many of the public perception–based tools discussed in the previous subsection, this strand can be distinguished by the use of currency values as the output harm metric; these tools literally put dollars and cents or pounds and pence forward as the denominator of harm.

The depth of previous research covering this strand of tools is somewhat lighter than for perception-based tools. The most relevant models of interest to this research took their cues from a modest range of research from the last century. Cohen (1988) first introduced the
broad concept of supplementing ‘costs incurred’ estimates with information about ‘pain, suffering, and fear caused by crime’ (Cohen, 1988, p. 1). Cohen, whose research focused on the United States, observed that, up to the point of his publication, most efforts to measure the cost of crime had focused on actual financial costs. In this respect, earlier efforts cannot be considered as even proxy measurements of harm. Subsequent work involving Cohen concluded that adding the costs of pain, suffering, and fear more than quadrupled the cost of crime (Miller, Cohen and Wiersema, 1996), with the increase being attributed primarily to violent crime. Subsequently, other cost models were developed in France (Palle and Godefroy, 1996) and Australia (Walker, 1997).

In England and Wales, cost-of-crime models took a leap forward with practitioners after the Home Office published a research paper detailing a thorough costing model to be used in performance management (Brand and Price, 2000). The Home Office’s tool estimated costs related to the anticipation of, response to, and consequences of crime, within which values were assigned for emotional and physical impact. The tool was configured around the framework of notifiable offences in England and Wales at the time, grouping together categories into eight classifications. The cost estimates themselves were the product of a complex combination of victims’ surveys, commercial surveys and industrial estimates. By the authors’ own admission, the methodology for developing the costs of emotional and physical impacts required improvement. The Brand and Price methodology used public perception of the costs a person would be willing to incur to avoid a road traffic accident as a proxy for the impact of crime. Clearly unsuitable, this specific aspect was addressed in a subsequent Home Office paper (Dubourg, Hamed and Thorn, 2005) which assessed a range of surveys to identify the prevalence and severity of health conditions emanating from crimes, then transposed these to estimated losses of quality-adjusted life years. This study gained some traction among researchers and professionals in subsequent years (Ignatans and Pease, 2015; Welsh, Farrington and Gowar, 2015). Despite this, the tool was not updated for more than a decade, becoming obsolete due to the absence of official inflation adjustment. The use of cost-based models has been criticised by some as having low practical utility for practitioners because of the difficulty inherent in assessing a meaningful monetary value for many crimes as well as the need to constantly adjust for inflation (Ratcliffe, 2016). The Home Office refreshed the model once again in 2018 (Heeks et al., 2018), concentrating primarily on victim-based crimes.
11.3.3 Sentence-based tools

Sentence-based tools weight crimes on the basis of their respective punishments. In this sense, there are two main types of sentence-based tool: those which take their weightings from sentencing guidelines and those which take them from actual sentences imposed. These types of tool are a relatively recent development among criminologists, but they have become popular among analysts and researchers wishing to assess harm (see Barnham et al., 2017; Bland and Ariel, 2015; Dudfield, 2016; Sherman, Bland, House and Strang, 2017). Recent developments can be traced back to Sherman’s call (2007) for a mechanism for weighting crimes in order to target experiments at what he called ‘the power few’ – units (whether people or places) to which were attributed the greatest harm. Sherman’s case was stated on the basis that such a cohort may offer the best opportunity for experimental criminology to detect effects in treatments.

Two years later, the first such model emerged with the composition of the Canadian Crime Severity Index (Wallace et al., 2009), though it should be pointed out that the catalyst for its development was not Sherman’s 2007 paper but rather a 2004 call from the Police Information and Statistics Committee of the Canadian Association of Chiefs of Police (CACP), which requested a new method of reporting crime statistics from Statistics Canada, the Canadian equivalent to the UK Office for National Statistics. Their intention in seeking such a tool was different to Sherman’s; they wished to be able to detect changes in crime rates in a more nuanced way than mere aggregated crime statistics could portray, but this difference is somewhat semantic – both Sherman and the CACP sought variations on Sellin’s original premise: not all crimes are equivalent. In the Canadian Crime Severity Index, crimes recorded by the police are assigned weightings based on the mean sentences given in Canadian courts over the preceding five years (Babyak et al., 2009; Babyak et al., 2013). Almost ten years on, the tool has become a mainstream national statistic (see https://www.statcan.gc.ca/eng/sc/video/csi), and annual analyses of Canadian crime rates are presented using it.

Sherman restated his argument for a ‘crime harm index’ repeatedly after his original 2007 paper (Sherman, 2010, 2011, 2013) and in this time developed processes for what would later become the Cambridge Crime Harm Index (Sherman, Neyroud and Neyroud, 2016). Like the Canadian index, the Cambridge Crime Harm Index is aligned to police-recorded crime classifications, but instead of taking individual weightings from average sentences, it takes them from the minimum sentences set out in guidelines given to judges.
and magistrates in England and Wales. Such a method is enabled by the fact that such guidelines exist at all, which they do not in every country.

The development of the Cambridge index was the catalyst for a relative explosion in sentence-based crime indices. The ‘Sentencing Gravity Score’ (Ratcliffe, 2015) proposed a similar method of taking a cue from guidelines to establish weight, but instead of using the number of days in prison as the unit of output, as do the Cambridge and Canadian indices, this model used a 14-point scale of severity, derived from scores assigned by the Pennsylvania Commission on Sentencing, which was adopted in 1997. Ratcliffe favoured this method due to its specificity and independence from police input (Ratcliffe, 2015). The Sentencing Gravity Score broadly correlates with homicide rates; where the index score was high in Pennsylvania, it followed that the homicide rate was high, although this relationship deteriorated at lower-level geographic units once traffic accidents and other proactive measures were included. In this respect, Ratcliffe’s model departs from Sherman, Neyroud and Neyroud’s in that the latter authors argued for the removal from the index of crimes recorded as a result of proactive police activity (e.g., drug possession crimes). While Ratcliffe wished to build a model reflective of wider police activity, Sherman et al. were primarily concerned with the differential effects such inputs may have, being largely dependent on the individual proactive capacity or working practices of individual agencies. Both points have merit; the Sentencing Gravity Score was developed specifically for use in one state and tailored to maximise the chances of operationalisation, while the Cambridge Crime Harm Index sought to establish a measure which could be meaningfully transposed across police force boundaries.

Other models influenced by the development of Sherman et al.’s model more closely mirrored it in respect of output (i.e., scores reflective of the number of days in prison). Notably, replications of the Cambridge Crime Harm Index have evolved in Denmark (Andersen and Mueller-Johnson, 2018), Sweden (Rinaldo, 2015), California, USA (Mitchell, 2016), Australia (House and Neyroud, 2018) and New Zealand (Curtis-Ham and Walton, 2018). Each of these studies responded to the challenge of a lack of standard sentencing guidelines in their countries of focus in different ways. In New Zealand, average actual sentences were used and applied to all crime types, including those which were the product of proactive policing activities, to enable users of the index to choose those crime classifications which best suited their needs. In Australia, researchers evaluated the possibility of using maximum sentences before rejecting the method because of reduced variability (Kwan, 2016,
as cited in House and Neyroud, 2018). House and Neyroud attempted to survey the judiciary, but in light of a low response rate, opted to use a variation on the average of actual sentences, considering the average sentence of first-time offenders only. This method resembles something of a hybrid between the Canadian and Cambridge models, using real sentencing data but only in cases where lower sentence tariffs are normally applied. In Sweden, researchers had more success in surveying judges (Rinaldo, 2015), but in Denmark this method was rejected owing to judges’ lack of specialisation in criminal law. Instead, Andersen and Mueller-Johnson (2018) surveyed Danish prosecutors, asking them to rate 43 crime types and controlling for inter-rater reliability.

The most significant development in sentence indices emanating from the Cambridge Crime Harm Index is the publication of the Crime Severity Score by the UK Office for National Statistics (ONS, 2016b). Published initially as an ‘experimental statistic’, the tool was intended by the ONS to complement, rather than replace, aggregated statistics. The Crime Severity Score draws directly on the Cambridge Crime Harm Index in spirit but employs average actual sentences (for a five-year period; December 2011–December 2015) over minimum guideline sentences. In seeking an objective measure, the ONS disregarded sentencing guidelines owing to too many omissions in the full range of crimes recorded by police. The ONS encountered some methodological challenges in certain crimes with low sample sizes, even in a five-year timeframe, and may extend the timeframe in future to address this issue (ONS, 2016b). The primary output difference to the Cambridge Crime Harm Index is that most offence types are shown to be more serious with the Crime Severity Score (see Ashby, 2018) because of the influence of aggravating factors. The calculations for ‘days in prison’ equivalency of community sentences and fines are very similar, though they differ slightly in terms of calculation specifics. The ONS intends to update the index every five years to reflect changes in sentencing values. The publication of the Crime Severity Score brought crime indices to the attention of the mainstream media in the UK for the first time (Shaw, 2016; Evans, 2016).

11.3.4 Theoretical-framework tools
The development of theoretical models is confined to a single study. Reflecting on the general progress of harm measurement among the criminological community, Greenfield and Paoli (2013) determined that not much had been done to establish definitive, systematic measurement instruments. While their paper predates the rapid rise in the number of sentence-based indices, it is difficult to challenge Greenfield and Paoli’s central premise. In
the absence of such a tool, they proposed their own framework, while recognising ‘major conceptual and technical challenges’ (Greenfield and Paoli, 2013, p. 865), based on the subjectivity of defining harm, which they argued was particularly difficult given the infinite nature of the subject, the legitimacy of the source of its measurement, and the extent to which the tool can be quantified and standardised. Their solution to these problems was to develop a highly complex overall model (see Figure 2).

Figure 2. Greenfield and Paoli’s harm assessment process, as published in Greenfield and Paoli (2013) and first published in Paoli et al. (2013)

In practice, the tool requires the identification of the bearers of harm, and the type of harm inflicted according to a taxonomy based on the work of von Hirsch and Jareborg (1991). It also requires the user to evaluate the severity and incidence of each type of resulting classification. Each of these factors has its own scale, and the positions on each of these determines the position of the type of harm on an overall prioritisation matrix. The authors advised that the determination of the positions on these scales should be made by a panel, with the output being the average of the results.
Though this model sets out a comprehensive framework, the challenges associated with its implementation are, in the authors’ own words, ‘daunting’, with the result that it has seen little operationalisation. While it provides a recipe for a theoretically sound tool, it does not provide a prescriptive model that can be fully evaluated against the tests set out, and for this reason it is not examined further.

### 11.4 Assessing which tool to use

From this brief history of harm measurement tools, it is evident that we have three viable options: perception-based tools, economic-based tools and sentence-based tools. To make a thorough assessment of suitability, a viable candidate from each strand should be evaluated, and to this end each option is assessed against the following criteria: (1) Is the tool openly accessible to researchers at no cost? (2) Does the tool apply to the legal context of England and Wales? and 3) Can the tool be practically applied to police-recorded crime datasets? In applying these tests, four tools have been selected for deeper assessment, as summarised in Table 4.

**Table 4. Viability assessment of harm measurement tools**

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Author(s)</th>
<th>Open access?</th>
<th>Apply to England and Wales?</th>
<th>Apply to police datasets?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambridge Crime Harm Index</td>
<td>Sherman, Neyroud and Neyroud (2016)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Canadian Crime Severity Index</td>
<td>Wallace et al. (2009)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>CSEW Victim Seriousness Judgment</td>
<td>Ignatans and Pease (2016)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Home Office Economic and Social Costs of Crime</td>
<td>Heeks et al. (2018)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ONS Crime Severity Score</td>
<td>Office for National Statistics (2016b)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sentencing Gravity Score</td>
<td>Ratcliffe (2015)</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Severity Typology</td>
<td>Sellin and Wolfgang (1964)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>
While it is obvious that tools applying to countries other than England and Wales should ordinarily be discounted, we have included the Canadian Crime Severity Index, the Sentencing Gravity Score and the Severity Typology in this description to illustrate the points on which they fail to meet the viability criteria. It is not impossible to apply harm index outputs across national boundaries in a meaningful way (see Sherman et al., 2016). The problems with these options lie primarily elsewhere. The methodology for the Canadian Crime Severity Index is not widely available, but more importantly, being based on sentences issued by Canadian courts, it is blatantly unsuitable for the purpose of analysing domestic abuse in England and Wales. Ratcliffe’s Sentencing Gravity Score is potentially more palatable as the gradings have been made public, and with fewer of them, the individual values are arguably less important, but the fact remains that it is guidance clearly not applicable to England and Wales. The Severity Typology developed by Sellin and Wolfgang is, by now, too old to have much contemporary relevance, and it too reflects views collected from a population not especially related to 21st century England and Wales.

This leaves four clear choices for closer scrutiny: the Cambridge Crime Harm Index, the Crime Survey of England and Wales Seriousness Judgement, the Home Office Economic and Social Cost of Crime model, and the ONS Crime Severity Score. In this subsection, each is analysed in further detail against the criteria set out in Sherman, Neyroud and Neyroud (2016) and reiterated in Ignatans and Pease (2016) and Curtis-Harm and Walton (2018). To assist the reader in tracing the logic of this analysis, Table 5 explains the scales against which each tool is assessed.
Table 5. Criteria and scales for assessing harm measurement tools

<table>
<thead>
<tr>
<th>Grade</th>
<th>Resolves conflict democratically</th>
<th>Demonstrates reliability</th>
<th>Cost-effective (including practicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>Offers a clear method for the resolution of conflicting views that is demonstrably democratic</td>
<td>Output measure can be applied to different units of analysis and remains consistent for &gt;10 years</td>
<td>The tool can be replicated at no cost</td>
</tr>
<tr>
<td>Moderate</td>
<td>Offers a method for the resolution of conflicting views which is clear, yet of questionable or invalid democratic intent</td>
<td>The output measure can either be applied equally to different units of analysis, or remains consistent over time (&lt;10 years)</td>
<td>The tool can be replicated at low cost (nominally, a one-off investment of less than £10,000)</td>
</tr>
<tr>
<td>Weak</td>
<td>Offers an opaque, or no method for resolution of conflicting views</td>
<td>The output measure is consistent only for a limited time (up to one year) and/or can be applied to only a limited set of units</td>
<td>The tool either cannot be replicated or can be replicated only at high cost</td>
</tr>
</tbody>
</table>

The following paragraphs assess, in turn, each of the four viable tools against each of these criteria, with a brief recap of the methodology of each tool.

11.4.1 Cambridge Crime Harm Index

**Methodology:** Weights crimes by the number of days in prison (or equivalent) each Home Office crime classification would attract under the minimum sentencing guidelines provided to magistrates and judges, excluding all aggravating and mitigating factors.

**Conflicting views:** Resolves conflicting views on seriousness in its core methodology. Sentencing guidelines are produced by the UK Sentencing Council, which undertakes research into policy and legal issues, drafts a guideline and consults thereon with statutory bodies, criminal justice professionals and the general public (Sentencing Council, 2018). Following synthesis of the responses, final guidelines are published. The Council itself is an independent, non-governmental body.

**Reliability:** Sentence tariffs can be applied to multiple units, people, places or time periods. Sentencing guidelines rarely change, and new offences such as coercive control have published guidelines.
**Cost:** The Cambridge Index is freely available. Being aligned to Home Office crime classification codes, it can be easily and quickly cross-referenced with police datasets.

**Table 6. Suitability assessment: Cambridge Crime Harm Index**

<table>
<thead>
<tr>
<th>Resolves conflict democratically</th>
<th>Demonstrates reliability</th>
<th>Cost-effective (including practicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRONG</td>
<td>STRONG</td>
<td>STRONG</td>
</tr>
</tbody>
</table>

**11.4.2 Crime Survey for England and Wales victim seriousness judgement**

**Methodology:** Weights crimes on a scale of 1 to 20 as judged by respondents to the Crime Survey for England and Wales (CSEW). In series crimes, the rating applies only to the most recent event. It encompasses all forms of crime, including those that are not reported to the police. The CSEW caps the number of rated crimes at five. It excludes business crimes, ‘victimless’ crimes (e.g. drug offences), and crimes against children.

**Conflicting views:** Not specifically addressed. The CSEW draws upon a robust sample that is proportionately representative of the England and Wales population at the national level. By using national scores, it is argued that the seriousness ratings account for weightings of the country as a whole.

**Reliability:** Judgement weightings can be applied to multiple units, people, places or time periods. Sentencing guidelines rarely change, but newly introduced crimes (e.g., coercive control) can take time to be added into the survey. Analyses exploring the effects of different labelling of crimes on seriousness judgements have not yet been conducted (Ignatans and Pease, 2015). It is probable that the weightings would need to be recalibrated with each annual publication of the CSEW, thus limiting the ability to conduct analyses over time.

**Cost:** Seriousness judgement data are available online and can be broadly calibrated with Home Office crime classifications at an aggregated level (e.g., violent crime). The practical application of these would not be problematic, but the exclusion of homicide/attempted homicide from the model would likely skew results in domestic abuse analysis. Implementing localised versions of the judgements would be costly.
### Table 7. Suitability assessment: Victim seriousness judgements

<table>
<thead>
<tr>
<th>Resolves conflict democratically</th>
<th>Demonstrates reliability</th>
<th>Cost-effective (including practicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEAK</td>
<td>MODERATE</td>
<td>WEAK</td>
</tr>
</tbody>
</table>

#### 11.4.3 The Home Office Economic and Social Costs of Crime tool

**Methodology:** Weights crimes using financial estimates (in pounds sterling) based on the anticipation of crime, consequences of crime, and response to crime. Evaluates both personal and commercial crime types at an aggregated level. The model disaggregates costs within categories, including separating out the costs of emotional and physical harm, which is the focus of this research.

**Conflicting views:** The available methodology (Heeks et al., 2018) does not explicitly state if or how conflicting views on levels of harm are managed. The methodology establishes the cost by multiplying the likelihood of the harm by the percentage reduction in quality of life, which is multiplied by the duration, which is multiplied by the value of a year of life in full health (the method is known as QALY). Victims are asked to estimate the amount of financial compensation they believe they would require to balance out the harm and inconvenience they have suffered. It is not clear from Heeks et al. (2018) how this method deals with outliers, or what the sample sizes are. Likelihood is calculated using the CSEW to determine prevalence. Quality of life impact is drawn from Salomon et al. (2015; reproduced in Heeks et al., 2018; appendix I) and duration of harm from Dolan et al. (2005). Cost is based on the Department of Health’s value of life statistic from 2012. None of these elements explicitly deals with conflicting views.

**Reliability:** At an aggregate level, costs can be applied to multiple units. However, reliability is undermined by two major issues: firstly, the methodological complexity, particularly around individual circumstances, and secondly, the impact of inflation, which would necessitate at least annual adjustment to ensure ongoing reliability.

**Cost:** The data are freely available online, and simple to apply to aggregated Home Office crime classifications.
Table 8. Suitability assessment: Home Office Economic and Social Cost tool

<table>
<thead>
<tr>
<th>Resolves conflict democratically</th>
<th>Demonstrates reliability</th>
<th>Cost-effective (including practicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEAK</td>
<td>WEAK</td>
<td>STRONG</td>
</tr>
</tbody>
</table>

11.4.4 Office for National Statistics Crime Severity Score

**Methodology:** Weights crimes using the five-year average sentence length as actually issued by courts (taken from Ministry of Justice data). Translates non-custodial sentences such as fines to an equivalent value. Applied to all forms of crime documented by the Home Office classifications.

**Conflicting views:** Resolves conflicting views on the basis of the real-world determinations of magistrates and judges as well as statistical smoothing through averages. The ONS argues that this is a practical reflection of the will of parliament and the judgement of the judiciary.

**Reliability:** Can be used for any unit of analysis to which a crime is attributable (people, places or units of time). Actual sentences are subject to variation, but the use of five-year averages of sentences, a term which ONS may even increase, reduce this impact. Over longer-range timeframes, the index would need to be adjusted more frequently, but this does not present a potential problem here as our research analyses historical data. This may be problematic for more recent offence types which do not have five years of data from which to generate an average (coercive control is the prime example), but such instances are relatively few and always temporary. The main possible issue with reliability is the extent to which actual sentences, based on the comparatively small amount of recorded crime that makes it to sentencing at court, are an accurate reflection of harm. As Ashby (2018) identified, CSS weightings tend to be higher than the minimum guidelines, which is probably explained by judges giving consideration to aggravating factors and repeat offending, leading to the issuing of sentences that exceed the minimum. But, the tool also has some imbalances which are difficult to justify conceptually. For example, the rape of a female over the age of 16 is weighted at 2,890, but the rape of a male over the age of 16 at 2,930. Conversely, the rape of a female child under 13 is weighted at 3,229, compared to 2,535 for the rape of a male child under 13. All offences that differentiate between victims on the basis of gender are imbalanced to some extent, which could lead to gender bias in any subsequent analysis.
**Cost:** The data are freely available online, and at a high level of specificity, with around 300 Home Office crime classifications available.

Table 9. Suitability assessment: ONS Crime Severity Score

<table>
<thead>
<tr>
<th>Resolves conflict democratically</th>
<th>Demonstrates reliability</th>
<th>Cost-effective (including practicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRONG</td>
<td>MODERATE</td>
<td>STRONG</td>
</tr>
</tbody>
</table>

11.5 Summary

This chapter has laid out the history of the development of harm measurement tools, which are crucial to the analysis in several of the questions this research seeks to approach. These tools break down into four strands, three of which have tools that are viable for our purpose based on the criterion that they can be readily applied to police data in England and Wales. An assessment of these against the three criteria set out in Sherman, Neyroud and Neyroud (2016) identifies that the Cambridge Crime Harm Index and the ONS Crime Severity Score are the only instruments which pass each test. Table 10 summarises the final outcome of our assessments, in descending order of overall viability. Ashby (2018) concluded in his analysis of the two instruments, either could make a viable analytic tool but this analysis finds that, the Cambridge model scores higher on demonstration of reliability in two respects. Firstly, it evenly balances offences which are distinguishable by victim gender, as opposed to the ONS model, which has imbalance in each category that separates by gender. Secondly the CCHI offers more stability in its harm weightings over time. On the evidence assessed, this research proceeds with the use of the Cambridge Crime Harm Index as the most suitable instrument.
Table 10. Final viability assessment of harm measurement tools

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Author(s)</th>
<th>Open access?</th>
<th>Apply to England and Wales?</th>
<th>Apply to police datasets?</th>
<th>Conflict resolved democratically</th>
<th>Reliable measurements over time</th>
<th>Cost effective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambridge Crime Harm Index</td>
<td>Sherman, Neyroud and Neyroud (2016)</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>STRONG</td>
<td>STRONG</td>
<td>STRONG</td>
</tr>
<tr>
<td>ONS Crime Severity Score</td>
<td>Office for National Statistics (2016b)</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>STRONG</td>
<td>MODERATE</td>
<td>STRONG</td>
</tr>
<tr>
<td>Home Office Economic and Social Costs of Crime</td>
<td>Heeks et al. (2018)</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>WEAK</td>
<td>WEAK</td>
<td>STRONG</td>
</tr>
<tr>
<td>CSEW Victim Seriousness Judgment</td>
<td>Ignatans and Pease (2016)</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td>WEAK</td>
<td>MODERATE</td>
<td>WEAK</td>
</tr>
<tr>
<td>Canadian Crime Severity Index</td>
<td>Wallace et al. (2009)</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td></td>
<td></td>
<td>Not assessed</td>
</tr>
<tr>
<td>Sentencing Gravity Score</td>
<td>Ratcliffe (2015)</td>
<td>☑</td>
<td>☒</td>
<td>☑</td>
<td></td>
<td></td>
<td>Not assessed</td>
</tr>
<tr>
<td>Severity Typology</td>
<td>Sellin and Wolfgang (1964)</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td></td>
<td></td>
<td>Not assessed</td>
</tr>
</tbody>
</table>
12 Targeting Domestic Abuse: The Evidence

12.1 Chapter roadmap
This chapter outlines the established evidence in each of the main groups of research question set out in the Introduction chapter. The aim of this chapter is to provide readers with the background information they need to place the findings in context and understand the wider implications of how they contribute to the evidence base.

The chapter begins with a review of literature on repeat domestic abuse, which is a prerequisite factor for many of the factors this research seeks to explore. Without repeat abuse there can be no escalation, no concentration of harm, no serial offending and probably low potential for forecasting.

There is then an extensive summary of evidence on serial perpetrators, an area which has had limited coverage in domestic abuse research to date. This section of the chapter includes synopses of work on general typologies of domestic abuse offender to contextualise how serial offenders are situated within the bigger picture.

There follows a section on previous research into escalation, which has become a widely accepted phenomenon in domestic abuse practice with an apparently limited empirical basis. This is followed by a brief section on the concentration of harm, a subject for which has virtually no prior research.

The chapter concludes with an analysis of previous research into forecasting domestic abuse, and machine learning forecasting methods in criminal justice settings in general.

12.2 Repeat domestic abuse
While in many cases a domestic abuse event ends the relationship between partners, research suggests that domestic abuse can also become a repeated phenomenon and a reflection of a wider pattern of events (Walby, 2005; Stark, 2007, as cited in Robinson, 2016). Evidence tends to support this argument for both offenders and victims (Bland and Ariel, 2015; Chambers-McClellan, 2002; Feld and Straus, 1990; Sherman, 1992; Walby and Allen, 2004). This body of research suggests that some domestic batterers and abusers find it difficult to ‘break the cycle’, while certain victims of domestic abuse are similarly ‘trapped’ in abusive relationships. The causes of this persistency are unclear, and our ability to predict either
which relationships will immediately end, or which will persist in spite of abuse is not well refined. There are multiple psychological, environmental and economic factors that appear to play a part in these decisions (see for example Elisha, Idisis, Timor and Addad, 2010; Malach-Pines, 2002; Mintz, 1980), yet we do know, with hindsight, that repetitive domestic abuse does exist, even if we are unable to fully characterise the extent, scope, and nature of such cyclic violence.

Our understanding of the repeat abuse phenomenon is limited by the precision and accuracy of the data we are able to collect. For example, much of our knowledge is grounded in public records, such as official statistics collated by police forces. Traditionally, the external validity of these data has been challenged, and a plethora of evidence suggests that domestic abuse is underreported. When compared to victims’ surveys, for example, the ‘criminological gap’ can be large (Gracia, 2004; Felson and Pare, 2005; Frieze and Brown, 1989; Pagelow, 1981), although as Chapter 9 highlighted, this gap may be shrinking. There are also cultural variables at play (Kasturirangan, Krishnan and Riger, 2004); some types of victims are more likely to report domestic abuse, while others are less likely to lodge a complaint against a family member (Felson and Pare, 2005). The way in which the police might handle such a report is also an issue, which some have referred to as ‘secondary victimisation’ given the lack of necessary sensitivity on the part of police officers (Barnish, 2004).

Several studies highlight both victims and offenders separately as being party to repeated abuse. Hester (2013) found that 83% of male domestic abuse offenders repeated their offences in a six-year follow-up period, while Smith, Flatley and Coleman (2010) found over three quarters of domestic abuse incidents to involve repeat victims (see also Barnham, Barnes and Sherman, 2017; Kerr, Whyte and Strang, 2017; Stark, 2007; Walby, 2005). Feld and Straus (1980) found similar levels of repeat cases in a family violence survey in the United States, and Walby and Allen (2004) identified high levels of repeat criminality within relationships in the 12 months preceding their survey, with females experiencing higher levels of abuse than males. Scholars tend to disagree on the number of crimes victims typically experience, however, with much conjecture surrounding precise numbers (Bland and Ariel, 2015; Giles-Sims, 1983; Okun, 1986; Straus, 1990).

However, the general prevalence and overall importance of recidivism in domestic abuse is demonstrated by a large body of research (see for example, Lloyd, Farrell and Pease,
Broadly speaking, such studies consolidate the evidence that repeat offending in domestic abuse is widespread, and many early US domestic abuse studies focused on reducing recidivism. Sherman and Berk’s (1984) trial on the impact of arrest in Minneapolis found repeat rates of between 13% and 26% within six months among its different cohorts. This seminal study spawned numerous replications (known as the Spousal Assault Replication Series) in other cities around the US. While the studies had mixed findings on the effect of arrest on repeat offending, they did all find widespread evidence of repeat offending (Maxwell, Garner and Fagan, 2002). While the Minneapolis trial and its replications focused on police reports as an outcome measure, others have used victim surveys, but all have reached a similar conclusion: repeat victimisation is common, lying somewhere between 17% and 59% (see Felson, Ackerman and Gallagher, 2005).

Other researchers have conducted longitudinal studies of criminal careers. Klein and Tobin (2008) reviewed 342 men who went before court for domestic violence crimes in Massachusetts in 1995 and 1996, studying their criminal histories until 2004. The results were again similar: 32% of these men committed further domestic abuse within a year of their index offence, and 60% did so within the full duration of the study. This pattern of higher recidivism with longer study periods is supported by Loinaz’s (2014) study of 150 Spanish males imprisoned for domestic abuse, of whom 15% committed a further domestic offence initially, rising to 66% within a year.

Scandinavian studies have reported prevalence rates of between 16% and 48% for differing types of domestic offender (Svalin, Mellgren, Torstensson-Levander and Levander, 2017; Petterson and Strand, 2017), while British studies have provided an array of supporting evidence. Hester’s aforementioned study (2013) tracked 96 domestic abuse offenders for six years and found 83% of male perpetrators to reoffended in that timeframe. This study was the latest in a series of papers by Hester focusing on one police force in northern England. Earlier research had found that half of offenders had a repeat domestic case within three years (Hester and Westmarland, 2006) and that those perpetrators described as ‘all round offenders’, or those who committed other non-domestic forms of criminality, were more likely to reoffend (Hester et al., 2006). More recently, Bland and Ariel (2015) analysed 36,000 police records of domestic abuse in Suffolk, in the east of England, and found that 35% of suspects were linked to more than one police-recorded report. Bland and Ariel’s study differed from others in that it incorporated police records of non-crime incidents for the first time and used a non-judicial definition of the term ‘offender’.
12.3 Serial Domestic Abuse

Research specifically on serial victims and offenders is less dense than research on general repeat abuse. The notion of a ‘serial domestic abuser’ is better known than that of a ‘serial abuse victim’, often driven by media attention and the wider expectations around serial criminals (Robinson, 2017). In this subsection we firstly consider how domestic abuse offenders have been typically classified in previous research. The subsection then expands specifically on serial offenders and what empirical research has so far concluded about their prevalence.

12.3.1 Typologies of domestic batterers

A wide body of research has attempted to develop a taxonomy of classifications for domestic abuse offenders. Among these studies, the evidence strongly indicates heterogeneity (Cantos and O’Leary, 2014; Cavanaugh and Gelles, 2005; Gondolf, 1998; Gottman et al., 1995; Hamburger, Lohr, Bonge and Tolin, 1996; Holtzworth-Munro and Stuart, 1994; Johnson, 1995; Johnson and Ferraro, 2000), and from this basis a range of typologies have emerged, largely from the field of psychological research. Consequently, typologies tend to fall into two main groups: a small number of behavioural-based models and a large number of personality-based models. Behavioural-based typologies were explored by Brisson (1981) and Gondolf (1988). Gondolf identified three types of batterers: type I – ‘sociopathic’ abusers, who commit high levels of physical and social abuse; type II – ‘antisocial’ abusers, who are generally more violent but less likely to be arrested; and type III – ‘typical abusers’, who are generally violent but less disposed to serious violence. There are clear parallels between Gondolf’s typology and Johnson’s common couple violence/patriarchal terrorist taxonomy (Johnson, 1995), its subsequent expansion (Johnson and Ferraro, 2000), and the personality-based models developed by other researchers, as described by Cavanaugh and Gelles (2005) in their synthesis of the evidence.

Johnson and Ferraro’s (2000) work identified typologies of relationships rather than offenders, but the taxonomy types still have relevance by way of implicitly describing the characteristics of perpetrators. ‘Common couple violence’ offenders are only violent within their relationships, and according to the authors, are approximately evenly split between males and females. In these couples, violence occurs just once or twice. This doesn’t necessarily preclude ‘common couple’ offenders from being serial offenders, but this doesn’t fit the narrative of ‘predators stalking prey’, and logically it may take a long period of time for offenders to accumulate multiple victims as they move through relationships. ‘Intimate
terrorists’, on the other hand, could potentially fit the serial stereotype well. This type of violence is explicitly relevant to the offender who uses violence as part of a wider pattern of control and coercion. Johnson and Ferraro suggested that these types of offenders are more dangerous to victims.

The third Johnson and Ferraro relationship type, ‘violent resistance’, explains offenders responding to a threat from a victim who is normally the aggressor. It is less logical that such offenders would be serial, although it is of course still possible.

The fourth type, ‘mutual violent control’, is an extension of intimate terrorism, but on the parts of both parties. The fifth and final kind of violent relationship defined by Johnson and Ferraro, ‘generalist-borderline violence’, is an extension of earlier attempts to define antisocial batterers (Holtzworth-Munro and Stuart, 1994; Jacobson and Gottman, 1998). In these relationships, the offender undertakes violent acts as a symptom of being emotionally overwhelmed.

Personality-based typologies first emerged with Elbow (1977), who described four personality syndromes in wife abusers, predicated on a combination of social learning and family perspectives. Elbow’s types (‘controller’, ‘defender’, ‘approval-seeker’ and ‘incorporator’) have less validity today than at the time of their creation owing to social changes and the growing knowledge of domestic abuse outside the context of heterosexual marriage. However, the generalisability of types and integration of theoretical constructs certainly influenced later research.

Perhaps the most prominent typology to subsequently emerge is found in the work of Holtzworth-Munro and Stuart (1994), who reviewed 15 separate typologies to identify groups along theoretical lines of severity and frequency, generality of violence, and psychopathy and personality. This work led to the development of a tripartite typology: ‘family-only abusers’, who only commit crime in the domestic setting; ‘generally violent abusers’, who commit violent crime beyond their family and home; and ‘generalist abusers’, who straddle the other two groups. Holtzworth-Munro’s model is somewhat simplistic to the point of over-generalisation, but it has a high level practical application that articulates a continuum of severity, and it has been validated to an extent by other research, including that of Johnson and Ferraro (2000), which offers multiple parallels. Hamberger and Hastings (1988), albeit with a very small sample \((n = 204)\), found three clusters of spouse abuser type, which correlated with Holtzworth-Munro and Stuart. Saunders (1992), also with a small sample \((n = \)
identified three types of abuser, too (‘family only’, ‘generalised’ and ‘emotionally volatile’).

Other models have been developed, too. Tweed and Dutton (1998) concluded that prior research pointed to two distinct subtypes of batterer: a group which suppresses conflict in marriage and thus commits violence in non-intimate relationships, and a group that reports only intimate partner violence.

Among these numerous typologies there is one common theme: the classification of the extent to which the offender’s violent behaviour pervades outside the domestic environment. This particular aspect is supported by other research (Klein, 1996; Buzawa, Hotaling, Klein and Byrnes, 1999), and there is a tangible, if abstract, agreement between the models that the frequency and severity of recidivism vary between typology, whatever the framework. Cavanaugh and Gelles (2004) summarise this effectively in their description of a different overarching trifold typology: low-, moderate- and high-risk offenders, for which they assert that little escalation occurs from low to high. This is perhaps the most relevant research for practitioners who are primarily focused on the management of (relatively) short-term risk of reoffending, and most likely to be recognised due to its similarity in descriptive structure to risk assessment cohorts.

Despite this array of typologies, there are large gaps in the evidence base for their application and theoretical design. Most research is based on married men, and little is known about the fit of models within different demographic groups, particularly minorities. Critical reviews of typologies have concluded support for the Holtzworth-Munro and Stuart framework (Dixon and Browne, 2003) and even suggested an expected proportion for each typology, but explicitly criticise research to date for a narrow focus on offenders only and the lack of a systematic approach to offender profiling. This problem is compounded by the relative ambiguity of definitions in this field. As Edelstein (2016) highlighted, researchers and scholars frequently misuse terms. Edelstein suggested that theory should form an agreed basis for constructs such as typologies. In the absence of this, this area of research, although rich in volume, is confusing, ambiguous and at times contradictory, limiting the potential for its meaningful practical application, at least in the law enforcement field.

On the basis of this limited practical usability it is unsurprising that typologies of domestic abuse offenders have gained little traction among offender programmes (Cantos, Goldstein, Brenner, O’Leary and Verborg, 2015). Given the current established practice in
England and Wales of using a ‘high/medium/low’ system prompted by the DASH process (see Chapter 9), any system typology designed for practical application must seek to augment or complement this design. Some researchers have suggested that categorising offenders on the basis of their violence profile would be a useful development (Petterson and Strand, 2017), while others have suggested this should be a prerequisite for assigning the correct intervention to an offender (Cavanaugh and Gelles, 2004). Whatever the option, there is general agreement about the need for such a tool (Petterson and Strand, 2017; Stoops, Bennett and Vincent, 2010; Edelstein, 2016; Cavanaugh and Gelles, 2004).

12.3.2 Serial perpetrators
Serial perpetrators are potentially one variation on such a typology framework, but evidence in this area in particular is thin. However, the term ‘serial perpetrator’ has gained some traction among practitioners in recent times, as demonstrated by the public statements of intent from Chief Officers (Robinson, 2017) and the police inspectorate (HMICFRS, 2014a, 2015; Robinson, 2017). The label first came to attention following Richards’ (2004) review of almost 400 domestic homicide and sexual assault cases in the London area. Richards identified a number of serial offenders who went from relationship to relationship committing abuse. While important in promoting the concept of serial abuse, Richards confused the definition of serial domestic abuse with serial violence, arguably conflating two of the Holtzworth-Stuart and Munro subtypes into a single definition. The number of serial offenders was also unspecified, making it impossible to gauge prevalence. Nevertheless, the concept has taken off, with the author since leading a campaign in the media for a register of serial domestic abuse offenders similar to the sex offender register.

The question of definition is of particular prominence in this topic. There is no consensus on what makes an offender a ‘serial offender’, presenting a significant obstacle to both the development of knowledge and the application of practical solutions. Although police chiefs in England and Wales have developed their own definition (Robinson, 2017), this is unique to police in those countries. Overall, there have been a number of methodological variations in defining serial offenders (Kocsis, Cooksey and Irwin, 2002). The term ‘serial’ is determined based on differing considerations, primarily frequency of crime or motivation. For the Federal Bureau of Investigation, three homicides are required to render an offender a serial killer (Kocsis and Irwin, 1998). Elsewhere, serial rapists require just two victims (Hazelwood and Burgess, 1987). Other researchers have specified the inclusion of a minimum elapsed time period between offences or that offences must be of the
same category (Best and Luckenbill, 1996; Egger, 1985; Holmes and Deburger, 1998; Mitchell, 1997). Defining seriality this way is problematic for a number of reasons, not least the arbitrariness of setting a threshold (see the arguments put forward in Edelstein, 2016; Kocsis and Irwin, 1998), so a range of alternatives have been advanced based on psychological or motivational factors. Kocsis and Irwin (2009) proposed that a psychologically-based method could lead to the identification of a serial offender when they have committed only one offence, but their analysis is not specifically aimed at domestic abuse and discounts the limited operational practicability of such a model. Edelstein (2016) is an advocate of ‘criminal careers’ as the defining characteristic of serial offender status, proposing distinctions between the professional career criminal who is motivated by material profit, the serial pathological career criminal seeking to pathologically profit, and the serial non-professional, who lacks any professionalism and offends out of habit. This theoretical construct poses interesting questions for research into serial domestic abuse and has overt parallels to Johnson’s (1995) and Holtzworth-Munro and Stuart’s (1994) frameworks. The key challenge for practical application, however, is whether the desire for pathological profit can be determined.

### 12.3.3 Prevalence of serial perpetrators of domestic abuse

Issues with definitions notwithstanding, there is at least some evidence that serial perpetration of abuse occurs and is moderately prevalent. Hester and Westmarland (2006) conducted the first UK-based research in conjunction with the Home Office. They studied 692 domestic violence perpetrators from the north-east of England, 90% of whom were males, over the course of an 18-month period and found that 50% of offenders had at least one further domestic incident, with 18% of those involving a different victim. This gave an overall serial prevalence rate of 9%, just half the 18% later reported by Robinson (2017). Hester and Westmarland described serial perpetrators within the context of four groups of domestic abuse offender: a ‘one-incident’ group, for which their index offence was the only known record in the study period; a ‘mainly non-domestic’ group, who had one domestic offence and more than one other type of crime; a ‘dedicated repeat domestic violence’ group which committed multiple domestic crimes but no crimes of other kinds; and an ‘all-round repeat offenders group’ composed of those with numerous types of offences, both domestic and non-domestic. This latter group was marginally the most prevalent. Hester and Westmarland only made passing reference to serial perpetrators, however, and it is not known how they are distributed within the ‘dedicated’ and ‘all-round’ groups.
In the UK, there have been two other studies with notable findings on the prevalence of serial domestic abuse perpetrators. Firstly, Bland and Ariel (2015) analysed 18,675 offender cases from Suffolk between 2009 and 2014 using big data analytic methods. With data incorporating non-crime and crime incidents, they identified a repeat rate of 35% and, within this cohort, a 47.6% serial rate, giving an overall serial perpetrator prevalence of 16.7%. Secondly, Robinson (2017) analysed a range of police and partner data sources pertinent to 100 domestic abuse perpetrators in Wales. Obstructed by data quality, Robinson’s estimate of prevalence among this cohort ranged from 4% to 20% owing to the disparity in definitions used by different agencies. The problems Robinson encountered offer stark insight into the difficulties of exploring the serial tendencies of offenders in a practical setting, but ultimately the generalisability of this research was limited by a small sample size and narrow geographic focus. Robinson concluded that serial considerations should form part of offender management decisions alongside risk assessments but did not develop this idea beyond a strategic overview.

Research into serial perpetrators of domestic abuse from outside the UK is even sparser, but generally finds higher rates. Klein et al. (2005) found that 28% of 552 male offenders on probation in Rhode Island offended against a different victim within a year. Bocko, Cicchetti, Lempicki and Powell (2004) found that 43% of 1,341 offenders charged with violating a restraining order had more than one victim. This work was limited, however, by the exclusion of a third of its original sample which did not have viable relationship information.

12.4 Escalation

The term ‘Escalation’ commonly refers to the phenomenon of increasing chronological severity, be it generalised or linear. It is a component of the current risk assessment model used by domestic abuse practitioners, and its roots can be found in theories developed more than three decades ago (Pagelow, 1981; Walker, 1979, 1984). It seems that, at least in the popular view, ‘most calls to police or survivor advocacy agencies only occur after survivors have experienced lengthy escalation’ (www.abuseandrelationships.org). Yet the evidence lays out a more complicated story, with fewer systematic observations of its existence than we might like to see to conclusively satisfy questions such as whether abuse tends to increase in severity over time, or is ‘higher’ harm either random or circumstantial? The answers to such questions pre-empt whether temporal patterns can be identified and, by implication,
predicted? Similarly, if an escalation in severity is predictable, what functional shape characterises its growth? The epistemological and phenomenological antecedents of domestic abuse have been studied over time, yet scholars do not agree fully on the evidence of these harm pathways. One clear example is domestic homicide, with the hypothesis that harm increases over time and culminates in a moment of killing, but the link between domestic abuse and domestic homicide is far from clear. Some research suggests that persistent domestic abuse and domestic homicide do not share similar characteristics, as the offenders’ justifications for domestic homicide are often different than those offered by domestic abusers (Goussinsky and Yassour-Borochowitz, 2012). If this is the case, then it could be argued that escalation in harm – from verbal abuse and controlling partnerships to physical and ultimately homicidal victimisation – is rooted in discrete aetiologies (see for instance Moffitt, 1993, more broadly on differential crime growth taxonomies).

Given the different views on escalation of severity, it is not surprising that there is inconsistency in the evidence. Walker (1984) and Feld and Straus (1989) used surveys which relied on victim accounts and argued that escalation does take place. Campbell, Glass, Sharps, Laughon and Bloom (2007) concluded that violence by males against their partners is the most 'salient risk factor' for homicide, as domestic violence precedes up to 70% of cases. Similar conclusions were demonstrated by Crawford and Gartner (1992) as well as Stout (1993). However, Feld and Straus (1989) compared only two temporal data points, therefore lacking the necessary sensitivity and variation over time to demonstrate a developmental function.

On the other hand, Chambers-McLellan (2002) found perhaps the clearest evidence of escalation among 19,686 residential domestic abuse cases in Georgia, USA. The study concluded that crime severity increased by 0.07 on the Conflict Tactics Scale (a 0–18-point scale of severity) but had clear limitations, using a timeframe of only 12 months, with notable sample exclusions and an unequally weighted measurement instrument. Other researchers have failed to replicate the extent of findings (Piquero, Brame, Fagan and Moffitt, 2006 – though this studied used a truncated scale of severity measurement), leading Dutton and Kerry (2002) to conclude that domestic homicide does not necessarily follow escalation of violence. Given that homicide is relatively rare, this is not surprising, and the findings do not rule out the presence of escalation in more serious cases other than homicide. The problem then is classifying ‘high harm’ or serious cases other than homicide.
Other evidence to support at least partial escalation can be found. Johnson (2006) identified that just over three quarters of intimate terrorism cases indicated that violence became more severe over time. A similar proportion of participants in Andersen, Gillig, Sitaker, McCloskey, Malloy and Grigsby’s 2003 study made a similar indication.

The lack of homogeneity across results is at least partially explained by the absence of a reliable measure of crime severity. Bland and Ariel (2015) attempted to address this by introducing the use of CCHI as a measurement instrument (see Sherman, Neyroud and Neyourd, 2016) which, as discussed in Chapter 10, provides a more robust way to assess harm over time. Yet this approach did not lead to observation of statistically significant patterns of escalation among domestic abuse dyads in Suffolk, England, with five or more reported incidents in a five-year period. The CCHI was also recently used to investigate escalation in domestic abuse cases by Barnham et al. (2017) in the analysis of 52,296 perpetrators of intimate partner violence in the Thames Valley police jurisdiction, and by Kerr et al. (2017), who analysed more than 60,000 records from the Australian Northern Territory. Neither study found evidence of escalation other than among Aboriginal offenders with three or more intimate partner incidents in a four-year period (Kerr et al., 2017).

From a policy perspective, escalation of violence has been assumed to be a risk factor for domestic homicide for some time (Campbell, 1995); however, a substantial number of abusive relationships are not known to the police or other social services (Aldarondo and Mederos, 2002). Therefore, it remains an open question whether the ‘writing was indeed on the wall’ of the police station and whether violence – and specifically domestic homicide – could have been prevented by predicting future harm based on past harm reported to the police.

12.5 Concentration of harm
Research concerning the extent to which harm in domestic abuse cases is concentrated, is limited to just two studies. Bland and Ariel (2015) used the Cambridge Crime Harm Index to conclude that less than 2% of all dyads in Suffolk, England accounted for 80% of cumulative harm, of which half of the dyads had no prior record of domestic abuse. In a partial replication of Bland and Ariel’s study, Barnham et al. (2017) found that 3% of domestic abuse offenders in the Thames Valley police jurisdiction accounted for 90% of cumulative harm.
12.6 Forecasting

If we follow current practice and theory of escalation, high harm domestic abuse can be forecast before it occurs, based on prior behaviour. In Chapter 19 we will test this explicitly using a machine learning technique. In this subsection we critique the recent history of actuarial forecast tools in general and machine learning tools in particular, in criminal justice environments.

12.6.1 Actuarial instruments in criminal justice forecasts

Assessments of dangerousness in domestic abuse cases have existed for a long time, in a number of countries, resulting in a large number of varying instruments for the task. In the last two decades, the development of tools has accelerated as the demand on agencies charged with dealing with domestic abuse cases has increased. As one of the primary figures in domestic abuse danger assessments, Jacquelyn Campbell, explained in her Vollmer Award address (2005), these instruments offer a method of triage, essential to allocating limited resources efficiently. At the heart of this expansion, one key issue has remained consistent: should instruments be based on clinical methods (in which forecasts are arrived at by expert panels or individuals, based on professional judgment and experience) or actuarial methods (in which forecasts are derived from an empirical, often mathematical, basis)? In fact, there are three forms of model in practice using ‘structured professional judgement’, which comprises both clinical and actuarial elements. Each form has its exponents and critics, often based on interrelated aspects; a ‘con’ for actuarial is a ‘pro’ for clinical, and vice versa. Though well-worn, in the context of assessments of future dangerousness, these arguments are worthy of our attention.

The development of clinical instruments in danger assessments has been the product of practicality and cost more than of rigorous research. One argument holds that a victim’s own perception of their future risk is as good a predictive tool as any, and indeed research offers limited support for this claim (Campbell, 2005). In the context of mental health and future violence, it has been argued that the ‘science’ is not available to design actuarial models of sufficient effectiveness to replace clinical judgements (Litwack and Schlesinger, 1999). Two decades later, this is not necessarily the case. Even before Litwack and Schlesinger’s claim, scholars were arguing that actuarial models offered the only ‘defensible’ option (Quinsey et al., 1998), and indeed most empirical studies, even dating back to Paul Meehl’s original focus on the actuarial versus clinical debate (1954), have in the main concluded in favour of the superior accuracy of the former. This is best summarised in two
meta-analyses of actuarial versus clinical model studies set out in the 2000s. Grove, Zald, Lebow, Snitz and Nelson (2000) found that actuarial techniques (described by the authors as ‘mechanical’) ‘substantially outperformed clinical prediction in 33%-47% of studies examined’ (p. 19). Conversely, just 6–16% of the 136 studies included in the analysis found the difference in predictive accuracy to be substantially in favour of clinical methods. Only six of these studies related to criminal recidivism or criminal behaviour, but the overall effect, and its order of magnitude – that actuarial instruments are more accurate than clinical tools with a Cohen’s $d$ of 0.12 – is of note in the debate overall, as is the authors’ assertion that the superiority of actuarial tools is not universal.

Ægisdottir et al. (2006) built on Grove et al.’s work in the field of mental health practice in particular, also finding that actuarial instruments made more accurate predictions than their clinical counterparts. In the 48 most rigorous studies in the analysis, actuarial tools were 13% more accurate on average. However, Ægisdottir et al. highlighted a number of subtleties which are worthy of examination in light of our purpose. They identified that statistical rules should be established, particularly where errors were of differing costs, and that not all statistical tools were equally accurate, nor were they all more accurate than clinical tools. They also emphasised the need for practitioners to be familiar with any tools used, particularly in respect of their ethical implications.

While the consensus of researchers is that actuarial models are more accurate at predicting outcomes than clinical methods (see also Gottfredson and Moriarty, 2006; Hastie, Tibrishani and Friedman, 2009; Milner, Campbell and Messing, 2017), they are far from being the dominant form of tool used in practice. Researchers commonly agree that actuarial tools can be better at using data more reliably and consistently, paying regard to base rates, and allowing for more accurate profiling of weights. However, actuarial methods require statistical expertise to build and deploy and can be costly, so it is unsurprising that most police forces do not use actuarial assessments in the field of domestic abuse. Alive to the practical difficulties of deploying actuarial tools, researchers have recommended models based on combinations of clinical and actuarial methods, commonly labelled as ‘structured professional judgement’ tools (Kropp, 2004). The primary problem with this strand of tool is that it is even less specific than either of the others, and so potentially open to the problems of each. The devil, it seems, is in the detail that determines the precise role of factors which may influence the accuracy and fairness of forecasts (Urwin, 2016).
Foremost among researchers’ concerns is the role that heuristics play in clinical or structured professional judgement–based forecasts. By definition, these assessments rely (at least in part) on procedures where clinicians gather and interpret information through the subjective lenses of experience, training, and their own world views (Meehl, 1954; Grove et al., 2000; Campbell, 2007; Robinson et al., 2016). Even if we accept that all the data gathered for interpretation in this way is consistent (which it is almost certainly not, in practice – see Robinson et al., 2016, for discussion of data gathering for domestic abuse by police in England and Wales), it remains inevitable that different people will arrive at different conclusions for identical cases. In this process, heuristics are integral. The potential for heuristic bias in forecasting was classified by Tversky and Kahneman (1975) and reviewed in respect of policing forecasts by Urwin (2016), who concluded that the array of possible heuristic factors influencing the decisions of custody officers was extensive. This framework is applicable to our research, in which individuals, including generalists and specialists, make assessments of future risk in domestic abuse cases. The individual’s assessments are potentially affected by how readily they can recall relevant information, how many times they have encountered a similar scenario, and their confidence in their own knowledge (Tversky and Kahneman, 1975; Kahneman, 2011; Urwin, 2016). The latter is commonly overestimated, with even individuals who know that actuarial tools are generally more accurate preferring to ‘go with their gut’ on an individual case basis. High-profile, rare events can have undue influence on ‘expert judgement’ precisely because they are easier to recall (Kahneman and Klein, 2009). In theory, actuarial models can eliminate biases caused by heuristics, but this is not a given. If the predictor data on which an actuarial model is designed contains results that are the product of biases, these may trickle down to the resulting model (Harcourt, 2014).

In practice, the role of heuristics has not been definitively scrutinised in domestic abuse dangerousness assessments. In England and Wales, the setting of our research, the most prevalent form of this assessment for domestic abuse is the DASH, which is most commonly described as a structured professional judgement exercise. Though not applied consistently (Robinson et al., 2016), a common application of the DASH is as follows: a responding officer collates the answers to 25+ questions, asked of the victim. Each affirmative answer receives one ‘point’ and contributes to a total score, a method first established almost 100 years ago (Burgess, 1928). In all forces, this numerical score is combined with a professional’s judgement of risk to determine the outcome. This process is hypothetically
repeated afresh each time a call-out is made to a domestic abuse incident. Robinson et al. (2016) conducted the most comprehensive review of DASH to date, conducting observations, interviews and surveys in three forces. Their review highlights several key points about the DASH risk assessment process as it was at the time, that are of relevance to any critique of structured professional judgement or the potential application of new methods. In concluding that the DASH was applied inconsistently by police officers, the authors explained that they found evidence of officers adjusting or omitting questions, or in some cases choosing not to submit a form at all. They also found that officers tended to weight criminal offences, in particular giving greater weight to those involving physical harm, and that attention to coercive control behaviours was missing.

The Robinson review recommended a more ‘evidence-based’ approach, and subsequently co-authors Julia Wire and Andrew Myhill evaluated the pilot of a new risk assessment (Wire and Myhill, 2018). The new risk assessment placed greater emphasis on coercive control and concluded that the tool led to higher rates of agreement between responding officers’ and secondary risk assessors’ judgements of risk. However, the methodology did not use equivalent comparison groups or test risk assessments for their predictive validity. The new tool increased the numbers of cases graded as ‘medium’ risk, which has potential demand implications for police forces. At the time of writing, additional forces were piloting the new instrument with a view to nationwide roll-out, even though the question of how effective the new tool is at predicting high–harm domestic abuse had still not been addressed. Whether this is even an important question or not remains a matter of debate, but Campbell (2005) presented the most conclusive summary of important issues for domestic abuse risk assessment and tackled this issue in particular. Campbell argued that, before considering the issue of predictive validity, the agency using any domestic abuse risk instrument must first decide what it is for – to predict extreme violence such as homicide or simply the risk of reoffending. The latter is far more prevalent than the former in England and Wales, but is still relatively rare overall (Bland and Ariel, 2015; Barnham et al., 2017). It would seem that the DASH was conceived on the premise of the former (Richards et al., 2008; Robinson et al., 2016), but in either case the central issue remains one of prediction, so it is perhaps surprising that, in an area of such high demand and profile, neither the primary predictive instrument nor its proposed replacement has as yet undergone a countrywide or otherwise extensive assessment of predictive validity, especially when single-force research

9 The typical domestic abuse grading structure is standard, medium or high risk.
(Thornton, 2017; Strang and Chalkley, 2017; Turner et al., 2019) has strongly indicated a tendency toward low predictive validity, particularly a high rate of false negatives. The latter of these three studies offers the most comprehensive view yet of the DASH’s predictive validity. Turner et al., focussed on the 30 percent of a metropolitan police force’s records \((n = 350,000)\) in which the couple had more than one DASH record, and isolated those cases which the couple had no prior DASH record in the two preceding years resulting in a final sample of \(n = 61,080\). Within this sample, they authors sought to establish the predictive validity of the 27 individual risk assessment questions and the overall risk grading (high, medium or standard). The outcome examined was the occurrence of future serious abuse (defined as assault with injury and above on the Crime Severity Score scale) within one year of the index crime. Among the cases that were re-victimised in this way, officers correctly risk assessed (i.e. gave a grading of ‘high’) in 5.7% of intimate partner cases \((n = 41,570)\) and 2.7% of non-intimate partner cases \((n = 19,510)\). By implication then, the false negative rates were over 90% for both categories. The false positive rates for officer predictions (i.e. cases where officers predicted some risk of future harm, but none occurred), was 94.4%. The authors concluded therefore that the DASH forecasts were not much better than random predictions, although they noted some caution because of the possibility that interventions in high risk cases may be responsible for some of the false positive results.

The implication of these findings concerning the predictive power of the DASH are especially contradictory to the current resourcing predicament in policing. If resources are tight, why are forces content to continue to potentially over-allocate resources to cases that will not result in either homicide or any form of reported reoffence? There is an ethical perspective to this issue. Not all abuse is reported, so it might be argued that the abuse which is reported merits investigation. But the practical aspects of this argument cannot be ignored; there are not enough police and partner resources to go around, and the risk of over-commmitting to cases unnecessarily is that those cases truly at risk of high harm do not receive the preventative treatment they require. One solution would be to allocate more resources to this area of business. Another option, and one that may be more efficient operationally and financially, would be to find a risk assessment instrument with high predictive validity.

### 12.6.2 Machine learning techniques

In this research, we consider the potential for actuarial instruments to fill the predictive void. In particular, we will examine machine learning techniques, a new branch of statistical method made possible by advances in computer processing capacity. Machine learning uses
computing to improve automatically (i.e., without human input at every stage) through ‘experience’. Machine learning is used within artificial intelligence (AI) procedures and though they are often portrayed in the media as one and the same, machine learning is in fact distinct from AI. In general, machine learning comes in one of three varieties: supervised, unsupervised or reinforcement learning (Jordan and Mitchell, 2015). Supervised machine learning is the most commonly used form of the technique. It involves a human operator managing the algorithm(s) at every stage of the process by controlling inputs, reviewing outputs and adjusting accordingly. Unsupervised techniques have less human involvement in the control of inputs, often working with unlabelled or unstructured data. Reinforcement learning is a combination of the two techniques (see Jordan and Mitchell, 2015, for a full review).

Although the use of machine learning techniques for forecasting in criminal justice environments is relatively new, they have been enthusiastically adopted by some (Berk and Bleich, 2013). However, the emerging discipline has not been exempt from criticism, with some researchers contesting that the new instruments are no better than the old (Yang, Liu and Coid, 2010; Liu, Yang, Ramsay, Li and Coid, 2011; Tollenaar and van der Heijden, 2013) The primary premise of these criticisms is the condition of suitable transformation of data in order to allow the more traditional logistic regression methods to be effective. In contemporary times, this is a significant condition. While theoretically not unreasonable, in practice, it is extremely common for data to exist in unsuitable conditions. Berk and Bleich (2013) also contended that it is not logical that major international companies such as Google, Amazon and Microsoft would be employing new statistical techniques in their business models if they were no better than existing methods. At the root of this problem is the trend of considering new statistical developments as mere enhancements of the traditional linear models, whereas in practice they are not. Berk and Bleich highlighted a key distinction relevant to our consideration of domestic abuse forecasting:
…a key distinction between forecasting and explanation has been badly conflated in some accounts (Andrews, Bonta and Wormith, 2006). Understanding a phenomena may lead to improved forecasting accuracy, or it may not, but forecasting and explanation are different enterprises that can work at cross purposes. (Berk and Bleich, 2013, p. 3)

The inference produced by this distinction has important implications. If accurate forecasts may be achieved based on more variables than only those with apparent correlative or explanatory relationships to the outcomes we seek to predict, then a multitude of additional data sources become available to us. The subsequent questions are (1) what methods may we use to seize such an opportunity? and (2) what degree of accuracy could such methods achieve? Maximising the accuracy of the forecasts should be a primary goal of forecasting instruments in criminal justice settings, Berk and Bleich asserted, because the resulting decisions have real consequences for people’s lives. They concluded that adaptive machine learning techniques offer a superior alternative to logistic models owing to their ability to detect complex, non-linear patterns in datasets and set out a thorough framework for measuring forecasting tools against each other, comprising of (1) thorough establishment of what features are being compared, (2) comparisons based on data not used in the construction of the model, (3) appropriate comparison methods, (4) accurate characterisation, (5) comparable tuning parameter use and (6) close attention to practical interpretation. Using this framework, they compared the traditional logistic regression technique to two machine learning techniques – random forests and stochastic gradient boosting – and concluded that random forests offer the strongest and most flexible option. Random forests, an ensemble of classification trees (explained further in Chapter 14), offer all the primary benefits of machine learning methods, as described by numerous authors in recent times (Barnes and Hyatt, 2012; Berk, 2012; Breiman, 2001). Random forests, unlike other forms of machine learning, are not limited to the forecasting of binary outcomes such as ‘yes or no’. They offer the ability to account for asymmetric costs such as in the case of criminology where serious crimes potentially have greater costs than less serious crimes. They build regularisation into their core calculations and can cope with a vast number of predictor variables, potentially making good use of the vast amount of data held by police forces. Importantly, they can cope with imbalanced distributions, for example where events (such as homicides) are rare, whereas traditional tools such as linear regression work most effectively when the distribution is simpler.
12.6.3 Previous use of random forests for criminal justice forecasting

The random forests technique has been used to construct criminal justice forecasts on several occasions in recent times. A summary of the examples of its use is worthy of consideration in the preparation of the forecasting methodology set out in Chapter 6, so the following paragraphs summarise the main studies to have used the technique, highlighting the context, methodological application and predictive validity in each case.

The first study to examine the random forests technique was that of Berk, He and Sorenson (2005), which attempted to develop a practical forecasting tool for the screening of domestic abuse incidents for the Los Angeles County Sheriff’s Department. The authors of the study, particularly Richard Berk, would go on to contribute significantly to the body of random forest forecasting research in subsequent years, and this study, which tested the use of a single CART (Classification and Regression Tree) method and random forests (a multiple CART method), was a primer for the studies to come. The authors collected data on potential predictors from 500 Los Angeles households to which officers were called out and used a small subset of these to build a screening tool which they retrospectively tested against known outcomes. The objective of the forecasting tool was to predict future instances of any kind of domestic abuse at households within three months of the forecast, but the study was beset by practical problems. The intention was to sample a large range of houses with both prior and no prior domestic abuse records, but implementation failed in this respect, and the final sample was heavily skewed toward houses with prior domestic records. Officers also failed to ask all of the predictor questions required, resulting in listwise deletion being employed to deal with missing values in the data. Still, the CART model used was initially successful at identifying 66% of households with any new call for police service. The authors were concerned about overfitting (Breiman, 2001). Overfitting is the term given when statistical models are too closely aligned to a limited set of data points. When exposed to the ‘real world’ an overfitted model will not replicate its testing performance. To address this concern the authors tested the random forests technique as an alternative. This technique achieved 59% accuracy, but by using ‘out-of-bag’ testing, a process whereby a portion of the dataset is held back from model training to be instead used for validating the model, the authors concluded this to be a far more robust and reliable instrument. In relation to domestic abuse cases, the two techniques were also approximately equal in forecasting accuracy. Berk, He and Sorenson’s paper contained many of the analytical points which became the hallmarks of later forecasting papers, including the use of confusion matrices to display the
models results, the overt consideration of cost ratios between false negative (predictions of no domestic abuse that were wrong) and false positive (predictions of domestic abuse that were wrong) errors, and consideration of the impact of individual predictors.

In Berk, Kriegler and Baek (2006), the same technique comparisons were made as in Berk, Sorenson and He (2005), but this time to forecast which prisoners were likely to commit serious misconduct while in prison. This outcome was found to be generally rare in the studied population, inmates in California, with fewer than 3% committing serious misconduct in a two-year period. Following the framework for forecasting analyses set out in the same year by Gottfredson and Moriarty (2006), the authors retained 1,000 of their overall sample of 9,662 for the purposes of testing their models. They then built forecasting models using logistic regression and CART techniques but found no notable improvement on the original marginal probability of 0.03. As with domestic abuse in Berk, He and Sorenson, 2005, the cost ratio was set to (1) one false negative (an offender being incorrectly forecast as committing no misconduct) having the same cost as ten false positives (an offender being incorrectly forecast as committing misconduct), and (2) one false negative to five false positives. The results indicated that random forests produced more accurate forecasts, correctly forecasting 49% and 62%, respectively, of misconduct for the two cost ratios. Their analysis also highlighted several key predictor variables which enhanced the accuracy of the forecasts.

Berk, Sherman, Barnes, Kurtz and Ahlman (2009) broadly replicated the methodology of the two earlier papers on which Berk had led. Their forecasting objective was the prediction of murder among a population of probationers and parolees. This diversion to the most serious form of crime marked a step towards attempting to forecast extremely rare outcomes, and the authors emphasised the ‘high stakes’ element of this matter in their title. A common theme in Berk’s work is the attention paid to the practical and personal implications of the forecasts in question, which in this paper takes the form of a stark contrast drawn between the actual cost of a false negative (a homicide) and a false positive (wrongfully extended incarceration and overcrowding in prisons). The authors observed that forecasts will never be perfect, and so it is essential to pay attention to the balance of errors. In this respect, the paper counters arguments that the world would be a better place without statistical forecasting on the basis that their tool of choice (random forests) allows a structured process for the balance of errors to be accounted for whereas, in processes relying only on the subjectivity of individuals, no such overarching consideration can take place.
The study’s target population was 60,000 cases from Philadelphia’s Adult Probation and Parole Department. The objective of the forecasting model was to predict the occurrence of a homicide or attempted homicide within two years of the beginning of community supervision. The authors again took care to explain (as in the two papers covered previously in this section) that predictor values require no causal link to the outcome object of the forecast, but they did highlight the practical importance of establishing a form of ‘common sense’ link to add to a sense of legitimacy among staff using the tool in practice. They also carefully considered the use of only information that officers would have readily available at the time they needed to run the forecast.

The results of the random forest modelling were again set against the context of logistic regression performance. The latter resulted in a 99.7% error rate for the prediction of homicide. Using the same predictor information, random forests achieved a 57% error rate with little variation in performance when positive to negative cost ratios were adjusted between 7:1 and 12:1. When applied to test data, the model showed no indication of overfitting. Through the use of ‘importance plots’ (which demonstrate the contribution to overall predictive validity of each predictor variable) and ‘partial response functions’ (the pattern of each predictor variable’s predictive validity), the authors also identified a small number of individual predictor variables as contributing substantially to the overall performance of the model, inter alia, age, age at first contact and the number of prior gun crimes. A version of the forecasting model was later used in a field experiment relating to supervision levels, in which it was employed to determine ‘low risk’ offenders as candidates for participation (Berk, Barnes, Kurtz and Ahlman, 2010).

In 2012, Richard Berk published a Springer Brief in Computer Science entitled Criminal Justice Forecasts of Risk: A Machine Learning Approach, which presented a detailed treatise on the justification and methodology for applying random forest modelling to criminal justice forecasts. In the book, Berk drew on the example of Barnes and Hyatt’s (2012) work with the Philadelphia Adult Probation and Parole Department. This work expanded on the previous works published with the Philadelphia Department in great detail, developing a thorough ‘dos and don’ts’ approach to the design and implementation of a random forest model. It also tracked model performance through various iterations, each updated as new data became available. Like Berk, Barnes, Kurtz and Ahlman (2009), Barnes and Hyatt tested models not only on out-of-bag data but also against a totally independent ‘test dataset’. Their recommendations for implementation included notes about data access,
outcome definition, predictor selection, cost ratios, tuning (which means the adjustment of sample sizes and other parameters which may change the performance of the model), validation and practical use in the field. These later informed the implementation in Urwin (2016) and the principles for responsible algorithm use set out in Oswald, Grace, Urwin and Barnes (2018). Barnes and Hyatt paid particular attention to the potentially controversial selection of some predictor variables, such as offender ethnicity, and their implications for the legitimacy of such forecasts. Furthering previous discussions on this topic, their work highlights an important issue in forecasting, which Berk (2012) also emphasises: forecasting accuracy is not the ‘be all and end all’ of model performance. A model has to be politically acceptable and operationally viable to stand a chance at successful implementation.

In the same year, Berk, Sorenson and Barnes (2012) published their development of a random forest forecasting instrument for domestic violence arraignment cases. Their objective was to determine whether a tool could be developed to usefully forecast the future dangerousness of domestic abuse offenders which may enable decision-makers to be better informed when deciding to release offenders or otherwise. They determined three outcomes for their model to forecast: (1) no arrests for domestic violence within two years, (2) a domestic violence arrest with no physical injury, within two years, and (3) a domestic violence arrest with physical injury, also within two years. Against a baseline situation of around 80% of those actually released at arraignment not being arrested for domestic violence within two years, the authors’ model correctly predicted no arrest 90% of the time, leading to the general conclusion that, if magistrates used the model, they could improve the failure rate of decisions by around half. By virtue of cost ratios, the model predicted the other two outcomes less efficiently, over-compensating its forecasts to avoid a high false negative rate. Accordingly, while 74% of all domestic violence with injury was correctly forecast, only 21% of the total forecasts made for that outcome turned out to be correct. This is a critical point which we will return to later when assessing the performance of our own model.

The authors emphasised the use of readily available data, in effect recycling known information in a more efficient way by use of machine learning. Their analysis of 28,646 cases considered around 30 predictor variables, predominantly relating to an offender’s criminal history. Age and gender were the only personal characteristics included; ethnicity was excluded. The analysis also included segments on the relative importance of individual predictors to the overall performance of forecasts, but the authors made no attempt to refine the model, arguing that even a small boost to predictive power was relevant. This study
represents the first published attempt to establish an algorithmic approach to domestic abuse forecasting, which we attempt to replicate in this Chapter 19. In this respect, many aspects of Berk et al.’s findings are discussed further in the Chapter 20 in relation our own findings.

Until 2016, every published paper on the use of random forest modelling for criminal justice forecasts involved law enforcement agencies from the United States. In 2016, Sheena Urwin, a police staff professional studying in the Cambridge Police Executive Programme, working with Geoffrey Barnes, wrote a thesis on the development and application of such an instrument in Durham, England (Urwin, 2016). The Durham Harm Assessment Risk Tool (HART) aimed to forecast the future dangerousness of arrested offenders presenting at custody suites. The composition of the forecasts was similar to those of Berk, Sorenson and Barnes (2012) and Barnes and Hyatt (2012) in that it presented three possible outcomes: no offence, any less-serious offence, or a serious offence; all within a two-year follow-up timeframe from when the forecast was made. The composition of the forecasting model followed the by-now-standard methodology for such tools. The model was trained and validated on separate datasets, with an 8% drop in overall accuracy and a 20% drop in dangerous forecast (false negative) accuracy, the latter of which prompted Urwin to emphasise the importance of regularly refreshing the model construction to account for changes in the operating context.

Urwin’s HART model was conceived as the gateway triage tool to a deferred charge intervention. Offenders forecast as moderate risk (any less-serious offence within two years) would be eligible for a scheme known as Checkpoint in which they would be diverted from the normal criminal justice system on the proviso that they comply with specified conditions. Consequently, the balance of dangerous (incorrect forecasts of low risk) to cautious (incorrect forecasts of high risk) errors differed substantially from predecessor models because of the need to balance accuracy with the capacity of the Checkpoint programme. Previous random forest models (see Berk, Sorenson and He, 2005; Berk, Kriegler and Baek, 2006) employed a ratio of ten cautious errors (false positive) for every dangerous error (false negative). Urwin’s HART model used a ratio closer to 3:1. Conversely, the probability of a ‘very dangerous’ error (a serious re-offender forecast as having no risk) was just 2%, and this, Urwin argued, was sufficient to enable the Durham Chief Constable to have sufficient confidence in the model to put it into operation. At the same time, by effectively deliberately over-forecasting the risk of individuals, Urwin did not eschew the ethical dilemmas her algorithm produced. The Durham HART model was widely scrutinised in the British media (Baraniuk, 2017;
Burgess, 2018), both in this respect and in terms of its fairness. Later revisions of the model removed the use of a sociodemographic classifier provided by the private company Experian due to complaints that it biased the model against less-affluent communities.

Urwin’s paper was also the first random forest analysis to test the model performance against clinical judgements. Urwin developed a test wherein custody sergeants were given cases that were also tested by the model. The subsequent level of agreement was then analysed. In general, the predictions of the two methods were notably different. In moderate-risk cases, police officers and the algorithm agreed around two thirds of the time, but this dropped to around half the time in low-risk cases and less than a quarter of the time in high-risk cases. Urwin concluded that, typically, police officers were more risk-averse than the algorithm when it came to risk forecasting.

12.6.4 Criticisms and problems
Promising though the use of random forests for criminal justice and even domestic abuse forecasts may appear to be, as a branch of actuarial instruments, and in particular as a machine learning technique, the method is subject to the same criticisms and problems as other instruments of the same type. At the superficial level, these can manifest in popular media as ‘big brother’ issues, in which a person’s hidden data play a disproportionate role in determining the consequences of their actions or the services available to them. In particular, critics have focused on the ethical and discriminatory aspects of particular variables, as was especially the case in response to the Durham HART model (Urwin, 2016; Baraniuk, 2017, Liberty, 2019). As this research proposes a replication of random forest forecasting, it is worthwhile summarising the main criticisms against and problems of actuarial criminal justice forecasting instruments identified by scholars and commentators thus far.

Perhaps the most comprehensive recent discussion of issues facing actuarial instruments was presented by Gottfredson and Moriarty (2006), who argued that the promise of such tools was as yet unrealised because key assumptions were being ignored or contradicted. Reviewing the original work of Gottfredson and Gottfredson (1986), the authors summarised the main issues surrounding implementation of actuarial tools as (1) the use of unreliable data in tools, (2) failure to consider the base rate (base rate meaning the rate at which the outcomes to be forecast occur within the population), and (3) the incorrect application of weighting factors. They also highlighted a number of potential methodological concerns which we return to in Chapter 20. These include the establishment of a cross-
validation sample, separate from the training dataset, the selection of appropriate measures of predictive accuracy, the consideration of static and dynamic variables and the inclusion of ‘administrative overrides’ for practical and ethical considerations.

The issues raised by Gottfredson and Moriarty have been frequently touched upon in publications concerned with criminal justice forecasts and random forests in particular (see Berk, 2008; Berk et al., 2009; Berk et al., 2010; Berk, 2011; Berk and Bleich, 2013). Berk and Hyatt (2015) brought together many of the ideas from those papers in their response to ‘misinformed views’ regarding actuarial models. They focused on five main criticisms: the legitimacy of actuarial instruments, insufficient levels of predictive accuracy, the double counting of predictor variables, the inability of models to be dynamic and respond to changing circumstances, and the potential for the introduction or consolidation of racial biases in decision-making. The authors concluded that clinical models, although appealingly simple to implement, also suffer from these issues, and drew attention to strategies to overcome each problem in actuarial models.

A primary issue of concern, specifically with random forests, is the ‘black box’ nature of the procedure, which refers to the ‘unknowable’ aspect of its calculations. In practice, a random forests algorithm calculates so many decision points (sometimes millions) that it is practically impossible to audit each forecast. This can leave practitioners uncomfortable, and critics claim that police do not really understand the decisions they are making (Berk, Sorenson and Barnes, 2012; Berk and Hyatt, 2015). The size of the calculations can also create practical implementation issues with securing the appropriate computer processing power or specialist software required to perform a forecast in a timeframe that does not inhibit police personnel from carrying out their duties (Barnes and Hyatt, 2012). This latter issue has been highlighted as one of the key considerations for law enforcement agencies when attempting to integrate machine learning techniques into their practices (Ridgeway, 2013).

12.7 Summary of the evidence
The literature summarised in this chapter presents a range of evidence for the existence of repeat domestic abuse as an important aspect of domestic abuse. Yet there is relatively little evidence for the trend of chronological escalation in severity. There are also a number of gaps in our understanding of serial perpetrators which presents a major obstruction to professional aims to target serial perpetrators. Foremost among these obstructions is the lack of an agreed
definition, but this is relatively simple to propose. More pressing is the need to obtain a more robust estimate of the prevalence of serial offenders, and then to describe and understand this subset of domestic abusers, particularly in comparison to other groups. Practitioners would likely find any additions to the evidence base in these respects helpful to their efforts to develop programmes targeting domestic abuse perpetrators. The literature indicates that serial perpetrators are a distinct group, albeit not in the majority. There is little to no understanding, though, whatever the size of the group, of their relative harmfulness. Calls for a register of these individuals – by means of which they would be tracked for life – would reflect a highly dangerous group of ‘predators’, but the potential impact of such a register has not yet been properly established.

Assessments of future dangerousness in criminal justice settings have been discussed for decades, with many iterations of the task evolving. Currently, forecasting instruments can be categorised into three classifications: clinical, actuarial, or structured professional judgement, with the last of these being the most commonly used in contemporary domestic abuse practice. In both clinical and structured professional judgement tools, heuristics are particularly important influencers of forecasting outcomes and one of the reasons that many scholars argue that actuarial instruments could improve on them. In England and Wales in particular, evidence shows that there is inconsistent application of the present tools, and there is no evidence at all regarding their predictive validity with reference to future dangerousness. Modern statistical techniques, combined with the large datasets now available to police agencies, open the possibility of using machine learning techniques such as random forests. Several studies, predominantly involving Professor Richard Berk and law enforcement agencies in the USA, have successfully established forecasting tools based on this model, but so far only one study has examined domestic abuse forecasts (Berk, Sorenson and Barnes, 2012), and only one study has examined the use of random forests in England and Wales (Urwin, 2016). A number of issues exist which the implementation of machine-learning-based actuarial instruments must address to stand a chance of being successful. These include establishing a clear framework for legitimacy and legality, including an assessment of ethics, thorough validation, consideration of base rates and appropriate IT design to enable practical use by frontline practitioners.
13 Research Questions

13.1 Chapter roadmap
In this chapter we revisit the research questions first set out in the Introduction, to place them in the context of the targeting methodologies reviewed in the Chapter 11 and set the scene for the methodologies we discuss in the next chapter. Each of the five primary research areas is covered in this chapter, which concludes with an overall summary that restates the overall direction of this research.

13.2 Repeat abuse
Table 11: Research questions: repeat abuse

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is the prevalence and extent of repeat victimisation of domestic abuse?</td>
</tr>
<tr>
<td>2</td>
<td>What is the conditional probability of further domestic abuse associated with each consecutive victimisation?</td>
</tr>
<tr>
<td>3</td>
<td>What is the prevalence and extent of repeat offending of domestic abuse?</td>
</tr>
<tr>
<td>4</td>
<td>What is the conditional probability of further domestic abuse associated with each consecutive offence?</td>
</tr>
</tbody>
</table>

Chapter 12 outlined that there is a large body of evidence that supports the existence of repeat domestic abuse. However, only a handful of these studies have examined police records as a primary source. Those that have, found repeat abuse to be prevalent in the minority of cases but in sufficient proportions to be influential on overall harm (Bland and Ariel, 2015; Barnham et al., 2017; Kerr et al., 2017). In practice, much emphasis is placed on targeting and preventing repeat abuse, so this warrants further examination. To this end, we focus on two primary research questions, subdivided by both victims (questions 1 and 2) and offenders (questions 3 and 4). The first and third of these questions deal with the issue of prevalence – what proportion of overall victims and offenders are linked to multiple cases, regardless of the identity of the other party involved? Based on previous studies of English and Welsh police records, we might expect this to be in the order of 25% of cases (Bland and Ariel, 2015; Barnham et al., 2017).
The second and fourth questions are predicated on the existence of repeat abuse and concern the probability of further repeats at each consecutive crime reported. The answers to the prevalence questions will reveal what the probability is of any domestic abuse offender or victim being linked to an additional domestic abuse crime. Conditional probability calculations will assess the probability of further crimes at each total level of prior abuse. Prior research of this nature is scant, but what exists has shown a generally increasing trend in probability with each additional crime report (Bland and Ariel, 2015).

Understanding the overall prevalence of repeat abuse is an important fundamental aspect to the research questions that follow, but they are also an important factor in our overall understanding of domestic abuse problems. If we find that repeat abuse over an extended period of time is in the minority we may place additional emphasis on the characteristics of this group or conversely, identify pertinent questions about those which do not experience repeat offending. Addressing these questions in a number of jurisdictions of varying geographic and demographic profiles, may enable more precise responses based purely on the prior number of domestic abuse crimes.

### 13.3 Serial abuse

#### Table 12: Research questions: serial abuse

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>What is the prevalence and extent of serial abuse among victims of domestic abuse?</td>
</tr>
<tr>
<td>6</td>
<td>What is the prevalence and extent of serial abuse among offenders of domestic abuse?</td>
</tr>
<tr>
<td>7</td>
<td>Are serial perpetrators demographically different from repeat offenders or single-time offenders?</td>
</tr>
<tr>
<td>8</td>
<td>What types of domestic abuse crime do serial perpetrators commit and how harmful are they?</td>
</tr>
<tr>
<td>9</td>
<td>Do serial offenders cause more domestic abuse harm than repeat or single-time domestic offenders?</td>
</tr>
<tr>
<td>10</td>
<td>To what extent do domestic abuse serial perpetrators commit other forms of crime, and how does this compare with repeat or single-time domestic offenders?</td>
</tr>
</tbody>
</table>
Evidence about the prevalence of serial offending is far rarer than repeat domestic abuse offending. As far as we can tell, it is non-existent for serial victimisation. In light of this, our first research questions are simple – what is the prevalence of serial cases among domestic abuse victims and separately, offenders?

Our subsequent questions then focus on perpetrators, which are, at present, the group which police and partners have an interest in, and for which more data are traditionally collected. Given the interest in targeting serial offenders, we will seek to establish a profile of the group relative to other ‘types’ of domestic abuse offender. It is of interest to determine if serial perpetrators have different demographic and offending history characteristics, and in particular, whether they truly are more harmful. Establishing the answers to these questions may reveal new avenues for agencies targeting serial offenders or it may call the whole endeavour into question. Either way, the answers are likely to be useful to practitioners and scholars, the latter of whom have not previously studied this group in any substantial detail.

13.4 Escalation

Table 13: Research questions: Escalation

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Is there evidence of escalating harm in each consecutive domestic victimisation?</td>
</tr>
<tr>
<td>12</td>
<td>Is there evidence of escalating harm in each consecutive domestic offence committed by offenders?</td>
</tr>
</tbody>
</table>

With empirical evidence for the existence of escalating severity in domestic abuse crimes so sparse, there is real value to be gained from further measurement of the issue. While dyads have been the principal unit of interest to the few researchers who have explored escalation (see Bland and Ariel, 2015 as an example), the two research questions we will analyse relate to victims and offenders separately for two reasons. Firstly, this subcategorisation has not previously been explored, and secondly because some prevalence for serial victims and offenders is anticipated, we require a question that will account for such cases.

Understanding more about escalation, including whether it even exists in police records, has potential implications for both practical and theoretical agendas. In practice, risk assessments are partially informed by views on escalation. In theory, it is an established
premise (Pagelow, 1981, Richards et al., 2008; Walker, 1979). If escalation cannot be found, then this finding may challenge these positions. Alternatively, it may endorse them. In either scenario, these questions are potentially highly useful to the field.

13.5 Concentration of harm

Table 14: Research questions: Concentration of harm

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>What is the extent of concentration of harm among the most harmed victims of domestic abuse?</td>
</tr>
<tr>
<td>14</td>
<td>What is the extent of concentration of harm among the most harmful offenders of domestic abuse?</td>
</tr>
<tr>
<td>15</td>
<td>To what extent do the police have prior knowledge of the group of victims suffering the most harm?</td>
</tr>
<tr>
<td>16</td>
<td>To what extent do the police have prior knowledge of the group of offenders committing the most harm?</td>
</tr>
</tbody>
</table>

Previous research into concentrations of harm in domestic abuse cases is almost non-existent, so the four questions shown in Table 14 break new ground. Kerr et al., (2017) and Barnham et al., found evidence of concentrated harm using variations of the Cambridge Crime Harm Index, but these are isolated examples which require replication. Similarly, Bland and Ariel’s (2015) conclusion about the half of ‘high harm’ cases having no prior records for domestic abuse merits further exploration. If this feature of domestic abuse harm were replicated more generally it would have considerable implications for domestic abuse strategies such as potentially limiting the preventative scope of risk assessments which, as discussed in Chapter 9, are typically only instigated after an initial report of domestic abuse. If half of high harm cases have no initial report, risk assessments will not take place until the high harm has occurred, meaning that at best, police could only hope to prevent half of their serious domestic abuse crimes before they happen.
13.6 Forecasting

Table 15: Research questions: Forecasting

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>What proportion of all arrestees go on to commit domestic abuse within two years?</td>
</tr>
<tr>
<td>18</td>
<td>What proportion of serious domestic abuse arrestees have prior arrest records in the two years preceding years?</td>
</tr>
<tr>
<td>19</td>
<td>Can antecedent inputs predict future domestic abuse cases to a high degree of accuracy?</td>
</tr>
<tr>
<td>20</td>
<td>Which inputs have the greatest impact on predictive validity?</td>
</tr>
</tbody>
</table>

If the few previous findings on concentration of harm are replicated by the analysis of questions 12-16, and police forces only have a chance of identifying and preventing around half of serious domestic abuse crimes, then it follows that there is a need to explore wider methods of predicting those serious crimes which occur ‘out of the blue’. But, even if it were deemed morally and legally acceptable, population-wide screening is likely to be impracticable. Police forces would be better served examining other records they keep already, such as non-domestic abuse crime records. To this end, our research questions on forecasting focus on arrests for any form of crime, with a view to assessing the possibility of predicting domestic abuse (serious and less-serious) at the point a suspect is detained and processed through a custody suite. Questions 17 and 18 establish a baseline – what the prevalence of future domestic abuse within this population is, and of those arrested for domestic crimes, what proportion had prior arrest records – and so a chance of being identified by this method at all. The major question then follows: can a statistical model, which is based on prior criminal activity of an individual at the time they are arrested, successfully forecast future domestic abuse. If we can find such a model then it may have ramifications for crime prevention, police resources and even public health outcomes. But such a model would rightly be closely scrutinised to ensure it is not biased or compromised. These are major contemporary concerns with the use of algorithms in criminal justice (see Liberty, 2019; Oswald, Grace, Urwin and Barnes, 2018). The key challenge for algorithms is not just to be accurate, but to achieve that accuracy in a way that can be plainly and transparently understood as fair and just by an audience wider than just a few technical specialists. These factors necessitate examination not just of the predictive performance but
the inner mechanics of modelling too. So the final question posed is conditional on a ‘successful’ model being found – what are the predictor variables contribute the most to the predictive accuracy of the model? Understanding this detail may help address concerns about the legitimacy of the model or help future researchers refine it.

13.7 Summary
All of the research questions detailed in this chapter are directed at targeting domestic abuse. They build on previous empirical research which has shown that repeat offending and victimisation is common in domestic crimes, that to some extent serial perpetrators exist, that a small proportion of people are linked to most of the serious harm and that escalation of severity across case history is not necessarily known to the police. In setting these questions, the aim is to contribute to this body of research and identify strong evidence that can support the development of responses which single out the most harmful cases before they occur. The next chapter turns to how these questions can be answered.
14 Research Methods

14.1 Chapter roadmap
This chapter expands on the research questions detailed in Chapter 13 with the details of how the findings for each question have been produced. The chapter begins with a description of three datasets obtained for this research, then addresses each of the five research themes in turn. The first subsection explains the differences in the three datasets and which research questions they were obtained to address. Each was obtained at a different point in the research process, and though they all pertain to police domestic abuse records, each dataset features different variables chosen for the specific questions under examination. The first subsection outlines the nature of the police forces from which the data was obtained and specifically what variables the data include.

The following subsections then consider the analytical procedures we have used to address each research question. These include descriptive statistics, probability calculations and difference testing. The primary aim of this chapter is to support researchers looking to replicate this work, so each category is dealt with in some detail, with specific analytic methods outlined where appropriate. In the case of the statistical forecasting model we have developed, this chapter goes into a higher level of detail, including descriptions of how the chosen algorithm works, the key terms that describe its various parameters and functions, and how the model had been calibrated.

14.2 Three datasets
Three sets of police records were collated in total in order to address all 20 research questions outlined in Chapter 13. There were three primary reasons for compiling three datasets rather than one. Firstly, each category of question required different variables or parameters for its analysis. For example, to ascertain the non-domestic abuse crime harm of serial perpetrators (as required by Question 10), we needed to obtain details of non-domestic abuse offending history – a much larger set of data than just domestic abuse crimes. We did not need the same information to answer questions on concentration of harm or escalation, so we were able to refine request to police forces to assist with streamlining our requests and reducing the burden on the agencies supplying us with the information.

Secondly, to increase the generalisability of our findings, data were requested from five separate police forces, from all over England and Wales, including rural and
metropolitan jurisdictions. How do five departments’ data translate into three datasets? Dataset 1 comprised of four separate police forces’ data. One of these forces also supplied records for Dataset 2 and a fifth, entirely separate force supplied Dataset 3. All details of where the datasets originated from have been removed from this work to comply with the conditions of data handling specified by the police forces supplying the data. The datasets were essentially a convenience sample. Enquiries were made with multiple forces and those responding positively were used to form the datasets.

Thirdly, each dataset was obtained at a different stage as this study progressed. Accordingly, the datasets correspond to different periods of time, which are specified throughout. The following subsections introduce each of the datasets for context and to assist those looking to replicate these analyses.

14.2.1 Dataset 1: Repeat abuse, escalation and concentration of Harm

Separate datasets were obtained from four police forces in England and Wales. All used the same definition of domestic abuse (see Chapter 9) which, while not an official crime classification, was recorded using ‘flagging’, in accordance with the definition. A common set of fields was established to enable the composition of an aggregate dataset. The overall dataset included 290,241 domestic abuse crimes recorded between 2009 and 2015, offered broad comparability to the overall position for domestic abuse in the whole of the country in this period (see Table 17).

Table 16 shows comparisons of each force’s data in full, in relation to which several key points are worth noting. Firstly, there is a wide range of variation in the percentage of incidents that were recorded as crimes, ranging from 29% in Force B to 55% in Force A. This was not uncommon during the period analysed, when force recording of crimes was reportedly uneven (HMICFRS, 2014b). By including forces across the spectrum of rates, our dataset smooths this unevenness.

Secondly, the database shows that, while violent offences are the most frequent type of domestic abuse, they are not the only form of crime classification given the domestic abuse designation. Thirdly, the data support the ONS finding that the majority of domestic abuse victims are females, but at a different ratio; the ONS (2018) reports a ratio of around two female victims to every male, whereas these data report a ratio of 4.2 female victims to every male. Finally,
Table 16 demonstrates that the vast majority of reported domestic abuse is at the low end of the CCHI scale. These characteristics elevate the extent of generalisability of our findings because of the broad comparability with the national overview.

Table 16. Comparison of key domestic abuse statistics in Dataset 1

<table>
<thead>
<tr>
<th></th>
<th>Force A</th>
<th>Force B</th>
<th>Force C</th>
<th>Force D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of records that were classified as crimes</td>
<td>55%</td>
<td>29%</td>
<td>43%</td>
<td>30%</td>
</tr>
<tr>
<td>Proportion of crimes that were classified as violent</td>
<td>44.2%</td>
<td>22.4%</td>
<td>33.3%</td>
<td>28.3%</td>
</tr>
<tr>
<td>CCHI score per crime: M (SD)</td>
<td>34.0 (186.1)</td>
<td>20.9 (166.3)</td>
<td>41.7 (288.1)</td>
<td>31.1 (221.2)</td>
</tr>
<tr>
<td>Proportion of crimes that were solved</td>
<td>41.3%</td>
<td>41.4%</td>
<td>43.4%</td>
<td>41.8%</td>
</tr>
<tr>
<td>Victim age: M (SD)</td>
<td>29.0 (17.9)</td>
<td>N/A</td>
<td>30.7 (15.5)</td>
<td>33.1 (12.3)</td>
</tr>
<tr>
<td>Proportion of victims who were female</td>
<td>69.2%</td>
<td>N/A</td>
<td>78.4%</td>
<td>83.5%</td>
</tr>
<tr>
<td>Proportion of victims who were of White British ethnicity</td>
<td>85.7%</td>
<td>N/A</td>
<td>92.0%</td>
<td>66.8%</td>
</tr>
<tr>
<td>Offender age: M (SD)</td>
<td>32 (14.9)</td>
<td>N/A</td>
<td>33 (12.0)</td>
<td>33 (11.1)</td>
</tr>
<tr>
<td>Proportion of offenders who were male</td>
<td>54.7%</td>
<td>N/A</td>
<td>79.1%</td>
<td>85.1%</td>
</tr>
<tr>
<td>Proportion of offenders who were of White British ethnicity</td>
<td>58.1%</td>
<td>N/A</td>
<td>81.9%</td>
<td>61.3%</td>
</tr>
</tbody>
</table>

N/As indicate where the dataset provided by the force either did not provide the required variables or a high proportion of variables included missing data and summary statistics could not be produced.
Table 17. Comparisons of prevalence: Dataset 1

<table>
<thead>
<tr>
<th></th>
<th>England &amp; Wales</th>
<th>Force A</th>
<th>Force B</th>
<th>Force C</th>
<th>Force D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recorded domestic abuse per 1,000 population</td>
<td>17.8</td>
<td>14.5</td>
<td>17.9</td>
<td>11.8</td>
<td>18.4</td>
</tr>
<tr>
<td>Proportion of the of-age population (aged 16–59) who had been victims of domestic abuse</td>
<td>6.0%</td>
<td>6.8%</td>
<td>6.7%</td>
<td>8.1%</td>
<td>7.3%</td>
</tr>
<tr>
<td>Proportion of overall crime recorded by police which was domestic abuse$^{10}$</td>
<td>10.8%</td>
<td>12%</td>
<td>10.7%</td>
<td>8.9%</td>
<td>10.2%</td>
</tr>
</tbody>
</table>

The variables obtained within these data consisted of (1) crime classification, (2) anonymised victim unique reference number, (3) anonymised offender unique reference number, (4) date that crime was reported. To these calculated fields were added, consisting of (5) Cambridge Crime Harm Index score, (6) Chronological sequence of offence for victim and (7) chronological sequence of offence for offender.

14.2.2 Dataset 2: Serial Perpetrators

Dataset 2 was obtained to address questions relating to serial offending. It comprised of crime investigations from one large police force (one of the four which supplied data for Dataset 1, but over a different timescale) identified as domestic abuse by recording officers and later validated by input clerks based on the cross-government definition of domestic abuse. The data quality of crime investigation records in the police force under examination was routinely scrutinised by audit staff, and officers were generally perceived to have a mature understanding of the definition of ‘domestic abuse’ following years of prioritisation of domestic abuse and investment in training to support officer awareness and knowledge.

---

$^{10}$ Police also record crimes in a range of other non-domestic categories – violent crime, acquisitive crime, environmental crime etc.
Table 18 shows that most crimes in the dataset did not result in an outcome which legally ‘proved’ that the suspect had committed the offence. When police in England and Wales complete an investigation, they are required to classify the case with an outcome code. Eight of these codes are collectively described as ‘solved’ outcomes, indicating the positive identification and processing of a suspect. Of these, just one (charge) results in the alleged offender progressing to court. The other seven ‘solved’ outcomes are known as ‘out of court’ outcomes, because they do not proceed to a court setting. However, the offender in these cases does receive an official criminal record. The remaining outcome codes are known as ‘unsolved’ cases. A suspect may be identified, but not enough evidence available to prove the crime, for example.

In this sense, the decision to expand the definition of ‘perpetrators’ to those with suspect status is justifiable on practical grounds. Analysis of only convicted cases would have greatly and disproportionately reduced the sample size, but it is important to emphasise that an ‘unsolved’ outcome is not necessarily a tacit indication of suspect innocence, just as a solved outcome is not an indication of legal guilt (as charged cases may be judged otherwise in court). As such, this research makes statements about domestic abuse perpetrators on the basis of links to crimes as suspects, which in the majority of cases are identified as part of the process of determining the status of the case as ‘domestic’.
Table 18. Breakdown of domestic abuse outcomes

<table>
<thead>
<tr>
<th>Outcome type</th>
<th>Percentage of crimes in dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>Positive</code> outcomes (21.6%)</td>
<td></td>
</tr>
<tr>
<td>Charged</td>
<td>15.0%</td>
</tr>
<tr>
<td>Cautioned (youth)</td>
<td>0.3%</td>
</tr>
<tr>
<td>Cautioned (adult)</td>
<td>5.2%</td>
</tr>
<tr>
<td>Taken into consideration</td>
<td>0.0%</td>
</tr>
<tr>
<td>Offender deceased</td>
<td>0.0%</td>
</tr>
<tr>
<td>Penalty notice</td>
<td>0.0%</td>
</tr>
<tr>
<td>Community Resolution</td>
<td>1.1%</td>
</tr>
<tr>
<td><code>Unsolved</code> outcomes (69.9%)</td>
<td></td>
</tr>
<tr>
<td>Not in public interest to prosecute (CPS decision)</td>
<td>0.5%</td>
</tr>
<tr>
<td>Not in public interest to prosecute (police decision)</td>
<td>1.8%</td>
</tr>
<tr>
<td>Named suspect below age of criminal responsibility</td>
<td>0.0%</td>
</tr>
<tr>
<td>Named suspect too ill</td>
<td>0.5%</td>
</tr>
<tr>
<td>Named suspect but victim deceased or too ill</td>
<td>0.1%</td>
</tr>
<tr>
<td>Suspect not identified, victim cannot or will not support</td>
<td>0.6%</td>
</tr>
<tr>
<td>Suspect identified, victim supports but evidential difficulties</td>
<td>16.6%</td>
</tr>
<tr>
<td>Suspect identified but victim has withdrawn support</td>
<td>44.4%</td>
</tr>
<tr>
<td>Time expired</td>
<td>0.9%</td>
</tr>
<tr>
<td>No suspect identified, no further line of inquiry</td>
<td>0.6%</td>
</tr>
<tr>
<td>Another agency progressing action</td>
<td>2.1%</td>
</tr>
<tr>
<td>Further enquiries needed but not in public interest (police decision)</td>
<td>0.4%</td>
</tr>
<tr>
<td><code>Under investigation</code> (8.5%)</td>
<td></td>
</tr>
<tr>
<td>Crime still under investigation at time of data extraction</td>
<td>8.5%</td>
</tr>
</tbody>
</table>

Table 19 illustrates comparability of our sample with the national trends for police forces at the time these data were recorded. These statistics indicate a high level of similarity which, while not a forensic statement of external validity, suggests that the dataset analysed here is relevant to the wider national picture.
Table 19. Dataset 2 statistical comparisons

<table>
<thead>
<tr>
<th></th>
<th>Year ending March 2016 (%)</th>
<th>Year ending March 2017 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proportion of domestic abuse recorded as a crime</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample</td>
<td>35.6</td>
<td>44.9</td>
</tr>
<tr>
<td>National average</td>
<td>40.9</td>
<td>45.7</td>
</tr>
<tr>
<td><strong>Proportion of domestic abuse crimes recorded as violent</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample</td>
<td>77.4</td>
<td>77.8</td>
</tr>
<tr>
<td>National average</td>
<td>77.8</td>
<td>77.0</td>
</tr>
<tr>
<td><strong>Proportion of all recorded crime classified as domestic abuse</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample</td>
<td>9.7</td>
<td>10.2</td>
</tr>
<tr>
<td>National average</td>
<td>10.8</td>
<td>11.0</td>
</tr>
</tbody>
</table>

The net result of this picture is higher confidence in the dataset as a true reflection of the actual picture of crime reported to police, even if the extent of that confidence is not quantitatively measurable.

Dataset 2 included 26,833 records taken from a period of just over two years (834 days) from October 2015 to January 2018. The dataset comprised a typical tabular format of a row of data per crime investigation, with columns relating to the different available variables, which included (1) a unique identifier for the investigation, (2) the offence classification, (3) the victim unique identifier, (4) the perpetrator unique identifier, (5) the date the crime was reported to the police, (6) the perpetrator gender, (7) the perpetrator age and (8) the perpetrator ethnicity. As with Dataset 1, several calculated fields were added, including, (9) Cambridge Crime Harm Index score, (10) victim status as serial (yes or no) and (11) perpetrator type (‘serial’, ‘repeat’ or ‘single-time’). As with Dataset 1, CCHI scores were obtained by a combination of a lookup table in Excel that cross-referenced the crime classification text against a reference table, and manual data input. The latter used the central CCHI spreadsheet collated by the University of Cambridge. For perpetrator type, the category was assigned based on a combination of a count of the number of investigations linked to the
suspect unique identifier (single counts were automatically assigned to ‘single-time’, while multiple counts progressed to the next step), and then the number of unique victims. Those perpetrators with a unique victim count exceeding 1 were assigned to ‘serial’, with the remainder being assigned to ‘repeat’.

As with any police-recorded crime dataset, there are clear limitations, all of which have already been noted in earlier chapters but are worth repeating. The dataset contained only those crimes which the police were notified about, and despite the increased efforts of auditors and trainers, it is still likely that some attrition occurred between the report being made to police and a crime record being recorded. All records in this dataset were recorded on to a new computer system, implemented in full only five days prior to the extraction ‘start’ date. It is possible that some misclassifications may have occurred, but the extent of this was judged by the force to be small. The new system had very few mandatory fields, and in some cases this led to data being omitted from the records in the dataset. The final dataset was adjusted to 25,312 crime records, with 5.7% of records removed on the basis of missing or erroneous data.

14.2.3 Dataset 3: Forecasting
The objective for Dataset 3 was to test whether a machine learning technique could produce a model for forecasting future domestic abuse offending by any arrested offender, irrespective of the offence they were arrested for. Statistical modelling of this kind required a large dataset spanning multiple years to allow for ‘follow-up’ periods of time in which we were able to observe the actual offending behaviour. To this end, one large police force in England and Wales supplied a multi-year dataset of arrest records (also known as custody records).

Arrest data was used for two primary reasons. The first is that we anticipated that a high rate of ‘false positive’ or cautious errors. Such errors are generated by incorrectly forecasting that an individual will commit a domestic offence when they in fact, did not, and, in practice, may result in them receiving some form of intervention which they do not require. We believe this might reasonably be considered an infringement of the suspect’s rights and so, by selecting only arrest data, we are limiting the exposure to this forecasting instrument to only those individuals that the police have deemed eligible for arrest (i.e. they were suspected of committing a criminal offence). This of course does not mean that they were guilty of a crime, but practicality means it is impossible to obtain such information, and
conviction rates are low enough that an analysis using such a narrow dataset would almost certainly be meaningless in practice.

The second reason for selecting arrests is that they capture a wide array of persons of interest to the police, who have an identifiable checkpoint (processing through custody) with any police force where the prediction tool might be applied, but this data source captures a high proportion of ‘serious’ domestic abuse cases (one of the main focus points for the forecasting tool). This dataset allows us to test whether any arrestee is likely to subsequently commit a domestic offence.

In total, Dataset 3 comprised of 73,380 arrest records. These records were case events, not individual records, so it was possible for an offender to be included multiple times in the data. Analysing records this way has more potential for practical relevance in that an agency may wish to forecast and re-forecast an individual upon each time they enter custody. At each new arrest their criminal history may have changed and therefore the probability of future offending may change with the number of times an individual is arrested.

The dataset included arrest records from 1999 to 2017. In its raw form the data consisted of multiple tables of data, linked together by shared unique reference numbers (URNs). These tables were assembled into one training dataset with variables for (1) arrestee URN, (2) crime classification (for which they were arrested), (3) date of arrest, (4) gender of the arrestee and (5) arrestee date of birth. Calculated variables (those created by calculations based on supplied variables – e.g. to create a variable for ‘presenting arrest is for a domestic crime’, code was written to apply a ‘1’ were the domestic keyword was present, and otherwise a ‘0’), were added to these to formulate the required set of predictor variables (those used by the statistical model to forecast the outcome) and one calculated variable was added to represent the outcome the model would attempt to forecast. This variable (‘outcome’) was coded to either ‘DV0’, ‘DV1’ or ‘DV2’. Arrestees with no domestic arrest within two years were coded as ‘DV0’. Those with a less-serious domestic arrest were coded as ‘DV1’ and those with a subsequent arrest for a serious domestic offence were coded as ‘DV2’.

The full set of 35 predictor variables were as follows:

- **Age at custody event**: the age in years of the suspect on the day of the presenting custody event in each case (note that each offender can appear in multiple cases, but their age in each case may vary depending on when they are arrested;
moreover, each subsequent crime presents a new two-year follow-up from the new
date of arrest)
- **Gender:** female or male
- **Number of prior crimes:** the number of crimes attributed to the offender prior to
the presenting custody event case
- **Number of presenting crimes:** the number of crimes attributed to the offender in
the presenting custody event
- **Presenting crime charge is for violence:** yes/no
- **Presenting crime charge is for a property crime**: yes/no
- **First age – any offence:** the age of the suspect in years on the recorded date of
their first crime
- **First age – serious offence:** the age of the suspect in years on the recorded date of
their first serious crime, regardless of when it occurred (serious as defined in
outcomes; see footnote 1)
- **First age – weapons offence:** the age of the suspect in years on the recorded date of
their first crime involving a weapon
- **First age – drugs offence:** the age of the suspect in years on the recorded date of
their first drug crime (possession or supply)
- **First age – property offence:** the age of the suspect in years on the recorded date of
their first property crime
- **Years since last offence:** the number of years (rounded to a whole number) from
the recorded date of the offender’s last attributed offence to the date of the
presenting custody event
- **Number of prior murders:** the number of homicides and attempted homicides
attributed to the offender prior to the presenting custody event
- **Number of prior serious crimes**: the number of serious crimes attributed to the
offender prior to the presenting custody event
- **Years since last serious crime:** the number of years (rounded to a whole number)
from the recorded date of the offender’s last attributed serious offence to the date
of the presenting custody event

---

11 Property crimes include burglary, theft and criminal damage offences
12 Serious crimes were defined as higher than 545 days on the Cambridge Crime Harm Index scale.
- **Number of prior violent crimes**: the number of violent crimes attributed to the offender prior to the presenting custody event
- **Years since last violent crime**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed violent offence to the date of the presenting custody event
- **Number of prior sexual crimes**: the number of sexual crimes attributed to the offender prior to the presenting custody event
- **Years since last sexual crime**: the number of years (rounded to whole number) from the recorded date of the offender’s last attributed sexual offence to the date of the presenting custody event
- **Number of prior weapons crimes**: the number of weapons crimes attributed to the offender prior to the presenting custody event (based on offence category, not keyword)
- **Years since last weapons crime**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed serious offence to the date of the presenting custody event
- **Number of prior firearms crimes**: the number of firearms crimes attributed to the offender prior to the presenting custody event
- **Years since last firearms crime charge**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed firearms offence to the date of the presenting custody event
- **Number of prior drug possession crimes**: the number of drug possession crimes attributed to the offender prior to the presenting custody event
- **Years since last drug possession**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed drug possession offence to the date of the presenting custody event
- **Number of prior drug supply crimes**: the number of drug supply crimes attributed to the offender prior to the presenting custody event
- **Years since last drug supply crime**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed drug supply offence to the date of the presenting custody event
- **Number of prior property crimes**: the number of property crimes attributed to the offender prior to the presenting custody event
- **Years since last property crime charge**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed property offence to the date of the presenting custody event

- **Number of prior custody events**: the number of custody events attributed to the offender prior to the presenting custody event

- **Years since last custody event**: the number of years (rounded to a whole number) from the date of the offender’s last custody event to the date of the presenting custody event

- **Number of prior serious crimes**: the number of serious crimes attributed to the offender prior to the presenting custody event

- **Years since last serious crime**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed serious offence to the date of the presenting custody event

- **Number of prior domestic crimes**: the number of domestic crimes attributed to the offender prior to the presenting custody event

- **Years since last domestic crime**: the number of years (rounded to a whole number) from the recorded date of the offender’s last attributed domestic offence to the date of the presenting custody event

- **Violent warning marker**: presence of a warning marker in the same year\(^{13}\) as the presenting custody event (yes/no)

- **Drugs warning marker**: presence of a warning marker in the same year as the presenting custody event (yes/no)

- **Weapons warning marker**: presence of a warning marker in the same year as the presenting custody event (yes/no)

- **Suicide warning marker**: presence of a warning marker in the same year as the presenting custody event (yes/no)

### 14.3 Procedure: Repeat abuse

Research questions 1 and 3 (relating to the prevalence of repeat victims and offenders in Dataset 1), required calculations of the percentage of victims and, separately, offenders for whom the total count of crime records was greater than one. This process was undertaken

\(^{13}\) For warning markers the presence of a marker in the same year as the presenting event was selected to account for contemporaneity. For example, an individual who has been suicidal ten years ago may not longer be so. Our parameter might reasonably be extended to a longer period of time.
using a pivot table in Excel, which was also used to provide a breakdown of the frequency for each total crime count (i.e. how many offenders had two crimes, three crimes and so on).

Questions 2 and 4 required the calculation of conditional probability. This was calculated in the normal way (P(A|B) – i.e. the probability (P) of an event (A) occurring given that another event (B) has already occurred) by establishing a frequency table for total crime counts (as described in the previous paragraph) and then dividing the summed frequencies for each respective count. For example: to calculate the conditional probability of a victim reporting their second domestic crime subsequently reporting a third, we calculated the total frequency of victims reporting 3, 4, 5 …n crimes, and then divided this by the total frequency of victims reporting 2, 3, 4, 5 …n crimes.

14.4 Procedure: Serial abuse
Questions 5 and 6 (the prevalence of serial victims and offenders) require descriptive statistics in the same fashion as Questions 1 and 3. To this end, datasets 1 and 2 were both analysed (both offering the opportunity to calculate the prevalence of serial victims and offenders), by use of the victim/offender type variable and pivot tables to calculate the proportion of all victims/offenders with a distinct offender/victim count greater than one (e.g. the serial rate for victims was the total number of victims linked to >1 offender, divided by the total number of victims).

Question 7 (relating to demographic differences between perpetrator types) draws only on Dataset 2 age, ethnicity and gender variables which are then compared between cohorts using independent sample t-tests and chi squared tests to determine if the differences were statistically significant. While Dataset 1 contained unique identifiers that enabled us to calculate the prevalence of serial perpetration, it did not contain enough demographic information for us to analyse serial offenders in detail, hence obtaining these data in full for dataset 2 and using only this source to address this question.

For Question 8 (the profile of domestic abuse crimes committed by ‘serial’ perpetrators compared to ‘repeat’ and ‘single-time’ offenders), the analysis required a sub-group analysis of crime classification counts by differing offender types. Crime classifications were grouped into categories based on Home Office reporting rules. These results were also analysed using independent sample t-tests to establish any statistical significance in the differences. This approach was mirrored for Questions 9 and 10, using CCHI scores for non-domestic crimes.
For question 9, we calculated to the ‘power few’ for the overall dataset (the proportion of offenders which contribute a cumulative 80% of total CCHI) and then examined the relative contributions to that group by each offender category.

### 14.5 Procedure: Escalation

Given that ‘escalation’ in the domestic abuse context, implies a continuing pattern over time, our analytical procedure to identify it was undertaken on repeat and serial cases (for both victims and offenders) with no fewer than five total crime records in Dataset 1. Five crimes was the threshold chosen based on the sample size this provided (see Table 20 for the respective sample sizes at each total count increment for victims and offenders), together with the scope that five separate incidents offer to establish a pattern of harm. Our logic here was as follows: for us to be able to detect escalation we needed multiple data points, and enough of them to enable some form of pattern to be established.

**Table 20. Sample sizes for each category of chronological crime analysed for escalation: victims**

<table>
<thead>
<tr>
<th>Crime</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Victims (n)</td>
<td>8,704</td>
<td>8,704</td>
<td>8,704</td>
<td>8,704</td>
<td>8,704</td>
<td>5,867</td>
<td>4,160</td>
<td>3,007</td>
<td>2,230</td>
<td>1,738</td>
</tr>
<tr>
<td>Offenders (n)</td>
<td>9,337</td>
<td>9,337</td>
<td>9,337</td>
<td>9,337</td>
<td>9,337</td>
<td>5,723</td>
<td>3,960</td>
<td>2,683</td>
<td>1,912</td>
<td>1,348</td>
</tr>
</tbody>
</table>

The analysis tracked the mean CCHI scores of all eligible victims (question 11) and offenders (question 12) up to their tenth crime. After ten crimes the sample sizes became too small to be meaningful. To conduct the analysis, eligible victims and offenders were collated, and tables created for the mean CCHI score for the first to tenth offences. These calculated data were then analysed with the one-way ANOVA test to determine whether there was any statistically significant difference present. The post-hoc test Tukey’s Honestly Significant Difference (HSD) was then applied to establish between which crimes in the sequence that the significant difference existed.
14.6 Procedure: Concentration of harm

Questions 13-16 were addressed using interpretations of pivot tables from Dataset 1. We did not use datasets 2 or 3 for this purpose because of smaller size and scope, respectively. Dataset 2 was just one force and two years of crimes. Dataset 3 had a number of years but was only arrests.

Both victims and offenders were reorganised into tables reflecting the descending order of total CCHI score for individuals. A cumulative total CCHI was then recorded, along with a cumulative for the number of individuals. The ‘power few’ threshold was applied at 80% cumulative total CCHI because of the traditional use of this figure in analysing ‘J curves’ or Pareto curves and the common use in many fields of the ’80-20 rule of thumb’ which attributes 80% of an measurement to 20% of total units (Chen, Chong and Tong, 1993; Cohen and Mandrack, 2000; Iqbal and Rizwan, 2000; Sherman, 2007; Weisburd, Groff and Yang, 2012)

14.7 Procedure: Forecasting

Up to this point, the analytical procedure outlined was made up of primarily descriptive statistics. But to build a statistical model capable of accurately forecasting domestic abuse among a population of arrestees for any type of crime (Question 19), we required a more complex procedure. As outlined in Chapter 4, our chosen method is a random forest algorithm (Breiman, 2001). The following subsections outline the main principles of the random forest procedure and give the specifics of the process as it was applied. Additional technical information is documented in Appendix I, while Chapter 19 focuses mainly on the principal results around model accuracy.

14.7.1 How random forest algorithms work

The random forest algorithm is a supervised machine learning procedure, meaning that it leverages the computational power of modern computers to process millions of calculations and make informed decisions, but with overall control by a human (Breiman, 2001; Jordan and Mitchell, 2015). A random forest process is used for classification or regression calculations, but we were interested only in the classification variety because the forecasts in question sought to ‘classify’ the potential outcome in respect of future domestic abuse arrests into categories.
As discussed in Chapter 12, the random forest algorithm is a form of ‘decision tree’ modelling (Liaw and Wiener, 2002). An application of the procedure works by constructing multiple iterations of ‘decision trees’ (which when combined create the ‘forest’). A ‘decision tree’ is a common decision-making framework used in forecasting and the visualisation of algorithms. A tree is formed of two components: (1) decisions and (2) nodes. In the context of this research a ‘decision’ relates to a specific variable, such as the gender of the arrestee. Nodes are created by the differing responses to a decision – so in this example the decision would create two nodes: (1) female and (2) male. Each node has a ‘weight’ reflected by the proportion of the node which is attributed to the overall outcome. In this example, the outcome we seek is ‘no domestic abuse’ or ‘some domestic abuse’ within a specified timeframe. Hypothetically, the decision and nodes may look like Figure 3.

Figure 3. Example of a basic decision tree

In such a simplistic example, if the arrestee were a male, the algorithm would forecast domestic abuse, given that the proportion of male arrestees with future domestic abuse in its training dataset was 75% and for females it was just 25%. In this sense the outcome with the
greatest probability determines the forecasting decision – and this is the central ‘decision’ principle of a decision tree model. Conversely were the model applied to a female arrestee, the forecast would be for no future domestic abuse. Based on the training data we would expect these forecasts to be correct around three quarters of the time. The remaining 25%, that is, the ‘errors’ may be classified in two forms: (1) forecasts of domestic abuse which proved incorrect – we refer to these as ‘false positives’ or ‘cautious errors’ and (2) forecasts of no domestic abuse which proved incorrect – these are also called ‘false negatives’ or ‘dangerous errors’ (see Banerjee, Chitnis, Jadhav, Bhawalkar and Chaudhury, 2009)

In practice the application of the algorithm is far more complex, but all of these principles remain. A random forest algorithm works by constructing multiple decision trees (the researcher can specify the number), and by selecting multiple ‘predictor variables’ on which to form the decisions in that tree (Breiman, 2001). The researcher can specify how many of these are selected in each tree, but the selection of which variables are used is random (hence the ‘random’ in random forest). Adding even just one additional decision point substantially increases the number of possible decision pathways, as depicted in the hypothetical decision tree shown in Figure 4.
Figure 4. Example of a decision tree with two decision points
By adding a single extra decision variable, the ‘decision tree’ has twice as many outcome pathways (eight compared to four) but the forecasting principle remains the same: the pathway with the greatest probability associated to an outcome (based on the training dataset) is selected as the forecast. For instance, consider that our first decision point variable is gender, and our second is whether the index arrest is for a domestic crime (either a ‘yes’ or a ‘no’). Each case in the training data is assessed on these two variables and follows a branch accordingly. A case in which the offender is female, and the presenting offence is not domestic would pass on the leftmost branch. If the offender was female and the presenting offence was a domestic then it follows the next branch to the right, and so on. Of course, in this simplified example, each decision has only two possible answers (nodes). In practice, a variable may have more. Each record in the training data is computed in this way, and the proportions of each branch outcome are used by the algorithm in the forecasting process.

Naturally then, the algorithm is only as good as the data on which it is trained. The random forest procedure works by constructing hundreds of these trees and ‘learning’ which predictor variables offer the best forecasting accuracy as it proceeds. With each new tree constructed the forecasting accuracy should improve (up to a finite point, because no model is ever likely to be perfect – see Kulkarni and Sinha, 2012 for more detail).

The random forest procedure is often favoured by researchers because of its method of self-validation – the method by which it ‘learns’. It is typical for statistical forecasting models to suffer from a phenomenon known as ‘overfitting’, which describes artificially high forecasting accuracy because of either the uniqueness of the training dataset in comparison to the real world, or by including too many parameters into the statistical calculations than can be justified (Horning, 2013; Liaw and Wiener, 2002). Random forest algorithms approach this by partitioning a segment of its training data. With the construction of each new tree, the algorithm randomly selects around two-thirds of its training records on which to base the tree. The other third is then used to test the accuracy of the tree when applied to records not involved in the training process (Breiman, 2001). This testing sample is referred to as ‘out-of-bag’ (known as OOB) and the OOB error rate - the proportion of OOB records for which the decision tree did not correctly forecast the outcome - is tracked by the algorithm to refine the accuracy of the subsequent trees it builds. As it develops more trees, the algorithm learns which combinations of variables yield the best results and refines its selection of variables included in trees accordingly. In this way, our forecasting model used Dataset 3 as its training dataset and evaluated its own performance as part of its construction.
Finally, for overall evaluation, each record in Dataset 3 was ‘dropped down’ each of the decision trees in the forest to determine the forecasted outcome (see Outcome). The forecast of each tree was considered as an equal ‘vote’ and the outcome with the overall majority of votes was the resulting forecast of the model.

**14.7.2 Model parameters**

Model ‘tuning’ was undertaken in the statistical package, ‘R’, to determine the number of trees and number of decisions. ‘Tuning’ involves repeatedly re-running models with incremental changes to parameters in a search for optimal forecasting accuracy. The results of these processes are included in *Appendix A: Technical Information Relating to Random Forest Modelling*. The number of trees was set to 501 and the number of decisions in each tree set to four. The appendix explains how these parameters were selected by examining the overall average out of bag error rates for each outcome class, for each incremental tree. Once these error rates stabilised we determined it was appropriate to cap the number of trees.

The following subsections outline the different aspects of the model developed to address Question 19. Our general approach takes its cue from two sources: (1) Gottfredson and Moriarty (2006), which set out 10 common methodological pitfalls often overlooked in the construction of forecasting instruments; and (2) Barnes and Hyatt (2012) which, as described in Chapter 12, is the most detailed presentation of a random forest procedure in a criminal justice setting to date. The next paragraphs summarise the approach taken in the construction and assessment of the model, drawing on these sources.

**14.7.2.1 Instrument selection**

The random forest ensemble classification tree method was used to construct our forecasting model based on the reasons outlined in 12.6. The open source statistical package ‘R’ was used to apply the method, using the specialist `randomForest` package.

**14.7.2.2 Definition of unit of prediction and follow up period**

For the sake of clarity, the unit of prediction was defined as an arrested offender. The follow up period for the forecast was 24 months. This period was chosen as it replicates previous studies (Berk and Hyatt, 2012; Berk, Barnes and Sorenson, 2012) and represents a practical working period which is neither so short as to marginalise the outcomes nor so long as to prohibit meaningful analysis of a follow-up period.
The period 2012 to 2015 was used for two reasons. Firstly, domestic abuse ‘flagging’ on arrest and crime records was much less frequent (inaccurately so, we believe) before 2012. Secondly, by choosing 2015 as the final cut off, we allowed for a clear 24 months of follow up in which to observe the outcomes (up to the end of 2017 – the time at which the dataset was obtained). All years prior to 2012 were included for the calculation of predictor variables (i.e. how many prior violent arrests an offender had included records back to 1999).

**14.7.2.3 Outcome variable**

The statistical model was built with three categories in the outcome variable to be forecast: (1) no domestic abuse arrest within two years (DV0), (2) an arrest within two years for a less-serious domestic crime, or (3) an arrest within two years for a serious domestic crime. The definition of serious encompassed violence with serious injury or homicide (including attempts) and sexual offences, broadly in keeping with the definitions used by Barnes and Hyatt (2012), Berk, Sorenson and Barnes (2012) and Urwin (2016). This definition could easily be amended to suit the requirements of any organisation, but as this model is an illustrative test of this concept, we selected a definition that will allow broad comparability with predecessors and is in keeping with other findings on concentration of harm (see Chapter 18).

**14.7.2.4 Predictors**

A key advantage of the random forest method is that it places no limit on the number of predictor variables that can be included in modelling, nor do they require prior causal association with the outcome variable. As Barnes and Hyatt (2012) explained, predictor variables with less influence are used less in the final classification trees selected by the algorithm, but even the less influential variables can marginally boost accuracy with no real cost.

While there is technically no limit to the range of predictor variables that can be chosen, we have opted for a suite of variables that are composed solely from police data and mostly relate to characteristics of an offender’s criminal history (see 14.2.3 for the full list of 35 predictor variables chosen). We have tried to place emphasis on data that any police agency should store.

---

14 Serious was defined as all crime classifications with a CCHI value of 545 or above
We have deliberately omitted predictors which may be considered to introduce overt bias such as ethnicity, nationality, disability or socioeconomic classification. As we have already touched on, there is a looming controversy over the police use of algorithms based primarily on concerns of unfairness and lack of transparency (Burrell, 2016; Liberty, 2019; Oswald et al., 2018; Pasquale, 2015). These are serious issues, not least because public support for policing activities is intrinsic to their success and the population is lawfully entitled to respect for human rights (Neyroud, 2012). As an emerging technique, closely related to the development of new technology, the application on machine learning algorithms is particularly susceptible to the risk of damaging public confidence described by Neyroud and Disley (2008).

As established by previous authors of random forest research (see Berk, Sorenson and Barnes, 2012, for example), it can be useful for the commissioners and users of a forecasting tool to understand which predictor variables make the greatest contribution to forecast accuracy. This analysis must be handled with some care, because random forests cannot indicate causal links between predictor and outcome variables. Yet there is value to be derived from examining variable influence in building a compelling case for the effectiveness of a model, hence the inclusion of Question 20 – which predictor variables contribute the most to forecasting accuracy?

To address this question, ‘variable importance plots’ and ‘partial response plots’ were produced – both being native functions of the R package ‘randomForests’. Importance plots show the average decline in model accuracy and the mean decline in Gini index (Breiman, 2001; Liaw and Wiener, 2002). The mean decline in accuracy is calculated by re-running calculations without each variable in turn and storing the performance of each iteration. The Gini index refers to ‘node purity’, which is a measure of how related a variable is to one particular outcome class. Recall that each split in a single decision tree is a node, from which the algorithm (randomly) selects a predictor variable. The algorithm improves its own performance by selecting variables with the lowest Gini indices. A low index indicates that a variable favours a particular outcome class; for example, if all female arrestees went on to commit no domestic abuse, then the Gini index would be 0.

The model logic is summarised in Chapter 19, with full details including samples of plots, in Appendix A: Technical Information Relating to Random Forest Modelling.
14.7.2.5 Relative costs of errors
In the calculation of a random forest model, the researcher has the ability to offset the ‘relative costs’ of forecasting errors, thus introducing some measure of deliberate bias into calculations against the ‘costlier’ outcome of an error (see Berk, 2012). In this case, that outcome would be the occurrence of an arrest for serious domestic abuse (DV2) when none (DV0) was forecast (as opposed to the occurrence of no domestic abuse when serious abuse was forecast, which would be a ‘cautious’ error rather than a ‘dangerous’ on the basis that resources were assigned when they need not have been). Given the emphasis on forecasting of serious domestic abuse, we opted to set equal sample limits for each outcome classification. In practice this means that the random forest algorithm selected 400 records of each outcome type on which to train each tree. This allocation favours the serious outcome, which is subsequently proportionally oversampled relative to the other two outcomes. The expected result would be a greater rate of ‘cautious’ errors and a lower rate of ‘dangerous’ errors because the training sample was deliberately disproportionately comprised of the most serious crimes, skewing forecasting accuracy in favour of that outcome.

14.7.2.6 Presentation of findings
In the presentation of the results of the modelling, we attempt to cover many of the bases recommended by previous studies. Accuracy is presented from various perspectives: overall accuracy, the proportion of each outcome level that is accurately forecast, and the proportion of each forecast that is correct. The results are presented in the form of the traditional ‘confusion matrix’ commonly used in forecasting papers (see Berk, 2012) and supporting tables, as used in Barnes and Hyatt (2012) and Urwin (2016). This ‘matrix’ is essentially a cross-tabulation of the forecasted outcomes for each record in the training dataset, referenced against the actual outcomes. It also summaries the accuracy of each type of forecast (i.e. how many were correct) and the efficiency of the model (i.e. how many of each type of actual outcome were correctly forecast).

14.7.2.7 Baseline considerations
To place the accuracy of the forecasting model in context we need to understand the baseline occurrence of the outcomes in question. Baseline occurrences are the extent to which each outcome actually occurs in the training data. In our case we are interested to know what the actual rates of no future arrest for a domestic crime, an arrest for a less serious domestic crime and an arrest for a serious domestic crime are. These will set out expectations for the effectiveness of the model. If 98% of cases actually had no future arrest, then a forecast rate
of no future arrest at 95% would not seem unreasonable, but we would not know this without first establishing the baseline rate. These are captured by research questions 17 and 18 and are answered by descriptive statistics relating to prevalence.

14.8 Summary

Three large datasets obtained from multiple police forces across England and Wales were accessed in order to address the research questions set out in Chapter 13. The analytical procedures we have described for the assessment of repeat and serial abuse, escalation and the concentration of harm are predominantly descriptive – the power of our analysis is drawn from the scale and nature of our datasets in these cases, rather than the nature of our statistical procedures. We also described the application of difference tests in the comparison of different groups, notably with respect to serial abuse, for which we seek to compare characteristics of serial domestic abuse offenders with those of single-time and repeat offenders.

We have also described, in some detail, the more complex procedure of developing a forecasting model using the random forest algorithm. This procedure constructs hundreds of decision trees, each tested against a randomly drawn independent sample, in order to refine an overall statistical model. Our model assesses arrest cases – for any type of criminality – and makes a forecast of future arrest for domestic abuse – either no arrest, an arrest for a less-serious domestic crime, or as is our specific focus, an arrest for a serious domestic crime. The procedure in this chapter explains how the results are presented with particular reference to baseline rates (the rates at which each of these outcomes actually occur) and the different forms of forecasting error. We have also discussed how the influence of individual predictor variables is assessed and presented and contextualised why it is important to consider these factors for purposes of demonstrating legitimacy, even though the statistical model does not concern itself with cause and effect.

The next chapters present the results of these procedures and attempt to do so in an accessible way. Additional technical information about the random forest model is included in Appendix I.
15 Repeat Abuse Findings

15.1 Chapter roadmap
This chapter presents the findings of the analysis of Dataset 1 in relation to research questions 1-4. It first considers the prevalence and probability of repeat victimisation, then offenders. The results show that around three quarters of domestic abuse reported to police involves victims and offenders just once. However, of the quarter of victims and offenders with multiple reports, there is a pattern of chronic abuse. As soon as a victim or offender is linked to a second domestic abuse crime, the probability of a third crime becomes more likely than not. The probability of additional crimes then increases with each additional report – the more a victim calls, the more they will call again.

15.2 Prevalence of repeat domestic abuse among victims
Dataset 1 contained 170,391 unique victims in total and the vast majority of them were linked to just one reported crime, as shown in Figure 5 and Figure 6.

![Figure 5. Number of unique victims by number of crimes recorded](image)

Figure 6 shows that almost three quarters of these victims reported just once in a multi-year period; 25% of victims were repeats, and just 5% of victims reported three or more
domestic abuse events. Although some cases were extremely chronic – reporting in double figures, such victims were rare (0.3%).

**Figure 6.** Percentage of unique victims by number of crimes recorded

**15.3 Conditional probability of further crimes for victims**

**Figure 7.** Conditional probability of victims being attributed to another crime

---

15 Note that the scale runs to the 14th crime in sequence. Though 535 victims had greater totals than this, the sample size for each individual count was lower than 100 and so the data are omitted.
As the repeat rates for victims was 25%, so was the probability that a victim presented a second time. After this the probability rose steadily, to around a 50% chance of a third event after the second, and an over 80% chance of additional calls after the twelfth. The broad pattern, which can be observed in Figure 7, is one of increasing probability of another domestic abuse event with each additional event that occurs albeit with plateaus between 70 and 80%. The data suggest however, that the general probability of further domestic abuse increases with additional crimes.

15.4 Prevalence of repeat domestic abuse among offenders

Figure 8. Number of unique offenders by number of crimes recorded

Figure 8 shows the distribution of frequencies for the 155,590 unique offenders in Dataset 1. The lower overall number in itself suggests a greater tendency toward repeat patterns among offenders, and as Figure 9 shows, the proportion of any repeat offenders was 5% higher. Broadly though, the prevalence of repeat abuse for offenders was similar to victims, with the exception of the proportion of individuals with 15 or more events attributed, which was slightly higher at 0.4% of offenders compared to 0.3% of victims.
Figure 9. Percentage of unique offenders by number of crimes recorded

15.5 Conditional probability of further crimes for offenders

Although 642 offenders had 15 or more total crimes, the sample sizes for each were lower than 100 offenders, so these cases are omitted from the chart.

Figure 10. Conditional probability of offender being attributed to another crime

As with victims (Figure 7), the probability of offenders being linked to further domestic abuse crimes generally increased with each additional crime. Although there was a slight decline between offences 4 and 5, there is no obvious reason, and the pattern is corrected by

---

16 Although 642 offenders had 15 or more total crimes, the sample sizes for each were lower than 100 offenders, so these cases are omitted from the chart.
offence 6. The variation at offence 13 is attributed to lower sample size and overall the probability of further abuse was higher from offence 6 onwards for offenders than victims.

15.6 Summary
Simple though these statistics may be, the findings are clear – most domestic abuse recorded by these four police forces did not involve a repeat offender or victim. However, where repeat cases did exist, the probability of additional domestic crimes tended to increase with each additional report up to an approximate ceiling of 80% probability. The implications for these findings are explored further in Chapter 12.
16 Serial Abuse Findings

16.1 Chapter roadmap
In this chapter we cover the findings of analysis in relation to research questions 5 to 10. We begin with a subsection on the prevalence and profile of serial abuse and its perpetrators, which draws on both datasets 1 and 2. Dataset 1 comprises of more total records, and covers longer period of time contains no information about non-domestic offending by domestic offenders. Dataset 2 was obtained specifically to examine serial perpetrator characteristics for non-domestic abuse crimes as well domestic crimes, so this is the primary focus of the chapter. However, as both datasets provide the data required to identify prevalence, both have been used to address these questions.

Dataset 2 is analysed to describe the distribution of offenders into three categories, 'single-time, repeat with one victim and repeat with multiple victims (the latter are what we refer to as serial perpetrators). The chapter presents the differences in basic demographic characteristics of these categories and the differences in the groups for both domestic and non-domestic abuse crime harm patterns. The findings show prevalence of between 10% and 15% and that serial perpetrators have distinctly different offending trends compared to repeat or single-time perpetrators. Serial perpetrators contribute to the most harmful crimes but no more so than repeat offenders though it is notable that serial perpetrators commit more crime and more crime harm than the other groups when it comes to non-domestic crimes. This opens up a further branch of sub-classifications in which we cross refer our three offender categories by three categories related to their non-domestic offending patterns. This perspective shows that repeat and serial generalist offenders are the most harmful domestic abusers.

16.2 Prevalence and profile

16.2.1 From Dataset 1
A total of 45,088 individuals were identified within the database as having serial involvement in domestic abuse. 21,391 victims, representing 13% of all victims and 44% of all repeat victims, had multiple designated offenders. The rate of serial offending was higher:

---

17 Serial involvement is defined as multiple crimes with differing other parties. At a minimum a victim or offender would feature in two crimes, each with a different victim or offender, respectively.
23,697 offenders were identified as serial, which represented 15% of all offenders and 50% of all repeat offenders.

### 16.2.2 From Dataset 2

As Figure 11 shows, the extent of repeat offending in the dataset was very similar to that of the pattern observed in Dataset 1. However, whereas half of the offenders in that analysis offended against more than one victim, only 40% did in these data.

![Figure 11. Offender cohort frequency](image)

The difference from the Dataset 1 analysis might be explained by the shorter timescale of these data (they cover approximately half of the period of Dataset 1). It is logical that an offender may accumulate additional victims in longer follow up periods. However, this result does add to a repeated ‘clustering’ in research studies of prevalence of serial perpetrators at around 10–15% of all domestic abuse offenders (Bland and Ariel, 2015; Hester and Westmarland, 2006; Robinson, 2017).
Table 21. Selected demographic characteristics of perpetrator cohorts

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Mean age at time of offence</th>
<th>% male</th>
<th>% non-white British</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>34.9***</td>
<td>75%</td>
<td>18%</td>
</tr>
<tr>
<td>Repeat</td>
<td>34.5</td>
<td>82%</td>
<td>13%</td>
</tr>
<tr>
<td>Serial</td>
<td>33.8</td>
<td>83%</td>
<td>18%</td>
</tr>
</tbody>
</table>

*Statistical significance of difference compared to serial perpetrators

* * p< .05, ** p<.01, *** p<.00
Table 21 indicates some minor differences between serial and non-serial perpetrators. It shows the mean age of serial offenders \( n = 1,770 \) to be a year below that of single-time offenders \( n = 13,261 \) to a statistically significant level \( t (15,020) = 3.36, p = 0.0008 \) indicating that serial perpetrators tend to be younger than single-time perpetrators, but not younger than repeat offenders. Although females were more frequently single-time perpetrators, there was no significant difference in the proportions detected by a test for proportions. The rate of non-white British perpetrators was the same in the serial and single cohorts, but higher in the serial cohort than the repeat cohort by a ratio of 1.38:1, but again with no significance found by a t-test for proportions.

16.3 Types of Abuse

Table 22. Breakdown of makeup of domestic abuse crime types by cohort

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Violence without injury</th>
<th>Violence with injury</th>
<th>Criminal damage</th>
<th>Rape</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCHI (M)</td>
<td>8.4</td>
<td>104.7</td>
<td>3.2</td>
<td>1,848.3</td>
<td>56.9</td>
<td></td>
</tr>
<tr>
<td>(SD)</td>
<td>52.2</td>
<td>339.1</td>
<td>17.8</td>
<td>158.8</td>
<td>177.0</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>52.0%***</td>
<td>27.7%</td>
<td>7.1%***</td>
<td>4.2%***</td>
<td>9.0%</td>
<td>100%</td>
</tr>
<tr>
<td>Repeat</td>
<td>51.8%**</td>
<td>28.2%</td>
<td>8.2%</td>
<td>4.1%***</td>
<td>7.7%</td>
<td>100%</td>
</tr>
<tr>
<td>Serial</td>
<td>49.4%</td>
<td>27.0%</td>
<td>11.1%</td>
<td>1.8%</td>
<td>10.7%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Statistical significance in difference compared to serial perpetrators
* \( p<.05 \), ** \( p<.01 \), *** \( p<.00 \)

Table 22 shows the variance in the composition of crime types between the three offending cohorts. For reference, the first row of the table displays the average CCHI value in the corresponding classification group, indicating the relative levels of harm. The second row displays the standard deviation, indicating the level of variance within the individual crime types which compose the classification group. The ‘other’ category represents all crime classifications not included within the four classifications to the left thereof (such as fraud, theft or burglary). The bottom three rows of Table 22 show the proportion of each cohort’s offending as attributed to each offending classification group. The table shows close similarity between the ‘single’ and ‘repeat’ groups and some differences between these cohorts and serial perpetrators, with the latter committing proportionately more criminal
damage and ‘other’ domestic abuse crimes. The differences in these proportions that are unlikely to be due to chance are denoted by asterisks in the table. They are between single-time and serial perpetrators for violence with injury \(t(2265) = -2.372, p = .0089\), criminal damage \(t(2961) = -6.019, p = .00\) and rape \(t(3908) = -5.351, p = .00\); and between repeat perpetrators and serial perpetrators for violence with injury \(t(3794) = -1.949, p = .0257\) and rape \(t(4104) = -3.939, p = .00\) and so our interpretation of these data is that serial perpetrators have a greater tendency toward broader offending.

It is also worthwhile considering these data from the perspective of the contribution of each cohort to the level of each type of crime. Overall, serial perpetrators (which made up 10% of all perpetrators in the database) accounted for 21% of domestic crimes. In comparison, 26% of crimes were attributed to repeat offenders (who accounted for 15% of all offenders) and 53% of crimes were attributed to single-time offenders (who were 75% of all offenders). We would not expect an equal distribution, as single-time offenders by definition have at least one less crime than every repeat or serial offender. This pattern does not, however, hold for all crime classifications. Repeat offenders contributed almost twice as many rape crimes as serial offenders (28% to 15%), whereas 28% of domestic abuse criminal damage offences were attributed to serial offenders – 3% more than to repeat offenders.

### 16.4 Harm

![Figure 12. Total crime and crime harm by cohort](image)
Figure 12, which shows the relative contributions to crime count and total crime harm, demonstrates that most harm (a total of 55%) is attributed to single-time perpetrators, but this perspective needs to be considered alongside the number of individual perpetrators in each cohort. Figure 13 shows the mean level of crime harm per offender in each cohort – a view which clearly indicates that serial offenders of domestic abuse accounted for more than twice as much harm per offender than single-time offenders (which makes sense because, by definition, there will be at least twice as many crimes attributed to each serial perpetrator compared to single-time perpetrator), but slightly less harm than repeat offenders.

![Mean CCHI per Offender per Cohort](image)

**Figure 13. Mean CCHI per offender per cohort**

In terms of the ‘power few’ concept, which is explored in more detail in Chapter 18, Figure 14 indicates that 80% of total harm in this dataset was attributable to just 6% of perpetrators (1,081 individuals).
Among the 1,081 perpetrators in the ‘power few’, 17% were classified as ‘serial’, compared to 10% in the database overall. Repeat offenders, which made up 15% of all offenders, composed 27% of the ‘power few’, and the remaining 56% were single-time offenders. Overall, repeat or serial offenders were twice as likely as single-time offenders to form part of the ‘power few’ cohort. These figures are shown in full in Table 23.

### Table 23. Power few contributions of different offender cohorts

<table>
<thead>
<tr>
<th>Offender type</th>
<th>Contribution to power few</th>
<th>Proportion of total who were in the power few</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>56%</td>
<td>5%</td>
</tr>
<tr>
<td>Repeat</td>
<td>27%</td>
<td>11%</td>
</tr>
<tr>
<td>Serial</td>
<td>17%</td>
<td>10%</td>
</tr>
</tbody>
</table>

### 16.5 Other Crimes

There were 147,512 non–domestic abuse crimes committed within the follow up period in the police force under examination, 25,302 (17%) of which were linked to one of the domestic
abuse offenders in our database, via either “suspect status” or “formal sanction”\textsuperscript{18}. These crimes were distributed among 7,079 (40\%) of the 17,641 domestic abuse offenders in the dataset.

\textsuperscript{18} Suspect status is assigned when an individual is suspected by investigators of perpetrating an offence. A formal sanction is applied when the investigation concludes that a suspect did commit the offence. Sanctions take multiple forms including charges (which are referred to a court), cautions or fixed penalty notices.
Table 24 shows the breakdown of prevalence of non–domestic abuse offending among the three perpetrator cohorts.
Table 24. Prevalence of non–domestic abuse offending among cohorts

<table>
<thead>
<tr>
<th>Crime class</th>
<th>Single</th>
<th>Repeat</th>
<th>Serial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arson and criminal damage</td>
<td>6%***</td>
<td>12%***</td>
<td>20%</td>
</tr>
<tr>
<td>Burglary</td>
<td>2%***</td>
<td>5%***</td>
<td>8%</td>
</tr>
<tr>
<td>Drug offences</td>
<td>5%***</td>
<td>12%***</td>
<td>16%</td>
</tr>
<tr>
<td>Miscellaneous crimes against society</td>
<td>2%***</td>
<td>5%***</td>
<td>8%</td>
</tr>
<tr>
<td>Possession of a weapon</td>
<td>1%***</td>
<td>3%***</td>
<td>6%</td>
</tr>
<tr>
<td>Public order</td>
<td>8%***</td>
<td>17%***</td>
<td>25%</td>
</tr>
<tr>
<td>Robbery</td>
<td>1%***</td>
<td>2%***</td>
<td>4%</td>
</tr>
<tr>
<td>Sexual crimes</td>
<td>2%***</td>
<td>5%**</td>
<td>7%</td>
</tr>
<tr>
<td>Theft</td>
<td>6%***</td>
<td>12%***</td>
<td>19%</td>
</tr>
<tr>
<td>Vehicle crimes</td>
<td>2%***</td>
<td>3%***</td>
<td>5%</td>
</tr>
<tr>
<td>Violent crimes</td>
<td>21%***</td>
<td>40%***</td>
<td>51%</td>
</tr>
</tbody>
</table>

* Statistical significance in difference compared to serial perpetrators
* p< .05, ** p<.01, *** p<.00

This presents a stark (and according to t-tests of proportions, statistically significant) difference between the cohorts. In every category of crime, a greater proportion of serial perpetrators were linked to non-domestic offending in the time window. It is also notable that repeat offenders were proportionately more often linked to non-domestic crimes than single-time domestic abuse offenders. In total, 70% of serial perpetrators (1,233 of the 1,770) were linked to non–domestic abuse crimes, compared to 57% of repeat offenders and 33% of single-time offenders, suggesting a greater tendency toward generalist offending among the serial cohort which we will return to in Chapter 12.

These trends also extend to the measurement of harm, as shown in
Table 25. Serial perpetrators were more likely to be linked to higher-harm non-domestic offences than non-serial offenders, to a statistically significant level, according to independent t-test comparisons between serial and repeat ($t(2,703)=2.33$, $p = .0203$) and between serial and single ($t(5,575) = 5.34$, $p = .0001$) offenders.
Table 25. Mean CCHI of non–domestic abuse offending among cohorts

<table>
<thead>
<tr>
<th></th>
<th>Single</th>
<th>Repeat</th>
<th>Serial</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCHI of non–domestic abuse offences ((M))</td>
<td>256.5***</td>
<td>317.8**</td>
<td>391.1</td>
</tr>
<tr>
<td></td>
<td>(SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of offenders linked to non–domestic abuse offences</td>
<td>4,348</td>
<td>1,476</td>
<td>1,229</td>
</tr>
<tr>
<td>Proportion of offenders linked to non–domestic abuse offences</td>
<td>33%</td>
<td>57%</td>
<td>70%</td>
</tr>
</tbody>
</table>

*Statistical significance in difference compared to serial perpetrators  
\* p< .05, ** p<.01, *** p<.00

This variance originates primarily in violent crimes, in keeping with the results shown in Table 22. Figure 15 shows that serial perpetrators accounted for higher average harm in higher-harm violence and offences related to the possession of weapons.

![Graph showing average non–domestic abuse CCHI by crime type and cohort](image-url)

**Figure 15. Average non–domestic abuse CCHI by crime type and cohort**
16.5.1 Subclassifications of cohorts

As we have seen so far, serial perpetrators offended more frequently and more harmfully with respect to non–domestic abuse crime in the same follow up period as the dataset. This apparent tendency towards generalist non-domestic offending merits closer attention. Table 26 cross-references the domestic abuse cohorts we have analysed with three classifications of offending patterns, consistent with the typologies discussed earlier in the chapter (see Holtzworth-Munro and Stuart, 1994, etc.). These three categories are as follows: (1) ‘Family only’, which consists of only domestic offending; (2) ‘Violence offences only’, which consists of only domestic abuse and non-domestic violent crimes; and (3) ‘Generalist’, which includes any kind of offending.
Table 26. Mean domestic CCHI by cohort/offending type

<table>
<thead>
<tr>
<th>Type</th>
<th>Family offences only</th>
<th>Violence offences only</th>
<th>Generalist only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (M)</td>
<td>108.4*** (342.7)</td>
<td>80.6*** (353.3)</td>
<td>108.9*** (396.6)</td>
</tr>
<tr>
<td>(SD)</td>
<td>n = 8,903</td>
<td>n = 1,495</td>
<td>n = 2,863</td>
</tr>
<tr>
<td>Repeat (M)</td>
<td>265.2** (611.9)</td>
<td>217.2 (536.3)</td>
<td>289.3 (418.4)</td>
</tr>
<tr>
<td>(SD)</td>
<td>n = 1,046</td>
<td>n = 442</td>
<td>n = 1,046</td>
</tr>
<tr>
<td>Serial (M)</td>
<td>193.0 (361.8)</td>
<td>172.7 (427.3)</td>
<td>300.7 (212.0)</td>
</tr>
<tr>
<td>(SD)</td>
<td>n = 537</td>
<td>n = 283</td>
<td>n = 950</td>
</tr>
</tbody>
</table>

Statistical significance in difference compared to serial perpetrators in the same category (e.g. family only)
* p< .05, ** p<.01, *** p<.00

Table 26 displays the mean domestic CCHI value for these nine new sub-classifications. While it repeats some of the information shown earlier in this Chapter (e.g., that repeat and serial offenders are on average more harmful), the cross-section reveals that, among the serial cohort, the ‘Generalist’ serial perpetrators were the most harmful, by more than 50%, compared to other serial perpetrators, with two-way t-tests indicating statistically significant differences between single-time and serial offenders in each category, and between repeat offenders (more harmful) and serial offenders in family only violence. Otherwise there was no significant difference between repeat and serial domestic abusers. The link between harm and generalist offending is further extended by the fact that ‘Generalist/Repeat’ is the second most harmful sub-categorisation. We discuss these trends further in Chapter 20.

16.6 Summary
Datasets 1 and 2 showed similar prevalence levels for serial perpetrators – between 10% and 15%. There were few statistically significant differences in the demographic composition of this cohort and repeat perpetrators, but the analysis found that serial perpetrators tend to be marginally younger than single-time offenders.
The profile of domestic crimes committed by serial perpetrators was slightly different to other groups but the mean level of harm attributable to a serial offender was comparable to that of a repeat offender. However, there is a strong trend among serial perpetrators for more volume and more harm in other types of non-domestic crime, of every kind. Serial perpetrators have been shown to be more ‘generalist’ than the other two cohorts, and those serial perpetrators who demonstrated this offending pattern were the most harmful domestic offenders overall, alongside repeat generalist offenders.
17 Escalation Findings

17.1 Chapter roadmap
This chapter presents the results of analysis of Dataset 1 in respect of patterns of escalation. Recall that dataset 1 comprises multiple forces’ data from multiple years – offering a greater chance of detecting temporal patterns than the shorter dataset 2, and the arrest-only dataset 3. Different subsections of this chapter deal with the respective differences between victims and offenders, with the same procedure: we plot the mean CCHI scores for each sequential crime and then use analysis of variance and Tukey’s Honestly Significant Difference (HSD) tests to detect significant differences in harm. We find that for both groups, the analyses do not support the notion of general escalation of severity in police records. In fact, the most compelling statistical evidence is for a de-escalating effect after the first crime is reported.

17.2 Victims
Of the 170,391 victims in the dataset, 5.1% (8,704) were selected for analysis of escalating severity, as measured by each crimes CCHI score. Figure 16 shows the breakdown of total crime count frequency, illustrating the size of the sample overall. Due to the small sample sizes at higher frequencies, the analysis only evaluates the first 10 crimes of the offenders with 10 or more in total. Thus, the analysed sample size for each category is the total number of victims with five or more crimes (8,704) minus the total of those who did not reach the category total. For example – the sample size for the tenth crime is 8,704 minus the totals of the categories 5, 6, 7, 8 and 9 (because the victims with these totals did not have a tenth crime). Therefore, for the tenth crime \( n = 8,704 - 6,966 = 1,738 \).
Figure 16. Sample sizes for number of total crimes for victims

Figure 17 shows that for these victims there was a general downward trajectory of the average CCHI score. A one-way ANOVA test determined the presence of statistically significant predictor for somewhere in the sequence ($F(9, 60,188) = 1.88, p \leq .001$), meaning that at least one point, the result was not due to chance alone. Given that two of the sequential crimes (5 to 6 and 8 to 9) gave an immediate escalation of mean CCHI, and all crimes after the fifth were of higher mean CCHI than the fifth, the ANOVA result alone does not rule out the possibility that the statistical significance relates to a pattern of escalation (although mere visual inspection of the graph suggests that it is more likely to be associated to the difference between the first and subsequent crimes).
A Tukey’s HSD post-hoc test was applied to each result to determine where the significant difference(s) lay (see Table 27). These results indicated that the harm in the first incident was in fact statistically significantly higher than all others in the sequence, except the ninth. This contradicts the notion of escalation of severity after the first crime report.

Table 27. Tukey’s HSD results for CCHI means attributed to victims with a minimum of five domestic abuse events

<table>
<thead>
<tr>
<th>INCIDENT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>10.81*</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>11.38*</td>
<td>0.57</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>10.54*</td>
<td>0.27</td>
<td>0.84</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>12.89*</td>
<td>2.08</td>
<td>1.51</td>
<td>2.35</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>9.67*</td>
<td>1.15</td>
<td>1.72</td>
<td>0.87</td>
<td>3.23</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>10.85*</td>
<td>0.03</td>
<td>0.54</td>
<td>0.31</td>
<td>2.05</td>
<td>1.18</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>11.95*</td>
<td>1.14</td>
<td>0.57</td>
<td>1.41</td>
<td>0.94</td>
<td>2.28</td>
<td>1.10</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>5.23</td>
<td>5.58</td>
<td>6.15</td>
<td>5.31</td>
<td>7.66</td>
<td>4.43</td>
<td>5.61</td>
<td>6.72</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>11.63*</td>
<td>0.82</td>
<td>0.24</td>
<td>1.09</td>
<td>1.26</td>
<td>1.96</td>
<td>0.78</td>
<td>0.32</td>
<td>6.39</td>
</tr>
</tbody>
</table>

*Note: Critical range = 7.68; *p < .05; **p < .01; p < .001*
17.3 Offenders

As covered in Chapter 15 and mirroring the victim profile, the majority of offenders were not repeatedly linked to domestic abuse crimes in the multiyear period covered by the dataset. But of the 155,590 offenders in the data, 6% (9,337) - a greater proportion of offenders than victims - were linked to five or more crimes and thus analysed for patterns of escalation. Figure 18 shows the full breakdown of total crime counts among offenders in the database. Despite a greater overall tendency to repeat abuse among offenders (see Repeat Abuse Findings), there were fewer offenders than victims in each total crime category after five crimes.

![Figure 18. Sample sizes for number of total incidents for offenders](image)

**Figure 18. Sample sizes for number of total incidents for offenders**

Figure 19 shows the pattern of mean CCHI across those first 10 crimes. The pattern mirrors the same analysis for victims in that the first recorded crime has the highest mean harm. However, after the second crime there is an observable pattern of increase up to the sixth crime, followed by another chronological pattern of rising severity between the seventh and ninth. A one-way ANOVA test for offenders determined that there was a statistically significant difference in at least one pairing in these data ($F(9, 55,632) = 1.88, p \leq .001$).
Figure 19. Average CCHI score over first 10 incidents for offenders with 5+ crimes

To detect where the statistical significance lies within these crimes, Tukey’s HSD was undertaken, just as for victims (see Table 29 for the full results). Just as for victims, this procedure found that the first recorded crime was significantly different, although for offenders this was without exception. There was also a significant difference between the sixth and the 10th.
Table 28. Tukey’s HSD results for CCHI means attributed to offenders with a minimum of 5 domestic abuse events

<table>
<thead>
<tr>
<th>INCIDENT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>36.73*</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>38.03*</td>
<td>1.30</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>38.20*</td>
<td>1.47</td>
<td>0.17</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>38.36*</td>
<td>1.63</td>
<td>0.34</td>
<td>0.16</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>33.74*</td>
<td>2.99</td>
<td>4.28</td>
<td>4.46</td>
<td>4.62</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>39.24*</td>
<td>2.50</td>
<td>1.21</td>
<td>1.03</td>
<td>0.87</td>
<td>5.49</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>36.58*</td>
<td>0.15</td>
<td>1.45</td>
<td>1.62</td>
<td>1.79</td>
<td>2.83</td>
<td>2.66</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>36.37*</td>
<td>0.36</td>
<td>1.65</td>
<td>1.83</td>
<td>1.99</td>
<td>2.63</td>
<td>2.86</td>
<td>0.20</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>43.33*</td>
<td>6.60</td>
<td>5.31</td>
<td>5.13</td>
<td>4.97</td>
<td>9.59*</td>
<td>4.10</td>
<td>6.75</td>
<td>6.96</td>
</tr>
</tbody>
</table>

* Critical range = 8.35; * p < .05; ** p < .01; p < .001

17.4 Summary
For both victims and offenders, these analyses suggest that theories of escalating harm or severity are not borne out by police records. In fact, de-escalation of harm is largely present after the first recorded crime and there is no difference in harm after that. The implications of these findings are discussed further in Chapter 20.
18 Concentrations of Harm Findings

18.1 Chapter roadmap
This chapter presents the findings of analysis of Dataset 1 in relation to research questions 13-16. It is divided into two subsections – one for the measurement of the ‘power few’ for both victims and offenders, and one for the analysis of ‘never called before’ cases – members of the ‘power few’ with only one crime in the dataset. Using CCHI, the results show disproportionate levels of concentration of harm among both victims and offenders and illustrate the extent to which police have no prior domestic abuse records for the ‘power few’ before serious harm occurs.

18.2 Power Few
Table 29 illustrates the concentrations of CCHI scores among a small proportion of both victims and offenders. Across the four forces in the dataset, 80% of crime harm was attributed to fewer than 5% of the individuals involved. The high number of individuals associated with comparatively low CCHI scores was reflective of the high proportion of 0–30 CCHI events within the dataset – 96% of crimes had CCHI scores lower than 30 days. The mean CCHI for all victims was 52.1 days. By contrast the mean in the ‘power few’ was 1,553 days, and the minimum 549.2 days. For offenders the overall mean of total CCHI was 56.3 days, for the ‘power few’ offenders it was 1,611 days and the minimum was 551.25 days. These minimum levels translate to a particular set of crimes which distinguish the threshold for entry into the proportionally small cohorts which contribute most harm. Of the crime classifications which are weighted at 548 days, the most commonly occurring in the dataset were grievous bodily harm without intent, false imprisonment and kidnap. For further context, in the top 25% of harm, victims and offenders had to be linked to at least one crime of rape, attempted homicide, or arson with intent to endanger life. A homicide would automatically be included too.
Table 29. Number of domestic abuse crimes in dataset attributable to highest-harm offenders and victims

<table>
<thead>
<tr>
<th>Cumulative percentage of total crime harm</th>
<th>Number of victims</th>
<th>Cumulative percentage of total victims</th>
<th>Number of offenders</th>
<th>Cumulative percentage of total offenders</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>80</td>
<td>0.1%</td>
<td>79</td>
<td>0.1%</td>
</tr>
<tr>
<td>10%</td>
<td>250</td>
<td>0.1%</td>
<td>208</td>
<td>0.1%</td>
</tr>
<tr>
<td>25%</td>
<td>928</td>
<td>0.5%</td>
<td>1,276</td>
<td>0.8%</td>
</tr>
<tr>
<td>50%</td>
<td>2,145</td>
<td>1.3%</td>
<td>2,066</td>
<td>1.3%</td>
</tr>
<tr>
<td>80%</td>
<td>4,605</td>
<td>2.7%</td>
<td>4,349</td>
<td>2.8%</td>
</tr>
<tr>
<td>100%</td>
<td>170,391</td>
<td>100%</td>
<td>155,490</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 30 shows a comparison between the victims and offenders within the respective ‘power few’ (2.7% victims and 2.8% offenders contributing 80% harm) and non ‘power few’ groups (97.3% of victims and 97.2% of offenders contributing 20% of harm). For both victim and offenders, the ‘power few’ were older and less frequently male than those outside the ‘power few’ with statistically significant results from t-tests of means and proportions.

Table 30. Demographic comparisons between ‘power few’ and non-‘power few’ victims and offenders

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Victims</th>
<th>Offenders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Power Few</td>
<td>Non-Power Few</td>
</tr>
<tr>
<td>Age (M)</td>
<td>27.9***</td>
<td>26.6</td>
</tr>
<tr>
<td>Age (SD)</td>
<td>16.1</td>
<td>18.4</td>
</tr>
<tr>
<td>% Male</td>
<td>14.4***</td>
<td>15.6</td>
</tr>
</tbody>
</table>

Comparison of Power Few to non-Power Few
* p < .05; ** p < .01; p < .001

18.3 Never called before (or again)
Of the 4,605 victims who were attributed to events accounting for 80% of all the domestic abuse harm, 1,904 (41%) featured just once in the dataset, indicating no record of domestic abuse before or after the serious crime. Although the 59% with multiple calls represents a
higher level of repeat victimisation among the ‘power few’ victims than the general victim population (indeed, in the ‘power few’ repeat victims are in the majority whereas, as described in Chapter 15, in the data overall repeat cases were 25%) 41% still represents a significant proportion of serious cases in which police had no prior domestic opportunity to intervene. To compound this further, among the repeat cases in the ‘power few’ cohort, there was limited opportunity to forecast and prevent harm – 78% of the cohort (including the single-time victims) had fewer than five crimes in the dataset.

Of the 4,349 offenders linked to 80% of harm, 1,710 (39%) appeared in just one record. The majority of high harm offenders – 73% - had fewer than five crimes. The actual window of forecasting is probably even more limited, because it is improbable that the ‘serious’ offence – the one which ‘qualified’ the offender for ‘power few’ status, was the last one in the every sequence. Indeed, of the 7,041 crimes in the dataset which had a CCHI score of more than 548 (the nominal ‘power few’ threshold outlined in the previous section), 67% and 69% were the earliest recorded crime for victims and offenders respectively. Just 8% of serious crimes occurred later than the fourth sequential crime both victims and offenders.

18.4 Summary

These findings suggest that the majority of serious harm domestic abuse cases is limited to an extremely small proportion of the overall population of victims and offenders. Any crime classified as kidnap, false imprisonment, grievous bodily harm (with or without intent), rape, arson endangering life or homicide (including attempted homicide) constitutes ‘power few’ status. Among the victims and offenders linked to such crimes, however, around 40% have no prior record of domestic abuse, and around three quarters have, at best, an extremely limited opportunity to predict their serious harm status, emphasising the need to seek methods of predicting high harm cases without relying just on prior records.
19 Forecasting Findings

19.1 Chapter roadmap
This chapter presents the results of analysis in relation to research questions 16-20, concerning the application of a random forest forecasting model to a dataset comprised of arrest records for any type of crime. The chapter begins with the answers to questions 16 and 17, regarding the baseline measures for the model – that domestic abuse is a relatively rare occurrence as a proportion of all arrests, that serious domestic abuse is especially rare and that based on a 24-month time horizon, the forecasting model could, at best, identify almost half of all ‘serious’ domestic abuse arrests but with high levels of ‘true negatives’.

The chapter then presents the results of the forecasting model, which is deliberately skewed towards cautious errors, with an abundance of ‘false positive’ forecasts (where serious domestic abuse is predicted but none occurs) but a very high accuracy at predicting serious abuse overall and an almost perfect record when no abuse is forecast (true negatives). The model is universally more accurate than the baseline and would predict more than three quarters of the serious domestic arrests that have some form of prior arrest record, which equates to more than a third of all serious domestic arrests that the police could have an opportunity to intervene with. The final section presents information about the predictor variables with the greatest influence on accuracy.

19.2 What proportion of all arrestees go on to commit domestic abuse?
As outlined in Chapter 14, one of the first steps to take in any forecasting procedure is to determine the ‘baseline’ level of the outcome that is the subject of the forecast. In the simplest terms, this can be presented as an answer to the rudimentary question: ‘If all forecasts were assigned to just one outcome classification, what proportion would be correct?’ In the model under scrutiny here, there are three possible outcomes to assess, the most frequent of which is ‘no domestic abuse’ within the two-years-from-arrest time horizon. As Table 31 shows, 79.5% of arrestees were not arrested for any form of domestic abuse in the follow-up period. In practical terms, were the model to forecast that no domestic abuse would occur in every case, it would be correct in around eight out of every ten cases. It would also universally fail in its objective, because despite having a high overall degree of accuracy, it would not predict any future serious crimes. This serves to demonstrate just why overall
accuracy is not the best determinant of model performance, but rather a full breakdown of true and false negatives and positives.

Conversely, if every prediction were for serious abuse to occur, the model would be incorrect 99.1% of the time and 80% of the time if every forecast were of less-serious domestic abuse.

Table 31. Baseline levels for domestic abuse outcomes

<table>
<thead>
<tr>
<th>Category</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of arrestees with no domestic abuse arrest within 24 months of arrest</td>
<td>79.5%</td>
</tr>
<tr>
<td>Proportion of arrestees with a less-serious domestic abuse arrest within 24 months</td>
<td>19.6%</td>
</tr>
<tr>
<td>Proportion of arrestees with a serious domestic abuse arrest within 24 months</td>
<td>0.9%</td>
</tr>
</tbody>
</table>

19.3 What proportion of domestic abuse arrestees have prior domestic records?
As we have seen in Chapter 18, police data indicate that perpetrators of serious domestic abuse tend to have no or little prior domestic abuse record in a substantial proportion of cases - indeed, this is one of the main reasons for exploring the entire population of arrestees for forecasting potential. Nevertheless, examining the extent to which domestic abuse offenders have prior domestic arrests in the datasets under examination here is an important contextual point for establishing external validity as well as for helping to interpret the resulting model.
Table 32 presents a range of descriptive statistics about the sample cross-referenced by the actual outcome and uses t-tests (including t-tests for proportions) to determine the significance of differences.
### Table 32. Profile of cases in training dataset

<table>
<thead>
<tr>
<th>Indicator</th>
<th>No arrest</th>
<th>Less serious arrest</th>
<th>Serious arrest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of arrestees by outcome for two years after the index arrest</td>
<td>58,301</td>
<td>14,398</td>
<td>681</td>
</tr>
<tr>
<td>Proportion with arrest record prior to the index arrest</td>
<td>80.9%***</td>
<td>87.9%***</td>
<td>94.3%</td>
</tr>
<tr>
<td>Proportion with domestic arrest record prior to the index arrest</td>
<td>21.1%***</td>
<td>44.1%**</td>
<td>48.6%</td>
</tr>
<tr>
<td>Proportion with serious crime arrest record prior to the index arrest</td>
<td>24.0%***</td>
<td>28.2%***</td>
<td>44.6%</td>
</tr>
<tr>
<td>Proportion with violent crime arrest record prior to the index arrest</td>
<td>59.1%***</td>
<td>87.9%***</td>
<td>84.0%</td>
</tr>
<tr>
<td>Number of priors</td>
<td>16.9***</td>
<td>16.8***</td>
<td>25</td>
</tr>
<tr>
<td>(SD)</td>
<td>(30.9)</td>
<td>(26.8)</td>
<td>(31.5)</td>
</tr>
<tr>
<td>Age at first arrest</td>
<td>23.9***</td>
<td>22.2</td>
<td>21.8</td>
</tr>
<tr>
<td>(SD)</td>
<td>(11.9)</td>
<td>(11.5)</td>
<td>(11.7)</td>
</tr>
<tr>
<td>Proportion male</td>
<td>83.5%***</td>
<td>90.8%</td>
<td>87.1%</td>
</tr>
</tbody>
</table>

*=p<.05, ** = p< .01, *** = p< .001 – significance compared to future serious DA arrest (DV2)

Logically, for any statistical model to accurately forecast serious domestic cases as distinct from less-serious ones, there must be patterns of differences in the predictor variables. These predictors demonstrate enough statistically significant differences between the outcome types (particularly no arrest and arrest for a serious domestic crime) to suggest that modelling may be possible. The following differences should be noted:

- Subsequent serious arrestees had a prior arrest record *more often* than arrestees who later committed less-serious offences (Odds ratio (OR) = 2.3 (95% confidence interval (CI) = 1.6-3.1) or no abuse (OR = 3.8, CI = 2.8-5.4).
- Subsequent domestic arrestees (both serious and less-serious) more commonly had prior arrests for domestic abuse than those who committed no further abuse (Serious OR = 3.5, CI = 3.0 – 4.1; Less-serious OR = 2.9, CI = 2.8 – 3.1).

- Less-serious domestic arrestees more commonly had a prior record for a serious crime than those going on to commit no domestic abuse (OR = 1.2, CI = 1.2 – 1.3), and subsequent arrestees for serious domestic abuse had such a prior record even more commonly (OR = 2.5, CI = 2.2 – 3.0).

- In equal measure, subsequent domestic arrestees (both serious and less-serious) more frequently had priors for violent crime (Serious OR = 3.6, CI = 3.0 – 4.5); Less-serious OR = 5, CI = 4.8 – 5.3). Strikingly, almost nine in every 10 arrestees who went on to be arrested for domestic abuse within two years had some kind of prior arrest record for a violent crime.

In respect of serious domestic abuse in particular, these results are of notable interest. In Chapter 18, it was established that around half of serious domestic abuse crimes involved perpetrators with no prior domestic record (in a time limited period). These data support this but add a striking new aspect to the analysis – that these offenders probably had some kind of prior record for another form of crime, and it was probably a violent crime. This does, however, raise a fundamental question: What proportion of serious domestic arrestees have any form of prior arrest record within the preceding 24 months? If the earlier analysis regarding prior domestic records translated to no prior records at all in around half the cases, and of the approximate remaining half, only a small proportion had that prior arrest within two years, then the potential impact for the forecasting model would be very limited because the police would not be able to use arrest data as a potential source for identifying these offenders. As it happens, this is not the case.

Table 33 shows that almost half of all serious domestic abuse arrests would be exposed to the forecasting model if configured on a 24-month follow-up period because they had been arrested for any form of crime within the two years prior (i.e. if the offender arrested for a serious domestic crime had no prior arrest record in the preceding two years –
the model would not be able to forecast them because there would be nothing to trigger it). This rose to 59% of less-serious domestic abuse arrests.

However, because we had access to more than ten years of arrest data, we were able to assess the impact of extending the window to more than two years. If the follow-up period is extended, these proportions increase to the point where over three quarters of cases would be exposed to the model in a 20-year follow-up. This is clearly impracticable; police forces do not have 20 years of reliable domestic abuse records on which to train such models, but this will not always be the case. These implications are discussed further in Chapter 12.

Table 33. Proportion of domestic abuse arrestees with prior arrest records (for any type of crime)

<table>
<thead>
<tr>
<th>Follow-up period (months)</th>
<th>Less-serious</th>
<th>Serious</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>59.0%</td>
<td>48.7%</td>
</tr>
<tr>
<td>36</td>
<td>64.9%</td>
<td>56.7%</td>
</tr>
<tr>
<td>48</td>
<td>68.9%</td>
<td>60.1%</td>
</tr>
<tr>
<td>60</td>
<td>71.6%</td>
<td>62.5%</td>
</tr>
<tr>
<td>120</td>
<td>78.6%</td>
<td>71.3%</td>
</tr>
<tr>
<td>240</td>
<td>82.0%</td>
<td>75.7%</td>
</tr>
</tbody>
</table>

19.4 Can antecedent inputs predict future domestic abuse cases to a high degree of accuracy?

Table 34 presents a summary of the output of the forecasting model based on the training dataset. The summary is presented in the form of a ‘confusion matrix’, which is the standard format for communicating the output of a forecasting model (see Berk, 2012).

Table 34. Summary table for forecasting model accuracy
Table 34 is a cross-tab, with each of the main boxes (labelled ‘a’ to ‘i’) cross referencing forecast results for every record in the data against the actual outcome. Each record in the data has been processed using the forecasting model so the totals are equivalent to the overall sample size ($n = 73,380$). The forecasts are organised into the three categories of outcome: no DA arrest, less serious DA arrest and serious DA arrest. Where a forecast of No DA arrest was made, and the actual outcome was no DA arrest, the results are stored in box ‘a’. This cell is shaded green because the forecast was correct. The same shading is also applied to where less serious DA arrest forecasts were actually less serious DA arrests (‘e’) and arrests for serious DA forecasts actually arrests for serious DA (‘i’). Added together these three cells represent the overall accuracy of the model ($48,229 + 12,254 + 523$). Thus, of the 73,380 forecasts made 83.1% were correct – surpassing the baseline accuracy threshold of 80% (see Baseline considerations).

However, the interpretation of accuracy is more nuanced than this. We are primarily concerned with the accurate prediction of serious domestic abuse, and the model was ‘tuned’ to be more accurate in respect of this outcomes than the others. The result is a high rate of ‘false positive’ or ‘cautious errors’. Consider the Serious DA forecast column: overall 5,053 forecasts of serious domestic abuse were made, yet just 10% turned out to be correct. Compared to the percentage of forecasts for no domestic abuse and less-serious domestic abuse (99% and 63% respectively) this seems like a poor result, especially given the tuning which made the model more accurate at predicting serious harm. However, we must also consider that serious domestic abuse is very rare – there were only 681 instances of it in a dataset of more than 73,000 records. The model correctly identified 77% of these. So, while 90% of serious abuse forecasts may not actually result in that outcome, the 10% that do,
account for more than three quarters of all the serious domestic abuse arrests in the subsequent two years where the offender had a prior arrest record within two years. Given that, in the time horizon analysed (two years), 48.7% of serious domestic arrests had some kind of prior arrest, this means that this model would have correctly identified 37% of all serious domestic abuse. In Chapter 20 we consider whether this is good enough.

Model accuracy is not completely summarised in the rate of successful prediction of serious abuse, however. A more complete breakdown of model performance is given in Table 35. One of the key concerns is the number of ‘dangerous’ forecasts – those where no abuse or less-serious abuse is forecast, and serious abuse subsequently occurs. Given that 77% of serious abuse was successfully identified by the model, naturally 23% was not. But how confident could users be that when the model makes a forecast of no abuse or less-serious abuse, that it will not result in such a ‘dangerous’ error. The answer seems to be ‘even more confident’. In 99% of the cases that were forecast to have no domestic abuse in two years, the forecast was correct. When less-serious domestic abuse was predicted, almost two thirds of forecasts were correct and of those that were not, fewer than 1% were because a serious crime occurred. Table 35 shows the full summary of the model’s performance.

Table 35. Model performance

<table>
<thead>
<tr>
<th>Model performance</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total proportion of forecasts that were accurate within two years</td>
<td>83.1%</td>
</tr>
<tr>
<td>Of those forecast to be arrested for a ‘serious’ domestic crime, percentage who actually were arrested for a ‘serious’ domestic crime</td>
<td>10.4%</td>
</tr>
<tr>
<td>Of those forecast to be arrested for a ‘less-serious’ domestic crime, percentage who actually were arrested for a ‘less serious’ domestic crime</td>
<td>62.9%</td>
</tr>
<tr>
<td>Of those forecast not to be arrested for any domestic offence, percentage who actually were not arrested for DA of any kind</td>
<td>98.7%</td>
</tr>
<tr>
<td>Of serious domestic offences, percentage correctly forecast</td>
<td>76.8%</td>
</tr>
<tr>
<td>Of less-serious domestic offences, percentage correctly forecast</td>
<td>85.1%</td>
</tr>
<tr>
<td>Of no domestic offences, percentage correctly forecast</td>
<td>82.7%</td>
</tr>
<tr>
<td>Cautious error to dangerous error(^{19}) ratio:</td>
<td>15:1</td>
</tr>
</tbody>
</table>

\(^{19}\) Cautious errors refer to those forecasts for serious and less serious domestic abuse which were actually no abuse (for either) or less serious abuse (for serious forecasts). Conversely, dangerous forecasts refer to forecasts of no abuse which actually were less serious or serious abuse and less serious forecasts which were actually serious.
**Very cautious error**\(^{20}\) to very dangerous error ratio: 187:1

**Proportion of no arrest forecasts which actually were an arrest for a serious offence**: 0.03%

**Proportion of less serious DA arrest forecasts which actually were an arrest for a serious offence**: 0.07%

Based on these tables, we draw several conclusions about how the model performed. More than three quarters of forecasts of any kind were correct, and of those that were not, almost all the errors were ‘cautious’ – where the forecast was for domestic abuse to occur and it did not. In fact, the model comes extremely close to having no form of ‘dangerous’ error at all, which is both striking and unusual. Where the forecast was for no arrest for domestic abuse, it was almost always correct. When the model forecast an arrest for a less-serious abuse, it was correct more than half of the time, and correctly identified just over 80% of all less-serious domestic abuse.

### 19.5 Which predictors have the greatest impact on accuracy?

As described in *Predictor* in Chapter 6, we draw our conclusions about the influence of individual predictor variables from the R functions for variable importance plots and partial response plots. Recall that these show (1) the relative decrease in overall model accuracy were each variable removed in turn, and (2) how each variables values are related to the outcome classifications.

With 35 predictor variables in our model, we have a plethora of information available to us but for ease the results are summarised in Figure 20 and a selection of plots are subsequently included in *Appendix A: Technical Information Relating to Random Forest Modelling*. Figure 20 shows in descending order the relative importance to model accuracy based on mean accuracy scores. Accuracy scores are calculated for each tree in the random forest on a scale of 0 (least improvement) to 100 (most improvement).

\(^{20}\) Very cautious errors refer to forecasts of serious abuse which were actually no abuse. Very dangerous errors refer to forecasts of no abuse when the actual result was serious abuse.
Figure 20. Variable importance plot for forecasting model accuracy
Figure 20 tells a clear story about the predictor variables relating to domestic abuse. ‘Age at first domestic arrest’ was consistently the most influential predictor variable in terms of model accuracy – 1.6 times more so than the next highest influencer. Predictors relating to whether the presenting arrest (on which the forecast was based) related to a domestic crime, and the number of years since the arrestee was last arrested for a domestic crime were the only other indicators to pass an average importance of 30. The total number of prior domestic crimes and the age at which an offender was first arrested for a sexual crime were the only other variables to surpass a mean of 20. This does not mean other variables did not contribute to overall accuracy – as Figure 20 shows, every predictor contributed something

Figure 21 shows the respective levels of ‘node purity’ for each variable. As previously outlined, this refers to the extent to which the splits at each node) favour a particular outcome (no arrest, arrest for less serious domestic abuse or arrest for serious domestic abuse). For example, if a predictor variable was exclusively associated to no arrest it would have a score of 100 for no arrest and 0 for arrest for less serious or serious abuse. Figure 21 shows the mean purity (also known a ‘Gini index’) for all of the decision trees in which each variable was selected (recall that there were 501 trees in total).

---

21 The thresholds selected in this section were drawn as natural breaks in the data.
Figure 21. Variable importance plot for forecasting model node purity
The domestic predictor variables (prior number of domestic arrests and presenting arrest was domestic) were highly associated to particular outcomes but it is also notable that some variables rank more highly for ‘node purity’ than they did for overall accuracy contribution – i.e. they variable is correlated with a particular outcome, but not highly influential in the overall scheme of things. Figure 21 does not explain which outcome the variables are most associated with however – for this partial response plots are needed. Each variable can be cross referenced against all three outcome classifications (generating 105 plots overall). Plots for the top four variables for overall importance are included in ‘Appendix A: Technical Information Relating to Random Forest Modelling’. The results are summarised as follows:

19.5.1 Age first arrested for domestic abuse
This predictor variable is a proxy for having any prior record for domestic abuse arrest, because if the arrestee has no previous arrest for domestic abuse, they will have no corresponding age. Such cases were coded into the data as a value of −1 (random forests cannot process missing data, so any such data must be coded in some form) and given the patterns shown in Table 32 it is perhaps not surprising to see some form of influence for this indicator. As Chapter 15 established, once linked once for domestic abuse, an offender is increasingly likely to be arrested again.

A ‘-1’ value for age at first domestic arrest (i.e. there was no prior arrest) had the highest probability for forecasting no arrest and the lowest for less serious or serious domestic arrests. There were different patterns associated with first age and the forecasting of different types of abuse. Less-serious abuse within 24 months was most likely for arrestees who first presented for domestic abuse in their 20s. After this time, the likelihood reduced until arrestees are in their 50s. However, for serious abuse, the risk was greatest for first-time arrestees in their 40s.

19.5.2 Years since last arrest for domestic abuse
Like the previous predictor, the number of years since the last domestic abuse arrest is also a proxy measure for prior domestic arrests. Offenders with no prior domestic arrests (and therefore no years since their last) were coded as −1. As with the age of first domestic arrest then, we would expect to observe a higher probability of no abuse associated with this value.

---

22 As our model was a classification model, coding this way did not affect calculations, as it would in a regression model.
Among these arrestees, it would be logical to expect that fewer years since the last domestic arrest were more likely to be associated with a higher probability of abuse, but it is perhaps difficult to predict, before knowing the results, whether there would be differences between less-serious and serious abuse.

As it turned out, just as with ‘age at first domestic arrest’, the absence of any data had the highest probability associated with no domestic arrest. Among those arrestees who did have a valid entry, the pattern was, as hypothesised: the greater the number of years since the last domestic arrest, the lower the probability of any form of future domestic abuse arrest. The probability of future abuse was at its highest at one year, but notably higher among less-serious cases than serious ones. The relationship between the predictor variable and both kinds of abuse outcome flatlined at around 10 years, which is when domestic abuse arrest record-keeping was of much lower reliability.

19.5.3 Presenting offence was domestic abuse
Cases in which the presenting arrest (the catalyst for the forecast) was tagged as a domestic crime were coded as a binary 0 (for no) or 1 (for yes). Cases which were not domestic had the greatest predictive association with no future abuse, as we might expect, and the inverse was true of presenting cases which were domestic. The association of a presenting domestic crime with less serious domestic abuse was however, more than twice as high as for serious abuse.

19.5.4 Number of prior domestic arrests
The pattern of previous domestic arrest history predicting future behaviour is replicated in the number of prior domestic arrests. Unsurprisingly given the proxy variables presented above, no prior arrests were most closely associated to a no future arrest forecast. Among less serious arrest forecasts there was almost no difference between the number of priors, with evidence of a slight decline in probability of less serious arrest being forecast the higher the number of priors. Forecasts of arrests for serious abuse were less associated with prior domestic arrests than less serious forecasts.

19.5.5 Age at first arrest for a sexual offence
Most arrestees did not have a prior sexual arrest and so were classified as ‘–1’ values. The partial response analysis partially supports this, indicating a higher probability of a no arrest forecast among those with no prior sexual arrest record, and then a declining likelihood of no arrest until around age 40. This is complicated the pattern for less serious arrest forecasts, which shows a consistent downward trend in the likelihood of a less serious arrest the older
the arrestee was when first arrested for a sexual crime. This is almost entirely reversed for future serious arrests, which shows escalating likelihood of a serious arrest the older an offender was at the time of their first arrest.

19.6 Summary

The results presented in this chapter suggest that a domestic abuse forecasting algorithm which uses offending history data to forecast the nature of future domestic abuse, could be efficient at predicting future instances of serious abuse. In the police force analysed, around half of all serious domestic abuse arrests and more than half of the less-serious domestic abuse arrests, had prior arrest records in the preceding two years, and so could potentially be forecast by our model. Of these, the random forest model we developed could successfully forecast 77% of the serious cases and 85% of the less serious cases. When forecasts for no future domestic arrests were made, the model was almost always correct although because it was designed to favour the accuracy of the serious arrest forecasts, the model had a comparatively low efficiency rate in its serious forecasts – 90% of which would not go on to be arrested for serious abuse. However, the other side of this coin is that the model could give police the opportunity to intervene in more than a third of all serious domestic cases before they occurred.

The findings presented here also suggest that improvement on these results be possible. Extending the timeframe over which the model forecasts could increase its reach. Most arrestees for domestic abuse had some form of prior arrest, and in most cases, some form of violent arrest – just not necessarily within two years of their domestic crime. Our analysis indicates if the forecasting window were taken to five years – which is to say that an arrestee would be processed with a view to forecasting what might happen with five years of their arrest, then around two thirds of serious abuse could potentially be predicted.

In the next chapter, the implications of these findings are discussed in detail. The findings here present many interesting aspects for debate in both practical and theoretical contexts. These findings suggest that a proportion of serious domestic abuse can be forecasted successfully and questions about the efficiency and morality of the procedure then follow.
20 Discussion

20.1 Chapter roadmap
This chapter discusses the findings in the context of the existing theoretical, practical and research landscape set out in chapters 10 to 12. The aim here is to confront the important ‘so what?’ question for each finding and expand on existing theories explaining domestic abuse. It begins with a synopsis of the findings in relation to the research questions across the five themed areas. So far, we have seen that for most offenders and victims, abuse is a single occurrence in police records, with no evidence of escalation among those with five or more records. Although there is a high concentration of harm among a small proportion of offenders, 40% of those ‘power few’ have no prior, nor subsequent record of abuse. Even among those with prior records, many have only one or two cases which the police might use to accurately forecast the risk of future serious crime. To this end, we have demonstrated how arrest records for all crimes, might be utilised to predict future abuse. Most domestic abuse arrestees have prior arrest records of some kind, and a random forest model, forecasting two years ahead of each arrest, could potentially identify 37% of all future serious arrests and make almost no dangerous errors. The chapter begins with a comprehensive recap of these findings and then we explore the implications of these points in more detail.

To minimise repetition, discussions concerning repeat abuse, escalation and concentration of harm (the questions addressed using Dataset 1) are amalgamated and discussed separately to the serial abuse and forecasting findings. The remainder of the chapter is comprised of four distinct aspects of discussion: (1) theoretical implications – what these findings mean for our understanding of domestic abuse theory, (2) research implications – what additional research could build on these findings in future, and what the application of these methods brings, (3) policy – what these findings mean for practitioners and the formulation of domestic abuse strategy and finally, (4) limitations – how reliable the findings are and how relevant they are to researchers and practitioners outside the jurisdictions on which they are founded.

20.2 Summary of findings
The results shown in Chapter 15 show that most domestic abuse that is reported to police is an isolated occurrence, but the probability of further domestic abuse increases beyond ‘more likely than not’ after the third report.
The results shown in Chapter 17 strongly suggest there is no evidence in police data to support theories of universal escalating severity. These results also go further than previous analyses in respect of escalation (Bland and Ariel, 2015; Chambers-McLellan, 2002; Barnham et al., 2017; Kerr et al., 2017) to the extent that there is evidence for a pattern of de-escalating severity in police data. This final point does not disprove escalation universally, but makes the crucial point that, if it does exist, the police do not see it in recorded events.

The vast majority of crime harm in police data is attributable to a very small proportion of victims and separately, offenders, and around four in ten of the highest-harm victims and offenders are previously and subsequently unknown to police for domestic abuse. Of those in this ‘power few’ group that do have multiple records, in most cases the serious crime occurred in the first three reports.

A substantial proportion of repeat victims and offenders are linked to more than one party in domestic abuse reports. The results in Chapter 16 indicate that serial domestic abuse perpetrators are a distinct cohort of suspects which make up around 10% of all offenders in a multi-year period. Serial perpetrators are marginally younger than repeat or single-time offenders and they contribute more domestic offences and 2.3 times more crime harm per person than single-time domestic abuse perpetrators, but around the same level as repeat offenders. The types of domestic offences committed by serial perpetrators are less frequently rape (2% of serial perpetrator domestic crimes were rape compared to 4% for single-time and repeats) and more frequently criminal damage and ‘other’ non-violent miscellaneous categories. Serial perpetrators are more commonly associated with non–domestic abuse crimes than repeat or single-time offenders: 70% of serial perpetrators had some non-domestic abuse crime record, compared to 57% of repeat offenders and 33% of single-time offenders. Serial offender non-domestic criminality is also more harmful than that committed by the other cohorts. Cross-referencing non-domestic offending patterns with each cohort establishes that generalist serial and repeat perpetrators are the most generally harmful types of domestic offender.

Chapter 19 then showed that around 80% of all-crime arrestees were not arrested for domestic abuse in the two following years. Of the 20% that were subsequently arrested for a domestic crime, their combined domestic arrests in that period amounted to 49% of all arrests for ‘serious’ domestic abuse crimes and 56% of all arrests for ‘less-serious’ domestic crimes. This meant that around half of serious and less serious domestic arrestees had no prior arrest
within two years and were therefore impossible to forecast using our particular design. However, if we were to extend the ‘follow-up’ period for forecasting, this exposure rate would increase, and if set at 60 months, our model would have the chance to forecast close to two thirds of serious domestic arrests and three quarters of less serious domestic arrests.

By isolating arrests in which the subject went on to be arrested for future serious domestic offences, Chapter 19 identified that these individuals were more likely to have more prior arrests generally, and more arrests for ‘serious’ crimes, than other arrestees. They were also typically younger at the time of their first arrest. Arrestees who went on to be arrested for any form of domestic crime (serious or less-serious) were more likely than others to have prior arrests for any violent crimes.

A random forest statistical forecasting model successfully predicted 77% of all future serious domestic abuse arrests where the subject had a prior arrest in the 24 months preceding their serious arrest. The model would therefore successfully identify over a third (37%) of all serious domestic abuse crime arrests in a given two-year period. The rate of cautious, ‘false positive’ errors to achieve this level of accuracy was very high; 89% of cases forecast as likely to be arrested for serious domestic abuse were incorrect. When the model forecasted a case to be subsequently arrested for a less-serious domestic crime, the forecast was correct more than half the time, and successfully identified 85% of all such cases. Almost three quarters of arrestees who did not go on to be subsequently arrested for a domestic crime were successfully predicted, and when a forecast of ‘no arrest’ was made, it was correct more than 98% of the time. Crucially, in just 0.02% of the cases forecasted for ‘no arrest’ were the offenders actually subsequently arrested for a serious crime.

20.3 Theoretical implications

20.3.1 Repeat abuse, escalation and concentration of Harm
The evidence presented in chapters 15, 17 and 18 challenges the pervading theory of escalating domestic abuse, which generally states the domestic abuse cases increase in severity over time (Johnson, 2006; Pagelow, 1981; Walker, 1979, 1984) The results show that the majority of cases report just once to police and offer no or limited opportunity for escalation to be identified. This certainly does not discount the possibility that domestic abuse escalates unseen (as proposed by Johnson, 2006), but there is not yet any robust evidence to support this. What we now know is that police are typically recording higher severity crimes
first, with levels of harm then generally diminishing or stabilising over time. This should inform, if not shape, future theoretical constructs regarding escalating severity in domestic abuse cases. The current construct is somewhat vague, if not entirely outdated, and the time is right for revision. Walker’s analysis (1979, 1984) proposed a cyclical escalation of patterns of violence within a relationship, which set the general template for theories of escalation, but no research has since added much by way of specific detail. Richards et al., 2008 indicated that escalation was an important indicator of future serious harm, but neither they, nor others researching escalation in general (Andersen et al. 2003, ; Dutton and Kelly, 2002; Johnson, 2006), provided empirical support for this premise.

We suggest four initial aspects for revision of the theory: (1) that escalation of severity is not present in the majority of police recorded cases; (2) that escalation, if it does exist in the cases which first come to police attention as a serious crime, occurs outside of the sphere of law enforcement knowledge; (3) police knowledge of high-repeat cases may in fact play some role in de-escalating severity or (4) relationships ending and/or incarceration of offenders stop any further abuse.

The clear pattern of rising conditional probability indicates that, once established, involvement in domestic abuse becomes persistent, for both victims and offenders. This could be influenced by the nature of police involvement itself; once an individual is known as a victim or offender, they may receive more ‘attention’ and a natural consequence could be more records in police databases. Whatever the reason, the concentration of high levels of harm into such a small proportion of offenders and victims provides compelling support to the theory of ‘power few’ individuals. Targeting such groups for interventions may further Sherman’s (2007) hypothesis that such groups may yield the best chance of detecting effects in criminological experimentation. Obviously, this dimension was outside of the scope of this work, but the validation of the extent of the ‘power few’ is an essential element of Sherman’s theory – and this work supports the notion that the concept exists in victim and offender units of domestic abuse analysis.

With a majority of domestic abuse victims and offenders coming to police attention just once, focus is also required on the issue of desistance. Put simply, what stops the abuse? Or perhaps the question should be, what stops the reporting of abuse? The majority of cases we analysed were less serious and unlikely to result in custodial sentences, so it is unlikely, that this is the primary explanation. There are several well-established theories of desistance
which may explain some of the patterns in police records. For example, what are the roles of programmed potential, social context and agency (Bottoms, Shapland, Costello, Holmes and Muir, 2004)? There is logical potential in all these elements; desistance may come about through perpetrator management or victim support, through family or community culture, or through the natural maturation of a victim or offender’s personal characteristics.

It is also possible, if not probable, that separation and estrangement of couples and family members plays a key role in the prevalent desistance. The role that cessation of relationships has in preventing future violence is yet to be quantified in any empirical sense. The majority of research to date has focussed on the increased risks attached to separation (see Hotton, 2001; Kaye, Stubbs and Tolmie, 2003, for example). Our results suggest that this topic might also play a more central role in prevention than previously thought.

20.3.2 Serial abuse

The establishment of the prevalence and characteristics of serial perpetrators is founded on the premise of general repeat offending in domestic abuse cases, for which there is much previous evidence. The findings presented in Chapters 15 and 16 consolidate the previous work on concentrations and crime harm of Kock (1999), Sellin (1931), Sherman (2007) and Sherman, Neyroud and Neyroud (2016), among others, in describing the widespread occurrence of repeat domestic abuse. These results show single-time offenders compose the largest group in the dataset, but one in every four suspects features more than once and this research expands on this basis to describe a distinct sub cohort of repeat offenders that are suspects in crimes against more than one victim and thus serial perpetrators.

Previous research on serial perpetrators of domestic abuse has thus far been limited to a handful of studies that have found tangible evidence of prevalence among domestic offender populations. Estimates of prevalence have ranged from 4% (Robinson, 2017) to 43% (Bocko et al., 2004) owing to substantial variation in methodological approaches. The largest sample on which previous evidence was based was fewer than 1,500 (Bocko et al., 2004). The most comprehensive finding on prevalence from previous works was Bland and Ariel’s (2015) sample of around 18,000 perpetrators. Their dataset, however, included non-crime incidents in which suspect status was nominally assigned by the person recording the event. Practitioners argue that, in a non-crime incident, no party can be designated as either victim or offender/suspect, because no crime has taken place. In the context of increased scrutiny by the police inspectorate of crime recording standards, which manifests in a prima facie
approach to crime recording, many forces have seen trends in rising domestic crimes at the expense of decreasing non-crimes (ONS, 2018), and so the perspective of ‘crimes only’ offered by the present analysis offers a stronger basis for conclusions about prevalence. This research therefore presents, in terms of sample size, the largest study to date to explicitly examine the prevalence of serial domestic abuse offending. In the absence of comparable studies, it is difficult to assess whether the result (prevalence of 10%) is unexpected or not. It is lower than the 17.6% found in Bland and Ariel (2015), but this is unsurprising given the differences in data because non-crime data expand the scope of the dataset to include non-criminal activity, and it is logical to conclude that the inclusion of such data in this research would increase the relative size of the serial cohort.

The prevalence in Dataset 2 was also 5% lower than the prevalence found in Dataset 1. We think this is probably partly due to the shorter time horizon – two years in Dataset 2, compared to around five years in Dataset 1. It is highly probable that, as the time horizon is expanded, the number of serial offenders grows because there is a greater opportunity for the development of new relationships and therefore abuse. A prevalence estimate of 10 to 15%, caveated as dependent on time horizon, therefore seems a sensible option for the progression. This would sit broadly in line with Hester and Westmarland’s 9% (2006 – but with smaller sample and shorter time horizon) and fall roughly in the middle of Robinson’s (2017) estimated range of 4–20%. More research is needed here to establish the extent of serial offender prevalence in a longer time range. We suggest that examination of periods of ten years and above would be appropriate to incorporate the impact of custodial sentences and relationship development. Cross-jurisdictional analyses may also increase the prevalence.

Collectively, these estimates throw into sharper relief, the extent of this phenomenon and situate the cohort as a relative ‘few’, not a ‘many’. One question naturally follows: is this few more harmful than the average offender? Are they major contributors to the ‘power few’? Here, the results indicate that generalist serial offenders are more harmful, but do not dominate the ‘power few’, at least in terms of the severity of domestic abuse alone. Our findings suggest that the theories which prioritise the targeting of serial perpetrators over other cohorts warrant closer examination, and that non–domestic abuse offending patterns are as important as domestic offending classifications.

Nevertheless, since there is a cohort of serial perpetrators, comprising at least 10% of domestic abuse offenders, a number of theoretical questions naturally follow. Two such
fundamental questions concern (1) whether the criminal behaviour of members of this cohort can be classified in line with existing research on batterer typologies, and (2) why some offenders strike against more than one victim and others do not. In the case of the former question, Chapter 12 already presented several points of reference with which to compare our findings. Naturally, the definitions involved in the typologies established by previous researchers have varying degrees of translatability to the dataset used in this research, but here follows a brief attempt to cross-reference each of them against these findings.

Firstly, consider Brisson’s (1981) and Gondolf’s (1988) three-type models (type I – ‘sociopathic’ abusers, who commit high levels of physical and social abuse; type II – ‘antisocial’ abusers, who are generally more violent but less likely to be arrested; and type III – ‘typical abusers’, who are generally violent but less disposed to serious violence). This typology is based on the notion of severity yet lacks a rigorous definition of what constitutes ‘high level’. It does not make reference to forms of crime other than violence and abuse, and – crucially – in every typology, the abuser is defined by a repeat course of behaviour. In this last respect, serial perpetrators may be relevant, but our findings conflict with some particulars in this classification typology. Our findings show that serial perpetrators may more frequently perpetrate domestic abuse, but not necessarily more serious crime; in fact, serial perpetrators commit more less serious types of abuse and more other types of crime in general. Our conclusion therefore is that it is not possible to make effective use of the Brisson/Gondolf classification system in the context of serial perpetrators.

Chapter 4 highlight similarities between the Brisson/Gondolf typology and Johnson and Ferraro’s (2000) description of five types of abusive relationship. One of these types, ‘violent resistance’, does not sit well with the notion of a serial perpetrator. An offender who is retaliating could do so in multiple relationships, of course, but this is relatively unlikely. ‘Violent resisters’ are the other side of the coin to ‘intimate terrorists’, the description of whom, as emotional and physical controllers of their partners, suits the popular contemporary narrative of serial perpetrators as more dangerous individuals purposefully seeking out victims. However, the notion of an intimate terrorist as a perpetrator able to exercise a pattern of controlling behaviour does not fully accord with the data period we analysed in this work. While it is certainly possible that those people whom Johnson and Ferraro would term ‘intimate terrorists’ may have moved from one relationship to another within the 843-day study period, it is far from guaranteed. It is more logical that the ‘repeat’ cohort contains a higher proportion of this kind of offender, although it cannot be discounted that a longer
exposure period may change this balance. Instead, we argue that serial perpetrators are much
more likely to fit under the definition of ‘common couple violence’ or ‘generalist borderline
offenders’, for the following reasons. Firstly, ‘common couple violence’ occurs only ‘once or
twice’, according to Johnson and Ferraro, but it is entirely feasible that, over a period of time,
a ‘common couple’ offender could accumulate victims as they move through relationships.
As with intimate terrorists, this is perhaps more likely to occur in a longer dataset, but the
lower-harm nature of ‘common couple violence’ tallies with the marginally lower harm
propensity (on an individual crime basis – see the tendency toward criminal damage and
away from rape, for example) of serial perpetrators. Secondly, the higher prevalence of all
other forms of non-domestic crime correlates well with the description of the emotionally
needy ‘generalist-borderline’ offender. These results are inconclusive on all counts against
the Johnson–Ferraro typology set, but there are parallels that can be drawn, particularly with
this latter type.

Holtzworth-Munro and Stuart’s (1994) work consolidating 15 other batterer
typologies, which itself was later heralded as the most robust typology model by Dixon and
Browne (2003), bears similarities to Johnson and Ferraro’s and Gondolf’s typologies.
However, it is easier to draw parallels between Holtzworth-Munro and Stuart’s three
typologies – family only, general violence and generalist – and Dataset 2 using the non-
domestic crime records from the same time horizon. As we showed in Table 26, serial
offenders were more than twice as likely to be ‘generalist’ than single-time offenders, and
1.35 times more likely to be so than repeat offenders. While this does not offer unequivocal
endorsement to these typologies, we suggest that viewing the phenomenon of serial
perpetration from these perspectives may offer insight in the future development of domestic
abuse theory, and these should include the notion of serial perpetrators with generalist non-
domestic offending records as being among the most harmful domestic offenders.

20.3.3 Forecasting
Documented ‘theories’ of domestic abuse forecasting are predominantly confined to
expositions of risk assessment processes largely predicated on structured professional
judgements (Campbell, Sharps and Glass, 2001; Dutton and Kropp, 2000; Hoyle, 2008). A
more appropriate theoretical context for Chapter 19’s findings is the overarching theoretical
debate about whether actuarial forecasting instruments are superior to clinical instruments.
This is well-worn territory, with a host of studies examining the issue dating back several
decades (Ægisdottir et al., 2006; Dawes, Faust and Meehl, 1989; Dolan and Doyle, 2000;
Litwack, 2001; Meehl, 1954), with a variety of results. Our findings further contextualise this debate by contributing one of the first analyses of a machine learning based, actuarial risk assessment tool for domestic abuse.

The assessment of future risk to victims is a central tenet of the current approach to policing domestic abuse in England and Wales (Robinson, Myhill, Wire and Roberts, 2016). The main instrument used for that purpose is the DASH, a structured professional judgement–based tool which has been subject to recent review and revision by the College of Policing and has yet to be assessed for predictive validity other than in three single-force studies (Chalkley and Strang, 2018; Thornton, 2017; Turner et al, 2019). These first two of these studies, which have matching methodologies, only assessed the predictive validity of the DASH in respect of ‘lethal’ and ‘near-miss’ domestic abuse, a definition which makes up only part of the ‘serious’ definition used in this research and therefore resulted in much smaller sample sizes. Both studies found a high ‘false negative’ rate among this type of domestic abuse. In Thornton’s sample of 118 cases, none of the 13 murders and only 11% of the ‘near-misses’ had ever been assessed as ‘high risk’ using the DASH. In Chalkley and Strang’s 67 cases, 45 had no prior assessment of ‘high risk’. The ‘false positive’ rates (high risk forecasts which resulted in no fatal or ‘near miss’ crime) were also very high – 99% in both cases.

The third study (Turner et al., 2019), analysed a much larger sample of domestic abuse crimes with a wider definition of serious harm (assault with injury and above). They also found a high rate of error – officers correctly assessed just 5.7% of serious repeats, and a corresponding maximum ‘false negative’ rate of 94.3%. They argued that the DASH results were little better than chance and that officers were actually underestimating the prevalence of future serious domestic crimes by 34%.

So, it seems that high error rates in domestic abuse forecasting are not unprecedented (see Thornton, 2017 for a summary) and though we must be cautious, because these are just three studies, these results are not encouraging for the DASH. The assessment, which is typically issued in every domestic abuse case involving intimate partners, and in most forces is completed at least twice for every event, is resource intensive and therefore high cost, and with police forces recording domestic abuse in increasing numbers (ONS, 2018), it is potentially unsustainable. To this end, the College of Policing’s proposed revision to the DASH is currently being tested across the country, but at the time of writing, there is no
evidence concerning its predictive accuracy. As such, it is impossible to draw a precise comparison between the random forest model and the latest iteration of the DASH but the evidence on the previous version indicates it is somewhat less effective at predicting future harm than our model, which although made plenty of ‘false positive errors’, had a high level of accuracy (77%) in predicting future serious arrests. What does this mean for theories of risk assessment in domestic abuse? We suggest that our findings are promising enough to merit further consideration of the actuarial versus clinical debate in this field, adding to the recent conclusion of Turner et al., (2019), that actuarial processing of offender history may improve the predictive accuracy produced by the DASH.

Nonetheless, it is too early to conclude that any actuarial model based only on arrest cases could solely replace the current method of risk assessment. With only 49% of serious arrestees and 56% of less-serious arrestees having been arrested previously in the prior two years, a large proportion of future domestic abuse could not be predicted by our model to begin with. While the model might be reasonably adjusted by extending the case follow-up period, it remains the case that not all domestic abuse cases result in an arrest (ONS, 2016a; 2017). Of course, as Chapter 18 highlights, many serious cases have no prior DASH assessment either, because the serious crime is the first time the police are aware of the case – so the DASH too has greater limits on its predictive scope than our model. There is also some logic that most serious cases will involve an arrest, and if we accept this notion then the predictive accuracy of the random forest model has a superior predictive accuracy than that shown by studies of the DASH thus far – a notion supported by Turner et al (2019). The random forest model has a 63% ‘false negative’ rate in terms of identifying overall serious domestic abuse (including those cases without prior arrests), superior to the ‘false negative rates’ of the DASH found by Thornton (2017), Chalkey and Strang (2018) and Turner et al. (2019). Furthermore, if we match the conditions of this comparison and take the ‘false negative’ rate of the random forest model as applying only to the serious cases it could potentially identify, then the rate drops to just 23%. Furthermore, the ‘false positive’ rate of the random forest model is more efficient (89% compared to 99%). These comparisons are by no means perfect, but they provide promising evidence that actuarial forecasts can improve upon the current dominant theory of structured professional judgement-based instruments.

The results show that it is possible to build an actuarial model that will predict future domestic abuse with some measure of success. Even in the harshest light, a tool which could meaningfully forecast a third of all future serious domestic abuse crimes would be of use.
Further to this, the results show that the model can successfully identify most future arrests for less-serious domestic abuse, and when forecasting no future arrest, is almost always correct (99%). The question then is not ‘can we do it?’, but ‘should we do it?’ and this is an issue for policy rather than theory.

20.4 Implications for future research

20.4.1 Repeat abuse, escalation and concentration of harm

The desistance of the majority of domestic abuse offenders and victims requires further explanation. While the natural inclination may be to focus future research efforts on the ‘power few’ or the serial cohorts, both the high- and low-harm branches of the desisting cohort may offer insights into prevention theories. These groups provide fertile ground for understanding the role of quality of service of justice agencies in maintaining victim engagement. Police forces in England and Wales are now required by law to commission surveys of domestic abuse victims that may offer a useful potential data source, and forces may wish to consider question sets that help to contextualise desistance theories.

Surveys of communities with disproportionately low reporting levels should also play an important part in the future research landscape for understanding both ‘never called before’ cases and escalation. Both issues appear to require explanation involving more data sources than only police records. In relation to ‘never called before’ cases, there are three primary research questions to be addressed: (1) Do the police know about the victims or offenders in these cases in any other guise than domestic abuse? (2) Do any other organisations have knowledge of the victims or offenders prior to the occurrence of serious harm? Finally, (3) are ‘never called before/again’ victims subject to unrecorded incidents of domestic abuse? This last question is also pertinent to escalation, but studies examining the extent of unrecorded incidents need to be aimed at populations wider than just never-called-before cases, because they need to address another important question: is an escalation in severity masked by the underreporting of domestic abuse? Research in this area should focus on the specific issue of relationship cessation and estrangement of family members, which may hold valuable insight into explaining desistance, if indeed, that is what is happening in these cases.

A fourth area of further research might concern the chronic victims and offenders who remain comparatively low harm. Like the desistance cohorts, there may be useful practical
and theoretical insight in understanding what factors correlate with the absence of serious harm in spite of the repeated occurrence of abuse. Such research would also be useful in developing the understanding of common couple violence (Johnson, 1995).

The types of data that are most predictive of harm are particularly pertinent. Most crime records feature data that are linked to investigations and the immediate prevention of risk, yet research in psychology and psychiatry suggests that robust predictors of domestic abuse are less often behavioural and more often linked to the personality of the abuser. Space constrains prevent us from exhaustively reviewing this line of research (see review in Johnson and Sachmann, 2014), but interviews with batterers and those who have committed successful or attempted femicide have shown that ‘the common themes identified among the participants in the interpersonal context were … their strong need for control along with excessive dependency on the intimate partner or on the relationship with her. This dependency is perceived as desperate or pathological love’ (Mintz, 1980; Elisha, Idisis, Timor and Addad, 2010, p. 509). Malmquist (2007) raised the issue of psychotic depression as a factor in domestic homicide, whereas Bernard, Vera, Vera and Newman (1982) found that domestic homicide often occurs when the woman has threatened to leave the relationship. Male sexual jealousy and male sexual possessiveness are frequently cited causes of intimate femicide across cultures (Baker, Gregware and Cassidy, 1999; Polk, 1994; Wilson and Daly, 1998; Wilson, Daly and Daniele, 1995 (Goussinsky and Yassour-Borochowitz, 2012, p. 553). Notably, the items on this list of characteristics are often unrelated to the immediate role of the police officer attending a domestic violence crime scene. Nor do second responder units collate this information, which can be captured only from in-depth interviews and lengthy research assessments, which are not part and parcel of the response of these policing units. Hence, if predictors of harm are hidden from police records, more attention is needed for interagency collaboration and valid assessments of harm – all of which are presently beyond the reach of police forces (see Ariel, Weinborn and Boyle, 2015; Florence, Shepherd, Brennan and Simon, 2011; Shepherd, 1990). If founded, this implication would further underscore the critical importance of agencies other than the police in anti-domestic abuse strategies. Future research could seek to investigate the predictive power of each of these dimensions alongside police records (the random forest model presented in Chapter 19 could be a template for such research). This is, of course, easier said than done. Information-sharing legislation raises obstacles to law enforcement agencies accessing the sorts of datasets that contain these data.
20.4.2 Serial abuse

As already discussed, Chapter 16’s findings present parallels with existing domestic abuse offender typologies (Gondolf, 1998; Holtzworth-Munro and Stuart, 1994; Johnson and Ferraro, 2000), and they provide the strongest sample yet for establishing the prevalence and characteristics of serial perpetrators. But they also pose more questions to be answered. Some of these questions are a product of the new evidence established by this research, while others are born of its limitations.

Having established prevalence at 10–15% of serial abuse, the next step is to seek replication. The opportunities to further explore the prevalence of serial perpetrators are plentiful, with every Home Office police force now required to identify domestic abuse offences as a matter of course. There are three principal areas for replication studies to address. Firstly, do the findings translate to metropolitan areas? While the jurisdiction subject to this analysis contains large urban conurbations, only part of dataset 1 could be described as metropolitan. Secondly, do the findings translate to different regions of the country? Our primary dataset for serial abuse analysis was drawn from just one region. Thirdly, by how much does the prevalence of serial abuse differ with extended exposure periods? Logically, the number of repeat or single-time cohort offenders ‘converting’ to serial offending should increase with time, but the prevalence may change in either direction depending on the size of the other cohorts. Replications over three, five or 10 years would be very beneficial to advancing knowledge of prevalence. Any replications should also carefully consider the possibility of scrutinising relationship data, which were not available in this study. It is possible that there is a meaningful distinction between intimate partner and intra-familial domestic abuse which should be factored into the consideration of prevalence.

Serial perpetrators of domestic abuse constitute a small, but high-frequency and disproportionately high-harm cohort. However, one that makes up a minority of the ‘power few’ and that is more generalist and more harmful than other cohorts in its non-domestic offending patterns. These findings highlight the need for more detailed research to profile who the members of this cohort really are. Such research might focus on three areas, the first of which is psychological, to build on existing knowledge of serial offenders and to expand our understanding of the subtypes developed here. In this research, it has been shown that, when analysed through the prism of prior offending, there are distinct subgroups of serial offender. The next step would be to supplement this by developing research methodologies to
understand whether there exist any differences in the psychological profile of the subtype, or indeed between this and the other cohorts.

Similarly, there is now a need for a more forensic understanding of different ‘criminogenic needs’ (Ward and Stewart, 2003). In offender management nomenclature, this term usually refers to areas in which an offender requires assistance or solutions to help desist in offending behaviour, such as housing, substance misuse or mental health issues. Contemporary domestic abuse perpetrator programmes such as ‘Drive’ and Multi-Agency Tasking and Co-ordination (MATAC) have been developed on the basis of addressing complex needs (Brooks-Hay and Burman, 2018). Improving understanding of the evidence of these needs, particularly if there are macro-level differences between cohorts, may enable models to be revised or fine-tuned to the benefit of outcome delivery. They may also improve understanding of the extent to which existing perpetrator management schemes such as Integrated Offender Management (which is popular among English and Welsh police agencies) may be suitable for, or already deal with, portions of the domestic abuse offender population. This type of offender management is under-evaluated (see Williams and Ariel, 2012) and a worthy focus for future research efforts, given the particular focus of police on perpetrator management (HMICFRS, 2017, 2019).

The serial perpetrators identified in this study were known to the police, based on police-recorded crimes. We have already discussed that it is probable that a sizeable proportion of domestic abuse does not make it to police databases. Examining partner agency information in parallel is challenging, with the definition of serial status providing one notable obstacle (Robinson, 2017), but it is entirely possible that much could be learned (not least in relation to the two aforementioned aspects of psychology and needs profile) about the known cohort of serial offenders through the exploration of other agency data sources relating to serial perpetrators drawn from police records.

Besides establishing the scope of the serial cohort and some aspects of its nature, this research has provided an additional perspective on two other cohorts of abuse perpetrators – single-time and repeat – both of which have notable differences from the serial cohort. Single-time offenders make up 75% of offenders and the sizeable part of the ‘power few’. They also have the lowest proportion of generalist criminal history of the three cohorts. Repeat offenders are more prevalent than serial offenders by half, and more harmful in terms of domestic abuse, but less generalist (although considerably more generalist than single-time
offenders). Establishing this profile sets the stage for a new paradigm of research questions about these other two groups. The single-time offenders incorporate the ‘never-called-before’ cohort. Chapter 16 further illuminated this group by describing that 67% had no other recorded crime contacts on the database in the same period of time. Naturally, extending the time period – potentially by using the Police National Computer system as a data source, and utilising non-crime information such as domestic abuse non-crimes, safeguarding referrals, command and control records, or missing person records – could greatly enhance our understanding of this cohort, which presents a fundamental challenge to domestic abuse researchers and practitioners. By now the point is well established: a sizeable proportion of the most serious harm is committed by offenders who are unknown to agencies for domestic abuse (see also, Barnham et al., 2017, Kerr et al., 2017 and Bland and Ariel, 2015).

Addressing the knowledge gaps around this cohort is essential to building prevention programmes that target the right group of people.

20.4.3 Forecasting

Studies of random forest criminal justice forecasting that preceded this one indicated a high degree of promise for the technique (Berk, 2012; Barnes and Hyatt, 2012; Berk et al., 2009; Berk, Sorenson and Barnes, 2012). This study joins this trend, indicating that it is indeed possible to use police records to predict serious domestic crimes with a high degree of accuracy. However, this research is ‘laboratory-based’ and exploratory in nature. No agency has yet commissioned the development of this algorithm for practical use, so the next logical step is to conduct field-based testing. As Oswald et al. (2018) pointed out, it is not possible to determine whether the use of an actuarial tool such as ours is ‘necessary’ or ‘proportionate’ in legal terms without systematically testing the results in practice. In this subsection, we set out future research questions and further expansion.

While there is merit in replicating our methodology with new datasets to test the consistency of random forest algorithms’ predictive performance regarding similar or identical datasets, operational research questions are probably of higher priority in terms of advancing the professional and scholarly debate about such tools. To this point, this debate has focussed primarily on the specific questions that might predict risk (Campbell et al., 2001; Weisz and Tolman, 2000) and the nature of the instrument (Dutton and Kropp, 2000). We suggest an umbrella question to capture the essence of this issue: ‘Can domestic abuse forecast algorithms be deployed in a sustainable, legitimate procedure?’ A research strategy designed around this question might be multi-faceted, with different strands of research
testing areas such as (1) stakeholder perceptions of legitimacy, (2) predictive performance and (3) practical performance.

Perceptions of the legitimacy of algorithmic tools are largely unknown, and there are several potential avenues for formal analysis, as well as much potential benefit. Perhaps the three most important groups of stakeholders to test these perceptions for are (in no order) victims, professionals and offenders. Understanding victims’ confidence in such tools will likely play a significant role in determining that of professionals and commissioning bodies, too. Professionals are a key group in themselves - if the operators of administrative overrides do not support the use of an instrument, it will likely not be used. Offenders’ perceptions of the fairness of such tools may seem at first glance to be an odd thing to factor into research, but extensive research has shown that offender perceptions of fairness are a key component of compliance (Bottoms and Tankebe, 2012). These perceptions of legitimacy may of course have no effect at all on the operation of an algorithm in practice, but the important point here is that we do not yet know much, if anything at all, about this area, and in the absence of meaningful evidence, there is the opportunity for ill-informed policy to develop.

Establishing the predictive performance of the instrument in the field should be a primary and on-going concern for any agency using algorithms in criminal justice. The pattern established in Barnes and Hyatt (2012) and Urwin (2017) of tests on validation datasets comprised of records more recent than those used in the training set revealed a decline in accuracy. With arrest levels declining, domestic abuse crimes rising (ONS, 2018), and new domestic abuse legislation being introduced, it is always likely that optimal algorithm performance will require regular ‘re-tuning’. This research need not be complex. Any algorithm of this nature could be implemented on an experimental or quasi-experimental basis, but the configuration of such research needs to be closely informed by the political and operational circumstances of the agency wishing to deploy it.

Alongside predictive performance, practical performance is a major consideration and an appropriate target for future research in this area. To be successfully applied, any algorithm must be useable. The research for Chapter 19 was conducted over a number of months, following extensive data collation and statistical tests. In practice, the algorithm must be applied almost instantaneously and in a way that does not impede the application of safeguarding and justice procedures. To ensure this, the data feeding the algorithm must be gathered appropriately, with as few keystrokes as possible, and practitioners must be
consulted on the optimum place in a process for the algorithm to be applied. Mixed methods research should be deployed to analyse the impact on cost versus benefit, and operational efficiency, to complement the assessment of predictive validity.

Finally, we note that the main objective of potential revisions to our algorithm should be to increase the predictive power. This might be achieved in one or both of two ways: (1) widening the scope and (2) increasing the number of predictor variables. In the case of (1), as we have already discussed, by using arrest cases as the ‘index’ event for a forecast, we have a self-imposed limit to the model’s scope; we can only predict future domestic abuse where the offender has some kind of prior arrest within the specified time horizon, and only around half of arrestees for serious domestic crimes had such a prior arrest in the previous two years. We might reasonably expand this in two ways: extend the time horizon or change the index event. If we expand the time horizon to, say, five years, we could predict as much as 62% of future serious arrests. However, an increasing number of domestic crime incidents do not result in arrest (ONS, 2018). Future efforts at improving the algorithm might amend the index event to the occurrence of a crime in which the perpetrator is a suspect, or a domestic non-crime incident in which they are a participant. Both of these options require careful consideration from ethical and practical perspectives. Forecasting individuals, and taking further preventative measures against them, is potentially contentious, but we argue not greatly different from current domestic abuse practices such as multi agency conferences (MARACs) which determine actions based on professional judgements (Stanley and Humphreys, 2014). From a practical perspective, the change would substantially increase the size of the dataset for the training algorithm. It would also greatly increase the number of forecasts to be generated by an agency on a daily basis.

The second way in which we might increase the predictive power of our instrument is by adding additional predictor variables. In theory, the random forest algorithm can cope with an unlimited number of these, although as with amending the index event, there are likely to be practical considerations involved. There are a number of logical predictors that may improve accuracy, including but certainly not limited to (1) whether the arrestee has ever been the subject of a MARAC or multi-agency public protection arrangement, (2) whether the subject has ever served a custodial sentence, (3) whether the subject is a ‘serial’ offender, (4) the nature of the relationship between victim and offender in domestic cases, and (5) whether the subject has previous offences against children. The inclusion of Police National Computer or Police National Database offending and arrest history is also an area which
conceivably could improve the accuracy of the model’s forecasts. The potential in this area is extensive, and it is possible that iterations could be developed continuously, and though the model developed here which, narrowly focused though it may be, already has a reasonable degree of predictive accuracy and utility, the bottom line is that police data records alone are not currently enough to predict all future domestic abuse events.

In 2005, Jacquelyn Campbell, prominent among scholars in the field of forecasting dangerousness in domestic violence, assessed the state of the science in her discipline as immature. Almost 15 years on, our understanding of domestic abuse and the application of new statistical techniques have improved this position. In Chapter 11, we demonstrated how a machine learning technique might be used to accurately predict serious cases of domestic abuse before they happen. This analysis is exploratory, however, and although such statistical forecasting procedures are making their way into modern policing, they remain largely untested. Developments in this area need to be handled deftly, and with due regard to the burgeoning issue of legitimacy; such tools cannot succeed if they are not accepted by practitioners or the public. The following recommendations set out the main areas requiring attention in this regard.

As we have seen, forecasting instruments can work on paper, but our experience of them in practice is restricted. The next step in the development of such tools is the design and implementation of responsible, proportionate tests to determine whether they can perform adequately in the field. Such tests need to be carefully constructed in order to maintain the legitimacy and integrity of the instrument but should involve some form of randomisation or quasi-experimentation wherever possible.

Our random forest model focused on arrest cases in a two-year time horizon, which yields the potential to predict just less than half of all serious cases. As demonstrated throughout this work, a large proportion of serious cases have never been subject to prior police attention for domestic abuse. The ultimate goal should be to find a tool that overcomes this difficulty, and to achieve this, the scope of any forecasting instrument must reach beyond just the data known to the police. This will inevitably hold legal, practical and ethical challenges, but the harm caused, and cost incurred in serious domestic abuse at the very least warrant rigorous discussion of the issue.
20.4.4 Using targeting research alongside testing

In his article on the rise of evidence-based policing, Lawrence Sherman (2013) described three forms of evidence that police agencies could apply: targeting, testing and tracking – the ‘Triple T’ strategy. Much of the recent debate around the evidence-based policing movement concerns testing, specifically the generation of robust trials of tactics and strategies. Yet tests of high standards are often resource intensive, lengthy and expensive (Neyroud, 2016). The testing strand of the EBP movement will continue to improve, but in the other two T’s of the Triple T strategy, there is wider potential for an evidence base to inform policing practice. Indeed, in this research, there are many examples of how targeting evidence, generated through the processing of ‘big data’, could be put to potentially good use in shaping police activity.

Perhaps the most pressing dilemma for police forces dealing with domestic crimes is how to cope with rising demand and still fulfil their objective of preventing harm. The facts established in this analysis illuminate a clear pathway to this: a very small proportion of offenders and victims contribute the most harm, and it is potentially possible to identify a large proportion of this group before the crimes happen, using information currently held by all police forces. The correct application of this evidence should enable a new regime of prioritisation to be tested by allowing for a sharper differentiation of future dangerousness in which there is harder evidence. It is an inconvenient truth that the current dangerousness assessments used by police have not been assessed for predictive validity, and it is of course still possible that such an assessment may provide a ringing endorsement. However, this does not alter the fact that the evidence presented in this analysis suggests there is at least a complementary way of identifying cases, and that the target group of cases is small. The latter fact emphasises that the majority of domestic abuse cases are low-harm and singular occurrences and should be candidates for a ‘delay’ or ‘do nothing’ type approach. This notion is controversial. Both campaigners and HMICFRS demand a high standard of service to all domestic abuse cases, with understandable ethical and policy motivations. However, in practice, the ongoing allocation of decreasing resources to cases that would not otherwise become high harm is unjustifiable and inconsistent with a harm-reduction objective. By spending increasing time on such cases, it is inevitable that the police service and partner agencies have less time to spend on those cases they really ought to attend to, thus jeopardising their original aim. As prioritisation is an essential part of the future domestic abuse landscape, practitioners need frameworks to prioritise based on strong evidence, and
the evidence indicates that there is sufficient material in existing data resources to create such frameworks.

20.4.5 Integrating harm measurement tools

Hopefully readers will agree that analysing domestic abuse records through the lens of a harm measurement instrument has led to useful findings. There has been a recent expansion in the availability of tools for the measurement of harm, congruent with a greater general focus on vulnerability in policing. Yet at the time of writing, the only standardised use of such tools occurs in the ONS’s annual dissemination of experimental crime statistics involving the Crime Severity Score tool. To fully realise the potential of harm measurement tools, more specific guidance is required on how they can be integrated into mainstream practices. To this end, we recommend focusing on three areas. Firstly, whatever instrument is used, it must find a suitable place for coercive control. As scholars such as Stark (2007) and Myhill (2018) have described, this offence encapsulates broader patterns of harmful behaviour. The minimum sentencing tariff for this offence is set at six months (182.5 days), one tenth the weight of a rape offence in the Cambridge Crime Harm Index. However, the Crime Severity Score (CSS) does not yet include this type of crime. Correcting this issue should be relatively simple for the ONS once it has collated enough data to generate an average, and it will be interesting to see what those averages are. This may feature as part of the second area we recommend as deserving of attention: enhancements to the CSS methodology. The present methodology includes gender and age disparities which are not justifiable. For example, the rape of a female is presented as 1.1 times more harmful than the rape of a male. The rape of a male aged between 13 and 16 is considered 1.6 times more harmful than the rape of a male under the age of 13, and so on. Addressing these methodological differences would enhance the usability of the tool. In lieu of these developments, the Cambridge Crime Harm Index is a viable alternative.

Finally, there is room for the development of outcome indicators based on harm indices. These would better reflect the intent of police and partner agencies in respect of domestic abuse, although care needs to be taken to avoid the pitfalls seen in police performance management in general. Creating perverse incentives through the use of targets is not advised.
20.5 Implications for policy

20.5.1 Repeat abuse, escalation and concentration of harm

As already described, in England and Wales, the Domestic Abuse, Stalking and Honour-Based Violence (DASH) form is a key component of the response to domestic abuse. For police forces, though application is not statutory, the DASH plays a significant role in granting access to further services. The results of chapter 17 raise concerns about the role of escalation questions within the risk assessment. The primary challenge is this: is it right that escalation of severity should play any role – let alone a potentially pivotal role – in the calculation of response when the evidence clearly states not only that there is no significant pattern of rising severity, but that the first reported incident of domestic abuse is often the most serious?

This challenge may be unlikely to gain favour among practitioners because there is an obvious logic to the theory of escalation, but we do not dismiss the theory of escalation outright. Instead, it offers strong empirical evidence that the pattern does not play out in official records. There are some very plausible reasons why this may be so; it may be that the response to an initial serious crime produces a de-escalating effect (through law enforcement or couple separation, for example). Alternatively, the escalation may occur away from police view. Moreover, it is important to note that this analysis has not focused on dyads, so the study of escalation does not only relate to specific relationships (though in the cases of single-record and non-serial repeat victims and offenders, the results also relate to dyads). Considering the findings on the extent of serial offending and victimisation, this is an important consideration on the basis that escalation may follow an individual rather than occur in a relationship-specific pattern.

We suggest therefore that there are several policy considerations. Foremost among these is the issue of risk assessment, where the main challenge continues to be how to assess the risk of serious harm with little or no prior knowledge of the subject? Our analysis suggests the focus of attention should be on some symbiotic, targetable cohorts: (1) serial offenders, (2) serial victims, (3) high-harm individuals who have desisted, (4) the previously known ‘power-few’ cohort, and (5) the previously unknown ‘power-few’ cohort. Developing strategies (which may be interdependent) for targeting each group could be explored as a means to harm reduction.
Although we have highlighted the not-insignificant proportion of high-harm cases that come to police attention just once, our analysis has also indicated the importance of prior domestic abuse in predicting future behaviour. Once an offender or victim becomes a ‘repeat’, it is more likely than not that they will be linked to a further incident. Chapter 16 identified 10% of offenders as ‘serial’, a group that commits more domestic crime as well as more non-domestic crime and contributes more harm overall. Yet it is not routine practice for these issues to be considered by practitioners in a systematic way. The number of times an offender or victim has been involved in domestic abuse is important, as is the number of victims an offender has committed domestic abuse against. Even without using complicated machine learning techniques, the standard integration of these relatively simple items into the suite of information available to call handlers and first responders could provide useful intelligence in predicting future behaviour.

20.5.2 Serial abuse

Chapter 16 poses a fundamental question to practitioners: what is the ‘gain’ in targeting serial perpetrators rather than other types of offender? At the time of undertaking this research, agencies in England and Wales were developing and reviewing a number of domestic abuse perpetrator programmes, encouraged by inspectorate findings that hardly any previously existed (HMICFRS, 2017). Some of these emerging programmes explicitly singled out and prioritised, ‘serial perpetrators’ (HMICFRS, 2019). Given the lack of evidence on the subject of this type of offender, particularly concerning prevalence and general characteristics, this could be considered a surprise. It is not clear what the catalyst was for the identification of ‘serial perpetrators’ as a core group to be targeted; it may be simple logic, based on the perceptions of serial murderers, rapists and arsonists as among the worst types of criminal, or it may have been public interest campaigning, such as that driven by Paladin, a national stalking advocacy service. Paladin, one of whose directors is one of the authors cited on serial perpetrators (Richards, 2004), published an ‘overview briefing’ (Paladin, 2014) identifying the lack of any framework for tracking serial stalkers and domestic abusers. The briefing proposed a national register, with the primary aim of homicide prevention, similar to the Violent and Sexual Offender Register used by law enforcement agencies in England and Wales. Regardless of the catalyst, the fact remains that large investments have been made in developing programmes to target serial perpetrators. For example, the ‘Drive’ project, led by the national domestic abuse charity SafeLives, was piloted focusing on ‘priority’ offenders, which were defined as ‘high-harm’ or ‘serial’ because ‘this group carry the greatest risk of
serious harm’ (driveproject.org.uk). Other approaches are characterised by the use of ‘RFG’ (recency, frequency, gravity – see Stark, 2016), a matrix which scores offenders based on offending history to establish programme entry thresholds.

But, what approaches programmes such as ‘Drive’ take is not our concern. A more pertinent question to be examined is whether serial perpetrators are the right cohort to be singling out. Do they make up a major part of the cohort posing the greatest risk? Such a question is fundamental to understanding whether targeting serial perpetrators over any other cohort is a worthwhile investment of public finance and specialist resources, and until now, no study has examined how much harm this cohort contributes.

Two points emanating from the results of this study suggest that caution is warranted. Firstly, consider prevalence. This study considers a suspect to be a perpetrator which, from a legal standpoint, is fallacious. Suspect status alone would probably not secure entry into a perpetrator programme (unless voluntarily), but even assuming it did, the total coverage of perpetrators would be 10% to 15%, a very small minority if ‘serial status’ were a criterion for inclusion. Second, how harmful (a proxy for ‘risky’) is that 10% to 15%? The answer appears to be quite harmful but not a great deal more compared to general repeat offenders. In Chapters 16 and 18, we defined the ‘power few’ (Sherman, 2007) as those causing offenders 80% of harm. Applying this threshold to Dataset 2, Chapter 16 showed that the most harmful group therefore comprised just 1,081 out of 17,641 perpetrators. Serial perpetrators were disproportionately represented in this small group, compared to their prevalence in the overall offender population within the dataset - they made up 10% of all offenders in Dataset 2, but in the power few, they comprise 17%. This was still well below single-time offenders, which make up 56% of the power few (compared to 75% of the whole dataset). It is important to further clarify these statistics. There are more serial offenders in the highest-harm group than an even distribution would yield, indicating that, at the most basic level, a serial perpetrator is more likely to commit a high level of harm than a single-time offender. However, 84% of the highest-harm offenders were not serial perpetrators. Repeat offenders were even more disproportionately represented among the ‘power few’.

It is important to also consider the prevalence of the ‘power few’ within each cohort, which further emphasises that serial offenders do not have a monopoly on high-harm domestic abuse. A tenth of serial perpetrators in the dataset were in the most harmful ‘power few’ group – more than double the rate of single-time offenders (5%) and practically the
same as repeat offenders (11%). This means that, while serial perpetrators may be more likely than single-time offenders to commit high-harm offences, they are as likely to do so than repeat offenders. These points are important for the development of practice because they emphasise the need to understand distinctions between serial and repeat offenders, where there is at least some possibility – within police data at least – of predicting a high-harm outcome and intervening.

The second important point emerging from this research is that non-domestic offending history is an important predictor of high harm risk. Returning to the Holzworth-Munro and Stuart (1994) model of domestic offender, Table 26 displayed the mean CCHI score for each offender type, cross-referenced by cohort (single, repeat, serial). This table showed that firstly, on average, generalist offenders were generally more harmful than non-generalist ones; secondly, single-time offenders were, on average, less harmful whatever their prior offending history; and thirdly, generalist repeat and serial domestic offenders were, on average, the most harmful. Based on this evidence, it should be difficult to justify not examining the extent to which prior offending might predict high-harm domestic abuse. Chapter 19 showed that prior offending could be used in this way.

Table 26 also highlighted considerable disparity within the serial cohort. To date, developing programmes have only identified one kind of serial domestic abuser (the generic ‘serial’), but our research suggests that there is substantial variation in the average harm within the serial perpetrator cohort itself. Only 6% of ‘family only’ and 6% of ‘violent only’ serial offenders were within the ‘power few’ group, compared to 9% of generalist offenders. But these findings point towards differences in probability worthy of further exploration, and worthy of consideration when deciding where to invest millions of pounds of public money in perpetrator programmes. This might be achieved by the relatively simple scanning of an offender’s domestic and non-domestic offending history at the point of assignment to an offender programme, with some weighting attached to respective results (e.g. more generalist serial perpetrators might receive a more intensive programme), but it is important to stress that this research is preliminary, and more exploration of predictors is needed to supplement the simple probabilities shown here.

Then there is the question of a serial abuser register. There is no way of knowing from this work whether such an approach would be beneficial in practice, but it does indicate the extent to which a register would deal with high-harm domestic abuse. With prevalence at
10% to 15% of domestic abusers, of which more than three quarters do not become ‘high harm’, by the threshold used in this research, targeting serial offenders would at best be a highly imprecise endeavour. Even if all suspects were to be entered on to a register, the majority of the resources invested in policing these individuals would be spent on cases that would never progress to high-harm status. Moreover, there is no legal basis for a suspect who has never been convicted – as is the case with the majority of such offenders – to be placed on such a register (Sexual Offences Act, 2003). As such, it is highly likely that any such register would have marginal impacts at best.

20.5.3 Forecasting

There are a number of practical implications for practitioners wishing to implement an actuarial forecasting model based on prior offending record, such as our model or one similar to it, into their domestic abuse perpetrator management processes. We assess this from three perspectives set out in previous studies on actuarial tool deployment in criminal justice organisations: the political implications (Berk, 2012), the practical implications (Barnes and Hyatt, 2012; Berk, 2012; Berk et al., 2009) and the personal implications for the individual subjects of the forecasts (Berk et al., 2009).

20.5.3.1 Political implications

No algorithm will perfectly forecast all cases (Berk, 2012), so there is a decision to be made about what level of error is tolerable. In a domestic abuse context, this question is particularly sensitive. Commissioners are likely to be highly reluctant to be seen to ‘accept’ any form of incidence of domestic abuse, particularly serious abuse. Yet we argue that, in practice, they are doing precisely this. In the four years covered by Dataset 3, there were 1,398 arrests for serious domestic abuse, of which 681 had the potential to be forecast because the offender had been arrested (for any type of crime) within the two years preceding the arrest for the serious domestic crime. Of those 681, 523 would have been correctly forecast. The primary political dilemma facing commissioners is therefore multi-faceted. Is 523 out of 681 cases sufficient to proceed with such a model; can the remaining 23% be identified by another means of targeting? If not, is 77% an acceptable rate of successful forecast? It would certainly seem to be superior to the current rate (albeit the current instrument has hardly had rigorous evaluation), but is this enough? After all, a successful forecast does not mean that the crime will certainly be prevented; it merely presents an opportunity to do so. To achieve prevention would require financial investment in interventions for the individuals forecast as ‘high risk’, in the knowledge that 95% of those people with that forecast would not go on to
commit serious abuse anyway. To protect a few, commissioners would need to sanction intervening with many.

A final political consideration must involve a competent media strategy (Oswald et al., 2018). Recent examples of media coverage of algorithms have questioned the justification for such processes, focusing on the cases, places and people which are not allocated resources as a result. In relation to domestic abuse, where the police inspectorate places such emphasis on widespread robust response, and which involves highly sensitive cases with vulnerable victims and dangerous offenders, this scrutiny would likely be even more intense. Any agency wishing to implement such a tool would need to be able to secure the ‘buy-in’ of its partner agencies and victims as well as its practitioners.

20.5.3.2 Practical implications: the need for more information

Securing practitioner support is arguably more of a practical consideration than a political one. No domestic abuse actuarial tool could work without the consent of the operational staff who are to apply it and, while achieving this buy-in is likely to require ingredients unique to each different agency, there are probably some common principles (Strang, 2012). The factors which may contribute to securing external legitimacy – structured experimentation and administrative overrides – are also relevant to internal legitimacy. Experimentation is discussed in more detail in the next subsection, but with respect to achieving operational support, it suffices to say that the evaluation of models such as ours must be designed in a way that is transparent and rigorous and includes elements of clinical cross-examination. In her research into the Harm Assessment Risk Tool developed for Durham Police, Urwin (2017) included a strand of analysis comparing the output of the algorithm to clinical judgements on the same cases. The purpose was not to underscore conflict but to enable a more detailed understanding of differences. This kind of thoughtful research design has potential relevance for the implementation programme of any actuarial tool. Operational staff should be encouraged to ‘own a stake’ in the development of the instrument. This could occur at multiple stages without compromising the mathematical integrity of an algorithm. Staff may be consulted on the types of predictor values that should be considered or the data quality of those that are being considered. They should be invited to ‘sense-check’ the output of the forecast or undertake cross-reference exercises such as Urwin’s. Most critically, though, it should be essential for them to be involved in planning for the operational execution of an algorithm, contributing to the design of any IT platform, the process map, and
the administrative override process. All such steps are likely to contribute to, though not guarantee, internal legitimacy.

20.5.3.3 A working model for prediction

In Figure 22, we show a hypothetical process map for how our actuarial tool could be integrated into a police force’s existing domestic abuse risk assessment structure. Below, we briefly describe the steps.

Figure 22. Potential model for the operation of a domestic abuse forecasting instrument
In this procedure, the catalyst event is an arrest (column 1). At the point at which an offender enters custody, for any offence, their case is processed using the forecasting tool. The results of the forecast then inform what offender management pathway is taken, depending on the results of a cross-reference with any existing risk assessment, as follows:

a) Cases in which an offender is forecast as having a further arrest for a serious domestic offence and which are assessed as high risk would be assigned ‘top priority’ status. This may include intrusive actions such as surveillance, prioritisation of intensive offender management programmes or elevated MARAC status. The details of the precise intervention are secondary in importance to the overall priority level placed on these cases, which would take precedence over all others.

b) ‘Secondary level interventions’ would be applied to cases that have (1) an offender forecast as having a further serious arrest but have no risk assessment or have a medium- or standard-risk assessment, or (2) a high-risk assessment and an actuarial forecast of an arrest for a less-serious domestic crime or no arrest. A secondary level intervention might consist of similar activities to those used in top priority cases but would take lower priority in triage circumstances.

c) A third level of intervention, consistent with the type of workshop implemented in the CARA experiment (Strang et al., 2017), would be applied to cases where the offender is forecast to have a less-serious arrest and (1) a risk assessment indicates either medium or standard risk, or (2) has not been completed. Although the detail of the intervention is less important than the priority, police forces wishing to reduce future demand may wish to consider proportionate investment in this category, which should produce substantially larger numbers of cases than other levels of intervention.

d) For cases forecast as having no future arrest, which either have no risk assessment or a risk assessment with a standard or medium risk level, no further action would be taken beyond business as usual.

These scenarios are hypothetical and used here only to illuminate a discussion about the personal implications of the model. While the ‘devil’ of full implementation lies in the ‘detail’ of whatever interventions were applied, we can broadly analyse the implications for
individuals that emanate from such a process (Fixsen, Blasé and Naoom, 2009). At the most fundamental level, perpetrators receiving ‘serious’ forecasts could potentially receive more ‘service’, a component of the ‘risk society’ (Beck, Lash and Wynne, 1992). This may be construed negatively (punitive measures) or positively (access to counselling services, peer support) depending on the nature of the intervention applied. Considering such details should be an essential component in any agency’s implementation of such a model and would doubtless influence some aspects of political considerations, too. At the same time, there are personal implications here for victims as well. Intrusive enforcement, for example, instigated because of the output of a ‘serious’ forecast, could feasibly have impacts on the victim’s personal life. It is well known that many victims do not support police investigations into domestic crimes (see Dawson and Dinovitzer, 2001; Hanna, 1996; ONS, 2018), and it seems likely these sentiments would extend to supporting perpetrator management. This may be particularly contentious in cases where an offender, arrested for a non-domestic offence, subsequently receives a secondary level intervention for domestic abuse. The complex nature of these considerations demonstrates precisely why further careful research into the operationalisation of such tools is essential. It is not simply the algorithm that has the potential for personal implications, but also the way in which it is used.

20.5.3.4 Building police forecasting capabilities

Techniques such as random forests are complex and require the supervision of experienced statisticians. Algorithms in policing risk becoming the ‘shiny new thing’ that can be used to reduce demand or improve performance, and this risk should be closely guarded against. Although most police forces surely employ personnel with statistical skills, the capabilities required to build and test algorithms, particularly machine learning instruments, are unlikely to be widespread yet. The danger in forging ahead with the development of such tools is that they fail and legitimacy is damaged, either among victims, practitioners or commissioners. Not all algorithms are the same, but it is not difficult to conceive the circumstances in which a small number of high profile ‘failures’ damage the appetite for a large number of opportunities by reducing the legitimacy of such tools. While ‘buying in’ the right skills could be expensive, so too could developing an in-service skill set in these kinds of statistics and their implementation. However, the latter promises the benefit of smoother customisation of algorithms, in which the authors are able to better tailor instruments to the needs of practitioners. Forward-thinking police agencies already integrate these skill sets into their recruitment plans.
20.6 Limitations

The following subsections itemise the main themes of the limitations of this work. Some of them have been discussed already but they are all worthy of repetition.

20.6.1 Police records are not the whole story

This research derives strength from the scale of the datasets it analyses; however, these data are limited to those incidents of domestic abuse recorded by the police. As widely acknowledged, and already touched upon, a large proportion of domestic abuse probably remains unreported (Carrell and Hoekstra, 2012; Gracia, 2004; ONS, 2016a, 2017, 2018), and while this gap appears to be declining, there is no immediately practicable way to address the underreporting issue in analyses like these. The fact remains that the unreported segment of the data could alter the findings and we have no meaningful way of estimating that possibility. It is also the case that some small variations in recording practices still exist between the police forces – as reflected by the HMICFRS comments on crime recording standards and the maintenance of data quality standards (HMICFRS, 2014b). The extent of data quality issues has not been estimated in this study, and this is an area that future replications may wish to address.

20.6.2 The CCHI is imperfect

The use of the CCHI is affected by the underreporting of general crime and has its own limitations (see Ashby, 2017; Sherman, Neyroud and Neyroud, 2016). In Chapter 3 we judged that the CCHI represents the best available measure of crime severity, however, at a fundamental level, it represents one specific interpretation of harm, and on a practical level, it relies on extensive manual coding of incidents. It is fair to say that the harm scores attributed to victims may be disputed by the victims themselves, and any interpretation of general statements about harm attributed to victims or offenders must consider this context. It was also impossible to control for variables that may have influenced the level of harm, such as police involvement or imprisonment of the offender. Adding such an element to the database would considerably improve any future analysis of this kind.

20.6.3 Intimate partner abuse versus domestic abuse

Police domestic abuse records in England and Wales include crimes involving family members – sibling on sibling, parent on child or vice-versa. Some agencies record details of the relationship between the victim and offender, but it is not a mandatory requirement and so data are not consistent. Adding this variable to our datasets would have been valuable
because it would have enabled us to understand any differences between ‘familial’ abuse and ‘intimate partner’ abuse in terms of distribution of harm, patterns of escalation and conditional probability. It may also be the case that a proportion of serial offenders are not moving from relationship to relationship, but from family member to family member. It was not possible to examine these issues, but we encourage replications to consider them if there is the opportunity.

20.6.4 Limited scope for prediction
While our methodology was designed to address common procedural problems, some of issues remain, particularly in respect of data reliability. As already described, Dataset 3 did not provide our model with the opportunity to predict all future domestic abuse cases, in part due to the limited time horizon for the forecasts, and in part because not all domestic abuse cases have an associated arrest. The first of these factors may be adjusted in future replications, but there is little that can be done about the second. While, in practice, this is also a reality for existing forecasting instruments, and it is a common problem that serious domestic abuse has often left no prior indication (see Chapter 18), any agency implementing a forecasting tool is likely to want to maximise its potential coverage.

We offer two suggestions to address this limitation in any future replication. Firstly, the time horizon could be reasonably extended to up to five years. This may present immediate data issues to police agencies, which have been statutorily recording domestic abuse only since 2016, but in time this problem will diminish, and for many it may not be an issue at all. Extending this time horizon could increase the maximum amount of domestic abuse arrests that could be forecast to closer to three quarters (see Table 33). We were able to determine this by looking retrospectively at our training dataset and counting for each domestic abuse arrest, the extent to which the offender had prior arrest records in the preceding years. Secondly, we recommend the testing of models which adjust the index event from arrest to crime report. This may be more difficult to realise in practice but this is the central point of this recommendation: by changing the point at which a forecast is run from an arrest (in the current model) to the reporting of a crime in which the subject is a named suspect, the model could increase exposure to pick up subjects who were not arrested, and thus be more resilient in the context of falling arrest rates.
20.6.5 Data quality
In an attempt to satisfy Gotfreddson and Moriarty’s (2006) points regarding data dynamism, ethical considerations and data reliability, the predictor variables we selected were all taken from a police database. Most predictor variables relate to a subject’s previous offending history, with distinctions between the types of offences providing some of our framework. As such, the correct classification of these data is an essential component of the process, but entirely out of our control. Police data classification has undergone much scrutiny and criticism in recent years (see Ariel and Bland, 2019), and with domestic abuse ‘flagging’ not required by the Home Office until 2016, it is possible that data quality problems predating this may have affected forecasting performance. These are real problems that police forces must deal with in everyday practice. For this research, a limited programme of data cleaning was undertaken, but it was not possible to scrutinise tens of thousands of records on a ‘case-reading’ basis. Our recommendation for addressing this issue is generalist; when conducting any future replications, researchers need to conduct a data quality assessment at the outset of their work. It is important to consider the outcome variable as well as the predictor variables, and it is equally important that any associated data-cleaning process does not transform the data beyond a state that it is practicable to achieve in a real-time environment. If this occurs, it is unlikely that the resulting model will take root in an organisation without substantial IT investment in dynamic data transformation, regardless of how good its predictive accuracy may be.

Furthermore, we cannot ignore legacy issues with crime recording practices and infrastructure. To build large datasets we had to explore some data pre-dating the relatively recent drive to improve crime recording practices in the police service. We have no measure for it, but it is probable that some of the records which would now be recorded as crimes were not recorded as such in the records we collected. Unfortunately, there is no practical option for the benchmarking the extent of this potential issue. There is only one remedy for this in future research – use more recent data – which would be inevitable in any case.

20.6.6 The black box nature of random forests
Random forest algorithms are often criticised for their ‘black box’ nature (Liberty, 2019), which refers to the statistical complexity of the algorithm obscuring the precise means by which a decision was arrived. For critics like Liberty, this makes it a particularly unsuitable method for application in criminal justice settings, where transparency is a key component of legitimacy. As a random forest model, ours is no different from predecessors which have
been criticised in this regard. Were it in active operation in a custody suite, issuing forecasts for future domestic abuse arrests, it would be difficult to give the subjects of those forecasts’ meaningful information about the precise working of ‘why’ the model arrived at the judgement it did. However, this does not mean it is an impossible task. Any case that were exposed to our model could be retrieved, with the results of each decision tree conveyed, alongside an explanation of variable importance. The problem occurs in conveying this information quickly and in a manner that is easy to understand. Any random forest model is, by definition, an instrument that involves complex statistical functions. While a detailed technical report may materially answer questions, it is likely to require the interpretation of an expert to do so. Our response to this criticism is that it can be equally difficult – if not more so, on occasion – to explain the logic of a human decision-maker in a way that is as ‘evidenced’ as a model such as ours. This is a philosophical rather than a practical point, and ultimately there is little escape from the ‘black box’ nature of the model other than the emphasis on the possibility, albeit impractical, of explanation on a case-by-case basis.

20.7 Summary
There is a compelling case for revisions to theories of universal escalation. These revisions should not dismiss the notion entirely but should accept that in the majority of cases, the police will not be able to detect escalation because of any or all of (1) desistance, (2) because crimes simply do not follow an escalating pattern or (3) because police activity in itself prevents escalation. Desistance requires further research exploration because it is a dominant feature of police records and it might be a good or bad news story, but either way, it is still unexplained. The majority of victims and offenders feature just once in police records. This phenomenon also indicates that police were unaware of many serious domestic cases before they occurred – a major obstacle to preventative efforts. Additional research is required to determine if these cases truly are unknown to police, and if so, whether partner agencies have knowledge. The analysis presented in Chapters 8 and 11 in particular, suggests that a high proportion of offenders have some kind of non-domestic offending history. Work is also needed to understand the demographic profile of these cases to determine whether it is substantially different to the repeat reporting population.

Nevertheless, while the findings suggest that importance of ‘never called before’ offenders may be higher to harm reduction strategies than previously thought, serial perpetrators may not be as universally dangerous as they have been theorised. Dataset 2
showed alignment with existing batterer typologies and the evidence suggests in particular that serial perpetrators are more prone to more harmful, non-domestic criminality than other types of domestic offender. But while they contribute to 17% of domestic abuse harm however, they are not the dominant group and targeting serial offenders at the expense of repeat or single-time offenders is unlikely to make a significant difference overall. Our findings do require replication though, especially to determine if they apply to other kinds of jurisdiction, particularly metropolitan, and whether extending the time horizon substantially alters prevalence. In the absence of other evidence, our findings should prompt careful consideration about the proportionality of investment in offender programmes that prioritise serial perpetrators at the expense of repeat and single-time offenders. There is no simple answer to the dilemma of which types of offender to target to have the biggest effect on harm reduction, but our evidence clearly indicates a balanced approach would be best.

The most harmful domestic offenders are comparatively few, but using a random forest model, they can be forecast with a high rate of accuracy and a low rate of dangerous error if one is open to tolerating a high level of ‘false positive’ errors. In practice this would mean a high number of ‘high risk’ forecasts, most of which would not have turned out to have a future arrest for serious domestic abuse. But within this group, over a third of all serious arrests could be predicted successfully. This rate might go even higher, if the range of the forecast was increased from two years. In this sense, the model capitalises on the fact that most domestic abuse arrestees have some form of prior arrest record, albeit it not necessarily for a domestic crime. Crucially, these forecasts would almost result in ‘very dangerous’ errors – forecasts of no abuse for an offender who actually went on to commit a serious domestic crime.

These results challenge the dominant theory that structured professional judgement is the best form of risk assessment available and should prompt operational trials of actuarial models. These trials should assess the sustainability of performance, the practicality of delivery in the field and the legitimacy of such tools among practitioners and the community. The best route for these is proportionate experimentation and part of this, the model’s performance may be improved by the addition of new variables. In parallel, careful examination of the political and personal ramifications of actuarial tool use is required to ensure that these promising yet complex techniques survive first contact with the real world of police operations.
21 Conclusions

21.1 Chapter roadmap
This short final chapter revisits the major themes set out so far and evaluates them against the original purpose of this research. The first subsection summarises the state of domestic abuse in England and Wales – a highly demanding and harmful form of crime, with a resource-intensive approach predicated on a range of strategies that have a pervading absence of empirical evidence. The subsection also summarises our source of data, police records and the original purpose of our analysis. The chapter then expands on a central theme emerging from our findings: although illuminating and challenging to existing thinking, police records alone are not sufficient to predict all domestic abuse cases. Be this as it may, our analysis demonstrates that there is much potential utility to be gained from the application of statistical techniques to police domestic abuse databases.

21.2 Original objectives
As the primary agency dealing with domestic abuse in England and Wales, the police service collects a large reservoir of information about cases, victims and perpetrators. Yet this reservoir is largely untapped in a strategic sense. The current response to policing domestic abuse is wide-ranging, complex and resource intensive. It is largely characterised by a ‘one-size-fits-all’ minimum standard ethos, with progression in resource prioritisation based on risk assessment. It is the norm for police officers to attend every domestic call-out, complete a risk assessment in at least every intimate partner case, re-assess that risk using a specialist, and arrest where there is the power to do so. The focus of the current policing strategy is predominantly on the response to, or preventative efforts in respect of, known cases. By contrast, there is little to no targeted investment in the discovery of individual unknown cases, and perpetrator management has been highlighted as a weakness (HMICFRS, 2016). It is not difficult to understand why the strategy is this way, given the escalating level of domestic abuse demand that the police service has experienced in recent years (ONS, 2018). This rise has meant that the ‘one-size-fits-all’ approach has become burdensome for police forces experiencing rising demand across other areas of their business too, particularly at a time when their resources have generally decreased (ONS, 2019). It is perhaps more surprising that the police’s own data have not been leveraged more deeply in pursuit of greater efficiency and effectiveness, although it should be acknowledged that statutory regulation of
domestic abuse records did not come into effect until 2016. It has been argued that police records are insufficient as samples of domestic abuse (Johnson, 2008; Myhill, 2018), but it is not clear that population surveys offer more meaningful sources of analysis (Ariel and Bland, 2019). It is indisputable, though, that the scale of police records of domestic abuse is expanding greatly and offers the single largest source of domestic abuse data available.

This research set out to exploit the opportunity that police records present to domestic abuse strategy-makers. While the ONS national statistical summary (ONS, 2018) provides a useful overview of prevalence and justice outcomes on a force-by-force basis, it has limited use for practitioners concerned with the day-to-day management of domestic abuse strategies or scholars interested in determining the specifics of contemporary domestic abuse. Police records potentially offer value to both these interests, and it was in light of this promise that this research was designed. The primary areas of interest were to establish facts about patterns of harm, to assess the extent of serial perpetration in particular, and to evaluate the potential of police data for forecasting purposes.

Each of these goals was guided by current practical and scholarly contexts. Policing strategies commonly lack meaningful outcome measures, being constantly trapped in a cycle of measuring crime rates and investigative performance. Exploration of harm measurement has been preliminarily explored in a number of studies with promising results (Bland and Ariel, 2015; Barnham et al., 2017; Kerr et al., 2017), and here the intention was to expand these analyses to multiple force jurisdictions of varying types.

The management of perpetrators has become a particular subject of interest for the police inspectorate (HMICFRS, 2016), with an imperative now placed on police forces to seek provisions for managing offenders, particularly serial offenders. Nevertheless, before this study, the evidence on the prevalence of serial perpetrators was extremely limited. Chapter 16 was designed to fill this gap and presented the largest analysis of domestic abuse perpetrators conducted to date.

The prediction of future harm has been a major concern for domestic abuse practitioners for more than a decade, and it remains an area of heavy investment. The current methodology remains an exercise in structured professional judgement, untested and unequally applied (Robinson et al., 2016). Actuarial tools for forecasting future domestic abuse have been largely untested despite a body of evidence that such instruments might be more effective. Chapter 19 tested such a model.
21.3 More data is needed in this fight

As is the case in the fight against diseases, data about cases are some of the most valuable tools in our arsenal in the war against domestic abuse. Our analyses highlight the promise of police domestic abuse data to generate valuable insights. Using relatively simple techniques we have been able to establish the extent to which police are unsighted on serious cases before (and after) they happen. Equally we have placed in sharp contrast, just how few serious cases there are and just how little evidence of escalation there is. Our data have also provided us with a clearer view of perpetrators. We found that serial perpetrators were not responsible for the majority of high harm abuse but that those with more generalist offending backgrounds were more likely to fit this bill. In general, it appears that non-domestic abuse offending records could be a valuable predictor of future risk, and by using a not-so-simple statistical technique we have shown how that source of information might be used to give police an opportunity to intervene in high harm cases before they occur.

But equally throughout we have seen the limitations of this source of data. The true prevalence of repeat and serial cases, of escalation and the extent of the ‘power few’ may be masked by underreporting. While the extent of this remains unknown (and the point still remains: this evidence is generated only from what the police know), our findings are restricted by data quality issues. Such problems are well known among researchers familiar with police data but are fixable, and it is potentially highly advantageous to do so. The development of a statutory platform for domestic abuse data collection provides an ideal opportunity for the future improvement of data quality. The options are extensive, so some care must be taken regarding what improvements to prescribe, because collation may be resource intensive for police forces. An important area of focus should be the consistent identification of victims and offenders across force boundaries. Little is known about the extent to which domestic abuse victims and offenders migrate between police areas, or between victim and offender status, and a consistent form of identification would enable a national overview of these issues and a definitive view of repeat and serial abuse to be formed.

Elsewhere, flagging information may assist with the future enhancement of forecasting. The flagging of information whereby suspects receive flags for warning statuses such as ‘mental health’, ‘suicide’ or ‘weapons’, is not regulated by any standards and cannot be guaranteed as meaningful from one agency to another. However, if their consistency of use could be improved, all of these (and similar) variables may improve the predictive
validity of tools aimed at identifying future cases. Similarly, if it is logical that there is value in different police agencies sharing information in the pursuit of preventing domestic abuse, it follows that there is likely benefit in routine cross-agency data sharing. This already happens in individual cases; it is one of the core purposes of the MARAC procedure, but this deals only with known cases. There is currently no systematic information sharing among agencies for the purpose of identifying at-risk cases that may not yet have come to police attention. For certain, this is a complex field, both legally and practically. Public agencies carefully guard personal data, and the systematic aggregation of datasets from different agencies is rarely straightforward, but all agencies with roles in responding to domestic abuse – the police, hospitals, GPs, schools, charities and housing associations – may potentially derive benefits from mining their combined data, both in terms of reducing demand and possibly delivering better services to the public.

To overcome legal obstacles, inter-agency information sharing of this nature requires a specific purpose. In this case, we suggest that purpose to be, initially, exploratory analysis through the replication of the random forest method we applied in Chapter 19. Such an exercise would likely involve extensive data cleaning to match names, but this could be largely overcome through the use of algorithms such as Soundex. The predictive performance of models such as that presented in Chapter 19 may provide a baseline for the performance of expanded models that screen wider populations based on a different set of index events. Complex and ambitious though this avenue may be, the promise of big data analyses to assist professionals in delivering services for domestic abuse cases is undeniable. Evolving these techniques will require skill and care in order to maintain their integrity, but they offer perhaps the most promising line of enquiry for decision-makers and practitioners concerned with securing better outcomes for domestic abuse victims.

21.4 Final conclusions
Police records of domestic abuse are certainly not perfect. However, using them in an aggregated manor does provide a range of new insights into domestic abuse in England and Wales. Partial though the data may be, these insights give us perspective on what the police service is dealing with. The challenge of identifying harmful cases before they occur is daunting, particularly given the total volume of domestic abuse reports compared with the relatively small volume we might label as ‘high harm’. But to this end, we have demonstrated how police data may be used to refine strategies and proportionally target more resources on
the small number of individuals involved in such cases. The data may even be used to predict many serious domestic crimes before they happen. There is certainly room for refinement, but the promise of police records as a weapon in the fight against domestic abuse is abundantly evident.

Domestic abuse is a deeply personal crime with terrible consequences. Its occurrence is a blight on modern society, and the professionals and volunteers who work every day to respond to and prevent it, are deeply committed and courageous. There is immense value in the stories gathered from individual cases - these stories articulate the harm caused by offenders in a clear and impactive way, raising the profile of the cause and winning ‘hearts and minds’. It is perhaps difficult for ‘numbers on a spreadsheet’ to convey the same impact, but we hope that throughout the course of this research, we have demonstrated that anonymised, aggregated data can also tell a compelling story - one which can provide valuable reinforcements for everyone engaged in the fight against domestic abuse.
21.5 Summary of research questions and answers

Table 36: Complete summary of findings

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Question</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is the prevalence and extent of repeat victimisation of domestic abuse?</td>
<td>Three quarters of these victims reported just once in a multi-year period; 25% of victims were repeats, and just 5% of victims reported three or more domestic abuse events. Although some cases were extremely chronic – reporting in double figures, such victims were rare (0.3%).</td>
</tr>
<tr>
<td>2</td>
<td>What is the conditional probability of further domestic abuse associated with each consecutive victimisation?</td>
<td>Probability of future crime generally increases with additional reports. As the repeat rates for victims was 25%, so was the probability that a victim presented a second time. After this the probability rose steadily, to around a 50% chance of a third event after the second, and an over 80% chance of additional calls after the twelfth</td>
</tr>
<tr>
<td>3</td>
<td>What is the prevalence and extent of repeat offending of domestic abuse?</td>
<td>The prevalence of repeat abuse for offenders was similar to victims, with the exception of the proportion of individuals with 15 or more events attributed, which was slightly higher at 0.4% of offenders compared to 0.3% of victims.</td>
</tr>
<tr>
<td>4</td>
<td>What is the conditional probability of further domestic abuse associated with each consecutive offence?</td>
<td>As with victims, the probability of offenders being linked to further domestic abuse crimes generally increased with each additional crime. Although there was a slight decline between offences 4 and 5, there is no obvious reason, and the increasing pattern was re-established by offence 6.</td>
</tr>
<tr>
<td>5</td>
<td>What is the prevalence and extent of serial abuse among victims of domestic abuse?</td>
<td>In dataset 1 the prevalence of serial victims was 13%.</td>
</tr>
<tr>
<td>6</td>
<td>What is the prevalence and extent of serial abuse among offenders of domestic abuse?</td>
<td>In dataset 1 the prevalence of serial offenders was 15%. In dataset 2, which covered a shorter period of time, the prevalence was 10%. We estimate the likely range to be between 10% and 20%.</td>
</tr>
<tr>
<td>7</td>
<td>Are serial perpetrators demographically different from repeat offenders or single-time offenders?</td>
<td>There were only minor differences between serial and non-serial perpetrators. The mean age of serial offenders ((n = 1,770)) was a year below that of single-time offenders ((n = 13,261)) to a statistically significant level indicating that serial perpetrators tend to be younger than single-time perpetrators, but not younger than repeat offenders. Although females were more frequently single-time perpetrators, there was no significant difference in the proportions detected by a test for proportions. The rate of non-white British perpetrators was the same in the serial and single cohorts, but higher in the serial cohort than the repeat cohort by a ratio of 1.38:1, but again with no significance found by a t-test for proportions.</td>
</tr>
<tr>
<td>8</td>
<td>What types of domestic abuse crime do serial perpetrators commit and how harmful are they?</td>
<td>Serial perpetrators accounted for 21% of domestic crimes. In comparison, 26% of crimes were attributed to repeat offenders (who accounted for 15% of all offenders) and 53% of crimes were attributed to single-time offenders (who were 75% of all offenders). We would not expect an equal distribution, as single-time offenders by definition have at least one less crime than every repeat or serial offender. This pattern does not, however, hold for all crime classifications. Repeat offenders contributed almost twice as many rape crimes as serial offenders (28% to 15%), whereas 28% of domestic abuse criminal damage offences were attributed to serial offenders – 3% more than to repeat offenders.</td>
</tr>
<tr>
<td>9</td>
<td>Do serial offenders cause more domestic abuse harm than repeat or single-time domestic offenders?</td>
<td>55% of harm was attributed to single-time perpetrators, but this perspective needs to be considered alongside the number of individual perpetrators in each cohort. An analysis of mean harm clearly indicates that serial offenders of domestic abuse</td>
</tr>
</tbody>
</table>

23 Repeat offenders in this sense are those which offend multiple times against just one victim.
accounted for more than twice as much harm per offender than single-time offenders (which makes sense because, by definition, there will be at least twice as many crimes attributed to each serial perpetrator compared to single-time perpetrator), but slightly less harm than repeat offenders. This picture is consolidated by an analysis of the ‘power few’. Among the 1,081 perpetrators in this group in dataset 2, 17% were classified as ‘serial’, compared to 10% in the database overall. Repeat offenders, which made up 15% of all offenders, composed 27% of the ‘power few’, and the remaining 56% were single-time offenders. Overall, repeat or serial offenders were twice as likely as single-time offenders to form part of the ‘power few’ cohort.

<table>
<thead>
<tr>
<th></th>
<th>To what extent do domestic abuse serial perpetrators commit other forms of crime, and how does this compare with repeat or single-time domestic offenders?</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>In every category of non-domestic crime, a greater proportion of serial perpetrators were linked to offending. In total, 70% of serial perpetrators (1,233 of the 1,770) were linked to non–domestic abuse crimes, compared to 57% of repeat offenders and 33% of single-time offenders, suggesting a greater tendency toward generalist offending among the serial cohort. These trends also extended to the measurement of harm. Serial perpetrators were more likely to be linked to higher-harm non-domestic offences than non-serial offenders, to a statistically significant level.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Is there evidence of escalating harm in each consecutive domestic victimisation?</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>For victims there was a general downward trajectory of the average CCHI score. A one-way ANOVA test determined the presence of statistically significant predictor for somewhere in the sequence meaning that at least one point, the result was not due to chance alone. A post-hoc test indicated that the harm in the first incident was in fact statistically significantly higher than all others in the sequence, except the ninth. This contradicts the notion of escalation of severity after the first crime report.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Is there evidence of escalating harm in each consecutive domestic offence committed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>The pattern was repeated for offenders except that the first offence was significantly more harmful than every other crime in the sequence.</td>
</tr>
<tr>
<td>Question</td>
<td>Answer</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>What is the extent of concentration of harm among victims of domestic abuse?</td>
<td>Harm was highly concentrated among victims. Fewer than 3% of victims accounted for 80% of cumulative harm.</td>
</tr>
<tr>
<td>What is the extent of concentration of harm among offenders of domestic abuse?</td>
<td>This pattern was also observed for offenders. For both victim and offenders, the ‘power few’ were older and less frequently male than those outside the ‘power few’ with statistically significant results from t-tests of means and proportions.</td>
</tr>
<tr>
<td>To what extent do the police have prior knowledge of the group of victims suffering the most harm?</td>
<td>Of the 4,605 victims who were attributed to events accounting for 80% of all the domestic abuse harm, 1,904 (41%) featured just once in the dataset, indicating no record of domestic abuse before or after the serious crime. Although the 59% with multiple calls represents a higher level of repeat victimisation among the ‘power few’ victims than the general victim population, 41% still represents a significant proportion of serious cases in which police had no prior domestic opportunity to intervene. To compound this further, among the repeat cases in the ‘power few’ cohort, there was limited opportunity to forecast and prevent harm – 78% of the cohort (including the single-time victims) had fewer than five crimes in the dataset.</td>
</tr>
<tr>
<td>To what extent do the police have prior knowledge of the group of offenders committing the most harm?</td>
<td>Of the 4,349 offenders linked to 80% of harm, 1,710 (39%) appeared in just one record. The majority of high harm offenders – 73% - had fewer than five crimes. The actual window of forecasting is probably even more limited, because it is improbable that the ‘serious’ offence – the one which ‘qualified’ the offender for ‘power few’ status, was the last one in every sequence. Indeed, of the 7,041 crimes in the dataset which had a CCHI score of more than 548 (the nominal ‘power few’ threshold outlined in the previous section), 67% and 69% were the earliest recorded crime for victims and offenders respectively. Just 8% of serious crimes occurred later than the fourth sequential crime both victims and offenders</td>
</tr>
<tr>
<td>What proportion of all arrestees go on to commit domestic abuse within two years?</td>
<td>20% of arrestees (for any form of crime) were subsequently arrested for domestic abuse within two years of their arrest.</td>
</tr>
<tr>
<td>Question</td>
<td>Answer</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| What proportion of serious domestic abuse arrestees have prior records for domestic abuse? | Arrestees who went on to commit serious domestic abuse had a prior arrest record *more often* than arrestees who later committed less-serious offences (Odds ratio (OR) = 2.3 (95% confidence interval (CI) = 1.6-3.1) or no abuse (OR = 3.8, CI = 2.8-5.4).  

Subsequent domestic arrestees (both serious and less-serious) more commonly had prior arrests for domestic abuse than those who committed no further abuse (Serious OR = 3.5, CI = 3.0 – 4.1; Less-serious OR = 2.9, CI = 2.8 – 3.1).  

Less-serious domestic arrestees more commonly had a prior record for a serious crime than those going on to commit no domestic abuse (OR = 1.2, CI = 1.2 – 1.3), and subsequent arrestees for serious domestic abuse had such a prior record even more commonly (OR = 2.5, CI = 2.2 – 3.0).  

Strikingly, almost nine in every 10 arrestees who went on to be arrested for domestic abuse within two years had some kind of prior arrest record for a violent crime. |
<table>
<thead>
<tr>
<th>Page</th>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>Can antecedent inputs predict future serious domestic abuse cases to a high degree of accuracy?</td>
<td>In the police force analysed, around half of all serious domestic abuse arrests and more than half of the less-serious domestic abuse arrests, had prior arrest records in the preceding two years, and so could potentially be forecast by our model. Of these, the random forest model we developed could successfully forecast 77% of the serious cases and 85% of the less serious cases. When forecasts for no future domestic arrests were made, the model was almost always correct although because it was designed to favour the accuracy of the serious arrest forecasts, the model had a comparatively low efficiency rate in its serious forecasts – 90% of which would not go on to be arrested for serious abuse.</td>
</tr>
<tr>
<td>20</td>
<td>If so, which inputs have the greatest impact on accuracy?</td>
<td>Every predictor variable contributed something to accuracy but those which indicated previous domestic offending had the greatest influence. Age at first domestic arrest’ was consistently the most influential predictor variable in terms of model accuracy – 1.6 times more so than the next highest influencer. Predictors relating to whether the presenting arrest (on which the forecast was based) related to a domestic crime, and the number of years since the arrestee was last arrested for a domestic crime were also highly ranked.</td>
</tr>
</tbody>
</table>
22 Appendix A: Technical Information Relating to Random Forest Modelling

22.1 About this Appendix
This appendix shows two elements relating to the random forest model described in chapters 14 and 19. The first element concerns the tuning of the model. The second element is the full detail of the ‘partial response plots’ of the five most influential variables described in Chapter 19.

22.2 Model tuning
The random forest algorithm features a number of variables which can be adjusted to ‘tune’ the model to refine overall accuracy and the balance of error ratios. Part of the tuning process takes place with reference to the ‘out-of-bag’ (OOB) error rate (Breiman, 2001), which is created by testing each decision tree in the forest against a segregated, randomly selected sample of the training dataset. Each tree has a different OOB sample which contributes to the overall OOB error rate. In the model construction process, we then incrementally adjust various tuning parameters to seek the optimum level of overall forecasting accuracy. This is different from ‘data dredging’ or ‘fishing’ which are terms that describe researchers looking for a significant effect when there is none. In a random forest model, we are concerned with the best possible forecast (within the parameters explained below). Table 37 shows the tuning parameters that were adjusted to optimise the model.

Table 37: Random forest tuning parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Input value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split variables</td>
<td>The number of variables to be randomly sampled at each decision tree split</td>
<td>6</td>
</tr>
<tr>
<td>Trees</td>
<td>The number of decision trees to be constructed, each of which makes a separate forecast, the most frequent of which ‘wins’ and dictates the overall forecast</td>
<td>501</td>
</tr>
<tr>
<td>Sample size</td>
<td>The relative number of each outcome (no arrest, arrest of less serious abuse or arrest for serious abuse) to be selected at random for each tree.</td>
<td>400 for each sample</td>
</tr>
</tbody>
</table>
To determine the optimum number of variables used to ‘grow’ each tree (see Chapter 14 for the explanation on how forests are developed), model calculations were repeated with incremental adjustments for the number of variables used, ranging from three (the default setting in the randomForest package) and 10. The ceiling was set at 10 because as Figure 23 shows, the mean error rate for DV2 (future serious domestic abuse arrest) forecasts was climbing at this point and all other error rates had plateaued. Consequently, six variables were selected as being the optimal point for DV2 errors.

![Image of Figure 23. Mean forecasting error for different numbers of splitting variables](image)

**Figure 23. Mean forecasting error for different numbers of splitting variables**

To find the optimal number of trees, we used the native plotting functions in the R package ‘randomForests’. Figure 24 shows the cumulative mean forecasting error (based on the out of bag sampling) for each consecutive tree up to 501. The plot shows four lines, one for each outcome error rate and one for the overall error rate.

To obtain the optimal sample sizes the model was repeatedly calculated through numerous iterations of varying sample sizes. The samples were stratified by the outcome classifications and iterations processed by adjusting each in turn by 100 cases, beginning at 100 and ending at 60% of the total sample size. In total more than 70 iterations of the model were processed. The sample balance of 400 cases from each outcome classification was selected on the basis of it recording the lowest mean forecasting error for DV2 outcomes.
As our priority was to have the lowest possible error rate for serious domestic cases, the purple line (2) is the one we are most interested in. The other three show the greatest level of stability, with negligible difference in accuracy from around tree 100. DV2 outcomes varied somewhat more, however. The lowest error rate was around 240 trees, after which the error rate increased until after 400 trees. The comparative difference between the average forecasting error for 501 and 240 trees was less than 1%. The only real drawback to using 501 trees instead of 240 is the drain on computer processing power, but this was not considered as an important factor given the relatively small number of records in our data compared to the capacity of our hardware, so we proceeded with 501 trees. Given the small range in differences in all outcomes from trees 400 onwards we did not proceed with testing beyond this number.
22.1 Partial response plots

Section 19.5 of Chapter 19 discussed the relative influences of individual variables on model accuracy and referred to ‘partial response plots’ that were used to analyse this outcome. The actual plots were excluded from the section and are reproduced here in Figures 25 to 29.

Each plot has three panels, each showing the relationship between the named variable and each of the three outcomes. The ‘y’ axis in the plots (“yhat”) refers to the centred logit of the probability that this forecast will be the outcome. The ‘x’ axis always refers to the unit of the variable itself.

Readers should note that negative values originate either from coding (-1 was used as the nominal value for missing/absent variables – e.g. in the case of age at which first arrested for a domestic crime, -1 would relate to no arrest) or incorrect data (e.g. incorrect dates indicating negative values in ‘years since’ variables).

Figure 25. Partial response plots for age at which first arrested for a domestic crime
Figure 26. Partial response plots for years since last arrested for a domestic crime\(^{24}\)

Figure 27. Partial response plots for presenting arrest was for a domestic crime

\(^{24}\) Note that the scale goes to –10 on these plots due to one erroneous record which had a misclassified date of crime and was missed in the cleaning process.
Figure 28. Partial response plots for number of previous domestic arrests

Figure 29. Partial response plots for age at first arrest for a sexual offence
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