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Abstract

This thesis is focused on the study of carrier transport behaviour in magnetically doped topological insulator (TI) materials. Magnetic TIs have been predicted to possess many exotic properties, such as the quantum anomalous Hall (QAH) effect, in which the edge states propagate adiabatically, similar to the quantum Hall effect, but without the need of an external magnetic field. In addition to the potential of being used for low-dissipation power transmission and for metrology as a resistance standard, the QAH effect also allows the exploration of a variety of new physics. However, it has been observed that dissipation mechanisms, which theoretically should be absent in the QAH effect, still exist in real measurements and impede the application of the QAH effect on further studies. Thus, this thesis presents the experiments designed to investigate the nature of dissipation in the QAH effect and discusses the possible ways to improve the QAH effect for future experiments.

The first part of the thesis introduces the study of the magnetic and electric properties of V-doped (Bi,Sb)$_2$Te$_3$ films. Transport measurements and various scanning probe microscopy (SPM) techniques are employed to probe the relation between magnetic domain structures and carrier transport behaviour in the samples during the QAH phase transition as well as in the QAH regime. Patch-like structures ranging from several hundred nanometers to 2 µm with a stray magnetic field strength lower than 1 G are observed in the magnetic images, which may originate from the domains of the magnetic TI films. The activation energy extracted from Arrhenius plots of longitudinal resistance versus temperature is $\sim 4 \mu$eV (i.e. $\sim 47$ mK). Such a small energy scale implies that the Fermi level is far away from the centre of the magnetic gap and the bulk conduction may dominate the transport. Thermal effects arising from the complicated interplay between the electronic and spin system in our samples are observed and the possible origins of them are discussed.

The second part of the thesis is dedicated to the study of transport properties of a Cr-doped (Bi,Sb)$_2$Te$_3$ sandwich heterostructure. The QAH effect with a non-vanishing longitudinal resistance $\sim 0.0667$ $h/e^2$ is observed, suggesting the presence of dissipative conducting channels in the sample. By multi-terminal measurements, we verify the existence of non-chiral edge states. A possible candidate of these non-chiral edge states is the quasi-helical states on the side surface of the sample that become dissipative due to the broken time-
reversal symmetry. It is shown that the backscatterings of these quasi-helical states have a magnetic field dependence and contribute to the dissipation in parallel with the residual surface and bulk states. A theoretical model is employed to understand the interactions between different kind of conducting channels. Based on this model, we speculate that a transition between different dominant dissipation mechanisms in the QAH effect occurs at a transition field $H^* \sim 2.5$ T at the base temperature, which suggests a mean free path $\sim 20$ nm in this Cr-doped (Bi,Sb)$_2$Te$_3$ sample. The activation energy exhibits a magnetic field dependence as well, ranging from 35.0 $\mu$eV at $\mu_0 H = 0$ T to 16.2 $\mu$eV at $\mu_0 H = \pm 5$ T, which agrees with the transition behaviour observed at $H^*$ and indicates that it may also result from the shift between different dominant dissipation mechanisms in the QAH regime. The magnetic gap of the sample is estimated to be at least larger than 43.7 $\mu$eV. Moreover, $H^*$ is found to have a temperature dependence, which is probably due to the increasing number of diffusive conducting states at higher temperatures according to our analysis. Finally, we demonstrate that the electron temperature can differ from the sample temperature due to Joule heating at millikelvin temperatures. The inferred electron temperature is found to be proportional to the source-drain current in our measurements. Because so far the QAH effect can only be observed at millikelvin temperatures and Joule heating should always play an important role in this regime, the relation obtained in our experiments will be useful for future studies on the QAH effect.
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Chapter 1

Introduction

1.1 Motivation of the study

Modern civilisation relies heavily on electronics. Mobile phones, internet, personal computers, and all sorts of electronic applications have become an indispensable part in our everyday life. One important issue that scientists and engineers always want to overcome is the heat dissipation in electrical and electronic devices. Heat dissipation is caused by the energy loss of electrons due to their collisions with the atoms of the lattice while travelling in the power cables or the leads on the circuit boards. This heat dissipation can give rise to two major problems. The first one is overheating that can lead to malfunction of instruments or even safety hazard for life. Hence the cooling mechanism of the electrical and electronic devices must be carefully designed to ensure the heat generated can be removed from the system fast enough to maintain the working temperature of the devices. The second problem is energy waste in the power transmission process. After electricity is generated by power plants, it usually has to run in a transmission line for a long distance before reaching the mains power socket in an office or room. A significant portion of electrical energy can be lost during this transmission process due to the scattering between electrons and lattice, and turn into thermal energy that just dissipates into surroundings as waste heat, lowering the efficiency of power transmission. This is not only a waste of energy, but also increases the cost of electricity generation.

One possible solution appeared after superconductivity was discovered by Dutch physicist Heike Kamerlingh Onnes in 1911. In a superconductor, the electrons can travel through the lattice in the absence of scattering with the lattice, resulting in vanishing electrical resistance and thus zero energy dissipation. Since this discovery, scientists have found many materials that possess superconductivity. However, superconductivity only occurs when materials are below the superconducting critical temperatures that are usually lower than 200
K (∼ −73.15 °C). To date, finding new materials with higher critical temperatures and the conditions that can elevate the critical temperatures remains one of the biggest challenges in condensed matter physics.

Interestingly, quantum mechanics provides more than one possibility for the electrons to be free from backscattering in macroscopic transport that results in heat dissipation. In 1980, Klaus von Klitzing made the groundbreaking discovery of quantum Hall effect (QHE) [1]. As we shall see in more detail in Chapter 2, when the two-dimensional electron system (2DES) is in the plateau regime of quantum Hall state, only the electrons at the physical edges of the device will be able to conduct charges. These edge states cannot be backscattered and hence the longitudinal resistance of the 2DES drops to zero. This vanishing resistance has a different origin to the superconductors but is another way to realise dissipationless conduction. However, like superconductors, achieving the QHE also requires special conditions, typically a cryogenic environment with a large external magnetic field. Although the QHE has been observed at room temperature on graphene [2], the magnetic field needed is higher than 25 T, which is roughly 1,000,000 times of the geomagnetic field [3]. It is impractical to apply such a high magnetic field in the electronic devices used in everyday life.

To this end, it seems the QHE is again not a viable solution for low dissipation power transmission. Luckily, this is not the end of the story. Topology comes into play here and offers another hope. As we will see in Chapter 3, an effect that resembles the QHE can be obtained in strong spin-orbit coupling (SOC) materials with ferromagnetic order even in the absence of an external magnetic field. This effect is called the quantum anomalous Hall effect (QAHE), and the material with strong SOC that can satisfy the above conditions is called a topological insulator (TI). The TI is a new class of matter and was experimentally realised in 2007 for the first time [4]. It has a unique electronic band structure that makes the interior of the material insulating, while the surface is conducting. When the TI is doped with magnetic elements, ferromagnetism can be induced in the material and, under appropriate conditions, leads to the observation of the QAHE.

In an ideal QAHE, only the dissipationless boundary states can carry electrical current and there should be no backscattering. However, dissipation can still be observed in terms of finite longitudinal resistance in real experiments, suggesting that some kind of dissipative states conduct in parallel with the dissipationless states. Such a problem can tremendously undermine the utility of the QAHE in applications.

What is the origin of these dissipative states? How do they interact with each other and the dissipationless states? How can we reduce the unwanted dissipation and achieve better QAHE? These are the questions that this thesis tries to answer.
1.2 Thesis outline

In this thesis, some basic transport models and theories in mesoscopic physics are introduced in Chapter 2. The theories about topological orders in matter and experimental discoveries on these topological phases are then reviewed in Chapter 3. The experimental techniques used in this thesis are described in Chapter 4. In Chapter 5, the transport and scanning probe microscopy (SPM) experiments carried out on the magnetic topological insulators V-doped (Bi,Sb)$_2$Te$_3$ are presented and discussed. Chapter 6 contains the results and analyses of the transport measurements on a Cr-doped (Bi,Sb)$_2$Te$_3$ heterostructure. Finally, Chapter 7 concludes the results in this thesis and provides some ideas for the future work.
Chapter 2

Transport theory

2.1 Drude model

In 1900, Paul Drude proposed a model to describe the transport of electrons in materials, which was later called the Drude model [5]. The Drude model simplifies the behaviour of electrons in a solid by ignoring the long-range electron-electron interaction and electron-ion interaction during the propagation. Conducting electrons are treated like an ideal gas drifting in the background of ions that are much heavier than the electrons. When an electron collides with the ions, it will be scattered and move in a straight line between collisions, while the ions are assumed to remain still after the collisions.

In the Drude model, the equation of motion of electrons travelling in a velocity $v$ can be written as

$$\frac{m}{\tau} \frac{dv}{dt} = -eE - ev \times B - \frac{mv}{\tau}, \quad (2.1)$$

where $E$ is the external electric field, $B$ is the external magnetic field, $e$ is the elementary charge, $v$ is the velocity of electrons, and $\tau$ is the mean free time between collisions.

When the system is in equilibrium, $dv/dt = 0$ and Eq. 2.1 becomes

$$-e\tau E = v + \frac{e\tau}{m} v \times B. \quad (2.2)$$

Let us first consider the case without a magnetic field. Then Eq. 2.2 can be reduced to

$$-\frac{e\tau}{m} E = v. \quad (2.3)$$

Since the current density of electrons driven by an external electric field can be expressed as

$$J = -nev, \quad (2.4)$$
where \( n \) is the concentration of conducting electrons, we can substitute Eq. 2.4 into Eq. 2.3 and obtain

\[
J = \frac{ne^2 \tau}{m} E. \tag{2.5}
\]

Eq. 2.5 describes the relation between the electric field \( E \) and current density \( J \), similar to the Ohm’s law

\[
J = \sigma E, \tag{2.6}
\]

where \( \sigma \) is defined as the electrical conductivity. Hence, we can write the conductivity as

\[
\sigma = \frac{ne^2 \tau}{m} \equiv ne \mu, \tag{2.7}
\]

where

\[
\mu = \frac{e \tau}{m} \tag{2.8}
\]

is the electron mobility, which characterises how quickly an electron can move in a material under an applied electric field.

Now, let us consider the situation in the presence of a magnetic field. By substituting Eq. 2.4 into Eq. 2.2, we obtain

\[
\frac{ne^2 \tau}{m} E = \left( \begin{array}{cc} 1 & \omega_c \tau \\ -\omega_c \tau & 1 \end{array} \right) J, \tag{2.9}
\]

where \( \omega_c = eB/m \) is the cyclotron frequency. Again, we can rearrange Eq. 2.9 into

\[
J = \frac{1}{1 + (\omega_c \tau)^2} \left( \begin{array}{cc} 1 & -\omega_c \tau \\ \omega_c \tau & 1 \end{array} \right) \frac{ne^2 \tau}{m} E \tag{2.10}
\]

to compare with the Ohm’s law. It can be seen that the electrical conductivity under a magnetic field becomes a tensor, which can be written as

\[
\sigma_B = \frac{\sigma}{1 + (\omega_c \tau)^2} \left( \begin{array}{cc} 1 & -\omega_c \tau \\ \omega_c \tau & 1 \end{array} \right) \equiv \begin{pmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{pmatrix}. \tag{2.11}
\]

In a homogeneous and isotropic substance \( \sigma_{xx} = \sigma_{yy} \) and \( \sigma_{xy} = -\sigma_{yx} \). Thus, we can rewrite Eq. 2.10 as

\[
\begin{pmatrix} J_x \\ J_y \end{pmatrix} = \begin{pmatrix} \sigma_{xx} & \sigma_{xy} \\ -\sigma_{yx} & \sigma_{xx} \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix}. \tag{2.12}
\]
If the current only flows in the $x$-direction (i.e. $J_y = 0$), we have $E_x/E_y = \sigma_{xx}/\sigma_{xy}$, which can be substituted back into Eq. 2.12 to calculate the resistivity as

$$\rho_{xx} \equiv \frac{E_x}{J_x} = \frac{\sigma_{xx}}{\sigma_{xx}^2 + \sigma_{xy}^2},$$

$$\rho_{xy} \equiv \frac{E_y}{J_x} = \frac{\sigma_{xy}}{\sigma_{xx}^2 + \sigma_{xy}^2}.$$  \hspace{1cm} (2.13)

Since in practice the physical quantity measured in experiments is usually the resistance or resistivity rather than the conductance or conductivity, Eq. 2.13 is useful for the conversion between the experimental observables and the intrinsic property of materials in real magnetotransport measurements.

## 2.2 Landauer-Büttiker formalism

In 1957, Rolf Landauer proposed a formula that can describe the relation between the electrical conductance and the scattering properties of a 1D system in a two-terminal configuration [6]. The Landauer formula was later generalised to multi-terminal configurations by Markus Büttiker, which then became the so-called Landauer-Büttiker formalism [7, 8]. In this section, we will briefly introduce the principle of the Landauer-Büttiker formalism and how to implement it in data analysis.

Considering a device with a Hall bar geometry that is widely used in transport measurements, as shown in Fig. 2.1. On each terminal there is a metallic electrode that can be regarded as an electron reservoir with an effectively infinite number of degrees of freedom, and electrons will lose their phase coherence once they enter these metallic electrodes. If the chemical potential of the electrode $i$ is $\mu_i$, the Landauer-Büttiker formalism gives

$$I_i = N_e \frac{e}{h} \sum_j (T_{ij} \mu_i - T_{ji} \mu_j),$$  \hspace{1cm} (2.14)

where $I_i$ is the current passing through electrode $i$, $N$ is the number of conducting channels, and $T_{ij}$ is the transmission probability of the states going from the $i$th to $j$th electrodes. The matrix $T_{ij}$ contains the scattering information for the device, and hence Eq. 2.14 allows us to calculate the resistance of different measurement configurations without dealing with complicated parameters.

In reality, transport measurements are usually performed by applying a constant current source and measuring the voltage drop between contacts, therefore a more common form of
Figure 2.1: An example of the Landauer-Büttiker formalism for a Hall bar device with metallic electrodes on its six terminals. The voltage on electrode $i$ is $V_i$, and the current flowing into/out of electrode $i$ is $I_i$. When a bias $V$ is applied on electrode 1 and grounded at electrode 4, the current flows into the device from electrode 1 and leaves the device from electrode 4. Furthermore, we assume there is only one channel travelling in the clockwise direction along the edge of the device to simplify the calculation, as indicated by the red arrows.

The Landauer-Büttiker formalism is

$$I_i = N e^2 h \sum_j (T_{ij} V_i - T_{ji} V_j),$$

(2.15)

where $V_i = \mu_i / e$.

Ideally, the electrodes used as voltage probes have no net current flow in/out, hence $I_i = 0$ for the voltage probes. On the other hand, the source electrode has a voltage $V_i \neq 0$ and a current $I_i \neq 0$, while the drain electrode has a voltage of zero and a current that equals the negative value of the current at the source electrode.

A simple example is illustrated as follows. As shown in Fig. 2.1, when a bias $V$ is applied on electrode 1 and grounded at electrode 4, current should flow into the device from electrode 1 and leave the device from electrode 4. Thus, we have $V_1 = V$, $V_4 = 0$, $I_1 = -I_4 \neq 0$ and $I_2 = I_3 = I_5 = I_6 = 0$. Assuming that there is only one channel travelling in the clockwise direction along the edge of the device, then $N = 1$ and $T_{i,i+1} = 1$, with all other $T_{ij} = 0$. With these conditions, the Landauer-Büttiker formalism can be written as
$$\begin{pmatrix} I_1 \\ 0 \\ 0 \\ I_4 \\ 0 \\ 0 \end{pmatrix} = \frac{e^2}{h} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & -1 \\ -1 & 1 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & -1 & 1 \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \\ V_3 \\ V_5 \\ V_6 \end{pmatrix}. \quad (2.16)$$

By solving the equations, we can obtain the relations

$$V_1 = V_2 = V_3 = V$$
$$V_4 = V_5 = V_6 = 0$$
$$I_1 = \frac{e^2}{h} V$$
$$I_4 = -\frac{e^2}{h} V,$$

which in turn enables us to calculate the resistance between different contact combinations.

Although the example above seems a bit unrealistic, it is actually a case that can occur in the QHE, as will be discussed in Chapter 3. Therefore, the Landauer-Büttiker formalism is an extremely important tool for the description of ballistic transport in low-dimensional systems, such as quantum point contacts and the edge conduction in the QHE, and will be frequently used in the later discussions.
Chapter 3

Topological order

3.1 Introduction

The term topology originates from a branch of mathematics that studies the properties of objects under deformation. The deformation can either be continuous or discontinuous. For example, a continuous deformation can be the extension, contraction, or distortion of an object. In contrast, a discontinuous change may be carving a hole on an object, breaking an object into multiple parts, or gluing multiple objects together. If an object can be continuously transformed from shape A to shape B, then A and B can be categorised into the same topological class. The topological class of an object can be classified by a number $g$ representing its topological genus. Some good examples illustrating this concept can be found in a café. A doughnut and a coffee cup, despite how different they look, belong to the same topological genus, $g = 1$, because they both have one hole. A pretzel has three holes and hence is in a different topological genus $g = 3$. An apple or banana has no hole and should be categorised into yet another different topological genus $g = 0$ (see Fig. 3.1). The topological properties have nothing to do with the geometric shapes, colours or the materials of the object, but solely depend on the number of holes on the object.

The question that may arise at this point is why and how the concept of topology is introduced into physics. The answer is related to the development of the theory of phase transition. Before 1970s, the mainstream theory for explaining phase transition phenomena was Landau’s theory [9], in which every phase transition implies that an underlying symmetry of matter is broken. This theory predicts that a 2D crystal is thermodynamically unstable at any finite temperature because of the thermal fluctuation in the atomic scale [9, 10]. Since there is no stable ordered phase, there should also be no symmetry breaking, and thus no phase transition. However, the 2D XY model proposed by John Kosterlitz and David Thouless in 1973 shows that a phase transition is possible in a 2D magnetic system at finite
temperatures, which is now called the Kosterlitz–Thouless transition (K-T transition) [11]. They find that a non-zero integer changes its value when the K-T transition occurs. This is similar to the change of the topological number of an object in topology when its topological property is changed. The subtle connection between topology and the phases of matter started to be noticed by scientists from this point.

In 1980, Klaus von Klitzing observed the quantum Hall effect (QHE), in which the Hall conductance of a two-dimensional electron system (2DES) is quantised to the value of \( \frac{ne^2}{h} \) in a strong magnetic field [1], where \( n \) is an integer. The discovery of QHE was striking to physicists and could not be explained by Landau’s symmetry breaking theory. In 1982, Thouless, Kohomoto, Nightingale and den Nijs (referred to as TKNN hereafter) introduced the concept of topology to explain the QHE and successfully obtained the quantised conductance [12] from the theoretical perspective. It turns out that the integer \( n \) corresponds to the Chern number \( C \) in the Gauss-Bonnet theory in topology. Nevertheless, the relation between topology and the QHE was still not clear at that point, so \( n \) was given another name called the TKNN number, describing the number of edge modes in the QHE, e.g. \( n = 1 \) means there is one edge state propagating along the sample edge, \( n = 2 \) means there are two edge states, and so on. Nowadays the Chern numbers are also called \( \mathbb{Z} \) topological invariants (where \( \mathbb{Z} \) stands for the group of integers), that can be used to characterise the topological properties of an electron’s wave function.

With the successful explanation of the mechanism of the QHE using topology, more and more physicists started to explore the relation between topology and the phases of matter. Additional topological properties of different phases and phase transitions are thus further investigated since then.

In 2005, Charles Kane and Eugene Mele suggested that the Haldane model [13] can be realised in graphene by its intrinsic spin-orbit coupling (SOC), which can break the
time-reversal symmetry of the 2DES and lead to quantised Hall resistance, like the QHE [14, 15]. However, this effect is not exactly the same as the ordinary QHE because the influence of spins to the system must be taken into account. Therefore, this effect is named the quantum spin Hall effect (QSHE). Moreover, when considering both the spin-up and spin-down electrons in the system, the outcome is a system with time-reversal symmetry. Clearly, this effect has a different symmetry than the QHE (in which the time-reversal symmetry is broken by the external magnetic field) and hence should belong to a different topological class. Compared to the $\mathbb{Z}$ topological invariants that TKNN used in their theory for the QHE, Kane and Mele suggested that the QSHE should be described by a new topological order - $\mathbb{Z}_2$ topological invariants. The $\mathbb{Z}_2$ topological invariants are in a different category to the $\mathbb{Z}$ topological invariants in topology, implying that the phase characterised by $\mathbb{Z}_2$ topological invariants is a new phase of matter. In 2007, Laurens Molenkamp’s group experimentally realised the first $\mathbb{Z}_2$ phase with HgTe/CdTe quantum well and observed the QSHE [4].

The next thing scientists want to know is whether the QSHE can be observed in a 3D system, i.e. can the $\mathbb{Z}_2$ phase be realised in 3D systems. In the 2D case, $\mathbb{Z}_2$ has only two possibilities, either an even number or an odd number. While the system is just an ordinary insulator without any propagating states when $\mathbb{Z}_2$ is an even number, edge states are allowed to exist in the system if $\mathbb{Z}_2$ is an odd number. In the 3D case, however, $\mathbb{Z}_2$ can have more than two possibilities [16–19], and thus the 3D case is regarded as a different phase to the 2D one. The 3D case of $\mathbb{Z}_2$ phase is then named the topological insulator (TI) [17]. Shortly after the theoretical prediction, the TI phase was also experimentally realised in a bismuth antimony alloy in 2008 [20].

It turns out that if a system has non-zero Chern numbers, it can show an effect similar to the QHE, no matter how it is achieved (e.g. with or without an external magnetic field). Therefore, to discriminate the systems with non-zero Chern numbers $\mathcal{C}$ from the "trivial" insulators ($\mathcal{C} = 0$), these systems are categorised as Chern insulators.

From the brief history above, we can see that the QHE plays an important role in the discovery and development of the study of topological phases. Therefore, we will have a short review of the theory of the QHE in the next section and bring in some ideas for the introduction of TIs later in this chapter.
3.2 Quantum Hall effect

3.2.1 Hall effect

In 1879, Edwin Hall found that when applying a magnetic field perpendicular to the direction of the electric current in a conductor, a voltage difference transverse to the flow of current and perpendicular to the magnetic field direction can be generated across the conductor [21]. This effect is known as the Hall effect, and the voltage across the conductor is called the Hall voltage.

Consider a 2DES with the shape of a "Hall bar" with length $L$ and width $W$ as shown in Fig. 3.2. An electric current $I$ in the $x$-direction is passed from electrode 1 to electrode 4, and an external magnetic field $B$ in the $+z$-direction is applied on the 2DES. The moving electrons will experience a Lorentz force $F_m$ in the $-y$-direction and turn toward the lower edge. As a result, negative charges start to accumulate at the lower edge and create an electric field $E_y$ pointing from the lower edge to upper edge. This electric field leads to an electrostatic force in the opposite direction of the Lorentz force. When the accumulation of the charge reaches the point that the Coulomb force $F_e$ generated by this transverse electric field $E_y$ is equivalent to the Lorentz force caused by the out-of-plane magnetic field $B$, the trajectories of electrons become straight again and the system is in equilibrium.

In the equilibrium state, $F_e$ equals to $F_m$, i.e.

$$eE_y = evB. \quad (3.1)$$

From the Drude model, we know $j = nev$. In the 2DES shown in Fig. 3.2, $j$ is the 2D current density $I/W$. Thus, the Hall voltage becomes

$$V_{xy} = E_y W = \frac{IB}{ne} \quad (3.2)$$

and hence the Hall resistance is

$$R_{xy} = \frac{B}{ne}. \quad (3.3)$$

The longitudinal resistance $R_{xx}$ can be obtained by

$$R_{xx} = \frac{V_{xx}}{I}, \quad (3.4)$$

where the $V_{xx}$ is the voltage drop between electrode 2 and 3.
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Figure 3.2: The Hall measurement setup. A current $I$ enters the Hall bar device (with channel width $W$ and length $L$) from the electrode 1 and leaves from electrode 4. A magnetic field $B$ perpendicular to the plane of the device is applied and causes a Lorentz force $F_m$ to the travelling electrons. The electrons then are deflected and accumulate at the lower edge, creating an electric field $E_y$ and hence a Coulomb force $F_e$ opposite to $F_m$. When $F_e$ is equivalent to $F_m$, the electrons again move without deflection and the system reaches an equilibrium state. The longitudinal voltage drop $V_{xx}$ can be obtained by measuring the voltage difference between electrode 2 and 3, while the Hall voltage $V_{xy}$ is obtained by measuring the voltage difference between electrode 3 and 5.

With Eq. 3.3 and 3.4, the longitudinal resistivity $\rho_{xx}$ and Hall resistivity $\rho_{xy}$ can be obtained by

$$\rho_{xx} \equiv \frac{E_x}{j_x} = \frac{R_{xx}}{\Box}$$

$$\rho_{xy} \equiv \frac{E_y}{j_x} = R_{xy},$$

(3.5)

where the $\Box$ is the number of squares in the channel that the current flows through and can be determined by the aspect ratio of the channel $L/W$.

3.2.2 Semiclassical approach to the quantum Hall effect

In the Hall effect, the Hall voltage is generated by moving charge carriers deflected by the Lorentz force accumulating on one side of the Hall bar. The deflection of electron trajectories
will become larger if the applied magnetic field is further increased. When the magnetic field is sufficiently large, electrons in the interior of the Hall bar will move in closed orbits, as shown in Fig. 3.3. These electrons cannot carry current from the source to drain anymore and hence the bulk of the Hall bar becomes insulating. However, the electrons near the edge of the Hall bar can bounce off the edges and continue to travel in skipping orbits. Therefore, these edge states are one-way and must move in opposite directions at opposite edges. This leads to the chirality of edge states and results in the suppression of backscattering during transport.

Figure 3.3: In a strong magnetic field, the charge carriers in the bulk of sample move in closed orbits and cannot conduct current from the source to drain. Charge carriers near the edges of the sample collide with the edges and move along the sample perimeter in skipping orbits. The travelling directions of these edge states are opposite at the opposite edges.

The conduction of edge states can be understood by the Landauer-Büttiker formalism [7, 8, 6, 22]

\[ I_i = \frac{e^2}{h} \sum_j (T_{ij}V_i - T_{ji}V_j), \]  

(3.6)

where the \( I_i \) is the current flowing through \( i \)th electrode, \( V_i \) is the voltage on \( i \)th electrode, and \( T_{ij} \) is the transmission probability of the states going from the \( i \)th to the \( j \)th electrodes. Thus, for a measurement setup like Fig 3.3, Eq. 3.6 allows us to write down the equation of each
3.2 Quantum Hall effect

Now, there are several conditions that can be used to solve these equations. Firstly, the current is passed between the source and drain and there is no net current flowing on the voltage probes or floating electrodes. Secondly, the total current flowing through the system should be conserved. Therefore, we have $I_1 = I$, $I_4 = -I$, and $I_i = 0$ for all other probes. If the bias applied on electrode 1 is $V_1$, we have $V_1 = V$ and $V_4 = 0$. Finally, for chiral edge states, the transmission probability is given by $T_{i,i+1} = 1$ for $i = 1$ to 6 (consider $i = 7$ as $i = 1$) and all other $T_{ij} = 0$. With these conditions, we then can solve the equations and obtain $V_1 = V_2 = V_3 = V$ and $V_4 = V_5 = V_6 = 0$. This implies that the chiral edge states do not lose energy before reaching the drain, and therefore we have

$$\rho_{xx} = \frac{V_3 - V_2}{I} = 0 \quad (3.13)$$

$$\rho_{xy} = \frac{V_3 - V_5}{I} = \frac{h}{e^2}. \quad (3.14)$$

Equation 3.13 and 3.14 suggest that the measured longitudinal resistance will be zero and the Hall resistance can be determined by a combination of physical constants, independent of the sample-specific details. Furthermore, it is immediately evident that the form of the Hall resistivity is similar to that of 1D transport in the quantum point contact. Therefore, the edge transport can be regarded as quasi-one-dimensional (quasi-1D), with $n$ being the number of conducting chiral edge channels.

This is exactly what was discovered in von Klitzing’s experiment in 1980 [1], in which a series of plateaux appeared in the Hall resistivity with the values $\rho_{xy} = h/ne^2$ while $\rho_{xx} = 0$ for integers $n$ (Fig. 3.4). To date, the quantised Hall resistivity can be measured to the precision of one part in $10^9$ [23], and such an accuracy makes the QHE an ideal way for defining the
international standard of resistance. The von Klitzing constant \( R_K = h/e^2 = 25812.807... \)Ω hence becomes the definition of a resistance quantum in metrology.

Now we have seen that the Landauer-Büttiker formalism can provide a theoretical explanation for the observation of the QHE. However, the derivation above involved a mixture of classical and quantum mechanical concepts. In the next section we will treat the system quantum-mechanically using the Hamiltonian and wavefunction of carriers.

### 3.2.3 Quantum mechanical approach to the quantum Hall effect

Consider a 2DES on the \( xy \)-plane. For an electron of charge \(-e\) and mass \( m\) moving in a magnetic field \( \mathbf{B} = \nabla \times \mathbf{A} \), the Lagrangian is

\[
\mathcal{L} = \frac{1}{2} m \dot{x}^2 - e \dot{x} \cdot \mathbf{A} \tag{3.15}
\]

and the canonical momentum \( \mathbf{P} \) can be obtained by

\[
\mathbf{P} = \frac{\partial \mathcal{L}}{\partial \dot{x}} = m \dot{x} - e \mathbf{A} \tag{3.16}
\]
Using Eq. 3.15 and 3.16, the Hamiltonian can be calculated as

$$
\mathcal{H} = \mathbf{\dot{x}} \cdot \mathbf{P} - \mathcal{L} = \frac{1}{2m} (\mathbf{P} + e\mathbf{A})^2.
$$

(3.17)

For a magnetic field $\mathbf{B}$ perpendicular to the plane of the 2DES, there is more than one way to choose the vector potential $\mathbf{A}$ to satisfy $\nabla \times \mathbf{A} = B\mathbf{\hat{z}}$. Here, we choose the Landau gauge

$$
\mathbf{A} = -yB\mathbf{\hat{x}},
$$

(3.18)

that is commonly used for solving this problem. Then Eq. 3.17 becomes

$$
\mathcal{H} = \frac{1}{2m} (P_x - eyB)^2 + \frac{1}{2m} P_y^2,
$$

(3.19)

where $P_x$ and $P_y$ are the $x$ and $y$ components of $\mathbf{P}$, respectively. By applying this Hamiltonian on the electrons’ wavefunction $\psi$, we can solve the eigenenergy of the system.

Because the Landau gauge we chose is translational invariant in the $x$-direction but not in the $y$-direction, we can deduce that the form of the wavefunction should be

$$
\psi(x,y) = e^{ik_x x} f(y).
$$

(3.20)

Therefore, we have

$$
\mathcal{H}\psi = \left[ \frac{1}{2m} P_y^2 + \frac{1}{2m} (\hbar k_x - eyB)^2 \right] \psi,
$$

(3.21)

which can be rearranged and becomes

$$
\mathcal{H}\psi = \left[ \frac{1}{2m} P_y^2 + \frac{1}{2} m \omega_c^2 \left( y - \frac{\hbar k_x}{eB} \right)^2 \right] \psi,
$$

(3.22)

where $\omega_c = eB/m$ is the cyclotron frequency.

Remarkably, the Hamiltonian in Eq. 3.22 actually resembles the Hamiltonian of a quantum harmonic oscillator with the centre shifted to $\hbar k_x/eB$. Thus, the form of its eigenvalues should be given by

$$
E_n = (n + \frac{1}{2})\hbar \omega_c,
$$

(3.23)

for integers $n \geq 0$. From Eq. 3.23, we see that the energy spectrum becomes a series of equally-spaced discrete states due to the confining potential from $\mathbf{B}$. This is called Landau quantisation and the energy levels are Landau levels.

Despite the similarity of Hamiltonian, there are two important differences between Landau quantisation and a quantum harmonic oscillator.
Firstly, the centre of the parabolic magnetic potential is not at the origin and the displacement is determined by $\frac{\hbar k_x}{eB}$. This implies that the displacement in the $y$-direction is affected by the momentum in the $x$-direction. If we consider a 2DES in a rectangular sample like Fig. 3.3, with the dimensions of $L$ in the $x$-direction and $W$ in the $y$-direction, the physical edges of the sample in the $y$-direction act like an infinite potential well for the electrons inside. When $k_x$ increases, the centre of magnetic potential will shift toward the boundary of the infinite potential well. When $\frac{\hbar k_x}{eB} > \frac{W}{2}$ the centre will be pushed beyond the physical edges. This is where the condition for Landau quantisation is no longer valid. Hence, it is useful to introduce a quantity called the magnetic length $l_B = \sqrt{\hbar/eB}$, which is essentially the size of the cyclotron orbits of electrons. The $l_B$ should be much smaller than the width of the channel for the orbits of electrons to stay inside the sample and for the Landau levels to exist.

Secondly, the Landau levels are degenerate. The energy of a Landau level corresponds to more than one state. To calculate the degeneracy, again we consider a sample with length $L$ and width $W$. Since the translational invariance is reserved in the $x$-direction, the length $L$ gives a periodic boundary condition $k_x = 2N\pi/L$ for Eq. 3.20. In the $y$-direction, the translational invariance is broken by our choice of $A$, but there is still a boundary condition imposed by the finite width $W$. As discussed above, the centre of the harmonic oscillator-like Hamiltonian should sit inside the sample. Hence, we have

$$\left| \frac{\hbar k_x}{eB} \right| \leq \frac{W}{2}. \quad (3.24)$$

By combining these two boundary conditions, we get

$$|N| \leq \frac{eBLW}{2\hbar}. \quad (3.25)$$

Considering both positive and negative $N$ values, we can rewrite Eq. 3.25 and obtain the upper bound of the number of electrons in one Landau level

$$N \leq \frac{eBA}{\hbar}, \quad (3.26)$$

where $A = LW$ is the area of the 2DES. Therefore, the degeneracy per unit area per Landau level is

$$\frac{N}{A} = \frac{eB}{\hbar}. \quad (3.27)$$

Apparently, the degeneracy of a Landau level is proportional to $B$. To understand why, we introduce another important physical quantity called the magnetic flux quantum $\Phi_0 = \hbar/e$. 
which is the magnetic flux encircled by the orbit of one electron (and the area of the orbit is \(2\pi l^2\)). Equation 3.27 then becomes \(N = BA/\Phi_0\), i.e. the number of states in a Landau level actually means the number of flux quanta in a magnetic field. Therefore, the larger the magnetic field is, the higher the degeneracy will be.

Next, we take into account the transverse electric field \(E = V/W\) caused by the Hall effect. This electric field will add an electric potential energy \(eEy\) into the Hamiltonian in Eq. 3.22, and the new Hamiltonian is

\[
\mathcal{H}' = \frac{1}{2m} P_y^2 + \frac{1}{2} m\omega_c^2 (y - \frac{\hbar k_x}{eB})^2 + eEy. \tag{3.28}
\]

By some rearrangement, we can move all the terms containing \(y\) into the harmonic oscillator term and write the Eq. 3.28 in the form of

\[
\mathcal{H}' = \frac{1}{2m} P_y^2 + \frac{1}{2} m\omega_c^2 (y - y_0)^2 + eEy_0 + \frac{1}{2} mE^2B^2, \tag{3.29}
\]

where

\[
y_0 = \frac{\hbar k_x}{eB} - \frac{mE}{eB^2}, \tag{3.30}
\]

can be again seen as the centre of the harmonic oscillator potential. \(y_0\) is also referred to as the guiding centre. The eigenenergy of this Hamiltonian is

\[
E_{n,k} = (n + \frac{1}{2})\hbar\omega_c + eEy_0 + \frac{1}{2} mE^2B^{-2}.
\]

One can see that, in addition to the harmonic oscillator energy, two extra terms appear in the eigenenergy. The second term \(eEy_0\) is the electric potential energy and its value depends on \(k_x\), meaning that the energy now becomes a function of momentum. This implies that the state is no longer a standing wave but a wavepacket travelling in the \(x\)-direction. The third term is actually equivalent to \(\frac{1}{2}m\nu_x^2\) and thus can be thought of as the kinetic energy of the moving state.

We can go one step further to explore more interesting properties of this system. Let us consider a gedankenexperiment proposed by Robert Laughlin [24]. Imagine that we wrap the 2DES into a cylinder, as shown in Fig. 3.5. Now the source and drain electrodes become two rings with circumference \(L\) located at the two ends of this cylinder, respectively. The magnetic field lines become radial after wrapping and are still normal to the surface of the 2DES. In this geometry, there is no longer "edges" connecting the source and drain. With a magnetic field, the electrons injected from the source electrode will have spiral trajectories on the cylindrical surface and if the magnetic field is strong enough, the electrons may even form
circular orbits around the surface of the cylinder, creating a "Hall voltage" between the two ends of the cylinder. To be able to utilise the Hamiltonian derived above for later discussion, we define the $x$-direction to be parallel to the rim of the cylinder, while the $y$-direction is parallel to the axis of the cylinder because the Hall voltage now lays between the two ends of the cylinder.

Figure 3.5: The device geometry used in Laughlin’s gedankenexperiment [24].

Then we place a solenoid with uniform magnetic flux $\phi$ on the axis of the cylinder, which generates a magnetic field $B_\phi$ in the $y$-direction inside the cylinder. Remarkably, although $B_\phi$ only exists inside the cylinder, the corresponding vector potential $A_\phi$ has a finite component on the surface that affects electrons’ wavefunction according to the Aharonov-Bohm effect [25]. We can find the relation between $\phi$ and $A_\phi$ by

$$\phi = \int B_\phi \cdot dS = \int (\nabla \times A_\phi) \cdot dS = \int A_\phi \cdot d\ell = L|A_\phi|,$$

and hence obtain

$$A_\phi = \frac{\phi}{L} \hat{x}. \quad (3.31)$$

Since the $B_\phi$ is not on the surface where the electrons are, when a change $\Delta \phi$ occurs, the corresponding change $\Delta A_\phi$ only has the effect like a gauge transformation [24, 26], which adds a Aharonov-Bohm phase $\exp\left(\frac{ie\Delta A_\phi x}{\hbar}\right)$ to the electrons’ wavefunction, i.e.

$$\psi(x, y) \rightarrow \psi(x, y)e^{\left(\frac{ie\Delta A_\phi x}{\hbar}\right)}. \quad (3.33)$$
Moreover, since the electrons move around a loop, the wavefunction should obey the periodic boundary condition $\psi(x, y) = \psi(x + L, y)$, which means

$$
\psi(x, y)e^{\left(\frac{ie\Delta A_x}{\hbar}\right)} = \psi(x + L, y)e^{\left(\frac{ie\Delta A_x}{\hbar}\right)}
= \psi(x, y)e^{\left(\frac{ie\Delta A_y}{\hbar}\right)}e^{\left(\frac{ie\Delta \phi}{\hbar}\right)}
= \psi(x, y)e^{\left(\frac{ie\Delta A_y}{\hbar}\right)}e^{\left(\frac{ie\Delta \phi}{\hbar}\right)}.
$$

(3.34)

To make the left and right of Eq 3.34 equivalent, $\Delta \phi$ must satisfy

$$
\Delta \phi = n \times \frac{\hbar}{e}.
$$

(3.35)

This implies that, for a self-connected current loop, a continuous gauge transformation is not allowed and the change of flux must be quantised.

In addition, since $\Delta A_\phi$ only acts as a gauge transformation, the change of $\Delta \phi$ must map the system back to itself [24]. Therefore, $\Delta A_\phi$ simply changes the Hamiltonian in terms of the mapping

$$
y_0 \rightarrow y_0 - \frac{\Delta A_\phi}{B},
$$

(3.36)

which merely affects the wavefunction through the location of its guiding centre.

From our discussion about the translational invariance in the $x$-direction, we know that the available $k_x$ is spaced by $2\pi/L$. Thus, the available $y$ position is spaced by $\hbar/eBL$. Consequently, what happens every time when the $\Delta \phi$ satisfies Eq. 3.35 is that the guiding centre shifts in the $y$-direction by a length of $\hbar/eBL$. The electrons in each current loop are translated to the position that was originally occupied by the next current loop. At one end of the cylinder, the electron in the last current loop flows out of the sample, while at the other end another electron flows into the sample to occupy the first current loop. Thus, when $n$ Landau levels are filled, $n$ electrons are moved from one end to the other, and the required energy $E$ for this operation is $neV$. If the current loops carry a current $I$, then we can write

$$
I = \frac{dE}{d\phi} = \frac{neV}{\hbar/e} = \frac{ne^2V}{\hbar},
$$

(3.37)

and therefore,

$$
\frac{V}{I} = \frac{\hbar}{ne^2}.
$$

(3.38)

Again, we obtain the result that Hall resistance is quantised to $\hbar/ne^2$, same as the semiclassical approach.
Some may wonder whether what we derived from Laughlin’s imagined cylindrical system can actually occur in real-world experiments. In fact, the Corbino disks that are commonly used in measurements nowadays are topologically equivalent to this cylindrical system. The advantage of using this Laughlin’s geometry is that we can keep the translational invariance and continue to use Cartesian coordinates for calculation, which makes the derivation more concise.

As a final remark, it should be noted that the spin of carriers is not considered in the derivation above. If we take into account the spin degeneracy, the number of available states per Landau level will be doubled (because one Landau level actually consists of a spin-up level and a spin-down level). In that case, we should introduce a parameter called the filling factor $\nu$, which means the number of filled "spin-split" Landau levels and is given by

$$\nu = g_d \times n,$$

where $g_d$ is the degree of degeneracy of the system, and hence $g_d = 2$ for a system with spin degeneracy. Similarly, if a system possesses other degeneracies (e.g. valley degeneracy), the available states per Landau level will increase accordingly.

### 3.2.4 Extended states and localised states

We have arrived at the conclusion that the Hall resistance can be quantised under a strong magnetic field. However, the derivations in the previous sections only tell us that the Hall resistance should be quantised at one point, where $n$ Landau levels are completely filled. The theories we have considered so far cannot explain why the quantised Hall resistance persists over a range of magnetic fields in experiments.

To understand the observation of Hall plateaux in a real experiment, we must consider a sample in the real world, too. In the theoretical discussion, we considered the sample to be a perfectly pure material without any kind of disorder. However, a real sample may contain impurities and structural defects such as vacancies or lattice dislocations. As a result, the Landau levels, which theoretically should be delta functions, are broadened due to the presence of disorder (as shown in Fig. 3.6). The broadened Landau level spectrum consists of two kinds of states. The centre of each Landau levels is the extended state, in which the carriers are able to move through the sample and conduct current. The tails of each Landau level become the localised state, in which the carriers’ movement are restricted to isolated islands and cannot contribute to the electrical conduction.

Assuming that we tune the Fermi level from an energy near the $n$th Landau level. When the Fermi level enters the energy range of localised states, part of the broadened Landau
Figure 3.6: The relation between the energy ($E$) and density of states (DOS) of Landau levels. Theoretically, the Landau levels should be a series of delta functions separated by an energy difference of $\hbar \omega_c$ (left). However, in a real sample the Landau levels are broadened due to the presence of disorder (right). The broadened Landau level spectrum consists of two kinds of states: extended states in the centre and localised states in the tails of each Landau level.

level starts to be filled. However, the filled states can only form small isolated islands in the bulk. If we keep tuning the Fermi level, more states continue to be filled and the islands may grow larger. Before the islands grow large enough to connect with each other and form a continuous conducting channel from the source to drain, the bulk will remain insulating. Since the conductivity does not change in this process, plateaux with finite width thus appear in the Hall resistance. On the other hand, when the Fermi level coincides with the energy of extended states, the bulk becomes conducting, resulting in the transition between plateaux.

3.3 Topological invariants

3.3.1 The topological order of the quantum Hall effect

We have seen that Laughlin’s gedankenexperiment can provide a good explanation for the quantisation of Hall resistance. However, Laughlin’s argument relies on the gauge invariance and boundary conditions of the cylindrical geometry, which does not explicitly show why the QHE is insensitive to the details of the device. Therefore, Thouless, Kohomoto, Nightingale and den Nijs (TKNN) proposed an alternative approach for understanding the QHE by using the Kubo formula for a 2DES [12, 27, 28]. In TKNN’s formulation, the topological nature of the QH phase is revealed for the first time, despite that it requires the condition...
of non-interacting electrons moving in a uniform magnetic field and a periodic substrate potential. TKNN’s formulation was generalised by later work to an interacting, non-periodic Hamiltonian in a realistic geometry [29–31], demonstrating the deep connection between the QHE and topology.

Let us begin with calculating the expectation value of current density $j_x$ of a 2DES in the presence of an electric field $E$. Let $|\psi_n\rangle$ be the eigenstate of the many-body Hamiltonian $\mathcal{H}$. If $E$ is not too large, we can simply add a term $\Delta \mathcal{H} = eEy$ to the Hamiltonian according to the perturbation theory so that $\mathcal{H}' = \mathcal{H} + \Delta \mathcal{H}$. To the first order in perturbation theory, the change of ground state is

$$|\psi'_0\rangle = |\psi_0\rangle + \sum_{n>0} \frac{\langle \psi_n | eEy | \psi_0 \rangle}{E_0 - E_n} |\psi_n\rangle,$$

and hence the current density can be obtained by

$$\langle j_x \rangle = \langle \psi'_0 | j_x | \psi'_0 \rangle = \left( \langle \psi_0 | + \sum_{m>0} \frac{\langle \psi_0 | eEy | \psi_m \rangle}{E_0 - E_m} \langle \psi_m | \right) j_x \left( |\psi_0\rangle + \sum_{n>0} \frac{\langle \psi_n | eEy | \psi_0 \rangle}{E_0 - E_n} |\psi_n\rangle \right).$$

(3.40)

Since there is no current flowing in the $x$-direction in the ground state before introducing $eEy$, we have $\langle \psi_0 | j_x | \psi_0 \rangle = 0$. In addition, we can ignore the $E^2$ term to take the first-order approximation for our calculation. In this way, Eq. 3.40 can be written as

$$\langle j_x \rangle = eE \sum_{n>0} \frac{\langle \psi_n | y | \psi_0 \rangle \langle \psi_0 | j_x | \psi_n \rangle + \langle \psi_n | j_x | \psi_0 \rangle \langle \psi_0 | y | \psi_n \rangle}{E_0 - E_n}.$$  

(3.41)

Here, we can make use of the commutation relation $[\mathcal{H}, y] = (-i\hbar/m)P_y$ and replace $P_y$ by $j_y = (e/m)P_y$ to obtain

$$\langle \psi_n | [\mathcal{H}, y] | \psi_0 \rangle = (E_n - E_0) \langle \psi_n | y | \psi_0 \rangle = (-i\hbar/e) \langle \psi_n | j_y | \psi_0 \rangle.$$  

(3.42)

From Eq 3.42, we see that

$$\langle \psi_n | y | \psi_0 \rangle = \frac{-i\hbar}{e(E_n - E_0)} \langle \psi_n | j_y | \psi_0 \rangle.$$  

(3.43)

Substituting Eq. 3.43 into Eq. 3.41 leads to

$$\sigma_{xy} = i\hbar \sum_{n>0} \frac{\langle \psi_n | j_y | \psi_0 \rangle \langle \psi_0 | j_x | \psi_n \rangle - \langle \psi_n | j_x | \psi_0 \rangle \langle \psi_0 | j_y | \psi_n \rangle}{(E_n - E_0)^2}.$$  

(3.44)
This is the Kubo formula for the Hall conductivity.

The Kubo formula is a more general argument and enables us to directly calculate the Hall conductivity of a 2DES. Now we employ the approach proposed by Niu and Thouless [31], which is closely related to the idea of Laughlin’s gedankenexperiment, to calculate the Hall conductivity.

Figure 3.7(a) shows a typical strip-like device that is usually used for the measurements of the QHE. A magnetic field is applied normal to the device plane, while a current is passed from A to C and the Hall voltage is measured by a voltmeter between B and D. Let us consider a device shown in Fig. 3.7(b), in which A and C in Fig. 3.7(a) are connected by the same 2D material as the sample and form a "current lead". The circuit for measuring the Hall voltage in Fig. 3.7(a) is also replaced by a loop of the same 2D material, which we call the "voltage lead". The rectangular part and the two loops are all in the same approximately uniform magnetic field normal to their 2D plane. Then, we thread two solenoids with flux $\Phi_J$ and $\Phi_V$ through the loops of the current lead and voltage lead, respectively. In this geometry, if we change $\Phi_J$ or $\Phi_V$, an electromotive force (emf) can be induced around the corresponding loop, similar to Laughlin’s gedankenexperiment. For example, if we change $\Phi_V$, an electric field $E$ will be generated around the voltage lead, causing a current to flow along the direction normal to $E$ which can be detected by the change of $\Phi_J$. Therefore, this device is actually equivalent to the device in Fig. 3.7(a).

![Figure 3.7](image_url)

Figure 3.7: The device with realistic boundary conditions considered by Niu and Thouless [31]. The graphs are reproduced from [32]. (a) A typical strip-like device usually used for the measurements of the QHE. A uniform magnetic field normal to the plane is applied, while a current is passed from A to C and the transverse voltage is measured between B and D. (b) A device transformed from the strip-like device in (a), with A and C connected by a strip which we call the "current lead", and B and D connected by a strip which we call the "voltage lead". The rectangular part and the two loops are all made of the same 2D material and in the same approximately uniform magnetic field. This device is equivalent to the device in (a).
For the two inductive loops, we have two relations

\[ j_x = \frac{\partial \mathcal{H}}{\partial \Phi_J} \quad \text{and} \quad j_y = \frac{\partial \mathcal{H}}{\partial \Phi_V}, \tag{3.45} \]

that can be substituted into Eq 3.44. Moreover, the first order perturbation theory gives

\[ \frac{\partial \psi_0}{\partial \Phi_J} = \sum_{n>0} \frac{\langle \psi_n | \frac{\partial \mathcal{H}}{\partial \Phi_J} | \psi_0 \rangle}{E_0 - E_n} |\psi_n\rangle \quad \text{and} \quad \frac{\partial \psi_0}{\partial \Phi_V} = \sum_{n>0} \frac{\langle \psi_n | \frac{\partial \mathcal{H}}{\partial \Phi_V} | \psi_0 \rangle}{E_0 - E_n} |\psi_n\rangle. \tag{3.46} \]

With the aid of Eq 3.45 and Eq 3.46, we can rewrite Eq 3.44 as

\[ \sigma_{xy} = i\hbar \left( \left\langle \frac{\partial \psi_0}{\partial \Phi_J} \left| \frac{\partial \psi_0}{\partial \Phi_V} \right| \psi_0 \right\rangle - \left\langle \frac{\partial \psi_0}{\partial \Phi_V} \left| \frac{\partial \psi_0}{\partial \Phi_J} \right| \psi_0 \right\rangle \right) \]

\[ = i\hbar \left( \frac{\partial}{\partial \Phi_J} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \Phi_V} \right| \psi_0 \right\rangle - \frac{\partial}{\partial \Phi_V} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \Phi_J} \right| \psi_0 \right\rangle \right). \tag{3.47} \]

As we discussed in Laughin’s argument, the change of \( \Phi_J \) and \( \Phi_V \) must be quantised to \( \frac{h}{e} \) to obey the periodic boundary conditions on the current lead and voltage lead, respectively. This means the flux space \((\Phi_V, \Phi_J)\) is a torus with a periodicity \( \frac{h}{e} \). Hence, we can integrate Eq. 3.47 over the entire flux space and then divide it by the unit area \( \frac{\hbar^2}{e^2} \) in the flux space to calculate the average value of \( \sigma_{xy} \),

\[ \sigma_{xy} = i\hbar \frac{e^2}{\hbar^2} \int_0^{\hbar/e} d\Phi_J \int_0^{\hbar/e} d\Phi_V \left( \frac{\partial}{\partial \Phi_J} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \Phi_V} \right| \psi_0 \right\rangle - \frac{\partial}{\partial \Phi_V} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \Phi_J} \right| \psi_0 \right\rangle \right). \tag{3.48} \]

To further reduce this equation, we introduce a dimensionless variable \( \theta \), which is defined as

\[ \theta_i = \frac{2\pi \Phi_i}{\Phi_0}, \quad 0 \leq \theta \leq 2\pi \tag{3.49} \]

where the subscript \( i \) can be a variable in the parameter space of interest, such as \( V \) and \( J \) in this case. According to Berry’s work [33], the integration around a closed loop in a parameter space can result in an additional geometric phase, which is now called the Berry phase. To compute the Berry phase, we start with the Berry connection, which is defined as

\[ \mathcal{A}_i = i \langle \psi_0 \left| \frac{\partial}{\partial \theta_i} \right| \psi_0 \rangle. \tag{3.50} \]
The Berry curvature is then given by
\[ \mathcal{F}_{ij} = \nabla_\theta \times \mathcal{A} = \frac{\partial A_i}{\partial \theta_j} - \frac{\partial A_j}{\partial \theta_i} = i \left( \frac{\partial}{\partial \theta_j} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \theta_i} \right. \right\rangle - \frac{\partial}{\partial \theta_i} \left\langle \psi_0 \left| \frac{\partial \psi_0}{\partial \theta_j} \right. \right\rangle \right). \] (3.51)

It can be seen that Eq. 3.51 has a very similar form to the term in the parentheses of Eq. 3.48. Thus, we can rewrite Eq. 3.48 as
\[ \sigma_{xy} = \frac{e^2}{2\pi \hbar} \int_0^{2\pi} d\theta_j \int_0^{2\pi} d\theta_i \mathcal{F}_{ij} \] (3.52)

By the Stoke’s theorem, Eq 3.52 can be written as
\[ \sigma_{xy} = \frac{e^2}{2\pi \hbar} \oint A \cdot d^2 \theta \] (3.53)

Remarkably, the integral above is exactly the expression of the Berry phase. The boundary conditions of this system tell us that the Berry phase can only be an integer multiple of \(2\pi\) after circling a closed loop in the parameter space. Consequently, Eq. 3.53 becomes
\[ \sigma_{xy} = \frac{Ce^2}{\hbar}, \] (3.54)

where \(C\) is the Chern number. Similar to Eq. 3.38, the quantisation of Hall conductance is obtained.

### 3.3.2 The Chern number

The Chern number is named after Shiing-Shen Chern, who generalised the Gauss-Bonnet theorem and introduced the Chern class in topology. In the generalised Gauss-Bonnet theorem, the topological genus (denoted by the Chern number) of a manifold can be obtained by integrating the Gaussian curvature over the surface of a manifold. This is similar to integrating the Berry curvature over the area of a parameter space or, in other words, the Berry phase around the area. Clearly, the Berry phase only differs from the Chern number by a factor of \(2\pi\), implying that they are essentially the same idea. Because the Chern number solely depends on the number of "holes" surrounded by the path of integral in a parameter space and cannot vary continuously, it is insensitive to the local details on the path. This
explains the robustness of QHE on different samples, at different temperatures, or even in different materials.

Once again, in Eq. 3.54 we find the quantisation of Hall conductivity just like in the different approaches in the previous sections. The TKNN formulation using the Kubo formula is much more general than Laughlin’s argument. With the knowledge of Berry’s work on the geometric phase and Chern class in topology, the QHE is related to the topological order. For this reason, the Chern number is called a topological invariant, which is a fundamental characteristic of matter and will be the key idea for discussing other topological phases in condensed matter physics in the following sections.

3.4 Quantum spin Hall effect

3.4.1 Haldane model

Now we know that the topological invariant of matter is the fundamental reason of the QHE. In principle, as long as a system has a non-zero Chern number, we should be able to observe some behaviours like the QHE. Therefore, a further question is whether it is possible to induce a similar effect without an external magnetic field.

This was investigated by Duncan Haldane in 1988 [13]. In his work, a 2D system composed of carbon atoms interconnecting in a honeycomb network is considered. Such a structure was hypothetical at that point, but became possible after Andre Geim and Konstantin Novoselov successfully isolated individual graphene flakes in 2004 and proved the material is stable under ambient condition [34].

Each primitive cell of graphene contains two atoms, located on the two sublattices, A and B, as shown in Fig. 3.8. The two sublattices result in two inequivalent points, K and K’, in the reciprocal lattice in momentum space.

The band structure of graphene calculated by the tight-binding method [35–37] is shown in Fig. 3.9. It can be clearly seen that the conduction band and valence band touch at six K- and K’-points of the Brillouin zone at zero energy. Since there is no prevailing type of charge carrier at the K-point and K’-point, they are called the charge neutrality point. The K- and K’-points are degenerate in energy and give rise to the valley degeneracy in graphene.

The dispersion relation of graphene at low energy (within about 1 eV of the charge neutrality point) is linear and the Hamiltonian can be written as [39]

\[ \mathcal{H} = \hbar \mathbf{q} \cdot \sigma = \hbar v_F \mathbf{q} \cdot \sigma, \]  

(3.55)
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Figure 3.8: The crystal structure of graphene. The blue and red circles represent the sublattice A and B, respectively. The green region is a primitive cell of graphene defined by the two lattice vectors of graphene $\overrightarrow{a_1}$ and $\overrightarrow{a_2}$.

Figure 3.9: (a) The band structure of graphene calculated by tight-binding model. The conical energy spectrum near the charge neutrality points has a linear dispersion relation. (Image is reproduced from [38]). (b) The first Brillouin zone of graphene. K and K’ are the points where the valence and conduction band meet, i.e. the charge neutrality points. $\overrightarrow{b_1}$ and $\overrightarrow{b_2}$ are the reciprocal lattice vectors.

where $v_F$ is the Fermi velocity, $\mathbf{q} = \mathbf{k} - \mathbf{K}$ is the wave vector relative to the K point in the momentum space, and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ are Pauli matrices. This linear dispersion relation implies that the effective mass of charge carriers around the charge neutrality point is zero.
and the Fermi velocity is as high as about 1/300 of the speed of light in vacuum. The relativistic carrier transport behaviour can be described by the Dirac equation and thus the charge neutrality point is also named the Dirac point.

Both the inversion symmetry ($P$) and time-reversal symmetry ($T$) are preserved in graphene lattice, which requires the $z$-component of $\mathbf{h}(\mathbf{k})$ to be zero since

$$P\mathbf{h}_z(\mathbf{k}) = -\mathbf{h}_z(-\mathbf{k}) \quad \text{and} \quad T\mathbf{h}_z(\mathbf{k}) = \mathbf{h}_z(-\mathbf{k})$$

both need to be unchanged under the operation. The Dirac point is obviously a solution of this condition because Eq. 3.56 is satisfied at K- and K’-point. Therefore, we can say that the Dirac point is protected by inversion and time-reversal symmetry. On the other hand, it also means that if we break the inversion or time-reversal symmetry, the degeneracy at Dirac point can be lifted.

For example, if an extra term $m\sigma_z$ is added to Eq. 3.55,

$$\mathcal{H} = \hbar v_F \mathbf{q} \cdot \mathbf{\sigma} + m\sigma_z,$$

an energy difference between the sublattice A and B can be generated, breaking the inversion symmetry at the Dirac point. Since the carbon atoms in sublattice A and B are no longer equivalent after introducing $m\sigma_z$, $\mathbf{h}_z(\mathbf{k})$ is allowed to be non-zero, rendering the carrier a finite effective mass $m$ at the K-point. Moreover, because the time-reversal symmetry still holds, the effective mass at the K’-point should also be $m$. This is the case of an trivial insulator.

In Haldane’s model [13], instead of breaking the inversion symmetry, the time-reversal symmetry of graphene lattice is broken by a magnetic field that is zero on average but still preserves the lattice symmetry. Likewise, this condition also allows $\mathbf{h}_z(\mathbf{k})$ to be non-zero and leads to massive Dirac fermion. However, the inversion symmetry requires the mass of the carrier at the K- and K’-point to have opposite signs. In this case, it is no longer an ordinary insulator but a quantum Hall-like state with non-zero Chern numbers.

Therefore, it seems that the graphene lattice provides a suitable environment for realising the Haldane model. Nevertheless, the distribution of magnetic field in the Haldane model is still fairly unrealistic in practice. As we shall see in Sec. 3.4.2, the key to solve this problem is to consider a relativistic effect that originates from the interaction between an electron’s spin and orbital motion in a potential.
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3.4.2 The $\mathbb{Z}_2$ topological invariant

In 2005, Kane and Mele made a major breakthrough on the theoretical study of Haldane model and found that the imagined magnetic field in the Haldane model may be generated by the intrinsic SOC of graphene lattice [14, 15]. Furthermore, if both spin-up and spin-down carriers are taken into account, the system can be seen as a combination of two spinful Haldane models that propagate in opposite directions and the time-reversal symmetry is preserved.

Remarkably, for a time-reversal invariant system with an odd number of half-integer spin particles, Kramers’ theorem requires that the eigenstates of the time-reversal invariant Hamiltonian are at least twofold degenerate, i.e. there must be more than one eigenstate with the same energy. In a system with weak SOC, the spin-orbit interaction is negligible and the Kramers’ theorem is simply the case of energy degeneracy between spin-up and spin-down particles. However, in a system with strong SOC, the Kramers’ theorem describes a non-trivial situation.

Let us briefly digress here to discuss the band topology of a system with edge states in it. We know that a vacuum is equivalent to a trivial insulator with $C = 0$, and a quantum Hall insulator has $C \neq 0$. It can be imagined that the gap must close somewhere between the quantum Hall insulator and vacuum in order to let the Chern number change from zero to non-zero. Therefore, there must be finite DOS at the boundary between the quantum Hall insulator and vacuum. An example is shown in Fig. 3.10(a), one edge mode appears at the interface between the quantum Hall state and the trivial insulator, which can be represented by a line connecting the conduction band and valence band in the band diagram in Fig. 3.10(b).

Now, there are two kinds of possible band structures for the Kramers degeneracy in a 2D time-reversal invariant system. In a similar way as Fig. 3.10, the band diagrams of these two possibilities are plotted in Fig. 3.11. Note that only half of the Brillouin zone ($0 \leq k \leq \pi/a$) is shown because in a time-reversal invariant system the band structure should be symmetric about $k = 0$. Furthermore, since $k = 0$ is where the momentum equals to zero, and $k = \pi/a$ is the same as $k = -\pi/a$, these two points, labelled as $\Gamma_a$ and $\Gamma_b$ in Fig. 3.11, are time-reversal invariant. When there are edge modes existing in the energy gap, the Kramers’ theorem requires the $\Gamma_a$ and $\Gamma_b$ point to be twofold degenerate because these two points must be their own Kramer partner. Apart from these two special points, the Kramers degeneracy can be lifted by the SOC, just like the Zeeman splitting of the spin degeneracy, and their Kramers partners are located in $-\pi/a < k < 0$. As a result, there are two ways that the two Kramers degenerate points $\Gamma_a$ and $\Gamma_b$ can be connected. If they are connected pairwise, the edge states intersect the Fermi level an even number of times as in Fig. 3.11(a). Then the edge
Figure 3.10: The chiral edge state existing at the interface between a topologically trivial insulator and a quantum Hall insulator, adapted from [39]. (a) The chiral edge state propagates along the boundary between a trivial insulator (with TKNN number $n = 0$) and a quantum Hall insulator (with TKNN number $n = 1$). (b) The band structure of a 2D system described by the Haldane model. The line connecting the conduction band and the valence band represents the edge state.

states can be pushed out of the gap and eliminated from the system by smoothly altering the Hamiltonian. However, when the edge states intersect the Fermi level an odd number of times as in Fig. 3.11(b), the edge states cannot be removed and there will always be at least one Kramers pair in the gap. Therefore, the number of the Kramers pairs is actually a topological property of the system, and has only two possibilities - even or odd. More importantly, this is a different topological class to the TKNN number of $Z$ topological invariant. Hence it was named by Kane and Mele as $Z_2$ topological invariant $\nu$ with the definition of

$$\nu \equiv N_k \mod 2,$$

where $N_k$ is the number of Kramers pairs in the energy gap. In this way, $\nu$ can only be zero or one. Only when $\nu = 1$, i.e. when the number of Kramers pairs is odd, the edge states in the system are robust.

A 2D system with $\nu = 1$ can exhibit the quantum spin Hall effect (QSHE), which is the first $Z_2$ topological phase observed in experiments [4]. In the QSHE, each edge of the sample has one Kramers pair that consists of two states with opposite spins propagating in opposite directions as shown in Fig. 3.12.

The QSHE is given this name due to its similarity to the QHE - the edge states in both effects are topologically protected. However, unlike the QHE, the QSHE does not require an external magnetic field and, more importantly, its time-reversal symmetry is not broken. Therefore, although in the QSHE the left-moving state and right-moving state propagate on top of each other at the edge, there is no scattering between them because reversing their travelling directions requires their spins to be flipped, which is not allowed without
3.4 Quantum spin Hall effect

Figure 3.11: The band diagram of a 2D time-reversal invariant system between two Kramers degenerate points $\Gamma_a (k = 0)$ and $\Gamma_b (k = \pi/a)$, adapted from [39]. The edge mode may cross the Fermi level $E_F$ (a) an even number of times or (b) an odd number of times. Topologically protected edge states can arise in the latter case.

Figure 3.12: The helical edge states existing at the interface between a topologically trivial insulator and a quantum spin Hall insulator, adapted from [39]. (a) The helical edge states propagating along the boundary between a trivial insulator ($\nu = 0$) and a quantum spin Hall insulator ($\nu = 1$) consist of a right mover with up spin and a left mover with down spin. (b) The band diagram of a QSHE system. There are two edge modes with opposite spins connecting the conduction band and the valence band in $k > 0$ and $k < 0$ regime, respectively. They form the spin-polarised left-moving and right-moving edge states in (a).

the presence of magnetic scatterers to break the time-reversal symmetry. Such an edge state with its spin direction locked to the direction of linear momentum is referred to as a helical edge state [40]. It is worth noting that the helical edge states cannot even be backscattered by circling a non-magnetic impurity. As shown in Fig. 3.13, there are two ways in which the helical edge state may reverse its direction after moving around a non-magnetic impurity - either clockwise or counterclockwise. Travelling clockwise along the blue trace rotates the spin by an angle of $\pi$, while travelling counterclockwise along the red trace rotates the spin by an angle of $-\pi$ [41]. As a result, the rotation angle of spin via these two scattering paths differs by $2\pi$, which introduces a Berry phase of $\pi$ and thus adds a factor of $-1$ to the
wavefunction [41]. Consequently, the two scattering paths always interfere destructively and the backscattering is suppressed. We can also say that the robustness of helical edge states is protected by the time-reversal symmetry.

Figure 3.13: The helical edge state may scatter around a non-magnetic impurity in clockwise or counterclockwise direction and reverse its travelling direction. However, moving clockwise along the blue curve will rotate the spin by an angle $\pi$, while counterclockwise along the red curve will rotate the spin by $-\pi$. The total rotation angle of spin differs by $2\pi$ between the two scattering paths, and introduces a factor of $-1$ to the wavefunction, which causes a destructive interference between the two scattering paths and suppresses the backscattering. The figure is adapted from [42].

In a simple two-terminal measurement performed on a strip-like device, the longitudinal resistance of a QHE system is $\hbar/ne^2$ for integers $n$, which can be easily calculated as described in Sec. 3.2.2. For a QSHE system, there is a right-moving state carrying a conductance quantum of $e^2/h$ at one edge, and another right-moving state with the opposite spin carrying $e^2/h$ at the opposite edge propagating from the source to drain. Consequently, the two-terminal conductance is expected to be $2e^2/h$. In a multi-terminal measurement, the case of the QSHE is a bit more complicated. But just like the QHE, the Landauer-Büttiker formalism can also be used to describe the conduction of helical edge states in the QSHE, as will be discussed in the following section.

Up to this point, we have introduced the basic theory of the $\mathbb{Z}_2$ topological phase. However, there is actually a gap between the theoretical prediction and experimental realisation. In the next section, we will briefly review some of the important works regarding the experimental realisation of the QSHE and the measurements of the helical edge transport.
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3.4.3 Experimental realisation of the quantum spin Hall insulator

Although Kane and Mele proposed the first theoretical model of the QSHE in 2005 [14, 15], it was soon pointed out that the SOC in graphene is much weaker than their estimation and the QSHE may only be observed at temperatures below 0.01 K [43, 44], which is unrealistic for current instruments.

At about the same time, Andrei Bernevig and Shou-Cheng Zhang independently proposed a different system with the potential of exhibiting the QSHE based on the SOC induced by strain gradients in conventional semiconductors [45]. However, this model is also experimentally difficult to realise.

The main problem with the above two models is the weak SOC in the proposed systems. Nevertheless, these two models do provide theorists with some conceptual guides for the search for suitable systems. Namely, the candidates for the QSHE should be the materials with stronger SOC, typically composed of heavy elements.

In 2006, Bernevig, Hughes, and Zhang (BHZ) put forward the first model of this kind, which is a quantum well system in the heterostructure of HgTe and CdTe [46]. In most semiconductors, the conduction band formed by s-like orbitals sits above the valence band formed by p-like orbitals. But for some semiconductors composed of heavy elements, such as HgTe, the strong spin-orbit interaction can push the p-like band above the s-like band, causing a band inversion, as shown in Fig. 3.14(a). In contrast, the CdTe, a material with a similar lattice constant but much weaker SOC, has a normal band progression with the s-like band lying above the p-like band. As a result, in the BHZ model, when the HgTe layer is sandwiched by two CdTe layers and forms a quantum well, the band structure shown in Fig. 3.14(b) is produced [46]. The strength of SOC in this system can be tuned by the thickness of the HgTe layer $d$. When the HgTe layer is thin, the spin-orbit interaction is small and the properties of the quantum well are dominated by the CdTe layers, which leads to a band structure like a conventional insulator, as shown in the left panel of Fig. 3.14(b). When the HgTe layer is thicker than the critical thickness $d_c \approx 6.3$ nm, band inversion occurs and gives rise to a topologically non-trivial band structure, as shown in the right panel of Fig. 3.14(b). Consequently, in order to connect the inverted band to vacuum, the gap must close and reopen at the sample boundary, leading to the existence of helical edge modes [46].

BHZ also proposed the ways to measure the QSHE in the HgTe/CdTe quantum well. Because the QSHE preserves the time-reversal symmetry, it cannot be observed by measuring the Hall voltage in the presence of an external magnetic field, which will just destroy the QSHE. Therefore, the simplest way is to measure the longitudinal conductance of a strip-like device. They predicted that when the band structure is trivial, the system should behave like a conventional insulator with very high resistance if the Fermi level is tuned into the bulk.
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Figure 3.14: (a) The bulk band structures of the HgTe and CdTe near the \( \Gamma \) point. The s-like band \( \Gamma_6 \) and the p-like band \( \Gamma_8 \) are indicated by the blue and red curves, respectively. While the band structure of CdTe is like a conventional insulator, the band structure of HgTe is inverted due to strong SOC. (b) The band structure of CdTe/HgTe/CdTe quantum well at the \( \Gamma \) point. The thickness of HgTe layer \( d \) can affect the strength of SOC for the quantum well. In a thin quantum well, as shown in the left panel, the CdTe layers dominate the properties of the quantum well and the bands are ordered as a conventional insulator. When the well thickness \( d \) becomes greater than the critical thickness \( d_c \approx 6.3 \) nm, as shown in the right panel, a topological phase transition will occur and the bands are inverted. The figures are adapted from [47].

gap. On the other hand, if the bands are inverted and become topologically non-trivial, there must exist helical edge states that can contribute finite conductance. In such a measurement, because each of the two edges contains one state with a conductance quantum \( e^2/h \) moving from the source to drain, the measured conductance should be quantised to \( 2e^2/h \).

Soon after BHZ’s theoretical prediction, Laurens Molenkamp’s group successfully grew high mobility HgTe/CdTe quantum well samples and confirmed the quantised resistance of the QSHE, as shown in Fig. 3.15 [4], in which the three measurements performed on devices with different channel widths at different temperatures all plateau at a longitudinal resistance of \( h/2e^2 \) after the Fermi level is tuned into the bulk gap.
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Figure 3.15: The longitudinal resistance ($R_{xx}$) measured as a function of gate voltage ($V_g$) in the QSH regime on a strip-like HgTe/CdTe quantum well device. The threshold voltage $V_{th}$ is defined as the voltage needed to reach the QSH regime. The three curves correspond to the measurements performed on devices with different channel widths at different temperatures. They all plateau at $R_{xx} = \frac{h}{2e^2}$, independent of the channel width, suggesting that it is caused by edge states. The figure is adapted from [47].

With the experimental confirmation of the QSHE, one can examine further properties of the helical edge states. For instance, if the conductance does come from the edge transport, it should be independent of not only the channel width but also the channel length. Furthermore, since the edge transport necessarily leads to non-local signals, some four-terminal and non-local measurements should be useful for understanding the behaviour of helical edge states.

Figure 3.16 shows the schematic of a Hall bar. In the case of QHE, the transmission probability of chiral edge states is $T_{i,i+1} = 1$ for $i = 1$ to 6, and all other $T_{ij} = 0$. However, in the QSHE, a Kramers pair of helical edge states travel in opposite directions at any given edge, which makes $T_{i,i+1} = T_{i+1,i} = 1$, and all the others vanish for every electrode. If a current $I$ is injected from electrode 1 to electrode 4 and the corresponding voltage on electrode 1 is $V$, using the Landauer-Büttiker formalism we can write

$$
\begin{pmatrix}
I \\
0 \\
0 \\
-I \\
0 \\
0
\end{pmatrix} = \frac{e^2}{h} \begin{pmatrix}
2 & -1 & 0 & 0 & 0 & -1 \\
-1 & 2 & -1 & 0 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & 0 \\
0 & 0 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & -1 & 2 & -1 \\
-1 & 0 & 0 & 0 & -1 & 2
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3 \\
V_4 \\
V_5 \\
V_6
\end{pmatrix}.
$$

(3.59)
By solving Eq. 3.59, the voltage of each electrode can be obtained

$$\begin{pmatrix} V_1 \\ V_2 \\ V_3 \\ V_4 \\ V_5 \\ V_6 \end{pmatrix} = \begin{pmatrix} V \\ 2V/3 \\ V/3 \\ 0 \\ V/3 \\ 2V/3 \end{pmatrix}.$$

According to Eq. 3.60, we can compute the multi-terminal resistance of various measurement setups. For example, the four-terminal longitudinal resistance $R_{14,23} = h/2e^2$ and the Hall resistance $R_{14,35} = 0$. This is verified in the experiments performed by Molenkamp’s group, as shown in Fig. 3.17 [4], in which four-terminal measurements were carried out on four different samples. The quantum well thickness is 5.5 nm for sample I (denoted by the black curve), and 7.3 nm for sample II, III, and IV (denoted by the blue, green, and red curves, respectively). The device dimensions $(L \times W)$ are $20.0 \times 13.3 \, \mu m^2$ for sample I and II, $1.0 \times 1.0 \, \mu m^2$ for sample III, and $1.0 \times 0.5 \, \mu m^2$ for sample IV.

For sample I, because the well thickness is smaller than $d_c$, the band structure remains a trivial insulator. Therefore, it shows a resistance over 10 MΩ (which is the detection limit of the instrument used in the experiment) when the Fermi level is tuned into the bulk gap. In contrast, the well thickness of the other three samples is larger than $d_c$ and the band inversion is induced, leading to finite conductance and hence much lower resistance. For sample III and IV, both curves plateau at $G = 2e^2/h$, consistent with the value deduced by the Landauer-Büttiker formalism. Therefore, the BHZ model is unambiguously confirmed by this experiment.
Figure 3.17: The four-terminal resistance ($R_{14,23}$) of a HgTe/CdTe quantum well as a function of gate voltage ($V_g$) in the QSH regime at $B = 0$ T and $T = 30$ mK. The threshold voltage $V_{thr}$ is defined as the voltage at the maximum resistance. The well thickness is 5.5 nm for sample I (denoted by the black curve), and 7.3 nm for sample II, III, and IV (denoted by the blue, green, and red curves, respectively). Sample I is the only sample without band inversion due to its insufficiently thick quantum well. The device sizes ($L \times W$) are $20.0 \times 13.3 \, \mu\text{m}^2$ for sample I and II, $1.0 \times 1.0 \, \mu\text{m}^2$ for sample III, and $1.0 \times 0.5 \, \mu\text{m}^2$ for sample IV. The figure is adapted from [4].

One question that arises here is why the blue curve plateaus at $G = 0.3e^2/h$. This actually brings up another important factor in the helical edge transport: while we mentioned that the helical edge states are immune to backscattering from elastic scatterers, they are not robust against inelastic scatterers due to finite experimental temperatures in reality. The typical mobility of the HgTe/CdTe quantum well samples used in this experiment is about $10^5 \, \text{cm}^2\text{V}^{-1}\text{s}^{-1}$, corresponding to an elastic mean free path $l_{\text{mfp}} \approx 1 \, \mu\text{m}$. On the other hand, the inelastic mean free path $l_{\text{in}}$ is estimated to be several times larger than $l_{\text{mfp}}$ due to the suppression of phonons and the reduced electron–electron interaction at low temperatures. Therefore, $l_{\text{in}}$ is possibly on the order of a few microns. As the channel length of sample II is significantly larger than $l_{\text{in}}$, the inelastic backscattering is more likely to occur and results in a higher resistance and non-quantised values. In principle, the results calculated in the Landauer-Büttiker formalism are valid as long as the distance between the voltage probes is shorter than $l_{\text{in}}$. This is a scattering mechanism that should be considered when dealing with the transport of helical edge states in real experiments.

In addition to the measurement of $R_{14,23}$, other combinations of two-terminal and four-terminal measurements were also conducted to inclusively check the prediction of the
Landauer-Büttiker formalism for the helical edge transport [48], as shown in Fig. 3.18. The resistance of $R_{14,14}$, $R_{13,13}$, $R_{14,23}$, and $R_{13,54}$ as a function of gate voltage are presented. The blue dashed lines indicate the expected values for each setup calculated in the Landauer-Büttiker formalism, and $V^* = V_g - V_{th}$. The insets in Fig. 3.18(a) and (b) show the layout of the device, and the light yellow square on top of the Hall bar is the gate for adjusting the Fermi level. All the curves match the values predicted by the Landauer-Büttiker formalism quite well.
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Figure 3.18: The two-terminal and four-terminal resistance of four different setups of a HgTe/CdTe quantum well as a function of gate voltage in the QSH regime. The blue dashed lines indicate the theoretical values for each setup, and $V^* = V_g - V_{th}$. The insets show the layout of the device, and the light yellow square on top of the Hall bar is the gate for adjusting the Fermi level. Adapted from [48].

Last but not least, one of the most important signatures of edge transport is the non-local signal. To unequivocally check whether the quantised conductance of $2e^2/h$ measured in small devices is not merely an outcome of ballistic transport (due to $L < l_{mfp}$) but indeed caused by edge transport, non-local measurements were performed by Roth et al. on a H-bar device and were also shown to be consistent with the Landauer-Büttiker calculation [48].

From the transport measurements described above, we see that the voltage difference between neighbouring voltage probes does not vanish even though they are connected by dissipationless edge states in the QSH regime. This seeming paradox can actually be explained by taking into account the nature of the materials of electrodes used in the experiments. In the BHZ model, the electrodes are assumed to be something that can purely measure the potential of helical edge states without affecting them. However, for a real device, the electrodes are usually made of metallic materials, which are n-type to the semiconductor.
samples under test. When the edge states enter the $n$-type electrode, they effectively see a potential reservoir and are forced to equilibrate with it by scattering with the large number of bulk states inside the electrodes. Moreover, the helical edge states that come from opposite directions have different potentials before reaching the electrode, but are required to relax to the same potential as the $n$-type electrode afterwards. Consequently, dissipation occurs inside the electrodes and the voltage difference between two neighbouring voltage probes is created. That is to say, even the electrodes that merely work as voltage probes can introduce additional dissipation, and the measured resistance can be affected by the number of electrodes in the current path. This effect can be clearly observed in Fig. 3.18, in which $R_{14,14}$ and $R_{13,13}$ essentially have the same channel length, and $R_{14,23}$ and $R_{13,54}$ are basically an equivalent four-terminal configuration, yet the measured quantised conductance values are different.

It should be noted that the dissipationless transport of helical edge states is guaranteed by Kramers’ theorem, which relies on the quantum phase coherence of wavefunctions. Contact with the metallic electrodes leads to decoherence between the wavefunctions of the incoming and outgoing states. Therefore, dissipation occurs when the phase coherence is destroyed in the electrodes. In contrast, although the phase decoherence effect of metallic electrodes also exists in a QH system, the voltage probes do not cause additional dissipation because all the chiral edge states travel in the same direction and thus the conduction is not affected by the decoherence mechanism.

### 3.5 Topological insulators

#### 3.5.1 3D Topological insulators

After the realisation of QSH insulators, a question that naturally arises is whether the $\mathbb{Z}_2$ topological phases also exist in 3D systems. In the case of the QHE, it has been pointed out by theoretical studies that the existence of the QH phase in 3D systems is possible and can be viewed as the stacking of 2D QH systems [49–51]. Thus, there are three independent Chern numbers in a 3D QH system with the same meaning as the Chern number in a 2D QH system and can be used to calculate the transport behaviour in a 3D QHE. Can we find the analogue for the time-reversal symmetric system?

In 2006, the theories that generalise the $\mathbb{Z}_2$ topological order in a 2D system to 3D were developed by three different groups [16–19], and the connection between the topological order and the boundary states became clearer. Thus, the material with non-trivial topological band structures was given the generic name of a "topological insulator (TI)" [17], to distinguish it from the ordinary insulators with trivial band structures. For this reason, the
materials demonstrating the QSHE are often called 2D topological insulators in the literature thereafter.

Let us start from the band structure of a 3D TI. Similar to the 2D case (i.e. the QSH insulator) discussed in Sec. 3.4, the topological phase in a 3D system requires an inverted band structure. With band inversion, some boundary modes connecting the conduction band to the valence band are inevitably created. In addition, like the 2D case, the Kramers theorem requires the degeneracy of the time-reversal invariant points at certain positions in the Brillouin zone of a 3D TI. For example, in a surface Brillouin zone shown in Fig. 3.19, \(\Gamma_1, \Gamma_2, \Gamma_3, \text{ and } \Gamma_4\) are the four time-reversal invariant points that must be their own Kramers partners. Outside these four points, the Kramers degeneracy can be lifted by the SOC. Again, the key question is how these time-reversal invariant points are connected. Namely, does the intersection between the surface band and the Fermi level cross the line connecting \(\Gamma_i\) and \(\Gamma_j\) an even number of times or an odd number of times? Such a relation between the four \(\Gamma\) points can be described by four \(\mathbb{Z}_2\) topological invariants denoted by \((\nu_0; \nu_1, \nu_2, \nu_3)\) [16, 17, 19]. As will be discussed later, \(\nu_0\) counts the number of Kramers degenerate points (modulo 2) inside the Fermi surface and has a similar meaning as the 2D \(\mathbb{Z}_2\) topological invariants, while \((\nu_1, \nu_2, \nu_3)\) can be interpreted as the Miller indices of the orientation of the layers constituting the 3D TI.

The simplest way to construct a 3D TI is to stack the 2D TI layers, which is similar to the idea of constructing a 3D QH system mentioned in the beginning of this section. In this way, the QSH states in the weakly coupled 2D layers can stack along the \(y\)-direction and give rise to a surface Brillouin zone shown in Fig. 3.19(a), in which the intersection between the surface band and the Fermi level is depicted by the red curves. It can be seen that the red curve crosses the line connecting \(\Gamma_1\) and \(\Gamma_2\) and the line connecting \(\Gamma_3\) and \(\Gamma_4\) once each. Although this satisfies the condition of odd-number crossing and allows the presence of topological surface states, the surface states generated in this fashion are not protected by the time-reversal symmetry and can be easily destroyed by disorder. In the example in Fig. 3.19(a), the red curves (i.e. the Fermi surface) enclose an even number of degenerate points and hence this system has \(\nu_0 = 0\). A 3D TI of this kind is called a weak topological insulator.

In contrast, a system with \(\nu_0 = 1\) is called a strong topological insulator. An example of the strong topological insulator is shown in Fig. 3.19(b), in which the Fermi surface encloses an odd number of degenerate points, leading to \(\nu_0 = 1\). Such a system cannot be built out of 2D TIs and is essentially a different topological phase to the QSHE [16, 19]. The example shown in Fig. 3.19(b) is the simplest case of a strong topological insulator, i.e. the Fermi surface encloses only one \(\Gamma\) point. Since the time-reversal symmetry requires any states at \(\mathbf{k}\) to have their Kramers partners at \(-\mathbf{k}\), the surface band near the \(\Gamma\) point is actually a
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Figure 3.19: The surface Brillouin zone of a 3D time-reversal invariant system, adapted from [39]. Four time-reversal invariant points $\Gamma_1$, $\Gamma_2$, $\Gamma_3$ and $\Gamma_4$ appear at $(0,0)$, $(\pi/a,0)$, $(0,\pi/a)$ and $(\pi/a,\pi/a)$, respectively. (a) A weak topological insulator, in which an even number of Kramers degenerate points are enclosed by the Fermi surface (red curves). (b) A strong topological insulator, in which an odd number of Kramers degenerate points are enclosed by the Fermi surface (red circle). (c) In the simplest case of strong topological insulator, the Fermi surface encloses only one Dirac point and the dispersion forms a single Dirac cone. The black arrows in (a) and (b) indicate how the spin direction changes at different $k$.

Dirac cone, as shown in Fig. 3.19(c). Moreover, because the two states of a Kramers pair carry opposite spins, the spin of one state at $k$ must rotate around the Fermi surface and reverse its direction at $-k$, as denoted by the arrows around the red circle in Fig. 3.19(b). As discussed in Sec. 3.4.2, the rotation of spin can introduce a Berry phase into the wavefunction. Circling the Dirac point rotates the spin by $2\pi$ and results in a Berry phase of $\pi$ that can cause destructive interference and suppression of backscattering. This is why the surface states of a strong topological insulator are robust against disorder. In some sense it is similar to the helical edge states in the QSHE. Nevertheless, the transport of the topological surface states is diffusive rather than ballistic [39].

In summary, the strong topological insulator is the truly interesting 3D topological phase we are looking for. In the discussions hereafter, the 3D TIs without explicitly noting "weak" or "strong" should be referred to as strong topological insulators.

3.5.2 Experimental realisation of 3D topological insulators

Shortly after the theoretical models of 3D TIs were proposed, Fu and Kane predicted several materials as potential candidates for 3D TIs [52], including Bi$_{1-x}$Sb$_x$ alloy, $\alpha$-Sn and strained HgTe. In 2008, Zahid Hasan’s group successfully observed the topological surface states on Bi$_{1-x}$Sb$_x$ alloy using the angle-resolved photoemission spectroscopy (ARPES) and identified the first 3D TI [20].

Bismuth antimony alloy is a well-known material that has been extensively studied for its thermoelectric properties. Pure bismuth is a semimetal with normal band ordering, while
pure antimony is a semimetal with non-trivial band ordering. If the concentration of antimony in the alloy is continuously increased, the gap of bismuth will close and reopen in a certain range of $x$, as explained in Fig. 3.20.

Figure 3.20: The evolution of the band structure of Bi$_{1-x}$Sb$_x$ alloy with the change of antimony concentration $x$, adapted from [39]. (a) Pure bismuth is a semimetal with indirect band gap. The top of valence band at the T point is higher than the minimum of conduction band, creating pockets of holes near the T point. As the concentration of antimony $x$ increases, the maximum of valence band at T becomes lower. When $x \approx 0.04$, the gap between $L_s$ and $L_a$ closes and a Dirac cone forms at the L point. The gap will be reopened with an inverted order if $x$ is further increased. (b) When $x > 0.07$, the top of valence band at T point falls below the bottom of conduction band at L point, and the alloy becomes an insulator with a direct band gap. After $x > 0.22$, the valence band on the right side of L point can rise and exceed the bottom of conduction band at L point. The system then becomes a semimetal again, as shown in (c).

In the experiments of Hsieh et al., the surface states are found to emerge around $x = 0.1$ and the surface bands are directly mapped out using ARPES [20]. When $x = 0.1$, the alloy shows a direct bulk gap with five surface bands crossing the Fermi level between the $\Gamma$ and M point in the Brillouin zone, as shown in Fig. 3.21, suggesting this system has a non-zero $\mathbb{Z}_2$ invariant $\nu_0$ and therefore topological surface states.

Later, Hasan’s group also performed a spin-resolved ARPES measurement which unequivocally confirmed the predicted spin texture of the surface bands and the $\pi$ Berry phase of Bi$_{1-x}$Sb$_x$ [53]. The robustness of surface states against non-magnetic impurities was directly verified by Roushan et al. using scanning tunnelling spectroscopy and spin ARPES [54].

However, although the 3D $\mathbb{Z}_2$ phase is confirmed by these experiments, Bi$_{1-x}$Sb$_x$ is not an ideal system for further characterisation and study of TI due to its complicated band structure and small band gap. This motivated the search for other 3D TIs in similar type of materials with simpler band structures.

In 2009, Zhang et al. predicted Bi$_2$Te$_3$, Bi$_2$Se$_3$ and Sb$_2$Te$_3$ as potential candidates for the second generation of 3D TI [55]. This "$X_2Y_3$" family has an inverted band structure owing to the strong SOC originating from Bi and Te atoms. Therefore, Sb$_2$Se$_3$, a material with a
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Figure 3.21: (a) The ARPES image of the band structure of Bi$_{0.9}$Sb$_{0.1}$ along the Γ-M direction. The white shaded regions represent bulk bands and the coloured regions are the density of surface states (red lines are guides to the eye). The surface bands cross the Fermi level five times, as indicated by the yellow circles, suggesting that this system has non-zero $\mathbb{Z}_2$ invariant $\nu_0$ and topological surface states. (b) A schematic diagram showing the projection of the 3D Brillouin zone on the (111) surface. The images are adapted from [20].

A similar "$X_2Y_3$" composition, does not have sufficiently strong SOC and is not a 3D TI. The band structures of these four materials obtained by the *ab initio* calculation are shown in Fig. 3.22 [55]. These materials have larger band gaps and simpler band structures compared to Bi$_{1-x}$Sb$_x$. In addition, since they are pure compounds rather than alloys like Bi$_{1-x}$Sb$_x$, the synthesis of high quality samples is relatively easier. Purer TI samples naturally result in clearer surface bands, which is favourable for experiments. Shortly after the theoretical prediction, the first 2nd-generation TI was experimentally realised by Xia *et al.* [56]. More detailed studies on the 2nd-generation 3D TIs have been carried out in a number of works [57–61], and show that these materials belong to the topological class $(\nu_0; \nu_1 \nu_2 \nu_3) = (1;111)$ instead of $(1;111)$ of the Bi$_{1-x}$Sb$_x$.

Among the 2nd generation of 3D TIs, the most remarkable one is Bi$_2$Se$_3$. The crystal structure of Bi$_2$Se$_3$ is schematically shown in Fig. 3.23(a) [55]. The building block of Bi$_2$Se$_3$ is one quintuple layer (QL), which is composed of two layers of bismuth and three layers of selenium. This QL-based structure is the same as for Sb$_2$Te$_3$ and Bi$_2$Te$_3$, and is a crucial factor that affects the properties of TIs. The band structure measured by ARPES is shown in Fig. 3.23(d) [62]. The surface bands of Bi$_2$Se$_3$ have a highly symmetric single Dirac cone, and the large band gap of \(~0.3\) eV means the topological behaviour can survive at room temperature [58], which substantially increases its potential for use in practical applications.
Figure 3.22: *Ab initio* calculations of the band structures of the 2nd-generation 3D TIs (a) Sb$_2$Se$_3$, (b) Sb$_2$Te$_3$, (c) Bi$_2$Se$_3$, and (d) Bi$_2$Te$_3$. The warmer colours represent higher local DOS. The SOC in Sb$_2$Se$_3$ is too weak to induce surface states. In contrast, clear Dirac surface bands can be observed as red lines crossing around the Γ point in the other three compounds. Note that the Dirac point of Bi$_2$Te$_3$ is buried in the bulk valence band. Images are adapted from [55].

Due to these advantages, Bi$_2$Se$_3$ has become the most frequently used material for studying many of the predicted properties in 3D TIs.

The experiments investigating the properties of 3D TIs introduced so far are mostly ARPES measurements. One may wonder if it is possible to use transport measurements to study the behaviour of the surface states in 3D TIs, just like in the research of QHE and QSHE. A major advantage of ARPES is that the contribution from the surface and bulk can be well distinguished. On the other hand, in transport measurements the signals from the surface and bulk are almost always mixed together, and the topological signatures of surface states can be smeared out by the residual bulk states.

Some transport measurements did report the observation of quantum oscillation in the surface states of 3D TIs, but these surface signals are generally quite small compared to the bulk signals co-existing in the systems [63–66]. The influence of residual bulk states may depend on, for instance, the doping from air after a fresh sample starts to be exposed in atmosphere, or mid-gap states caused by impurities introduced during the sample growth.
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Figure 3.23: (a) The crystal structure of Bi$_2$Se$_3$. $t_1$, $t_2$, and $t_3$ are the primitive lattice vectors. A QL structure is indicated by the red square. (b) A top view of the crystal structure along the $z$-direction. The three different positions between layers in one QL are denoted by A, B and C. (c) A side view of the crystal structure. The stacking order in a QL is A(Se1)–B(Bi1)–C(Se2)–A(Bi1′)–B(Se1′). The Se1′ (Bi1′) layer corresponds to the Se1 (Bi1) layer with an inversion operation using the Se2 atoms as inversion centres. (d) The band structure of Bi$_2$Se$_3$ measured by ARPES. The Dirac cone is symmetric about the $\Gamma$ point, and a bulk gap of $\sim$0.3 eV can be useful for practical applications at room temperature. Images are adapted from [55, 62].

For some samples, the Fermi level even crosses the bulk bands intrinsically, resulting in a large number of bulk carriers.

Several solutions have been proposed to reduce the bulk carriers, including increasing the surface-to-volume ratio of samples [63], tuning the Fermi level into the bulk gap by doping complementary elements [61, 58, 60, 62] or electric gating [67, 68], and making ternary or quaternary compounds of Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$ (where $0 \leq x \leq 2$ and $0 \leq y \leq 3$). The approach using Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$ is particularly useful because it allows the tuning of the Fermi energy, the position of the Dirac point, and the size of the bulk gap, leading to TI systems with significantly less bulk conduction and much more prominent surface signals in transport measurements [65, 69].

Since the transport measurements can provide important insights into the behaviour of topological states that cannot be probed by ARPES measurements, the ability of preparing high quality TI samples directly relates to most of the recent experimental breakthroughs. Therefore, eliminating the residual bulk contribution is one of the most crucial and urgent works in the research of 3D TIs.
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3.6.1 Breaking the time-reversal symmetry of topological insulators

The anomalous Hall effect is an analogue of the Hall effect except the time-reversal symmetry of the system is broken by the magnetisation of the material itself rather than an external magnetic field. It was first discovered by Hall in his subsequent study [70] of the Hall effect in 1881. After the realisation of the Hall effect, the spin Hall effect [71, 72], and their quantum versions, QHE and QSHE, researchers started to question whether the quantised version of the anomalous Hall effect, i.e. the quantum anomalous Hall effect (QAHE) could also be found.

The first theoretical model of the QAHE was proposed by Liu et al. in a Mn-doped HgTe/CdTe quantum well system [73], as shown in Fig. 3.24. The magnetisation induced by Mn atoms can lift the spin degeneracy of the 2D bulk bands and introduce a spin-splitting of $2G_E$ for the electron bands $|E_1, \pm\rangle$ and $2G_H$ for the hole bands $|H_1, \pm\rangle$. The energy gap can be given by $E^+_g = 2M_0 + (G_E - G_H)$ for the spin-up bands and $E^-_g = 2M_0 - (G_E - G_H)$ for the spin-up bands, where $2M_0$ is the gap size before spin-splitting. If $|G_E|$ and $|G_H|$ are large enough and $G_E G_H < 0$, i.e. the spin-splitting for $|E_1, \pm\rangle$ and $|H_1, \pm\rangle$ have opposite signs, the spin-up bands and the spin-down bands will be shifted in opposite directions. As shown in Fig. 3.24(a), the spin-down bands $|E_1, -\rangle$ and $|H_1, -\rangle$ will move closer and eventually touch each other, returning to the trivial band ordering, while the spin-up bands $|E_1, +\rangle$ and $|H_1, +\rangle$ will move further away from each other and the inverted band structure remains. Consequently, one of the counterpropagating helical edge states is destroyed, leaving only a single spin-polarised chiral edge state propagating along the edges of the quantum well, as shown in Fig. 3.24(b).

However, the spins of Mn in the HgTe/CdTe quantum well are in fact paramagnetic rather than ferromagnetic [74], which means an external magnetic field is still required to maintain the magnetisation of the material, hindering the verification of QAHE.

Later, a different system that can host the QAHE was proposed by Yu et al. [75]. Instead of using the 1D boundaries of a 2D QSH system, this approach uses the 2D boundaries of a 3D TI to realise the QAHE. As shown in Fig. 3.25, when the ferromagnetism is induced in a 3D TI by dopants, a magnetisation perpendicular to the surface plane can break the time-reversal symmetry and open a magnetic gap in the surface bands, making both the 3D bulk and 2D surface insulating. Nevertheless, an exception occurs at the domain boundary between the magnetisations with opposite directions. At the domain boundary, the magnetisation reverses direction and the magnetic gap will close due to the absence of out-of-plane magnetisation. The resulting gapless states at the domain boundary are developed from the topological...
surface states and thus preserve the helical property despite their Kramers partners being removed by the broken time-reversal symmetry. As a result, we are left with a spin-polarised chiral edge mode propagating along the domain walls, giving rise to the QAHE.

For a thin film of 3D TI with a uniform magnetisation normal to the top and bottom surfaces, as shown in Fig. 3.26(a), such a reversal of magnetisation must take place on the side surface to change from inward (at the bottom) to outward (at the top), which effectively makes the side surface a domain wall. Due to the size confinement, the 2D conduction on the side surface can be suppressed and the side surface becomes a quasi-1D channel. The QAH states then are predicted to exist at the top and bottom corners of the side surface.

Since this system is no longer time-reversal invariant, it cannot be characterised by the $\mathbb{Z}_2$ topological invaraints anymore. As discussed earlier in this chapter, such a topological phase without time-reversal symmetry should be described by the $\mathbb{Z}$ topological invariants, i.e. Chern numbers, like the QHE.
Figure 3.25: The left panel shows the magnetic domains that form on the surface of a 3D TI because of the induced ferromagnetism. The white and grey regions are the domains with the downward and upward magnetisation, respectively. The right panel shows the closeup image of the highlighted region in the left panel. At the domain boundary, the magnetic gap vanishes due to the reversal of magnetisation (i.e. from the red arrow to the blue arrow), leading to the presence of the spin-polarised chiral edge mode, i.e. the QAH state, in the domain wall (green region). Adapted from [76].

Figure 3.26: (a) A thin film of 3D TI with a uniform magnetisation $M_z$ normal to the top and bottom surfaces. The reversal of magnetisation must take place on the side surface to change from inward (at the bottom) to outward (at the top), which effectively makes the side surface a domain wall. Therefore, the QAH states appear at the top and bottom corners of the side surface. (b) A schematic showing the band structures of different surfaces. On the top and bottom surfaces, a magnetic gap is opened in the surface bands due to the out-of-plane magnetisation, whereas on the side surface this gap is closed because the out-of-plane magnetisation vanishes here. Adapted from [77].

Wang et al. argued that the Chern number of such a thin film QAH system can be tuned by the thickness of the film and the size of the magnetic gap [78]. Since the thickness can be precisely controlled by the molecular beam epitaxy (MBE) growth, and the gap size can also be finely adjusted by the doping level of magnetic elements during the MBE growth,
this idea should enable the creation of materials with selected Chern numbers. Nonetheless, there are still some constraints in practice. For instance, if the film is too thick, the 2D conduction on the side surface will obscure the 1D transport behaviour. If the film is too thin, the wavefunctions of surface states from the top and bottom surfaces will hybridise and form a gap [79–81]. When this hybridisation gap becomes larger than the magnetic gap, the QAHE will disappear. In addition, a larger magnetic gap necessarily requires a stronger exchange coupling from the magnetic dopants. To date, finding the elements that can generate sufficiently strong exchange coupling in TIs remains to be one of the biggest challenges in this field. Because of these reasons, currently the only achievable phase is the QAHE with $C = 1$.

Since the Chern number represents the number of conducting edge channels, for the thin film shown in Fig. 3.26(a), the top surface and bottom surface should have $C = 1$ and $C = -1$, respectively. If this thin film can be made into a Hall bar, we should observe a vanishing longitudinal resistance and a quantised Hall resistance in multi-terminal measurements, similar to that in the QHE.

However, the manifestation of QAHE is different from the QHE in a subtle but important way. Let us first consider the effect of a magnetic field on a 3D TI. When the surface of a 3D TI is under a perpendicular magnetic field, the single Dirac point on the surface allows the existence of a Landau level at zero energy. This zero Landau level is particle-hole symmetric, which means the Hall conductivity should be equal but with opposite signs when this Landau level is completely empty or full. As a result, since the conductivity must vary in units of $e^2/h$, the Hall conductivity of such a time-reversal symmetry broken TI should be determined by

$$\sigma_{xy} = (n + \frac{1}{2})\frac{e^2}{h},$$  \hspace{1cm} (3.61)

for integers $n \geq 0$ [52, 82, 83]. This is a familiar form that was seen in the study of the QHE on graphene [84, 85], except the four-fold degeneracy (2 spins $\times$ 2 valleys) of graphene turns Eq. 3.61 into $4(n + \frac{1}{2})\frac{e^2}{h}$, leading to quantised values of $2e^2/h, 6e^2/h, 10e^2/h\ldots$ and so on. However, for the QHE in TIs, the single Dirac point necessarily results in half-integer quantised values. This inference is also true for a QAH system (though there is no Landau level forms in the QAHE, as will be discussed later). The half-integer quantised values seemingly cause a problem because the Chern numbers should always be integers, and the existence of a half conducting channel is unreasonable. Fortunately, this paradox can be resolved because a closed surface does not have a boundary. In other words, the top and bottom surfaces of the thin film TI must be connected by the side surface, and hence the simultaneous measurement of the top and bottom surfaces is inevitable in reality [39, 83]. Since the top and bottom surfaces have $C = 1$ and $C = -1$, respectively, the side surface in
between has to be \( C = 0 \). Consequently, the two states at the top and bottom corners of the side surface each contribute \( e^2/2h \) and give rise to a total conductance of \( e^2/h \). Therefore, a Hall plateau at \( h/e^2 \) accompanied by a vanishing longitudinal resistance in four-terminal measurements is the unique signature of the QAHE.

The next section will briefly review the experimental approaches for realising the QAHE, as well as the challenge and questions in the research of magnetic TIs.

### 3.6.2 Experimental realisation of the quantum anomalous Hall effect

In principle, there are two ways to induce ferromagnetism in TIs. The first one is to utilise the proximity effect [82]. For instance, when a TI film is brought into proximity of a magnetic material, the spins in the TI may be affected by the exchange effect from the magnetic material, and hence introduce magnetism into the TI film. This idea has been carried out in several systems, including growing different TI films on magnetic insulators such as EuS [86, 87] and YIG [88, 89], and confirmed that ferromagnetism can be successfully induced in TI films by the proximity effect.

Nevertheless, the proximity-induced ferromagnetism is usually quite weak due to the surface roughness and impurities trapped in the interface between the two materials. Thus, although the anomalous Hall effect has been observed in these heterostructures, the quantised version still has not been achieved so far.

The second approach towards magnetic TIs is by doping transition metal atoms into the TI materials. The ferromagnetic order is then possible to be induced by the exchange coupling from the unfilled \( d \)-orbitals of the dopants.

In 2010, Chen et al. realised the first magnetic TI system of this kind [62]. By controlling the doping level of Fe or Mn atoms, a magnetic gap was opened at the surface Dirac point of \( \text{Bi}_2\text{Se}_3 \), as shown in the ARPES image of Fig. 3.27. The feature of the QAH states was not detected in this paper, probably because the measurement was performed on a \( \text{Bi}_2\text{Se}_3 \) bulk crystal, in which the surface states could be overwhelming. Nonetheless, they demonstrated that magnetic doping is a viable way for introducing magnetism into TIs and paved the way for the realisation of the QAHE in magnetically doped TI systems.

As introduced in Sec 3.5.2, the use of \( \text{Bi}_{2-x}\text{Sb}_x\text{Te}_{3-y}\text{Se}_y \) can effectively reduce the bulk carriers and provide a flexible tunability for the band structures of TIs. By carefully choosing \( x \) and \( y \), it is possible to prepare a TI with both its Fermi level and Dirac point locating inside a highly insulating bulk gap. With additional magnetic doping and sample thickness control, a magnetic TI with desired band structures is not unattainable. Therefore, the \( \text{Bi}_{2-x}\text{Sb}_x\text{Te}_{3-y}\text{Se}_y \) family became the most promising platform for realising the QAHE.
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Figure 3.27: The ARPES measurement showing a magnetic gap that is opened at the surface Dirac point by the Fe atoms doped in the Bi$_2$Se$_3$ bulk crystal. The gap size is estimated to be at least 7 meV. Adapted from [62]

In the next few years, numerous theoretical studies and systematically designed band-engineering experiments were conducted to seek the optimal condition for realising the QAHE, including finding the appropriate $x$ and $y$ parameters for Bi$_{2-x}$Sb$_x$Te$_{3-y}$Se$_y$ [90–92], the suitable magnetic dopants [62, 75, 93–95] and substrates [96–98], and the proper thickness of TI films [96, 97, 99, 100]. A large number of properties related to various magnetic TI systems were investigated in these studies and the quality of samples became progressively better with the improved sample-growth parameters. In 2013, the QAHE was finally observed by Chang et al. in a 5 QL Cr-doped (Bi,Sb)$_2$Te$_3$ film on SrTiO$_3$ (STO) substrate at 30 mK and the predicted Hall resistance of $h/e^2$ was verified [93], as shown in Fig. 3.28.

In Fig. 3.28(a), the $\rho_{yx}$ curve exhibits a square-shaped magnetic hysteresis loop at all $V_g$ values, which clearly indicates a long-range ferromagnetic order with out-of-plane magnetisation forming in the TI film. The two sharp transition regions between the $\rho_{yx}$ plateaux in Fig. 3.28(a) and the two prominent peaks shown in the $\rho_{xx}$ curves in Fig. 3.28(b) appear around the coercive field ($H_c$), suggesting that the magnetisation reversal process drives the sample into a multi-domain state that allows backscattering to take place through its 2D surfaces. When the sample is fully magnetised, $\rho_{yx}$ saturates at $\pm h/e^2$ while $\rho_{xx}$ becomes extremely low. Moreover, when the external magnetic field is ramped back to zero, the magnetisation of the sample does not disappear, giving rise to the quantised $\rho_{yx}$ even at zero external magnetic field, which is exactly the expected behaviour of the QAHE. When the
zero-field (ZF) $\rho_{yx}$ and $\rho_{xx}$ are converted to conductance, $\sigma_{yx}(0)$ and $\sigma_{xx}(0)$ were found to be $0.987 \frac{e^2}{h}$ and $0.096 \frac{e^2}{h}$, respectively. Chang et al. ascribed the deviation of $\sigma_{yx}(0)$ from $\frac{e^2}{h}$ and non-zero $\sigma_{xx}(0)$ and $\rho_{xx}(0)$ to the residual dissipative conduction channels in the sample. Therefore, higher magnetic fields were applied in the attempt to localise the residual dissipative states. It turns out that $\rho_{xx}$ does drop with the increasing external magnetic field and vanish completely above 10 T, supporting their argument regarding the possible origin of the non-zero $\rho_{xx}(0)$.

Figure 3.28: The first observation of QAHE on a 5 QL Cr$_{0.15}$(Bi$_{0.1}$Sb$_{0.9}$)$_{1.85}$Te$_3$ on SrTiO$_3$ substrate at 30 mK. (a) The magnetic field dependence of Hall resistance ($\rho_{yx}$) at different gate voltage ($V_g$) values. The $\rho_{yx}$ plateaus at $\frac{h}{e^2}$ in the fully-magnetised state at $V_g = -1.5$ V. (b) The magnetic field dependence of sheet longitudinal resistance ($\rho_{xx}$) at different $V_g$ values. The zero-field $\rho_{xx}$ is found to be as low as $0.098 \frac{h}{e^2}$. Adapted from [93].

However, it is worth noting that the QAHE observed in different samples can be quite different in detail. For example, three studies that observed the QAHE in Cr-doped (Bi,Sb)$_2$Te$_3$ samples saw slightly different $\rho_{xx}$ butterfly structures and $\rho_{yx}$ hysteresis loops, as shown in Fig. 3.29. Firstly, if we compare the high magnetic field sweeps performed on different samples, as shown in Fig. 3.29(a), (b), (e) and (f), it can be seen that the longitudinal resistance approaches zero in two different ways. In Fig. 3.29(b) and (f), the longitudinal resistance drops asymptotically to zero beyond the coercive field, while in Fig. 3.29(e) a change in slope occurs beyond the coercive field and the lowest longitudinal resistance obtained turns out to be in the low magnetic field regime. Secondly, in the low magnetic field regime, the Hall resistance in Fig. 3.29(c) has a sharper transition around the coercive field than that in Fig. 3.28(a) and the inset of Fig. 3.29(f). Finally, the longitudinal resistance in Fig. 3.29(d) shows small lumps around 0 T (which has also been observed in [101, 102]), while such structures are not present in Fig. 3.28(b) and the inset of Fig. 3.29(f). Of course there are other different features between the QAHE observed in these samples, such as the
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value of the coercive field, the magnetic field with minimum longitudinal resistance, and
many more. The discrepancy between the QAHE observed in different samples may arise
from the different origins of dissipative states in the samples, such as the thermal activation
[101], variable range hopping [93], residual bulk and surface conduction, and gapless edge
states [103, 104]. These possible dissipative conduction mechanisms are almost definitely
associated with the non-vanishing ZF longitudinal resistance in the QAHE observed so far.
Therefore, it is important to keep in mind that the manifestation of the QAHE is not as
sample-independent as the QHE, probably due to the alloying nature of the magnetic TI
materials.

Figure 3.29: The comparison between the QAHE observed on different Cr-doped (Bi,Sb)$_2$Te$_3$
samples. (a) and (b) show the high magnetic field sweeps performed on the 5 QL
Cr$_{0.15}$(Bi$_0.1$Sb$_0.9$)$_{1.85}$Te$_3$ film on STO (111) substrate by Chang et al. [93]. (c) and (d)
show the low magnetic field sweeps and (e) shows the high magnetic field sweeps performed
on the 10 QL Cr$_{0.24}$(Bi$_0.3$Sb$_0.7$)$_{1.76}$Te$_3$ film on GaAs substrate by Kou et al. [104]. (f) shows
the high magnetic field sweep performed on the 8 QL Cr$_{0.22}$(Bi$_0.2$Sb$_0.8$)$_{1.78}$Te$_3$ film on InP
(111) substrate by Checkelsky et al. [105]. The inset in (f) is the closeup image of the low
field regime in the main plot. Figures are adapted from [93, 104, 105].

After two years, Chang et al. realised the second QAH system in the V-doped (Bi,Sb)$_2$Te$_3$
samples [106], as shown in Fig. 3.30. Remarkably, the QAHE in V-doped (Bi,Sb)$_2$Te$_3$
exhibits a more precise quantised value than the Cr-doped (Bi,Sb)$_2$Te$_3$ samples. At 25
mK, the Hall resistance at zero magnetic field, $\rho_{xy}(0)$, reaches $1.00019 \pm 0.00069 \ h/e^2$
($\sim 25817.8 \pm 17.7 \ \Omega$), while the longitudinal resistance at zero magnetic field, $\rho_{xx}(0)$,
Topological order drops to \(0.00013 \pm 0.00007 \, \frac{h}{e^2} \approx 3.35 \pm 1.76 \, \Omega\), which corresponds to a Hall conductance \(\sigma_{xy}(0) = 0.9998 \pm 0.0006 \, \frac{e^2}{h}\) and a sheet longitudinal conductance \(\sigma_{xx}(0) = 0.00013 \pm 0.00007 \, \frac{e^2}{h}\), respectively. In addition, as can be seen in Fig. 3.30(a), the V-doped \((\text{Bi}, \text{Sb})_2\text{Te}_3\) film has a higher coercive field, which implies that the ferromagnetic order formed in V-doped TIs is more robust against external perturbation compared to the Cr-doped TIs. The ZF cooling curves of \(\rho_{xx}\) and \(\rho_{yx}\) for another \(V_{0.11}(\text{Bi}_{0.29} \text{Sb}_{0.71})_1\text{Te}_3\) film (with the same thickness) are shown Fig. 3.30(b). An upturn of the \(\rho_{yx}\) curve at \(\sim 23\) K signals the onset of the anomalous Hall effect, implying a Curie temperature of \(T_C \sim 23\) K and the fact that a spontaneous magnetisation occurred in the sample during the cooling process without an external magnetic field. Furthermore, a phase transition from the semiconducting to the QAH regime below \(2.5\) K was also observed without the aid of an external magnetic field. This self-driven ferromagnetism and QAHE is absent in the Cr-doped TIs, and can be useful for future applications without the need of an applied magnetic field. Lastly, as shown in Fig. 3.30(c), the QAHE in this V-doped TI can be observed at 120 mK, which is much higher than the Cr-doped TIs. The red traces in Fig. 3.30(c) represent the magnetic field sweeps starting from the virgin state, and the blue traces are magnetic field sweeps after magnetic training. The similarity between them suggests that the sample has already become magnetised before the magnetic training, supporting the observation of spontaneous magnetisation observed in Fig. 3.30(b).

In summary, the V-doped TIs has a self-driven magnetisation and QAHE as well as higher \(H_c\) and \(T_C\) compared to the Cr-doped TIs, suggesting the long-range ferromagnetic order in V-doped TIs is stronger than that in Cr-doped TIs. This may in turn imply that the QAHE with higher critical temperatures is more likely to be found in V-doped TIs.

Just like in the QSHE, non-local measurements were also carried out on the Cr-doped and V-doped TIs to probe the edge transport behaviour of the QAHE [104, 107]. Kou et al. analysed the non-local signal measured in their 10 QL \(\text{Cr}_{0.24}(\text{Bi}_{0.3} \text{Sb}_{0.7})_1\text{Te}_3\) film and argued that gapless states may exist on the side surfaces of such a thicker TI film, causing the non-vanishing longitudinal resistance at zero magnetic field [104].

Chang et al. performed a series of more comprehensive measurements to investigate the transport behaviour of the QAHE using a 4 QL V-doped \((\text{Bi}, \text{Sb})_2\text{Te}_3\) film [107]. In their study, two-terminal, three-terminal, as well as four-terminal local and non-local measurements of different configurations were carried out to distinguish the contribution from various types of conducting channels in the sample. From the results, they speculated that both chiral and non-chiral edge states exist in their sample and contribute to the total non-local signals together. A possible origin of the non-chiral edge states is the side surface, similar to the conclusion of Kou et al. [104]. However, in contrast to the 10 QL Cr-doped TI film used by
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Figure 3.30: The first observation of QAHE on a 4 QL V$_{0.11}$(Bi$_{0.29}$Sb$_{0.71}$)$_{1.89}$Te$_3$ on STO (111) substrate. (a) The magnetic field dependence of $\rho_{xx}$ and $\rho_{yx}$ when the Fermi level is tuned to the charge neutrality point. A clear QAHE with $\rho_{yx}(0) = 1.00019 \pm 0.00069 \, h/e^2$ and $\rho_{xx}(0) = 0.00013 \pm 0.00007 \, h/e^2$ is observed. (b) The ZF cooling curves of $\rho_{xx}$ and $\rho_{yx}$ for another V$_{0.11}$(Bi$_{0.29}$Sb$_{0.71}$)$_{1.89}$Te$_3$ film show the onset of spontaneous magnetisation and anomalous Hall effect at $\sim 23$ K, followed by a phase transition from the semiconducting to the QAH regime below 2.5 K. The inset shows that the cooling curves under the external magnetic fields of 0 T (solid line) and 2 T (dashed line) almost overlap with each other, suggesting that the sample can be driven into a magnetised state during the cooling process without an external magnetic field. (c) The QAHE observed in the V-doped TI at 120 mK. The red traces represent the magnetic field sweeps starting from the virgin state, and the blue traces are the magnetic field sweeps after magnetic training. Adapted from [106].

Kou et al., their 4 QL V-doped film is much thinner and the 2D gapless states on the side surfaces may be gapped and become quasi-1D channels due to the quantum confinement effect. Consequently, the magnetic TI system will only show pure dissipationless transport when the Fermi level is tuned into the mini-gap of the non-chiral edge channels, as shown in Fig. 3.31(a), and this is a possible cause of the non-vanishing ZF longitudinal resistance. The size of the mini-gap is estimated to be $\sim 50 \, \mu eV$, which is consistent in order of magnitude with the observations from other groups [101, 108–110]. Since it is much smaller than the magnetic gap, it may well be the reason why the critical temperature of the QAHE is two orders of magnitude smaller than the Curie temperature. In addition, they also pointed out that some carriers near the top of surface valence band can be thermally-excited to the non-chiral edge channels, resulting in 2D holes conducting in the system as well. The transport scenario deduced for their magnetic TI system is schematically illustrated in Fig. 3.31(b). Other mid-gap states like acceptor or donor states may also exist and cause additional dissipation.
Figure 3.31: (a) The speculated band structure of the V-doped (Bi,Sb)$_2$Te$_3$ film used by Chang et al.. The green regions represent the bulk bands that consist of both 3D bulk bands and 2D surface bands of the top and bottom surfaces of the magnetic TI. The space between the green regions is the magnetic gap induced by the ferromagnetic order. Two different types of edge channels, chiral edge states (red) and non-chiral edge states (blue) can be found inside the gap. The non-chiral edge states may originate from the 2D gapless states on the side surface of TI that are gapped and become quasi-1D channels due to the quantum confinement effect. A pure dissipationless chiral edge transport occurs only when the Fermi level is located inside the mini-gap of the non-chiral edge channels. The small size of the excitation gap may be the reason why the QAHE can only be observed at the temperatures that are two orders of magnitude lower than the Curie temperature. Furthermore, the carriers near the top of bulk valence band can be thermally excited to the non-chiral edge channels owing to the small energy difference between them, causing additional dissipation. (b) The speculated transport scenario in the V-doped (Bi,Sb)$_2$Te$_3$ sample. The QAH states, non-chiral edge states and residual (2D + 3D) bulk states are denoted by red, blue, and green, respectively. Adapted from [106].

The best QAHE observed so far has a Hall resistance quantised to within one part per million of $h/e^2$, and a longitudinal resistivity under 10 mΩ at zero magnetic field [110]. Although the precision is already quite impressive, it still cannot match the part-per-billion precision of the Hall resistance and ultralow longitudinal resistance obtained in the QHE [23, 111]. Moreover, the critical temperature of QAHE is limited to several tens to a hundred millikelvin, which is much lower than the QHE, diminishing the potential of practically using the QAHE for metrology or low-dissipation electronics as well as spintronic devices. The finite longitudinal resistance and ultralow critical temperature are possibly associated with the dissipative states existing in magnetic TI systems. Up to now, there is still no clear conclusion about how the different conducting modes interact with each other and affect the QAHE in magnetic TIs. Therefore, investigating the effect of various conducting states and possible sources of dissipation in magnetic TIs is one of the main goals of this thesis.
Chapter 4

Experimental techniques

4.1 Introduction

The scanning probe microscopy (SPM) is one of the most powerful tools for studying the surface and local electronic properties of semiconductor devices. In 1981, Gerd Binnig and Heinrich Rohrer performed the first successful SPM experiment using the scanning tunnelling microscopy (STM) they invented [112]. In an STM experiment, a biased conductive tip scans over a metallic surface, and the tunnelling current between the sample surface and the tip is recorded and kept constant by adjusting the tip position above the surface using a feedback loop. The change in tip position recorded during the scan is then converted into a map containing the information of the surface topography and density of states. Although STM can routinely achieve the subatomic resolution, the limitation is that both the tip and sample surface have to be conductive. In 1986, Binnig and scientists in IBM developed the atomic force microscopy (AFM), in which neither the tip nor the sample has to be a conductor [113]. The AFM can directly sense the force between the tip and the sample surface down to the order of piconewtons. Using the same principle of a feedback loop as the STM, the information of the tip position in AFM measurements can be converted into a map of surface topography of the sample. To this end, the basic working principle of SPM techniques is established. In other words, if there is some kind of interaction between the tip and the surface, with the aid of feedback loops, the information of the sample surface related to the interaction can be extracted. In the next three decades, more and more different types of SPM techniques were developed depending on the need of experiments. In this chapter, the SPM techniques used in the experiments in this thesis will be briefly introduced.
4.2 Atomic force microscopy

The atomic force microscopy (AFM) is a technique commonly used for characterising the surface topography of samples. The magnetic TI devices studied in this thesis were manually scratched by metal tips or scalpels to avoid possible contamination and doping from fabrication processes, which inevitably resulted in a lot of debris and build-up of the TI film on the sample surface. Therefore, we always performed AFM scans to search for relatively clean regions prior to further SPM experiments. In addition, as will be discussed in Chapter 5 and Chapter 6, this thesis focuses on the carrier transport behaviour near the edge of the magnetic TI devices. The signal of edge transport is usually very weak and can easily be overwhelmed by other signals. It is therefore crucial to find a smooth and straight film edge without too much variation in the topography so that unwanted signals caused by topographical features can be minimised and the scanning tip can be brought as close as possible to the sample surface to maximise the sensitivity as well as the spatial resolution of the scan.

The AFM used in our experiments is performed by a home-made SPM system. The basic operation principle is shown by the block diagram shown in Fig. 4.1.

The tip is located at the end of a cantilever that connects to a micro-fabricated chip for handling. The entire probe chip is made of heavily-doped Si, which is conductive and allows us to bias the tip in certain types of measurements. The back side of the cantilever (i.e. the side facing the laser and photodetector) usually is coated by materials with high reflectivity, such as Al or Pt, to enhance the reflectance of the laser beam and prevent light from interfering within the cantilever. Depending on the type of SPM techniques, different materials may be deposited on the tip side of the cantilever. The specifications for the various tips used in different SPM experiments in this thesis can be found in Appendix A. The probe chip then is installed onto a tip holder with a piezoelectric actuator ("dither") underneath. The thickness of the dither can be adjusted by a voltage, and thus the cavity length between the cantilever and the optical fibre can be tuned by the dither.

If a laser is shone on the back of the cantilever, the laser beam can be reflected back to an optical fibre and read by a photodetector. The interference between the incident and reflected signals gives rise to a beat frequency that can be used for optical heterodyne detection [114]. When the tip position is changed, the intensity of the interference signal will change accordingly. Therefore, in the extension/contraction process of the dither, the detected intensity of the interference signal will oscillate as a function of the cavity length due to the alternating constructive and destructive interference conditions. Figure 4.2(a) shows a typical relation between the intensity ($I$) and the cavity length ($z$) when varying the thickness of the dither by applying a DC voltage. Clearly, the tip will be most sensitive to the
4.2 Atomic force microscopy

Figure 4.1: The block diagram showing the principle of the AFM. The probe is fixed on a dither that can be used to adjust the cavity length (i.e. the distance between the cantilever and the optical fibre). The laser is used to detect the change in cavity length due to the dither or tip-sample interactions. The computer is used for data acquisition and analysis. For the constant height scan of contact mode AFM, the PC can directly export the topography map by reading the deflection of the tip. For the constant force scan of contact mode AFM, the signal will be sent to a feedback loop for computing the complementary Z displacement for the Z scan controller to maintain a constant deflection of the tip. The adjustment in the Z direction made by the feedback loop then can be displayed as the topography map.

change of tip position when the cavity length is at the points with maximum gradient $\partial I / \partial z$, as indicated by the orange line in Fig. 4.2(a). For this reason, we usually have to tune the dither to this "working point" before most of our SPM experiments.

The earliest and most straightforward operation mode of AFM is the contact mode, in which the tip is brought into hard contact with the sample surface [113]. The topography of the sample surface hence will directly change the deflection of the cantilever during the scan. Such contact mode operation is called the constant height scan. The surface topography then can be imaged by measuring the deflection of cantilever. The constant height mode is only suitable for samples with relatively flat surface since the tip may be damaged or the cavity length may shift away from the "working point" if the variation in topography is too large. Thus, there is another contact mode operation called the constant force scan, in which the deflection of the cantilever is kept at constant during the scan by a feedback loop controlled
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Figure 4.2: (a) The intensity $I$ of the interference signal as a function of cavity length $z$. The thick black curve shows the oscillation of $I$ due to the alternating constructive and destructive interference conditions as $z$ changes. The orange line indicates the "working point", where the $\partial I/\partial z$ is maximum. Blue and red dashed curves show the change in $I$ corresponding to the change in $z$ at different $z$ values. With the same $\Delta z$, $\Delta I$ is much larger at the "working point" than the other points. (b) The amplitude of detected signal as a function of driving frequency. The amplitude of detected signal shows a peak at its resonant frequency $f_0$, where the phase of tip oscillation is 90° out of phase with the driving AC voltage.

by the computer. The adjustment of tip-sample distance made by the feedback loop then can be displayed as the surface topography [114].

Although the deflection of cantilever is caused by the force between the tip and the sample surface, the physical quantity directly measured in these AFM scans is not the force but the stiffness of the cantilever (i.e. the force gradient $\partial F/\partial z$). Therefore, the force should be calculated from the $\Delta z$ using Hooke’s law $F = -kz$ by measuring the $\Delta I$ in Fig. 4.2(a).

The contact mode AFM is not frequently used in our measurement because the tip can be worn quickly in this scan mode. Most of the time our purpose of obtaining the topography map is just to find a clean region and prepare for other SPM experiments. Thus, the more useful AFM operation for our experiments is the tapping mode, in which the tip is very close to the sample without touching the surface. As shown in Fig. 4.3, the force-distance relation between the tip and the sample surface can be described by the green curve according to the approximation of the Lennard-Jones potential [115, 116]. While the contact mode is operated in the repulsive regime, the tapping mode is operated near the boundary between the repulsive and attractive regime. When a high frequency AC voltage is applied onto the dither, the cantilever will be shaken by rapid contraction and extension motions of the dither. If the tip originally is sufficiently close to the surface, the tip can briefly enter the repulsive regime.
and touch the surface during its oscillation. When the tapping frequency is sufficiently higher than the scan rate, the tip can still obtain sufficient resolution of the surface topography without rubbing on the sample surface continuously, which is advantageous for the SPM experiments afterwards.

![Force-distance relation between the tip and the sample surface](image)

Figure 4.3: The force-distance relation between the tip and the sample surface according to the approximation of the Lennard-Jones potential. The green curve is the force sensed by the tip as a function of the tip-sample distance. The red and blue regions correspond to the repulsive and attractive regimes, respectively.

Such an operation with the tip oscillating during SPM scans is referred to as dynamic mode, which is the foundation of other SPM techniques that will be introduced later. In dynamic mode, we first sweep the frequency of the AC driving voltage on the dither to find the tip’s natural resonant frequency $f_0$. As shown in Fig. 4.2(b), the amplitude of the oscillation signal will show a peak at $f_0$, where the phase of the tip oscillation is 90° out of phase with the AC driving voltage. When the AC driving voltage with desired frequency is applied onto the dither, the interference intensity $I$ will be modulated around the working point, as shown by the red dashed curves in Fig. 4.2(a). Since the tip-sample interaction can lead to the change in oscillation frequency of the tip, the amplitude-frequency curve in Fig. 4.2(b) will shift toward higher or lower frequency depending on whether the interaction is repulsive or attractive. A phase-locked loop (PLL) is used to detect this frequency shift...
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\( \Delta f \) by monitoring the change in phase and maintain the tip oscillation to be at 90° out of phase with the AC drive by constantly adjusting the driving frequency. As a result, the tip will always be on resonance throughout the scan [114]. If the tip-sample distance is \( z_{\text{tip}} \), the frequency shift \( \Delta f \) is given by

\[
\Delta f = -\frac{f_0}{2k} \frac{\partial F}{\partial z_{\text{tip}}},
\]

where \( k \) is the spring constant of the tip.

For our tapping mode AFM, a PID loop is further used to maintain the oscillation amplitude at a setpoint value by controlling the Z-scanner so that the tapping force can be kept at a constant during the scan. The adjustment made by the PID loop then is recorded as the surface topography of the sample [114].

4.3 Electrostatic force microscopy

The electrostatic force microscopy (EFM) is a type of non-contact SPM that probes the electrostatic interaction between the tip and the sample using a biased tip. The block diagram in Fig. 4.4 shows how EFM is performed using our home-made SPM system.

The EFM is operated in dynamic mode with the tip being held at a distance such that it only senses the long-range electrostatic force without entering the repulsive regime in Fig. 4.3. The tip therefore does not touch the surface during the scan. When the tip is DC biased, opposite charges accumulate on the tip and the sample surface and effectively form a capacitor [114]. If the tip-sample distance is \( z_{\text{tip}} \), for a voltage difference \( \Delta V \) between the tip and the sample, the energy stored in this capacitor can be written as

\[
U = \frac{1}{2}C\Delta V^2,
\]

where \( C \) is the capacitance between the tip and the sample. The work done by the battery supplying the bias to maintain \( \Delta V \) between the tip and sample should be \(-2U\), and the total energy of the entire system should be \(-U\). By definition, the force resulting from this potential energy can be obtained by

\[
F = \frac{\partial U}{\partial z_{\text{tip}}} = \frac{1}{2} \Delta V^2 \left( \frac{\partial C}{\partial z_{\text{tip}}} \right).
\]

Since \( \partial C / \partial z_{\text{tip}} < 0 \), this electrostatic force is always attractive. Remarkably, this long-range electrostatic force can be detected when the tip is several hundreds nanometers away from the sample and the sensitivity of EFM can achieve the order of piconewtons [117].
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Figure 4.4: The block diagram showing how EFM is performed on our home-made SPM system. The lock-in supplies an AC driving voltage $V_{\text{drive}}$ to the dither which vibrates the cantilever. The tip is biased by a DC voltage $V_{\text{tip}}$. The PLL tracks the phase shift during the scan and compensates it by adjusting the frequency of $V_{\text{drive}}$. The adjustment made by the PLL, i.e. the frequency shift ($\Delta f$) is recorded and displayed as the EFM image.

According to Eq. 4.1, the frequency shift in the EFM can be expressed as

$$\Delta f = -f_0 \frac{V^2}{4k} \frac{\partial^2 C}{\partial z_{\text{tip}}^2}.$$  \hspace{1cm} (4.4)

Because $\Delta f \propto \Delta V^2$, when sweeping the tip bias ($V_{\text{tip}}$) the response of $\Delta f$ will be a parabolic curve, as shown in Fig. 4.5, which can be used to check the performance of EFM before actual EFM scans.

In a high vacuum environment, the Q-factor of the tip usually becomes very high, and the tapping mode AFM is no longer viable because the PID loop cannot provide sufficiently quick feedback to the SPM system. Consequently, in low-temperature measurements that normally are performed under high vacuum, we have to rely on EFM rather than AFM to distinguish the topographical features on the sample surface. For instance, higher topographical features should generally contribute to a stronger EFM contrast than lower features. The region
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4.4 Kelvin probe microscopy

The Kelvin probe microscopy (KPM) is a non-contact SPM technique closely related to EFM. Both require a biased conductive tip and utilise the electrostatic force to probe the sample surface. However, they are used to study different physical properties.

The principle of EFM was briefly described in Sec. 4.3. However, the story is actually simplified and some details are ignored in the introduction. In fact, $\Delta V$ between the tip and sample is not simply the voltage difference between the tip and sample. Since the tip and sample in most cases are not made of the same material, there usually exists a difference between their work functions. This difference, when expressed in terms of a voltage, is called the contact potential difference ($V_{CPD}$), which has a typical value on the order of a few
hundred millivolts \cite{118}. Therefore, taking $V_{\text{CPD}}$ into account, the complete relation should be

$$
\Delta V = V_{\text{tip}} - V_{\text{sample}} - V_{\text{CPD}},
$$

(4.5)

where $V_{\text{sample}}$ is the bias on the sample, which is usually chosen to be zero. The effect of $V_{\text{CPD}}$ can be clearly seen in Fig. 4.5, in which the apex of the parabola is not at $V_{\text{tip}} = 0$ but shifted to $\sim 360$ mV due to the presence of $V_{\text{CPD}}$.

The value of $V_{\text{CPD}}$ depends on the material under the tip, the local electronic states and structures on the sample surface \cite{118}. For instance, dust on the surface of a magnetic TI film will give rise to a different contrast from the film underneath in KPM images. The contrast arising from the regions with higher DOS on a magnetic TI film will also be stronger than that from the regions with lower DOS. The measurements of $V_{\text{CPD}}$ is the scope of KPM.

The block diagram of the KPM performed on our SPM system is shown in Fig. 4.6. In a KPM measurement, in addition to the setup for the EFM, a second lock-in is employed to add an extra modulation to the tip bias. Generally, the frequency of this AC modulation ($V_{\text{AC}}$) is set to be at a few kHz so that it is not commensurate with the oscillatory motion of the cantilever, which is usually around 100 kHz. As shown in Fig. 4.5, a small modulation in the tip bias must lead to a small oscillation in the $\Delta f$ signal. The response of $\Delta f$ to $V_{\text{AC}}$ can be measured with a built-in digital lock-in detector. This $\delta \Delta f$ is then sent to a separate PID controller, which will try to nullify $\delta \Delta f$ by constantly regulating the DC component of the tip bias \cite{118, 119}. In other words, the apex of the parabola in Fig. 4.5 will always be kept at 0 V during a KPM scan by adjusting $V_{\text{DC}}$. The adjustment on $V_{\text{DC}}$ made by the PID loop then is recorded as a $V_{\text{CPD}}$ signal and displayed as a KPM image, which can be regarded as a direct measurement of the contact potential (or work function) of the sample surface.

In contrast to the EFM, which is directly based on the electrostatic force exerted on the sample surface by the biased tip and the frequency shift in EFM is used for detecting the electric field, the KPM probes the surface potential of the sample and the frequency shift in KPM is used as an input for the PID controller to compute the DC offset of tip bias needed to compensate the change in frequency shift. The EFM is much more sensitive to topographic features than the KPM and hence is still used as the alternative approach for mapping the topography in our SPM experiments. But KPM allows us to study a sample from a different perspective and can reveal other important properties of the sample surface.

## 4.5 Magnetic force microscopy

The magnetic force microscopy (MFM) is a SPM technique that is very similar to the EFM. While EFM studies the electrostatic interactions between the tip and the sample, MFM
Figure 4.6: The block diagram showing how KPM is performed on our home-made SPM system. The lock-in 1 is used to supply an AC driving voltage $V_{\text{drive}}$ to the dither and shake the cantilever. The PLL can track the phase shift during the scan and compensate it by adjusting the frequency of $V_{\text{drive}}$. The tip is biased by a DC voltage ($V_{\text{DC}}$) with a small AC modulation ($V_{\text{AC}}$). A PID loop is used to compute the voltage required to nullify the contact potential difference ($V_{\text{CPD}}$) and adjust the $V_{\text{DC}}$ accordingly. The adjustment made by the PID loop, i.e. $V_{\text{CPD}}$, is then recorded and displayed as the KPM image.

studies the magnetic interactions between the tip and the sample. The experimental setup of the MFM is the same as the EFM setup shown in Fig. 4.4, except the tip is replaced by a magnetic tip. A magnetic tip can either be directly made out of magnetic materials, or be fabricated by covering a non-magnetic tip with a magnetic coating.

In MFM measurements, the magnetic force between the tip and the sample surface can be expressed as

$$F = -\mu_0(m \cdot \nabla)H,$$

(4.6)
where $\mu_0$ is the permeability in vacuum, $H$ is the magnetic stray field from the sample surface, and $m$ is the magnetic moment of the tip (approximated as a dipole) [114]. However, the actual magnetic interactions between the tip and sample is usually much more complicated. For instance, because the stray magnetic field from the sample can affect the magnetisation of the tip, and vice versa, the magnetic states of both can change during the scan, leading to non-linear responses. Furthermore, if the stray magnetic field of the tip is sufficiently strong, the magnetic structures of the sample can be altered, just like storing or erasing data from a hard drive of a computer, hindering the study of the sample’s magnetic properties. In addition, any applied magnetic field can also affect the magnetisation of the tip and cause serious difficulty when studying the motion of domains and domain walls in the samples under external magnetic fields. Finally, similar to the AFM and EFM, the MFM does not directly measure the magnetic force but measures the force gradient, hence the magnitude and direction of the magnetisation on the sample surface cannot be directly obtained from the MFM data. To extract the quantitative information from MFM images, computer simulations with the details such as the shape of the tip and cantilever, the tip-sample distance, and the strength of stray magnetic field of the tip are required. Thus, the interpretation of MFM images is not straightforward. In this thesis, we only use MFM to acquire the qualitative information about the magnetic properties of the samples without going into the quantitative analysis.

On the other hand, compared to other magnetic imaging techniques, the implementation of MFM is easy for the labs with existing SPM systems. The fabrication of magnetic tips is also relatively quick and inexpensive. One can even fabricate an MFM tip simply by depositing a magnetic coating on a commercially-available AFM tip using PVD or CVD. Therefore, MFM is selected as our first tool for studying the magnetic properties of magnetic TI films because it is well compatible with our home-made SPM system and does not require much modification of the instruments, allowing us to characterise the samples and obtain useful information in a reasonable time.

4.6 Scanning gate microscopy

The scanning gate microscopy (SGM) is a non-contact SPM technique that utilises a DC-biased tip as a mobile electric gate to locally change the electric potential in the area under the tip while simultaneously measuring the corresponding change in the sample’s transport properties, such as the resistance [120, 121]. The basic setup for SGM experiments is shown in Fig. 4.7.
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Figure 4.7: The basic measurement setup for SGM experiments. The current is passed from left to right and the voltage drop in between is measured by a voltmeter while a biased tip is scanning over the sample. The change of local carrier density due to the gating effect of the tip will be reflected in the transport properties, such as the resistance, and recorded by the voltmeter. By plotting the resistance as a function of the tip position, the spatial distribution of current on the sample can be mapped out.

During a SGM scan, the potential created by the biased tip can scatter the carriers in an area under the tip, and thus the local carrier density of the sample will be tuned by the scanning tip. Therefore, when the biased tip scans across an area in which an electric current flows, the conducting carriers will be scattered, leading to a change in the measured resistance, thereby creating a contrast in the SGM image. In contrast, when the tip scans over an area with lower current density (or no current), the change of contrast in the SGM image will be less. Thus, by plotting the resistance as a function of the tip position, the spatial distribution of current in the sample can be mapped out in SGM images.

The SGM can be performed using commercially-available conductive AFM tips and has been widely used to study the transport behaviour of carriers in low-dimensional systems [120], such as the ballistic transport in quantum point contacts [122, 123] and edge transport in two-dimensional systems [124−127]. In this thesis, the SGM technique is used to probe the edge transport in the QAHE, with the goal of visualising the QAH states propagating along the domain boundary in the magnetic TI films.
4.7 Scanning Hall probe microscopy

The scanning Hall probe microscopy (SHPM) is the only SPM technique used in this thesis that was not performed on our home-made SPM system. Due to the incompatibility with our SPM system, the SHPM experiments described in this thesis were carried out in a dedicated SHPM system in our collaborator’s lab in the University of Bath.

The SHPM is a non-contact mode SPM that is also used for probing the magnetic properties of samples. The basic principle of the SHPM is illustrated in Fig. 4.8 [128].

![Figure 4.8: (a) The optical image of the Hall sensor used in the SHPM.](attachment:figure48a.png)

![Figure 4.8: (b) The basic measurement setup for SHPM experiments.](attachment:figure48b.png)

Figure 4.8: (a) The optical image of the Hall sensor used in the SHPM. The black scale bar corresponds to 20 µm. The inset shows a scanning electron microscopy (SEM) image of the Hall cross with a scale bar of 1 µm. (b) The basic measurement setup for SHPM experiments. The probe chip is usually mounted at a small angle of ~1-3° to the sample surface so that the STM tip will be the lowest point of the probe chip. After applying a bias on the STM tip, the tunnelling current between the tip and the sample can be used to determine the tip-sample distance. A conductive layer on the surface is required for the STM to work if the sample itself is insulating. Adapted from [128].

As shown in Fig. 4.8(a), a 2DES (usually made of the GaAs/AlGaAs quantum well) is first shaped into a Hall cross. Two of the terminals are used as current leads and the other two are used as voltage probes, as shown in the inset of Fig. 4.8(a). A metal layer deposited at one corner of the probe chip forms the "STM tip". As shown schematically in Fig. 4.8(b), the probe chip is usually mounted with a small angle of ~1-3° to the sample surface so that the STM tip will be the lowest point of the probe chip [128]. When the Hall probe approaches the surface, a bias is applied on the STM tip, and the tunnelling current between the tip and the sample surface can be used to determine the tip-sample distance. After parking the Hall probe at an appropriate height above the sample, the stray magnetic field emanating from the sample should induce the Hall effect in the 2DES, and hence a Hall voltage will be detected.
by the voltage probes. Then, by Eq. 3.2, the magnitude of the stray magnetic field can be obtained accordingly.

Compared to the MFM, there are several advantages in using the SHPM to study the magnetism of samples. For instance, unlike the MFM, the SHPM is non-invasive and will not modify the magnetic states of the sample under test during the scan. Thus, in principle the magnetic features in a region can be repeatedly obtained in different SHPM scans if the external conditions are not changed. Moreover, the SHPM can provide direct quantitative information of the magnetic structures of a sample. In contrast to the MFM, which generates images in terms of the frequency shift of the PLL, the SHPM can directly map the magnetic structures in units of magnetic field, e.g. gauss or tesla, making the interpretation of scan images much more straightforward.

The SHPM has been reported to reach a sensitivity of $\sim 0.1$ G and a spatial resolution of $\sim 0.35$ µm [129], suggesting it is a superb tool for imaging weak magnetic features and can be useful for studying the magnetic properties of magnetic TI films.
Chapter 5

Transport and SPM study on vanadium-doped bismuth antimony telluride

5.1 Introduction

In the QAHE, the chiral edge states are predicted to propagate along the domain boundaries between opposite magnetisations [75], as discussed in Sec. 3.6. For a thin film of magnetic TI with a uniform magnetisation normal to the top and bottom surfaces, such domain boundaries will be pushed to the side surface, as illustrated in Fig. 3.26. Although the existence and behaviour of chiral edge states in the QAHE has been confirmed by transport measurements [93, 104–106], it would be more straightforward and reassuring if the spatial distribution of QAH states can be directly mapped out by SPM. Similar ideas have been carried out in the study of the QHE [124–127], in which edge states should give rise to a contrast at the edges of the 2DES. For the QAHE, there are two possible scenarios. When the film is fully magnetised with a uniform out-of-plane magnetisation, the contrast of the QAH states should appear at the edge of the device like the QHE. However, when the film is fully demagnetised, since the regions with up and down magnetisations on the top or bottom surface are randomly distributed, the contrast pattern should be consistent with the map of domain walls because the QAH states should only be allowed to travel along the domain boundaries. The difference between the fully-magnetised and fully-demagnetised states becomes the unique signature of the QAHE in SPM experiments. By taking the contrast maps under these two different conditions, the contributions from the QH and QAH states can be clearly distinguished. Furthermore, by combining transport measurements and SPM images, one can study the
evolution of QAH states during the magnetisation and demagnetisation process in magnetic TIs and probe the dissipation mechanism if the contrast from dissipative states is observed. Since the domain boundary does not have to be at the physical edges of the samples, the chiral edge states in domain walls can also be used to study the 1D quantum transport without edge effects [130–132]. Therefore, the motivation behind the experiments in this chapter is to test whether the combination of SPM and transport measurements can actually be used to examine the above ideas, and hopefully to establish a viable approach for probing the QAH states in domain walls.

5.2 Sample fabrication

The V-doped (Bi,Sb)$_2$Te$_3$ samples used in this chapter were prepared by Dr. Cui-Zu Chang and coworkers at the Massachusetts Institute of Technology and Pennsylvania State University. Here we only introduce the basic growth method of the samples. Detailed descriptions of the growth procedure and characterisation can be found in the papers of Dr. Chang et al. [106, 107].

The growth of the V-doped (Bi,Sb)$_2$Te$_3$ films was carried out in an ultrahigh vacuum MBE system with a base pressure of $2 \times 10^{-10}$ Torr. Heat-treated insulating STO (111) substrates were degassed before the growth of TI films. High-purity Bi (99.999%), Sb (99.9999%), and Te (99.9999%) were evaporated from Knudsen effusion cells, while the transition metal dopants V (99.995%) were evaporated by an e-gun crucible. The flux ratio of Te to Bi and Sb was set to $\sim 8$ to minimise the Te deficiency in the films. The growth rate for the films was controlled at $\sim 0.2$ QL per minute, and the STO substrate was maintained at $230^\circ$C during the sample growth. The growth process was monitored in situ by reflection high energy electron diffraction (RHEED). The sharp and streaky ‘1 × 1’ diffraction patterns in RHEED images (as shown in the supplementary information of [106]) suggest high crystal quality and atomically flat surface of the films.

The concentrations of Sb, Bi, and V in the films were first determined by their ratio obtained in situ using separate quartz crystal monitors during the sample growth, and later verified ex situ by inductively coupled plasma atomic emission spectroscopy (ICP-AES). According to these measurements, the composition of the films was calculated to be V$_{0.11}$(Bi$_{0.29}$Sb$_{0.71}$)$_{1.89}$Te$_3$ (henceforth referred to as V-BST).

After the growth of V-BST films, an additional capping layer was then deposited on the films as protection against further doping from the environment. Alumina or tellurium is usually used for the capping layer.
Contamination from the environment during fabrication and measurement can substantially change the properties of magnetic TIs [133, 92, 93], causing serious problems for the observation of the QAHE. For example, since the Fermi level of magnetic TIs can be significantly changed by doping, given the small size of the magnetic gap [101, 107–110], the environmental doping effect can easily shift the Fermi level out of the magnetic gap and quench the QAHE. So far, it is still not clear whether the key factor that destroys the QAHE is the temperature, oxidation, or doping from the atmosphere and fabrication process. Although some groups have successfully observed the QAHE on devices made by lithography [102, 105, 109, 110], currently there is still no reliable recipe that can be used to repeatedly fabricate magnetic TIs devices showing a good QAHE. Therefore, the magnetic TI devices studied in this thesis were scratched into Hall bars by metal tips or scalpels, following the methods in [93, 101, 106, 134].

The scratched Hall bar samples were first fixed on a leadless chip carrier (LCC) using silver conductive paste. Indium pieces were manually placed onto the terminals of the Hall bars as Ohmic contacts. The indium contacts were then connected to the bond pads of the LCC by gold wires. Finally, the inner base of the LCC, which is electrically contacted to the STO substrate by silver paste, can be connected to bond pads on the LCC to form backgates.

Two V-BST devices, VBST1 and VBST2, were used in the experiments in this chapter. Since VBST1 is the first magnetic TI film we received from the collaborators, a number of pilot studies were carried out on VBST1 to help us design later experiments. In the next section, we will introduce the experiments performed on VBST1 and discuss the results, as well as how it led to the measurements on VBST2.

5.3 Transport and MFM measurements on device VBST1

5.3.1 Characterisation of VBST1 and preparation for the MFM system

The layer structure and photograph of VBST1 are shown in Fig. 5.1. Prior to sending the VBST1, our collaborators have used the sample for their experiments and hence there is insufficient area with a good enough surface condition for us to make Hall bars. Therefore, two indium pieces were placed onto the film and bonded to an LCC as Ohmic contacts for two-terminal measurements. Transport measurements in this configuration will reflect the overall property of the effective area on the film.

To check whether the film is ferromagnetic, a series of magnetic field ($\mu_0H$) sweeps were performed at different temperatures ($T$) in a cryostat, as shown in Fig. 5.2. At $T = 1.4$ K, a clear butterfly structure in the two-terminal resistance ($R$) can be observed by sweeping
the magnetic field in opposite directions. As the temperature increases, the height of the two peaks at the coercive field ($H_c$) reduces while the value of coercive field moves toward $\mu_0 H = 0$ T. The butterfly structure completely disappears at $T = 21$ K and evolves into a weak localisation curve, implying that ferromagnetic order in the film is destroyed and the Curie temperature $T_C \sim 20$ K.

Having confirmed the magnetism of $\text{VBST1}$, our next goal is to check the size of the domains and domain walls in our film by directly imaging the magnetic domain structures using SPM. For this purpose, we mounted a magnetic probe (with the specifications shown in Appendix A) onto our SPM system to prepare for MFM measurements. By changing the external magnetic field, we expect to see the evolution of domain structures in $\text{VBST1}$.

Since our home-made SPM system has not previously been used for MFM experiments, it was necessary to first conduct some initial tests to ensure the MFM can work properly on our system. Thus, we made a sample with a small piece of a floppy disk on top as a testing device for the MFM. The magnetic medium of a commercial floppy disk possesses a strip-like magnetic pattern that can be used for data storage, which is highly-ordered and very suitable for the calibration of our MFM system.

As shown in Fig. 5.3(a) and (b), the strip pattern is clearly resolved in the MFM image, while the AFM image shows no features, indicating the contrast is not caused by surface topography but by magnetic force. We also changed the scan range and scan direction to
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Figure 5.2: (a) to (f) The magnetic field dependence of the VBST1 film resistance at different temperatures. Red and black curves indicate the downward and upward magnetic field sweeps, respectively. The height of the peaks at $H_c$ decreases with increasing temperature and completely disappears in the sweep at $T = 21$ K, implying that $T_C \sim 20$ K.

check that the strip pattern is not an artifact or a local feature, and confirmed it is a feature commonly existing over the entire floppy disk.

Figure 5.3: The measurements for testing the MFM performance on our home-made SPM system. (a) and (b) are the MFM and AFM image taken on the magnetic medium of a floppy disk, respectively. While the AFM image shows no features, a strip pattern can be observed in the MFM image, suggesting that the contrast in MFM image is not caused by surface topography but by magnetic force. (c) The MFM image of the domain structure observed on a 2 µm-thick YIG sample using our SPM system. The Y-shape domain indicated by the blue square is further examined with 3 times and 5 times higher resolution in (d) and (e), respectively. It can be seen in (e) that the domain size $\sim 1$ µm (denoted by purple arrows) and the domain wall width $\sim 500$ nm (denoted by green arrows). All images were taken at a tip height of 100 nm.

In addition, we further tested the MFM on a 2 µm-thick yttrium iron garnet (YIG) sample with out-of-plane magnetisation and successfully observed the magnetic domains, as shown
in Fig. 5.3(c)-(e). The Y-shape domain indicated by the blue square in Fig. 5.3(c) is further examined with 3 times and 5 times higher resolution in (d) and (e), respectively. It can be seen in (e) that the domain size $\sim 1 \mu m$ (denoted by purple arrows) and the domain wall width $\sim 500 \text{ nm}$ (denoted by green arrows). These measurements demonstrate that the MFM technique can be achieved by our SPM system.

5.3.2 MFM measurements on VBST1

After the above tests, the device VBST1 was loaded onto the SPM system and lowered into an Oxford Instruments Kelvinox MX100 system to be cooled down to 4.2 K. A superconducting magnet inside the cryostat can be used to apply magnetic field and alter the magnetisation states of VBST1. To establish a standard for the response of VBST1 and the MFM tip under the conditions in this cryostat, an initial magnetic field sweep was performed before the tip was brought close to the surface of VBST1, as shown in Fig. 5.4. From the butterfly structure of film resistance in Fig. 5.4(a), one can obtain the coercive field $H_c \sim 0.4 \text{T}$ and saturation field $H_s \sim 0.7 \text{T}$. In addition, to monitor the frequency shift signals of the tip during the magnetic field sweep, the SPM system was connected to a lock-in amplifier, and the frequency shift signals were converted into electrical signals, as shown in Fig. 5.4(b).

Figure 5.4: (a) The magnetic field dependence of the film resistance of VBST1 at $T = 4.2 \text{ K}$. The black, red, and green curves represent the three stages of $H$ sweeps between 1 T to $-1 \text{T}$, respectively. The butterfly structure is a manifestation of ferromagnetism in the film. (b) The magnetic field dependence of MFM tip response.

Our procedure of taking MFM images on VBST1 is as follows. We first managed to find a boundary between the V-BST film and STO substrate using either AFM or EFM. Once the boundary is found, we then move the tip toward the V-BST side to prepare for the MFM scan. At this stage, it is important to find an area which is flat enough, i.e. no
large debris or dust and no significant topographical variations, so that the tip can safely
scan over the surface without crashing into obstructions and being damaged. However, since
this sample is seriously scratched, it is hard to find a clean region, which limits the smallest
tip-surface distance that we can use in the scans, and in turn affects the sensitivity of the SPM
experiments. The scan range can also be affected by the topographical condition because
it would be harder to find a debris-free region in a larger area. Taking into account these
factors, the scan range was set to be $25 \times 25 \mu m^2$, and the tip height was 200 nm above the
sample surface. The MFM images of one chosen region on VBST1 at different magnetic
fields are shown in Fig. 5.5. Figure 5.5(a) and (b) show the magnetic field dependence of film
resistance $R$ of VBST1 and the frequency shift $\Delta f$ of MFM tips at $T = 4.2$ K. Each MFM
image in Fig. 5.5(c) is colour-coded in their titles and was taken at the end of the magnetic
field sweep with corresponding colours in Fig. 5.5(a) and (b), except for the "0 T" image, which
was taken before the $H$ sweep from 0 T to 2 T.

In theory, one should expect to see the domains grow larger as the magnetic field increases
from 0 T to $H_c \sim 0.4$ T, where equal population of up- and down-domains should form in
VBST1. Beyond $H_c$, the domain size should shrink and the entire film should gradually
change into a single domain state when the magnetic field reaches $H_s \sim 0.7$ T. However,
from 0 T to 0.8 T, we cannot observe an obvious evolution of domain structure in the MFM
pattern. Instead, the shape of features starts to change from 1.0 T to 1.4 T. This contradicts
our prediction that the film should be in a fully-magnetised state and the MFM image should
be basically featureless beyond 0.7 T. The same measurement was also conducted in the
negative magnetic field regime, i.e. from $\mu_0 H = 0$ T to $-1.4$ T. Nevertheless, not only the
evolution of MFM images but also the shape of features are similar to Fig. 5.5(c), which may
suggest that the change of contrast observed is not due to domain movements. Furthermore,
similar experiments were repeated with different scan ranges and tip heights (i.e. different
spatial resolutions) as well as in different locations on the film, but none of the observations
is consistent with the expected evolution of the domain structure.

As an alternative approach, we performed a magnetic field spectroscopy, which should
allow us to probe the domain movements with less influence from the possible relaxation of
magnetisation that occurs during the scan [101, 102]. Moreover, in this way, the change of
contrast should be dominated by the change of magnetisation in the film under the MFM tip,
and the unwanted signals caused by the debris on the surface should be diminished.

The spectroscopy was taken along the green dashed line in Fig. 5.6(a) at a tip height of
200 nm. The $H$ field was swept from $-1.4$ T to 1.4 T and then back to $-1.4$ T, as indicated
by the cyan arrow in Fig. 5.6(b). In principle, the left and right panels should have similar
patterns with opposite colour contrast, if the patterns are caused by magnetic domain reversal.
Figure 5.5: The magnetic field dependence of (a) the film resistance $R$ of VBST1 and (b) the frequency shift $\Delta f$ of MFM tips at $T = 4.2$ K. The arrows indicate the direction of magnetic field sweeps. Each of the MFM images in (c) is colour-coded in their titles and was taken at the end of the magnetic field sweep with corresponding colours in (a) and (b), except for the 0 T image, which was taken before the $H$ sweep from 0 T to 2 T. It should be noted that, as can be seen in (b), because the average level of $\Delta f$ changes substantially with the magnetic field, the MFM images in (c) are obtained after subtracting the background from their corresponding raw images. The scan range is $25 \times 25 \mu m^2$ and the tip height is 200 nm above the sample surface for this series of MFM scans.

Moreover, in each panel the left side and right side should have opposite colours because the magnetisation states near $\mu_0H = -1.4$ T and $\mu_0H = 1.4$ T should be exactly opposite. However, it turns out that a very similar symmetric pattern without opposite contrast on the left and right side shows in both panels. Again, the result does not support our prediction about the contrast variation with the change of magnetic field.

Therefore, we have to conclude that the patterns we observed in the MFM images do not simply arise from the magnetic domain structures, and we cannot claim to have observed the
domain structures of the magnetic TIs. After our attempt, two groups successfully observed the domain structures in magnetic TIs using MFM [135–137]. Retrospectively, there are a couple of possible reasons why we could not observe the domain structures in VBST1. The first one is to do with the poor surface condition of our film. In addition to the debris and dust that can give rise to confusing signals, ripples in the film, the folded parts and material accumulation near the scratched traces are the same magnetic TI material and can contribute to the MFM signals too. The stray magnetic fields of these objects may affect the MFM tip from the sides and make the magnetic force sensed by the MFM tip very complicated, smearing out the contrast change purely caused by the domain movements in the film. Secondly, according to Kittel’s law, the domain size in a thinner film will be smaller due to the size confinement effect, and the domain walls will also be narrower [138]. The groups who observed the domain structures of magnetic TIs used much thicker films (7-17 QL) than our sample [135–137]. The size of domains reported in their work is generally no more than 500 nm. It is possible that the domain size in our film is even smaller, which is not only close to the resolution limit of our SPM system, but may also be easily overshadowed by the interference signals from the aforementioned objects on the surface. Finally, although the nominal coercivity of the MFM tip is 300 Oe and the tip should be magnetised before the film in a magnetic field sweep, a better choice would be to use tips with much higher coercivity than the $H_c$ of the magnetic TI film. The magnetisation and demagnetisation process of the tip itself can lead to additional contrast that does not originate from the film and increase the difficulty of interpreting the MFM images.
In summary, the poor surface condition of VBST1 and the potential complex behaviours of our MFM tips are the possible reasons for not being able to observe the domain structures on VBST1. Accordingly, for the next film, we tried to improve the surface condition and image the domain structures using different SPM techniques.

## 5.4 Transport and SPM measurements on device VBST2

### 5.4.1 Visualising magnetic domain structures in VBST2 by SHPM

To avoid the problems of poor surface conditions, for our second film - VBST2, we tried to minimise the fabrication processes before any SPM measurements to keep the surface as clean as possible. Therefore, we simply placed five indium pieces on the film as Ohmic contacts without scratching the surface, and bonded these contacts onto an LCC for basic characterisations. The layer structure and device layout of VBST2 are shown in Fig. 5.7.

![Figure 5.7](image)

**Figure 5.7:** (a) The layer structure of VBST2. (b) The schematic diagram of the device VBST2. The $5 \times 5 \text{mm}^2$ magnetic TI film was mounted on the LCC and five indium contacts were made near the edge of the film. (c) The magnetic field dependence of the film resistance $R$ shows a butterfly structure, verifying the ferromagnetism of VBST2. The black and red curves represent the downward and upward sweeps, respectively.
After confirming the ferromagnetism in VBST2 by two-terminal transport measurements, as shown in Fig. 5.7(c), the device was taken to Prof. Simon Bending’s Lab at the University of Bath for further SPM measurements. Prof. Bending’s lab specialises in the study of magnetic properties of superconducting and ferromagnetic materials using the SHPM system developed in his lab. The SHPM experiments described in this section were done in collaboration with Dr. Estefani Marchiori Pereira.

There are several advantages in using SHPM for imaging magnetic domain structures. First of all, unlike the MFM, the SHPM is non-invasive and does not modify the magnetic structures of the sample during the scan. Thus, in principle the domain pattern in a region can be repeatedly obtained in different SHPM scans if the external magnetic field is not changed. Secondly, SHPM can provide direct quantitative information of the magnetic structure. Compared to MFM, which generates images in terms of the frequency shift of the PLL, SHPM can directly map the magnetic structures in units of magnetic field, e.g. gauss or tesla, making the interpretation of scan images much more straightforward. Finally, the sensitivity of SHPM can be as high as \( \sim 0.1 \, \text{G} \) [129], which is excellent for imaging magnetic structures emanating weak magnetic fields, such as the domains of magnetically doped TI films. For these reasons, we decided to turn to the SHPM for pursuing the visualisation of domain structures in VBST2.

There are also some constraints for the SHPM system. First and foremost, the SHPM system is generally not designed for working under strong magnetic fields. In a high magnetic field, the QHE can be induced in the Hall probe and invalidate the working mechanism of SHPM. In fact, the Hall sensor electronics in the system we used saturate at fields \( \sim 100 \, \text{mT} \), which occurs even earlier than the QHE. Therefore, unlike the MFM, which directly takes images at magnetic fields, to study the magnetic field dependence of domain patterns by the SHPM, we have to utilise the remanence images. The remanence field of a ferromagnet is defined as the residual magnetisation when the external magnetic field is withdrawn. Hence, we can obtain a remanence image by ramping the magnetic field to a target value and then back to zero, and the change of domain pattern should be observed in the remanence image.

Secondly, the cryostat system we used for the SHPM requires its sample space to be filled with \(^4\text{He}\) gas to prevent the piezoelectric materials from being damaged due to plasma discharge under low temperature and high vacuum environment. As a result, the temperature for our SHPM experiments was always kept above the boiling point of \(^4\text{He}\), and most of the SHPM images were taken at 5-15 K. For this reason, we also characterised the film at 5 K and 10 K before the SHPM experiments and found the \( H_c \) to be 0.6 T and 0.4 T, respectively.

The SHPM images of VBST2 at 15 K are shown in Fig. 5.8. Figure 5.8(a) was taken at 0 T after zero-field cooling (ZFC) as a reference image. The external magnetic field was
then swept to 0.4 T and back to 0 T for taking the remanence image (Fig. 5.8(b)) because 0.4 T should be enough to fully-magnetise the film at 15 K. The same procedure was also performed for taking the remanence images of 0.6 T and −0.6 T. From the remanence images, no evident change in the pattern can be observed, which may imply that the two bright regions near the bottom-right corner as well as the dark region at the bottom-left corner are not associated with the domain structures of VBST2. To clearly compare the difference between images, we subtracted the SHPM image at 0 T from the remanence images and plotted the differential images, as shown in Fig. 5.8(e)-(g). The contrast map of the 0.4 T differential image (Fig. 5.8(e)) shows a distinct difference to that of the 0.6 T (Fig. 5.8(f)) and −0.6 T differential images (Fig. 5.8(g)), while the 0.6 T image and −0.6 T image manifest a similar pattern, suggesting that the pattern may originate from the domain structures of VBST2.

Figure 5.8: (a) The SHPM image taken at 0 T after ZFC. (b) The remanence image of 0.4 T taken after cycling the external magnetic field from 0 T to 0.4 T and back to 0 T. (c) and (d) are the remanence images of 0.6 T and −0.6 T taken in a similar manner as (b). (e), (f) and (g) are the differential images of 0.4 T, 0.6 T and −0.6 T, respectively, obtained by subtracting the 0 T image from the corresponding remanence image. All images were taken at a tip height of 300 nm at $T = 15$ K with a scan range of $8.66 \times 8.66 \, \mu m^2$. 
To closely check the structure observed in the differential images, we decided to reduce the scan range for higher spatial resolution and reduce the temperature, which in theory should enlarge the size of magnetic domains.

Because the Curie temperature of the V-BST film reported was 23 K [106], we first heated the sample space to 25 K to eliminate the magnetisation of the film, and cooled it to 10 K to take another ZFC virgin state image, as shown in Fig. 5.9(a). Two bright regions exist at the bottom-right corner about the same position as in Fig. 5.8, suggesting that the Hall probe was still roughly in the same location. After checking the surface condition in this area, we chose the bottom-left quarter of the scan frame for our closeup SHPM scans, as shown in Fig. 5.9(b).

![Figure 5.9: (a) The 8.66 × 8.66 µm² SHPM image taken at 0 T after ZFC. (b) The closeup SHPM image of the bottom-left quarter in (a). (c) The remanence image taken after sweeping the magnetic field to 1 T and then back to 0 T. (d) Because the Hall probe sometimes became slightly unstable in a period after the magnetic field sweep and even shifted in position after magnetic field sweeps, the remanence image of 1 T was measured again. (e) To avoid the possible position shift of the Hall probe, the film was thermal-cycled to 25 K and then back to 10 K for taking another virgin state image. All images were taken at a tip height of 182.5 nm at T = 10 K with a scan range of 4.33 × 4.33 µm², except (a), which was taken at a tip height of 300 nm at T = 10 K with a scan range of 8.66 × 8.66 µm².](image-url)
Since we know $H_c \sim 0.4 \text{T}$ at 10 K from earlier characterisations, the film should be fully-magnetised for a field of 1 T at 10 K. Hence, a differential image between 0 T and 1 T remanence images should explicitly show the change of domain patterns between the virgin state and the fully-magnetised state. In addition, during the experiments we noticed that the Hall probe was sensitive to high magnetic field sweeps and could become slightly unstable in a period after the sweep or even shift in position. Thus, the procedure for the measurements is shown in Fig. 5.9(b) to (e). Firstly, after confirming the scan area using the virgin state image (Fig. 5.9(b)), the remanence image of 1 T was taken twice (Fig. 5.9(c) and (d)) in case the magnetic field sweep had affected the first one. Then we thermal-cycled the film again to 25 K and back to 10 K for taking another virgin state image with no shift in the Hall probe’s position (Fig. 5.9(e)). In this way, we can subtract the last virgin state image from the remanence images and extract weak signals. Also, the comparison between the two differential images from the two different remanence images will show whether the contrast pattern is caused by noise or domain movements. It can be seen from Fig. 5.9(f) and (g), both images show a similar pattern. The size of the patch-like structures ranges from several hundred nanometers to 2 µm, and the magnetic fields emanating from these structures are lower than 1 G. An MFM study conducted by Wang et al. at about the same period as our SHPM experiments reported the observation of domain structures in a 10 QL V$_{0.11}$Sb$_{1.89}$Te$_3$ film, in which single domains with a size up to $\sim$ 2 µm were seen [137]. Although the material and thickness of their sample are slightly different from ours, their result is consistent in order of magnitude with our observation. Hence, despite the domain size being slightly bigger than we expected for our 4 QL film, both the field strength and size are within a reasonable order of magnitude of the properties of magnetic domains.

Therefore, we planned to further reduce the scan range and tip-sample distance to improve the spatial resolution of the structure and obtain images showing clearer domains and domain walls. Unfortunately, the Hall probe drifted in the process of a liquid helium fill before we could do this, and the Hall probe moved to a different location with many large-size particles on the surface. Moreover, the SHPM system we used did not have a mechanism for controlling the motions of Hall probe in $xy$-plane. The only way to make lateral movements was by knocking the insert with a hammer, which is very uncontrollable. After a couple of unsuccessful trials to find clean regions, the Hall probe crashed into the surface of the film because of the knock, leaving a lot of debris on the surface and damaging the z-positioner of the SHPM system. As a result, we had to stop the experiment and take VBST2 out from the cryostat.
Although the structures observed in Fig. 5.9(f) and (g) are likely to have a magnetic origin according to our analysis, there is no decisive evidence that they are indeed magnetic domains of VBST2.

In summary, some structures that may be associated with the magnetic domains were observed in the SHPM study of VBST2. However, further experiments are needed to confirm our results. The main obstacles to the SHPM experiments on VBST2 are the weak magnetic effect (< 1 G) as well as small size (∼ 1 µm) of magnetic domain structures. To detect such weak magnetic signals, the key is probably to improve the surface condition of the film so that the noise and signals caused by the debris on the surface can be alleviated, and the Hall probe can get closer to the surface to increase the sensitivity.

5.4.2 Preparation for experiments at millikelvin temperatures

Although we did not obtain clear images of domain structures, our SHPM data and other papers that report observations of magnetic domain structures give us a rough idea about the size of domain structures in magnetic TI films. Since both the MFM and SHPM measurements are difficult to implement using the instruments we have access to, we decided to study different aspects of the V-BST films.

In theory, the chiral edge states of magnetic TI films in the QAHE should travel along the domain boundary. When a thin film of magnetic TI is uniformly magnetised, the domain wall should be pushed to the side surface of the film. In this condition, edge states should be observed by the SGM at the physical edges of the film. On the other hand, when the film is demagnetised at the coercive field and enters a multi-domain state, the chiral edge states should be observed in the network of domain walls existing on the entire sample surface. Thus, the contrast change in SGM between the fully-magnetised and demagnetised states should be the observational evidence of the QAH states. Moreover, in a multi-domain state the current path imaged by SGM should delineate the outline of magnetic domains. If the structures observed in SGM images are similar to the size and shape of the magnetic domains shown in the MFM and SHPM images, the observation of QAH states can be further confirmed.

In order to perform the SGM study of the QAHE, the VBST2 sample was scratched into a Hall bar geometry and rebonded, as shown in Fig. 5.10(a). The magnetic tip used in the MFM measurements described in Sec. 5.3 was replaced by a diamond tip, which has a higher endurance in AFM experiments and allows us to apply a bias on the tip for the SGM and EFM experiments.

Because the study of the QAHE requires millikelvin temperatures, the VBST2 Hall bar device and the SPM system were lowered into a dilution refrigerator. Pilot experiments show
Figure 5.10: (a) The layout of the VBST2 Hall bar device. Numbers 1 to 5 correspond to the five contacts on the Hall bar. A zoomed-in image of the region enclosed in the red box is shown in (b). The area chosen for SPM study is indicated by a blue box in (b). (c) The AFM image of the area inside the blue box in (b). The edge of the Hall bar channel and a triangular feature of the part of an isolated film can be seen on the left side of the image. (d) The EFM image of the area inside the blue box in (b). The features shown in the AFM image can also be observed in the EFM image. These measurements were taken at $T = 300$ K.
that the piezo positioners of our SPM system may drift up to $\sim 100 \, \mu\text{m}$ in the xy-plane owing to the contraction of piezo materials during the cool-down procedure. Therefore, before the sample was sealed in the IVC can, we used the AFM to find a smooth edge in the scratched Hall bar to roughly position the tip in an area suitable for later SPM scans, as shown in Fig. 5.10(c).

After the SPM system was sealed in the IVC can and pumped to high vacuum ($\sim 10^{-6} \, \text{mbar}$), the Q-factor of the tip usually becomes very high, and the tapping mode AFM is no longer viable because the PID loop cannot provide sufficiently quick feedback to the SPM system. Consequently, in the low-temperature measurements that normally are performed under high vacuum, we have to rely on EFM rather than AFM to distinguish the topographical features on the surface of the film. Hence, next we used the EFM to look for and return to the same scan area, as shown in Fig. 5.10(d). Remarkably, we observed that the main channel and triangular feature near the bottom-left corner showed opposite contrast despite both being V-BST film. This may be related to the grounding condition of the film. Since the film of the main channel was grounded through the contacts while the triangular feature is part of an isolated piece of film, the capacitance between the tip and these two types of films turned out to be different. This is something that should be kept in mind when interpreting the EFM images in later discussions.

The sample along with the SPM system were then lowered into a Kelvinox MX100 dilution refrigerator (henceforth referred to as "fridge") for low-temperature measurements.

### 5.4.3 Transport measurements on VBST2

At fridge temperatures, we first performed transport measurements to characterise the electric properties of VBST2 before proceeding to SPM experiments.

To begin with, the two-terminal resistance between different combinations of contacts was measured using a constant current of 10 nA to find the most appropriate pair of contacts for transport measurements. Due to the large aspect ratio of the middle channel of the scratched Hall bar, the resistance between most contacts were higher than 500 k$\Omega$, except for between electrode 1 and electrode 4, which is $\sim 200 \, \text{k}\Omega$. Accordingly, we decided to perform most of our transport measurements using $R_{14,14}$, where $R_{ij,mn}$ means that the current is passed from electrode $i$ to electrode $j$ and the voltage drop is measured between electrode $m$ and electrode $n$.

The DC current-voltage ($I$-$V$) curves between contact 1 and 4 of VBST2 at different temperatures are shown in Fig. 5.11(a). The $I$-$V$ curve at the base temperature $T = 23 \, \text{mK}$ shows a very small non-linearity, which becomes less prominent at 50 mK and completely disappears at 4.7 K. The small non-linearity is possibly caused by the Joule heating effect.
that becomes pronounced at very low temperatures. As the temperature increases, this heating effect becomes less significant and even negligible at 4.7 K. The same effect has been observed by other groups and thus the source-drain (S-D) current used for fridge-temperature experiments on magnetic TIs is usually chosen to be less than 10 nA [101, 105, 106]. Based on our $I$-$V$ curves, we decided to use 1 nA as excitation current for later transport measurements. Moreover, from the $I$-$V$ curves we deduce that the film is not in the QAH regime at $V_g = 0$ because the resistance becomes smaller in high current regime where the Joule heating is more pronounced, suggesting that the film still has an insulating temperature-dependence. This is opposite to the observation of Bestwick et al. [101] and Chang et al. [106], in which the samples are tuned into the QAH regime and show a metallic temperature-dependence, as the example shown in Fig. 5.11(b).

Figure 5.11: (a) The $I$-$V$ curves of VBST2 Hall bar at 23 mK, 50 mK, and 4.7 K. The non-linearity observed in the $I$-$V$ curve at 23 mK becomes smaller at 50 mK, and finally disappears at 4.7 K, suggesting that it may arise from the current heating effect that is more prominent at lower temperatures. These $I$-$V$ curves imply that VBST2 has an insulating temperature-dependence and hence is not in the QAH regime at $V_g = 0$. The inset shows the $I$-$V$ curve over a larger voltage range. (b) Similar non-linear $I$-$V$ curves observed on magnetic TI films by Bestwick et al. [101]. The non-linearity observed at 40 mK (left panel) becomes negligible at 491 mK (right panel). The inset photograph in the right panel is the layout of their Hall bar. In contrast to our results, their $I$-$V$ curves show a metallic temperature dependence, indicating that their sample is in the QAH regime. The graphs in (b) are adapted from [101].

The backgate voltage ($V_g$) dependence of transport properties was also tested. However, no $V_g$ dependence was observed on VBST2. This is likely due to a bad connection between the STO substrate and the LCC. For example, if the silver paste is not uniformly distributed on the back of STO, or some debris and bubbles get stuck at the interface between the STO and the bottom of LCC during the device fabrication, the film will not be homogeneously gated. It is also possible that the STO and LCC are not held tight enough by the silver paste and a gap between them can substantially reduce the gating effect. Nevertheless, we decided
to continue the experiments without lifting the probe to check the backgate at this stage because taking the sample out of vacuum will inevitably introduce more contamination and degrade the quality of the TI film. Therefore, all the transport measurements on VBST2 were carried out at $V_g = 0$ V.

Magnetic field sweeps for $R_{14,14}$ are shown in Fig. 5.12. The conditions for each sweep are shown in the top-left corner of each plot, where $T_{mc}$ is the temperature of the mixing chamber and $M_0$ is the magnetisation state before the sweep. All magnetic field sweeps start from 0 T and go through the black, red, green, blue curves and then finally returns to 0 T. Although the butterfly structure can still be observed, we found that the magnetoresistance of the film is extremely sensitive to temperature variations. Firstly, a significant drop in $R_{14,14}$ after the magnetic field sweep started can be observed in all plots in Fig. 5.12. This is likely due to eddy current heating from $dH/dt$ on VBST2 and the mixing chamber, the magnetocaloric effect due to magnetic moment flipping in VBST2, and the vibration of cryogenic parts of the fridge under strong magnetic fields. As will be discussed later, the temperature of the sample ($T_s$) is actually decoupled from the temperature of the mixing chamber ($T_{mc}$) at such low temperatures. Secondly, magnetic field sweeps with different sweep rates can significantly affect the shape of the butterfly. For instance, the sweep rate of 10 T/hr (Fig. 5.12(a)) creates a heating power that is higher than the cooling power of the fridge at 22.9 mK, thus the background level of $R_{14,14}$ becomes increasingly lower due to the continuous heating. In contrast, the heating powers caused by the sweeps of 2 T/hr (Fig. 5.12(b)) and 1 T/hr (Fig. 5.12(c)) are smaller than the cooling power of the fridge at 30.2 mK and 24.5 mK, respectively, hence the background level of $R_{14,14}$ becomes increasingly higher. Thirdly, a sharp drop in $R_{14,14}$ when the magnetic field is swept across 0 T can be observed. Although the reason is not clear, this phenomenon has been observed in experiments using different materials (including GaAs/AlGaAs quantum well, non-magnetic TIs and graphene devices) in different dilution refrigerators in our group, suggesting that it is related to the instruments, perhaps some kind of heating mechanism originating from the reversal of polarity of the superconducting magnet. This effect has also been reported by other groups [101, 104, 109], but none of them identified the source of the heating. To double-check that this heating around the ZF near the polarity switching of superconducting magnet is not caused by the magnetic TI film itself, we further tried removing our device and lowering an empty sample holder into the cryostat. It turns out that this heating event around the ZF is still present in $T_{mc}$, which suggests that it should come from the instruments.

All the aforementioned thermal effects become negligible and no corresponding structures can be observed above 1.5 K, indicating these phenomena only can be explicitly detected at very low temperatures. These thermal effects considerably increase the difficulty of
Figure 5.12: The magnetic field sweeps on VBST2 at fridge temperatures show strong sweep-rate dependence. All magnetic field sweeps start from 0 T and go through the black, red, green, blue curves and then finally returns to 0 T. $T_{mc}$ is the temperature of mixing chamber and $M_0$ indicates the initial magnetisation state of the film before the sweeps. (a) The magnetic field sweep at 22.9 mK using a sweep rate of 10 T/hr. (b) The magnetic field sweep at 30.2 mK using a sweep rate of 2 T/hr. (c) The magnetic field sweep at 24.5 mK using a sweep rate of 1 T/hr.

interpreting the data associated with magnetic field sweeps, but it is still clear that VBST2 does not show the QAHE. Remarkably, these thermal effects seem to be less serious in magnetic TI films that show the QAHE. A possible explanation is because the QAH states are not sensitive to the change of temperatures, just like the QH states in the QHE. As long as the thermal energy generated by the heating effect is not larger than the size of magnetic gap/Landau gap in the QAHE/QHE, the carrier transport behaviour of the QAH/QH states are almost independent of the temperature. This speculation is also consistent with the fact that VBST2 is not in the QAH regime according to the $I$-$V$ curves and should be dominated by dissipative 2D and 3D bulk transport that are much more temperature-dependent.

To simplify the complicated heating factors in magnetic field sweeps, we prepared a data acquisition program to record the $T_{mc}$ change during a magnetic field sweep, aiming to find out the most appropriate sweep rate for measurements. As shown in Fig. 5.12, a fast sweep generates excessive heating power that keeps heating the system, while a slow sweep rate has less heating power than the cooling power of the fridge. Consequently, both show temperature fluctuations during the magnetic field sweeps. By many rounds of trial and error, we found that 5 T/hr seems to produce a heating power which is roughly equivalent to the cooling power of the fridge, as shown in Fig. 5.13. For the 10 T/hr sweep in Fig. 5.13(a) and (c), both the temperature of the sample and the mixing chamber kept increasing during the sweep. On the other hand, for the 5 T/hr sweep in Fig. 5.13(b) and (d), the temperature of the mixing chamber seems to fluctuate between 70 mK and 110 mK, and the background
level of $R_{14,14}$ became stable after the 1st trace (black), suggesting that the temperature of the film gradually reached thermal equilibrium in the process of the 1st sweep.

Figure 5.13: The magnetoresistance of VBST2 and the mixing chamber temperature of the fridge during the magnetic field sweeps at a sweep rate of (a) 10 T/hr and (b) 5 T/hr. Both sets of magnetic field sweeps start from 0 T and go through the black, red, green, and finally blue curves.

Several features are worth noting in Fig. 5.13. Firstly, although both $T_{mc}$ and $R_{14,14}$ reflect the heating that occurs at the beginning of the magnetic field sweeps, it is much more pronounced in terms of the change of $R_{14,14}$. Comparing Fig. 5.13(c) and (d), the change of $T_{mc}$ due to the onset of magnetic field sweep are different. However, the change of $R_{14,14}$ in Fig. 5.13(a) and (b) are similar in magnitude. This implies that $T_{mc}$ no longer represents $T_s$, and the film is more sensitive to temperature changes caused by magnetic field sweeps. In later experiments, we repeatedly found that the change of film resistance cannot be directly deduced by the change of $T_{mc}$, supporting our speculation that $T_{mc}$ is decoupled from $T_s$.

Secondly, the heating event around the ZF during the polarity reversal of external magnetic field does not always reflect in the change of $T_{mc}$. For instance, $T_{mc}$ in Fig. 5.13(d) around the ZF does not show a sign of heating, whereas $R_{14,14}$ in Fig. 5.13(b) clearly shows a sharp drop around the polarity reversal of the external magnetic field. This may indicate that the
heating occurs closer to the sample holder than the mixing chamber, and may originate from some paramagnetic parts on the probe or cryostat. Since the heating mostly happens between \( \mu_0 H = 0 \) and \( \pm 20 \) mT when the external magnetic field is swept toward zero, we carried out an experiment by stepping the \( H \) field between \(-100 \) mT and \( 100 \) mT to closely examine the magnetic field dependence of \( R_{14,14} \) around the ZF. As shown in Fig. 5.14, the magnetic field was changed from \( 100 \) mT toward \(-100 \) mT in \( 10 \) mT intervals at a rate of \( 5 \) T/hr followed by a wait of \( 20-30 \) minutes. The waiting time is determined by monitoring the relaxation of \( R_{14,14} \) after each sweep until it became saturated and stabilised. As can be seen in Fig. 5.14, \( R_{14,14} \) rapidly drops every time when the \( H \) field sweep is initiated due to the heating caused by \( dH/dt \). In the following waiting period, \( R_{14,14} \) creeps back to a higher value. If we take the \( R_{14,14} \) values after the waiting period as the thermodynamically equilibrium values and connect these points together (shown by the dashed line in Fig. 5.14), we found that the sharp drop of \( R_{14,14} \) around the ZF can be greatly suppressed. Bestwick et al. has tried an ultra-slow magnetic field sweep using an average rate of \( 39.6 \) mT/hr to reduce the heating effect that comes with the sweep. However, this approach is not practical in our cryostat since our dilution refrigerator can rarely stay at a stable temperature for such a long time. Furthermore, the Cr-doped TI film they used has a coercive field less than \( 200 \) mT, while our VBST2 has a coercive field of \( \sim 1.5 \) T at millikelvin temperatures. It would take unrealistic long time to complete such an ultra-slow sweep.

Alternatively, we also tried using a slower sweep rate for the range where thermal effect is pronounced and a fast rate for the rest of the sweep. A result from these experiments is shown in Fig. 5.15. We used \( 5 \) T/hr for the sweep between \( \mu_0 H = \pm 0.3 \) T, and \( 10 \) T/hr for the sweep of \( |\mu_0 H| > 0.3 \) T, hoping to minimise the sweep-rate-dependent thermal effect but at the same time still obtain the result of magnetic field sweeps in a feasible time scale. Unfortunately, a prominent heating effect due to the change of \( dH/dt \) can be observed as a sudden drop of the magnetoresistance when the sweep rate is increased, as indicated by the black arrows, leading to even more artificial features in the butterfly structure.

From the resistance-temperature \((R-T)\) relation of \( R_{14,14} \), as shown in Fig. 5.16, we can have a more quantitative idea about the various heating effects during the magnetic field sweeps. The \( R-T \) curve between \( 33 \) mK and \( 572 \) mK shown in Fig. 5.16(a) is taken during a cool-down process when the magnetisation state is upward \( (M_0 > 0) \) in the absence of external magnetic field \( (H = 0) \). The cool-down process is made slow enough with a cooling rate of \( 0.683 \) mK/min to make sure that the \( T_{mc} \) and \( T_s \) are always in good thermal equilibrium. Therefore, unlike the magnetic field sweep experiments, the \( T_{mc} \) in this measurement can be regarded as \( T_s \). A similar \( R-T \) curve at \( M_0 < 0 \) taken at \( H = 0 \) between \( 36 \) mK and \( 840 \) mK is shown in Fig. 5.16(c). If we use these \( R-T \) curves to deduce the actual \( T_s \) in the magnetic field...
Figure 5.14: The magnetic field dependence of $R_{14,14}$ measured by a series of sweeps from 100 mT toward $-100$ mT in 10 mT intervals using a sweep rate of 5 T/hr followed by a wait of 20-30 minutes. The $R_{14,14}$ value after each waiting period is regarded as the thermodynamically equilibrium value. These points are connected by the dashed line to show the magnetic field dependence of $R_{14,14}$ around 0 T without the influence of heating effect that arises from the polarity reversal of the $H$ field.

Figure 5.15: The magnetic field sweeps using a sweep rate of 5 T/hr and 10 T/hr for the sweeps between $\mu_0 H < | \pm 0.3 |$ T and $\mu_0 H > | \pm 0.3 |$ T, respectively. The magnetic field sweep starts from 0 T and go through the curves with different colours representing the sequence of sweeps. Abrupt changes due to the increase of $dH/dt$ can be observed at the fields where the sweep rate is increased, as denoted by the black arrows.
sweeps shown in Fig. 5.13(a) and (b), we find that the VBST2 film possibly has been heated to above 100 mK shortly after the first sweep begins, while the $T_{mc}$, though it also shows an increase, still stays at less than 60 mK in this rapid heating period. This again supports our speculation that $T_s$ and $T_{mc}$ are decoupled in the magnetic field sweep measurements. However, we need to emphasise that the $T_s$ deduced from the change of $R_{14,14}$ is not precise since the features in the magnetoresistance during a magnetic field sweep are not due to heating effects alone but are also affected by the ferromagnetic properties of the magnetic TI film. Especially for a sample like VBST2 that is not in the QAH regime (i.e. dominated by dissipative bulk transport), the features shown in the magnetoresistance during magnetic field sweeps should be ascribed to both thermal and magnetic effects. We can only analyse the weight of contribution from these two effects based on the conditions of the measurement, such as the starting temperature of the experiment, the sweep rates, the change in $T_{mc}$ during the sweeps, and the field where a feature appears in the butterfly structure. Hence, the better way is to think of the magnetoresistance as a result of the butterfly structure that arises from ferromagnetism of the film being modified in shape and background level by various heating effects during the magnetic field sweeps.

Similarly, the temporal relaxation behaviour observed when a magnetic field sweep is paused can also be caused by both thermal and magnetic effects. For instance, in Fig. 5.14, $R_{14,14}$ always relaxes back to a higher value after every magnetic field step. Although we believe that it is mostly caused by the temperature variation, we cannot completely rule out the possible influence of superparamagnetism in magnetically doped TI films that was reported by some groups [136, 102]. In their study, the magnetisation reversal of magnetic TI films may occur via a series of random reversal of nanoscale isolated weakly-interacting domains instead of domain wall motion. These nanoscale domains are essentially each a single magnetic moment originating from the aggregation of magnetic dopants. The magnetic moments of this type are metastable and can render the TI film superparamagnetic. When such a magnetic moment flips its direction due to thermal fluctuations, it can affect adjacent magnetic moments and cause more magnetic moment reversal, resulting in a spontaneous magnetic relaxation. This phenomenon would be particularly obvious when the influence from the external magnetic field is weakened [102, 136], such as slowly reducing the magnitude of external magnetic field or suddenly pausing a magnetic field sweep, which usually leads to the observations of relaxation behaviour in the magnetoresistance.

In conclusion, because the lack of a working backgate and the poor quality of the magnetic TI material, we were unable to observe the QAHE on VBST2. The Arrhenius plots of the $R$-$T$ curves shown in Fig. 5.16(b) and (d) suggest that the activation energy $E_a$ is $\sim$ 3.93-4.22 $\mu$eV, which is about 45-49 mK. Such a small energy scale implies that the Fermi level is far
5.4 Transport and SPM measurements on device VBST2

Figure 5.16: (a) The resistance-temperature ($R$-$T$) curve between 33 mK and 572 mK taken during a cool-down process when the initial magnetisation state is $M_0 > 0$ in the absence of an external magnetic field ($H = 0$). The cool-down process is made slow enough with a cooling rate of 0.683 mK/min to make sure $T_{mc}$ and $T_s$ are always in good thermal equilibrium, so that $T_{mc}$ in this measurement can be regarded as $T_s$. (b) The Arrhenius fit of the $R$-$T$ curve in (a). The activation energy is $\sim 3.93 \, \mu$eV, which is about 45.6 mK. (c) The $R$-$T$ curve between 36 mK and 840 mK taken at $H = 0$ during a cool-down process when the initial magnetisation state is $M_0 < 0$. The cooling rate of 0.946 mK/min is slow enough to make sure $T_{mc}$ and $T_s$ are always in good thermal equilibrium. (d) The Arrhenius fit of the $R$-$T$ curve in (c). The activation energy is $\sim 4.22 \, \mu$eV, which is about 48.9 mK.

away from the centre of the magnetic gap (if the gap is successfully induced by exchange coupling), and the bulk transport may be dominant in VBST2. The result is a magnetic TI film with complicated interplay between the electronic and spin systems, which in turn leads to complex thermal and magnetic effects that are hard to disentangle. Therefore, we decided to stop the transport measurements and investigate whether SPM experiments can offer some insight into the interactions between the electronic and spin systems.
5.4.4 SPM measurements on VBST2

The first step for the SPM experiments at fridge temperatures is to locate the edge of the film because the tip usually drifts due to thermal contraction of piezo positioners during the cooling process. A bias is applied on the scanning tip to perform the EFM and search for the edge. The edge of the film imaged by the EFM using a tip bias $V_{\text{tip}} = 3$ V at fridge temperatures is shown in Fig. 5.17(a). The lower brighter half is the magnetic TI film while the upper darker half is the STO substrate. Due to the debris on the sample surface, the minimum tip-sample distance was limited to $\sim 200$ nm. We then attempted to image the electric current on the film by SGM at this tip height.

To prepare for the SGM measurements, a S-D current of 1 nA was passed between electrode 2 and electrode 4. The transport behaviour of $R_{24,24}$ is characterised by the magnetic field sweeps shown in Fig. 5.17(b). $R_{24,24}$ is much more resistive than the $R_{14,14}$ used in the previous transport measurements. The dip in the black trace of $R_{24,24}$ between $-1$ T and $-2$ T is caused by a sudden heating event that can be observed at corresponding magnetic field in the $T_{mc}$ curve. The shape of the butterfly structure is similar to that of $R_{14,14}$.

We first applied a tip bias $V_{\text{tip}} = 3$ V with a S-D current of 1 nA to perform the SGM measurement in the same scan range as the EFM image (Fig. 5.17(a)) under the condition of $M_0 < 0$ and $H = 0$. The SGM image cannot resolve any features related to the current distribution. We then varied the tip bias up to $\pm 10$ V to enhance the scattering potential under the tip, and increased the S-D current up to 100 nA to raise the signal-to-noise ratio. The measurements were also carried out in the conditions of $M_0 > 0$ and $H \neq 0$ as well as smaller tip-sample distance in reduced scan ranges. Nevertheless, no distinguishable features related to the current can be seen in the SGM images of these experiments. A typical image from these SGM measurements is shown in Fig. 5.17(c), which was taken at a tip height of 200 nm with a S-D current of 100 nA and $V_{\text{tip}} = 5$ V. No features related to the current distribution can be observed. The scan direction is along the $y$-direction, which results in the vertical lines in the image owing to the fluctuations of $R_{24,24}$ during the scan.

There are several possible reasons why the SGM could not observe the current distribution on VBST2. Firstly, since VBST2 is not in the QAH regime, the transport should be dominated by 2D and 3D bulk states. Thus, it is possible that the signals from edge conduction are too weak to be resolved from the huge background of bulk conduction. Moreover, even if the edge transport does exist in VBST2, the width of the edge states may fall below the resolution limit of our SGM system. In one of our previous experiments studying the edge transport in a graphene Moiré superlattice using the same SGM system, the contrast arising from the edge current was found to have a width $\sim 500$ nm [139]. Since the Hall bar of
Figure 5.17: (a) The EFM image of the film edge found at fridge temperatures. The tip was kept at a distance of 200 nm from the surface with a bias $V_{\text{tip}} = 3$ V. (b) The magnetic field dependence of $R_{24,24}$ and $T_{mc}$. The magnetic field sweeps start from 0 T and go through the black, red, green, blue curves and then finally returns to 0 T. A sudden heating event can be seen in the black trace of $T_{mc}$ between $-1$ T and $-2$ T, which leads to a dip in the black trace of $R_{24,24}$ at corresponding magnetic field. (c) The SGM image taken at a tip height of 200 nm with a S-D current of 100 nA and $V_{\text{tip}} = 5$ V in the same scan range as the EFM image in (a). No features related to the current distribution can be observed. The scan direction is along the $\gamma$-direction, which results in the vertical lines in the image owing to the fluctuations of $R_{24,24}$ during the scan. It can also be observed that $R_{24,24}$ slowly decreased during the scan from $\sim 350$ kΩ (left side) to 306 kΩ (right side) because of the heating effect from the scanning motions. At the end of this SGM measurement, $T_{mc}$ has become higher than 380 mk.

VBST2 was manually scratched by a scalpel, many cracks and indentations appear in the regions close to scratched traces due to the collapse of underlying STO substrate during
the scratching process. These structures appear as light, nearly-horizontal curves between $Y = 10 \, \mu m$ to $40 \, \mu m$ in Fig. 5.10(d). Such topographical features near the film edge have a scale that is comparable to the possible width of contrast from the edge current in SGM images and could easily obscure the SGM signal, which is already very small. Finally, we found that the temperature of the system (including the film and mixing chamber) could substantially increase during scanning experiments at fridge temperatures because of the heat generated by the vibration of the tip, and the scanning and stepping motions of the piezo scanners and positioners. In addition, the laser used for detecting the tip oscillation was also constantly heating the entire sample space. During the scanning experiments, a rise of $T_{mc}$ and a drop of $R_{24,24}$ (i.e. rise of $T_s$) were always observed, meaning that $T_s$ and $T_{mc}$ were not constant throughout one SPM scan at fridge temperatures. Although the laser can be switched off during the SGM experiments, the scanning motions still creates considerable heat energy, and $T_{mc}$ typically reached 200-500 mK after an SGM experiment. For instance, in Fig. 5.17(c) $R_{24,24}$ slowly decreases during the scan from $\sim 350 \, k\Omega$ (left side) to $306 \, k\Omega$ (right side) because of the heating effect from the scanning motions. At the end of this SGM measurement, $T_{mc}$ was found to become higher than 380 mk. Since the sample has a much smaller heat capacity and is much closer to the piezo scanners and positioners than the mixing chamber, it can be expected that $T_s$ might have risen to an even higher temperature than the $T_{mc}$ at the end of the SGM experiments. Even if the QAHE does exist in VBST2, it may well be quenched at such high temperatures and no edge conduction should be observed.

As a final attempt, we tried the KPM on VBST2 to detect the variation in surface potential caused by the current distribution on the surface of VBST2. The regions with higher current density should show a different contact potential difference to the tip, and thus produce contrast in a KPM image. In order to move the tip closer to the surface, the KPM measurements were mostly performed in the small area ($8 \times 8 \, \mu m^2$) in the centre of Fig. 5.17(a) across the film edge to avoid hitting debris on the surface. The EFM image of this area taken at a tip height of 70 nm with $V_{tip} = 3 \, V$ is shown in Fig. 5.18(a), in which the edge can still be clearly seen. The KPM image taken in the same area using an AC modulation voltage of 1 V at the frequency of 1 kHz is shown in Fig. 5.18(b). A potential difference of about 100-200 mV can be observed across the film edge. However, although the KPM was able to image the surface potential difference between the STO substrate and the magnetic TI film, no further features related to the edge conduction or current distribution can be observed.

We also tried changing the magnitude and frequency of the AC modulation voltage, biasing the device with different voltages, and applying strong magnetic field during the
KPM measurements to enhance the contrast. Nevertheless, the KPM images all look quite similar and no more features were resolved.

In summary, due to the intrinsically poor sample quality and the lack of a working backgate, the magnetic gap could be very small and the Fermi level may be far away from the Dirac point. We were unable to tune the Fermi level into the magnetic gap and therefore could not observe a good QAHE on VBST2. The transport might be dominated by dissipative bulk conduction, which could smear out the signals from edge conduction in the SGM and KPM measurements.

It will be key to improve the quality of the magnetic TI film so that the sample can have a larger magnetic gap with its Fermi level intrinsically close to the Dirac point. The fabrication of a working backgate that allows the adjustment of chemical potential is also crucial for future devices.

### 5.5 Summary

In this chapter, we combine transport measurements with SPM measurements to investigate both the magnetic and electrical properties of V-BST films. The goal is to study the evolution of the QAH states and magnetic domain structures during the magnetisation and demagnetisation process of magnetic TI films by directly imaging the spatial distribution of QAH states and domain structures. When the film is fully magnetised with a uniform out-of-plane magnetisation, the contrast of QAH states should appear at the edge of the device, whereas
when the film is fully demagnetised, the contrast pattern should be consistent with the map of domain walls. The difference between the fully-magnetised and fully-demagnetised states thus is the unique signature of the QAHE in SPM experiments.

As the first step, we tried to map out the domain structures of VBST1 by MFM using our home-made SPM system. The ferromagnetism of VBST1 is confirmed by the butterfly structure observed in transport measurements when the film is cooled below $T_C \sim 20$ K. The MFM scans were then performed at 4.2 K, where the coercive field $H_c \sim 0.4$ T and the saturation field $H_s \sim 0.7$ T. In theory, the film should gradually evolve into a multi-domain state as the magnetic field increases from 0 T to $H_c \sim 0.4$ T due to demagnetisation, and then enter a single domain state beyond $H_s \sim 0.7$ T. However, we could not observe the predicted evolution of domain structures by either MFM scans or magnetic field spectroscopy.

The poor surface condition of VBST1 and the potential complex behaviours of our MFM tips are the possible reasons for not being able to observe the domain structures on VBST1. In addition, the domain structures in VBST1 may be smaller than 500 nm [138], which is not only close to the limit of our MFM resolution, but may also be easily overshadowed by the signals from the artefacts on the surface.

Therefore, for our second film - VBST2, we minimised the fabrication process before any SPM measurements to keep the surface as clean as possible, and used a dedicated SHPM system to probe the domain structures. In the SHPM images, we observed patch-like structures that range from several hundred nanometers to 2 µm, and the magnetic fields emanating from these structures are lower than 1 G. Both the field strength and size of the magnetic structures are consistent in order of magnitude with the observations of other groups [135]. Unfortunately, we were unable to confirm our results by further measurements due to some deficiencies in the SHPM experiments. Therefore, although the structures observed are likely to have a magnetic origin according to our analysis, we cannot claim that they are indeed magnetic domains of VBST2. More experiments are needed to verify our results.

Subsequently, we decided to study the QAHE from the electrical perspective, i.e. mapping the current distribution of QAH states in VBST2. Thus, the film was scratched into a Hall bar for transport characterisation. However, the QAHE is not observed and VBST2 does not seem to be in the QAH regime. As a result, VBST2 is extremely sensitive to thermal effects, such as eddy current heating caused by $dH/dt$ on the film and the mixing chamber, the magnetocaloric effect due to magnetic moment flipping in the film, and the vibration of cryogenic parts of the fridge under strong magnetic fields. In addition, a rapid heating event is found when the external magnetic field is swept across 0 T, which has also been reported by other groups [101, 104, 109]. Our subsequent experiments suggest that this heating event originates from the instruments but not the sample itself.
All the aforementioned thermal effects become negligible and no corresponding structures can be observed above 1.5 K, indicating that these phenomena only can be detected at very low temperatures. These thermal effects also seem to be less serious in magnetic TI films that exhibit the QAHE. A possible explanation is because the QAH states are not sensitive to the change of temperature, just like the QH states in the QHE. This speculation agrees with the fact that VBST2 is not in the QAH regime and should be dominated by dissipative 2D and 3D bulk transport that are much more temperature-dependent.

The Arrhenius plots suggest that the activation energy $E_a \sim 3.93-4.22 \, \mu\text{eV}$ (i.e. $\sim 45-49 \, \text{mK}$). Such a small energy scale implies that the Fermi level is far away from the centre of the magnetic gap and VBST2 may be dominated by bulk transport, resulting in a magnetic TI film with complicated interplay between the electronic and spin systems, which in turn leads to complex thermal and magnetic effects that are hard to disentangle.

Finally, the SGM and KPM were used to detect the QAH states at fridge temperatures, but no features related to the current distribution can be resolved. Again, this is probably due to the intrinsically poor sample quality and surface condition, as well as the lack of a working backgate. The heat generated by the SPM system also increases the difficulty for the observation of QAHE at fridge temperatures.

Therefore, we believe that the key is to improve the quality of magnetic TI films so that the critical temperature of the QAHE can be boosted and bulk states can be reduced. Moreover, a better fabrication process is desired to improve the surface condition of the Hall bar device and minimise the influence of artificial structures for SPM measurements. A working backgate that allows the adjustment of chemical potential is also crucial for future devices.
Chapter 6

Transport in chromium-doped bismuth antimony telluride heterostructures

6.1 Introduction

One of the major difficulties in the research of the QAHE is the ultralow critical temperature. Although the critical temperature was boosted to 120 mK with the realisation of QAHE in vanadium-doped bismuth antimony telluride [106], a dilution refrigerator is still required for the measurements of the QAHE. Since the Hall plateau transition in the QAHE is driven by the magnetic phase transition, it is surprising to see that the critical temperature of the QAHE is two orders of magnitude lower than the Curie temperature of the magnetic TI films, which is usually on the order of tens of kelvins. Much work has investigated the origin of this discrepancy [101, 107, 109, 140, 141], but there is still no clear conclusion so far. In 2017, Mogi et al. reported a new type of magnetic TI structure which consists of a layer of (Bi,Sb)$_2$Te$_3$ sandwiched by two layers of Cr-doped (Bi,Sb)$_2$Te$_3$ that manifested a quantised Hall conductivity at 500 mK [142]. After that, more groups began to grow similar magnetic TI heterostructures with different doping and thicknesses in pursuit of higher critical temperatures for the QAHE.

Because we were unable to observe the QAHE from all the previous V-BST samples, we decided to turn our attention to the magnetic TI heterostructure as well. As discussed in Chapter 3 and Chapter 5, the non-zero longitudinal resistance and ultralow critical temperatures of the QAHE have always been an issue of discussion in this field. Some experiments have been carried out to probe the source of dissipation in the QAHE in V-doped and Cr-doped (Bi,Sb)$_2$Te$_3$ films [101, 104, 107, 109, 110], but no careful study has been made for the newly-emerging magnetic TI heterostructures yet. Therefore, we hope that by performing
comprehensive transport measurements on magnetic TI heterostructure devices, we will gain insight into the dissipation mechanism and the cause of ultralow critical temperatures of the QAHE.

6.2 Experimental details

6.2.1 Sample fabrication

The Cr-doped \((\text{Bi}, \text{Sb})_2 \text{Te}_3\) heterostructures used for the experiments in this chapter were prepared by Dr. Cui-Zu Chang and coworkers at the Pennsylvania State University. The details of the sample growth procedure and characterisation are given in the articles from Dr. Chang’s group [143, 144]. Here we only briefly introduce the basic growth method described in their papers.

The growth of the Cr-doped \((\text{Bi}, \text{Sb})_2 \text{Te}_3\) sandwich heterostructures was carried out in a commercial EPI-620 MBE system with a base pressure lower than 2 \(\times 10^{-10}\) mbar. The insulating STO (111) substrates used for the growth of all the sandwich heterostructures were first soaked in 90°C deionized water for 1.5 hours, and then annealed at 985 °C for 3 hours in a tube furnace with pure oxygen flow. Through the above steps, the surface of STO substrates were passivated and became atomically flat. These heat-treated insulating STO substrates were then outgassed at \(\sim 530\) °C for 1 hour before the growth of TI heterostructures. High-purity Bi (99.999%), Sb (99.9999%), Te (99.9999%), and Cr (99.999%) were evaporated from Knudsen effusion cells. The flux ratio of Te to Bi and Sb was set to be \(> 10\) to minimise the Te deficiency in the TI films. Each layer of the sandwich heterostructure was grown with a different Bi/Sb ratio by adjusting the temperatures of Knudsen cells to tune the chemical potential close to its charge neutral point. The growth rate for the films was controlled at \(\sim 0.25\) QL per minute, and the STO substrates were maintained at 240 °C during the sample growth. After the growth, the TI films were annealed at \(\sim 240\) °C for 30 minutes to improve the crystal quality before being cooled down to room temperature. The sharp and streaky ‘1 \(\times\) 1’ diffraction patterns in RHEED images (as shown in the supplementary information of [143]) indicate high crystal quality and atomically flat surface of the TI films.

Due to the same concern about the doping effect and contamination as described in Sec. 5.2, the device studied in this chapter was scratched into Hall bars by a metal tip to avoid introducing doping and contamination from the environment and lithographic processes. The scratched Hall bar sample was then fixed onto an LCC using silver conductive paste. Indium pieces were manually placed onto the terminals of the Hall bars as Ohmic contacts, and these indium contacts were later connected to the bond pads of the LCC by gold wires. Finally, the
inner base of the LCC, which is electrically contacted with the STO substrate by silver paste, was connected to some of the bond pads on the LCC to enable the manipulation of backgate voltage.

The magnetic TI heterostructure device (henceforth referred to as CBST1) used in this chapter is not capped because our sample supplier noticed that a charge transfer effect sometimes occurs between the magnetic TI film and the capping layer, which is detrimental to the QAHE. Therefore, we decided not to make a capping layer for CBST1 to see if it will be more likely to show the QAHE.

The stack structure of CBST1 is schematically shown in Fig. 6.1(a). A 5 QL undoped (Bi,Sb)$_2$Te$_3$ is sandwiched by two 3 QL Cr-doped (Bi,Sb)$_2$Te$_3$, forming a 3-5-3 TI heterostructure on the STO substrate.

![Figure 6.1: (a) The layer structure of CBST1. (b) An optical photograph of the scratched Hall bar. (c) The device layout and dimensions of the Hall bar. Although the nominal aspect ratio of the middle channel is 5, the scratched traces actually have a finite width. Thus, the accurate aspect ratio is found to be $\sim 6.5$ by directly measuring the optical image in (b).](image)
Figure 6.1(b) shows the optical photograph of the Hall bar. The dark part is the magnetic TI film and the six silver regions are the indium contacts. The light area is the transparent STO substrate. The Hall bar was made with elongated leads to prepare for possible future SPM experiments. The dimension of all the channels of the Hall bar is shown in Fig. 6.1(c). It is worth noting that although the nominal aspect ratio of the middle channel of the Hall bar is 5, every scratched trace actually has a certain width. Therefore, by directly measuring the length and width of the Hall bar in the optical image, the accurate aspect ratio of the middle channel is found to be $\sim 6.5$.

6.2.2 Correction of the mixing between $R_{xx}$ and $R_{xy}$

Because the Hall bar of CBST1 was not lithographically defined, a certain level of misalignment between the probes measuring the longitudinal and Hall voltage difference is present, which leads to the mixing between the longitudinal resistance $R_{xx}$ and Hall resistance $R_{xy}$ signals. This effect is particularly serious for the $R_{xy}$ signals around the plateau-plateau transition regimes near the coercive field where the measured $R_{xy}$ will inevitably pick up the extremely large electrical signals from $R_{xx}$ in such an imperfect Hall bar geometry. Thus, a correction for the measured $R_{xy}$ is necessary. The principle behind this correction is described as follows.

Considering the ideal butterfly structure in $R_{xx}$ and square loop in $R_{xy}$, as shown in Fig. 6.2, the hysteresis for $R_{xx}$ and $R_{xy}$ in a magnetic field sweep should have the relations:

$$R_{xy}^+(H) + R_{xy}^-(\textcolor{red}{-H}) = 0 \quad (6.1)$$

and

$$R_{xx}^+(H) = R_{xx}^-(\textcolor{red}{-H}), \quad (6.2)$$

where the $\uparrow$ and $\downarrow$ in the subscripts denote the upward and downward magnetic field sweeps, respectively. However, for a real measurement with misaligned voltage probes, the $R_{xy}$ signal actually has a component of the $R_{xx}$ signal, and the relation becomes

$$R_{xy}^+(H)_{\text{measured}} + R_{xy}^-(\textcolor{red}{-H})_{\text{measured}} = R_{xy}^+(H) + R_{xy}^-(\textcolor{red}{-H}) + R_{xx}^+(H) + R_{xx}^-(\textcolor{red}{-H}), \quad (6.3)$$

where the "measured" in the subscripts means the actual measured signal.

Since $R_{xy}^+(H) + R_{xy}^-(\textcolor{red}{-H})$ should equal to zero according to Eq. 6.1, the remaining part of Eq. 6.3 should be $R_{xx}^+(H) + R_{xx}^-(\textcolor{red}{-H})$. Moreover, because $R_{xx}^+(H)$ should equal to $R_{xx}^-(\textcolor{red}{-H})$ according to Eq. 6.2, the $R_{xx}$ components mixed in $R_{xy}^+(H)_{\text{measured}}$ and
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Figure 6.2: The ideal (a) butterfly structure of $R_{xx}$ and (b) square loop of $R_{xy}$ in magnetic field sweeps.

$R_{xy}(H)_{\text{measured}}$ should be

$$
(R_{xy}(H)_{\text{measured}} + R_{xy}(-H)_{\text{measured}})/2.
$$

Therefore, the correction term given by Eq. 6.4 should be subtracted from both the $R_{xy}$ signals of the upward and downward magnetic field sweeps to correct the mixing of $R_{xy}$ and $R_{xx}$. It should be noted that all the $R_{xy}$ or $\rho_{xy}$ data shown in the following sections are corrected, unless otherwise specified.

6.3 Probing the QAH phase transition

The CBST1 device was loaded into a Bluefors cryogen-free dilution refrigerator for transport measurements at millikelvin temperatures. In some of our previous unsuccessful measurements of the QAHE on other magnetic TI devices, we noticed that the gating effect saturates at high backgate voltage ($V_g$), and the gate sweep curves are usually hysteretic between the forward and backward $V_g$ sweeps. These two effects are possibly associated with the electric properties of STO substrates at low temperatures. Since STO has a very high dielectric constant ($\varepsilon \sim 30000$) at low temperatures [98, 145, 146], it is commonly used as the substrate of magnetic TI devices for applying a large electric field to fine-tune the carrier density. However, after ramping $V_g$ at fridge temperatures, the STO substrate tends to be gradually charged, making the gating effect become increasingly weak. As a result, the carrier density becomes less tunable and the resistance curve in $V_g$ sweeps plateaus off at high $V_g$. In addition,
due to the ferroelectricity of STO [147], the forward and backward $V_g$ sweep curves always show hysteresis, which affects the judgement regarding the energy of the Dirac point and QAH regime. The only way we know to thoroughly discharge the STO substrate and reset the electric hysteresis of the device is to ground the device and warm it up to about room temperature ($>250$ K). Obviously, it is not practical in real experiments to thermal-cycle the sample between room temperature and fridge temperatures after every $V_g$ sweep. A way to lessen the inconvenience is to sweep only a small range of $V_g$ each time, and then take the magnetic field sweeps to record the lowest longitudinal resistivity ($\rho_{xx}$) and highest Hall resistance ($\rho_{xy}$). By plotting the trace connected by these minimum $\rho_{xx}$ and maximum $\rho_{xy}$, we are still able to tell the position of the Dirac point and the energy where the film enters the QAH regime. Then we simply have to thermal-cycle the sample once and directly go to the desired $V_g$ next time for further measurements.

The magnetic field dependence of $\rho_{xx}$ and $\rho_{xy}$ of CBST1 at different $V_g$ taken in such manner is shown in Fig. 6.3, in which the $\rho_{xy}$ and $\rho_{xx}$ are obtained by measuring the $R_{14,53}$ and $R_{14,23}$ of CBST1, respectively, using a S-D current of 1 nA with an excitation frequency of 15 Hz at $T_e = 16$ mK. (Note that $R_{ij,mn}$ means the current is passed from electrode $i$ to electrode $j$ and the voltage drop is measured between electrode $m$ and electrode $n$.)

Figure 6.3: The magnetic field dependence of (a) $\rho_{xx}$ and (b) $\rho_{xy}$ of CBST1 taken at different $V_g$ using the sweep rate of 3 T/hr. The $\rho_{xy}$ and $\rho_{xx}$ are obtained by measuring the $R_{14,53}$ and $R_{14,23}$ of CBST1, respectively, using a S-D current of 1 nA with an excitation frequency of 15 Hz at $T_e = 16$ mK. The dashed lines in (b) denote the quantised value $h/e^2$.

It can be observed in Fig. 6.3(a) that the background level of $\rho_{xx}$ decreases with increasing $V_g$ and becomes lowest at $V_g = 200$ V, while $\rho_{xx}(H_c)$ grows higher with increasing $V_g$. The different $V_g$ dependence implies that the conduction at $H_c$ is governed by a different transport
mechanism to the rest of the magnetic field sweep. This is consistent with expectations because in the single domain state (i.e. when the film is fully-magnetised) the transport should be dominated by edge states, whereas in the multi-domain state at $H_c$ the transport is allowed to occur through the surface. On the other hand, the two plateaux in the hysteresis loop of $\rho_{xy}$ slowly move toward the quantised value $h/e^2$ with the increasing $V_g$, as shown in Fig. 6.3(b), suggesting a more developed QAHE at higher $V_g$.

To clearly see the evolution of the $V_g$ dependence of the magnetoresistance of CBST1, we plot the minimum $\rho_{xx}$ and maximum $\rho_{xy}$ as a function of $V_g$ in Fig. 6.4(a). It can be seen that $\rho_{xy}$ is already increasing with decreasing $\rho_{xx}$ between 0 V and 20 V, which suggests that CBST1 has entered the QAHE regime from at least $V_g = 20$ V [93, 148]. This is further supported by the evolution of $H_c$ with $V_g$ in Fig. 6.4(b), in which an abrupt drop in $H_c$ occurs between $V_g = 0$ V and 20 V, and then $H_c$ starts to obey an ascending trend from $V_g = 20$ V to 200 V, indicating the onset of insulator-QAH transition between 0 and 20 V.

As shown in Fig. 6.4(a), although both the lowest $\rho_{xx} \sim 0.0667 \, h/e^2$ and the highest $\rho_{xy} \sim 0.998 \, h/e^2$ appear at $V_g = 200$ V, the trend shows that $\rho_{xx}$ is still descending and $\rho_{xy}$ is still ascending even at 200 V, indicating that the Dirac point may be somewhere beyond $V_g = 200$ V. Due to the constraint of instruments, we could not go to higher $V_g$. However, even if we can further increase $V_g$, we believe it is still unlikely that we will reach the Dirac point. As explained in the beginning of this section, the gating effect through STO substrate tends to become weaker with the increasingly higher $V_g$ owing to the charging effect. Because the $\rho_{xy}$ has started to show a sign of saturation above $V_g = 120$ V, we speculate that $\rho_{xy}$ should not change much beyond 200 V.

The $\rho_{xx}$ slope and $\rho_{xy}$ slope shown in Fig. 6.4(c) are calculated from the data between $\mu_0H = -1.5$ T and $-2$ T, where the magnetisation of the film is almost saturated and the magnetoresistance in the downward sweep starts to retrace that in the upward sweep. In some studies, the slope of $\rho_{xy}$ in this regime is treated as an analogue of the Hall coefficient in an ordinary Hall effect [149, 150]. Although it cannot be used to quantitatively compute the carrier concentration as a true Hall effect, it still provides some qualitative information about the carrier concentration. It can be seen that, after entering the QAHE regime at $V_g = 20$ V, the absolute value of the $\rho_{xy}$ slope generally decreases with increasing $V_g$, implying that the 2D surface and 3D bulk states are being slowly depleted in this process. The $\rho_{xx}$ slope, on the other hand, does not have this layer of meaning, but we notice that it shows a sign change at $V_g = 20$ V, which can be the signal of the QAHE phase transition and is consistent with our observations in Fig. 6.4(a) and (b).

Finally, we observe that the longitudinal resistivity at the coercive field, $\rho_{xx}(H_c)$, increases with increasing $V_g$. The origin of this dependence can be explained by the different scattering
mechanisms inside and outside the QAH regime. When the film is not in the QAH regime, 2D surface states or even some 3D residual bulk states can travel between the source and drain. The two peaks at the coercive field are caused by the scattering between these states and the magnetic domains during the propagation process [135, 151]. However, when the Fermi level is tuned into the magnetic gap and the film enters the QAH regime, the 2D and 3D states are mostly depleted and the two peaks in longitudinal resistance at the coercive field occur mainly via the backscattering of chiral edge states meandering through the network of domain walls, resulting in a significantly lower electric conductivity and thus higher resistivity at the coercive field. Hence, the $V_g$ dependence of $\rho_{xx}(H_c)$ also agrees with the previous observations about the QAH phase transition.

Therefore, although the Fermi level of CBST1 cannot be tuned to the Dirac point, a variety of evidence has verified the insulator-QAH transition between $V_g = 0$ V and 20 V,
and the quantised $\rho_{xy}$ is also observed. Nevertheless, there is still a non-vanishing $\rho_{xx} \sim 0.0667 \hbar/e^2$, indicating the presence of dissipative states at $V_g = 200$ V. In the following sections, we will explore the source of dissipation and discuss the interactions between different dissipative states.

### 6.4 Non-chiral edge transport in device CBST1

We begin with the local transport measurements for different measurement configurations. (All the measurements were taken using a S-D current of $1$ nA with an excitation frequency of $15$ Hz unless otherwise stated.) The magnetic field dependence of the two-terminal resistance of different contact combinations at $T_s = 16$ mK with $V_g = 200$ V is shown in Fig. 6.5. As can be seen in Fig. 6.5(a), the two-terminal resistance of all configurations has a similar butterfly structure with minimum values approaching $\hbar/e^2$ (denoted by the dashed line) when the magnetisation is well-defined. This result of two-terminal measurement agrees with the fact that the voltage drop (i.e. energy loss) for a ballistic transport process should only occur when the QAH states enter the drain electrode.

![Figure 6.5: (a) The magnetic field dependence of the two-terminal resistance of different contact combinations at $T_s = 16$ mK with $V_g = 200$ V. The dashed line denotes the quantised value $\hbar/e^2$. (b) The resistance at $H_c$ ($R(H_c)$) plotted as a function of the channel length ($L$) for different contact combinations. The inset shows a schematic of the CBST1 Hall bar.](image)

The resistance at $H_c$ ($R(H_c)$) is extracted and plotted as a function of the channel length ($L$) for different contact combinations, as shown in Fig. 6.5(b). The $R(H_c)$ is roughly proportional to the channel length, suggesting that the transport at $H_c$ is dominated by length-dependent bulk-like conduction rather than the scale-invariant edge-like conduction. The
slight deviation from linearity may arise from the inhomogeneity in the long leads of the Hall bar. In addition, the sweep rates can also affect the resistance at $H_c$, probably due to thermal effects. Thus, in an ultra-slow magnetic field sweep the deviation should be smaller.

Nevertheless, the local two-terminal measurement itself does not allow us to probe the properties of chiral edge states. To determine the chirality of edge states, we further performed three-terminal measurements on CBST1, as shown in Fig. 6.6(a). The current is passed from electrode 4 to electrode 6, and the magnetic field is swept between $\mu_0 H = -2$ T and 2 T with a sweep rate of 3 T/hr at $T_s = 16$ mK and $V_g = 200$ V. The four different configurations all exhibit a hysteresis loop in the magnetic field sweeps, which is actually a manifestation of the chirality of edge states in CBST1. As illustrated in Fig. 6.6(b), when the magnetisation is in the $M < 0$ state, the chiral edge states will travel along the direction of the green arrows, whereas in the $M > 0$ state the chiral edge states will travel along the direction of the orange arrows. When the conduction is via the green path (i.e. $M < 0$), ideally, no dissipation should occur before the chiral edge states reach electrode 6. Thus, electrode 3, 2, and 1 should be at the same potential as electrode 4, while electrode 5 and 6 should be at ground. In this case, $R_{46,41}$, $R_{46,42}$, and $R_{46,43}$ should be close to zero, and $R_{46,45}$ should be around $h/e^2$. On the other hand, when the conduction is via the orange path (i.e. $M > 0$), electrode 5 should be at the same potential as electrode 4, while electrode 1, 2, and 3 should be at the same potential as electrode 6 (ground), leading to $R_{46,41}$, $R_{46,42}$, and $R_{46,43} \sim h/e^2$ while $R_{46,45} \sim 0$. This behaviour can be clearly observed in all four hysteresis loops in Fig. 6.6(a), in which the traces in the $M > 0$ regime always differ from the traces in the $M < 0$ regime by $h/e^2$.

These three-terminal measurements reveal the chirality of the edge states. However, the three-terminal resistance in Fig. 6.6(a) does not completely vanish throughout the entire fully-magnetised regime and only becomes close to zero around $\mu_0 H = 0$ T. Furthermore, some deviation from $\rho_{xx} = 0$ and $\rho_{xy} = h/e^2$ in the high magnetic field regime can be seen. Both situations suggest the presence of dissipative states other than the chiral edge states in CBST1, even in the QAH regime.

To investigate the origin of dissipation, we carried out non-local measurements in an attempt to distinguish between the contributions from bulk and edge conduction. The classical bulk contribution to the non-local signal can be estimated by the van der Pauw equation $R_{\text{NL}}^{\text{classical}}/\rho_{xx} \approx \exp(-\pi L/W)$, where $L$ is the distance between voltage probes and $W$ is the channel width [103, 152]. For CBST1, the aspect ratio $L/W \sim 6.5$ and hence $\exp(-\pi L/W) \approx 3 \times 10^{-9}$. However, the ratio between the non-local resistance and local resistance in our experiment is found to be $R_{16,43}/\rho_{14,23} \approx 3 \times 10^{-2}$, which is too high to be merely ascribed to the classical bulk contribution. This implies that the dissipation is not
solely caused by the residual 2D and 3D bulk states, and may originate from some kind of dissipative edge states.

Thus, we then examine the magnetic field dependence of non-local signals using two different configurations: \( R_{16,43} \) and \( R_{26,35} \). As can be seen in Fig. 6.7(a) and (b), even in these non-local configurations, both \( R_{16,43} \) and \( R_{26,35} \) show hysteresis in the magnetic field sweeps, indicating the existence of dissipative edge states in CBST1. A possible candidate of these non-chiral edge states is the topological surface states on the side surface of the film [103, 104]. The side surface of a TI originally should host the topological surface states, and these states should be confined into quasi-1D channels and be gapped due to quantum confinement effect if the film is thin enough. Therefore, in a sufficiently thin magnetic TI film, the transport should be dominated by the chiral edge conduction. However, for a thicker film (> 5 QL), the quantum confinement effect on the side surface is not strong enough and the side surface states may not be gapped [103]. Thus, the helical nature of the topological surface states will become prominent in transport measurements. Furthermore, for the side surface the magnetisation is in-plane, which can shift the position of the Dirac point in \( k \)-space, and the Dirac cone will no longer be protected by the time-reversal symmetry [104, 134]. As a result, the helical states on the side surface will no longer be immune to
backscattering and hence become dissipative "quasi-helical" edge states. Since CBST1 is a heterostructure with 11 QL in total, the existence of such quasi-helical edge states is plausible. It is likely that the slope of the magnetoresistance in the fully-magnetised regime in Fig. 6.7 as well as in Fig. 6.6(a) also arise from the $H$-field dependent behaviour of these non-chiral edge states.

Figure 6.7: The magnetic field dependence of the non-local resistance $R_{16,43}$ and $R_{26,35}$ taken at $T_s = 16$ mK with $V_g = 200$ V using a sweep rate of 3 T/hr. (a) The upper panel shows the hysteresis of $R_{16,43}$ in the magnetic field sweeps. The lower panel is the full-scale plot of the upper panel. (b) The upper panel shows the hysteresis of $R_{26,35}$ in the magnetic field sweeps. The lower panel is the full-scale plot of the upper panel. A double peak structure can be observed at $H_c$, which is caused by the mixing with the Hall resistance signal. (c) The magnetic field dependence of $R_{26,35}$ and $R_{26,41}$. $R_{26,41}$ in this configuration is equivalent to the Hall resistance. The thin curves are $R_{26,35}$ as shown in the lower panel of (b). The thick curves and dashed curves represent the corrected and raw signals of $R_{26,41}$, respectively. It can be seen that the double peak structure in $R_{26,35}$ overlaps with the plateau-plateau transition regime in $R_{26,41}$ and creates two dips in the raw signal of $R_{26,41}$, indicating the mixing between $R_{26,35}$ and $R_{26,41}$. In the corrected $R_{26,41}$ signal, the component of $R_{26,35}$ is removed and $R_{26,41}$ becomes a typical square-shaped hysteresis loop commonly seen in the Hall resistance in the QAHE.

The non-adiabatic transport in QAHE caused by these quasi-helical edge states has been theoretically predicted and proposed as the possible source of dissipation observed in experiments [103, 104, 107]. Nevertheless, there have not been systematic study of the properties of these non-chiral edge states. Thus, probing the behaviour of the non-chiral edge states in QAHE will be one of the major topics in later discussions.
Finally, as can be seen in the lower panel of Fig. 6.7(b), the butterfly-shaped hysteresis displays a double-peak structure at $H_c$, which should be attributed to the mixing between $R_{26,35}$ and the Hall resistance in this measurement configuration. The magnetic field dependence of $R_{26,35}$ and $R_{26,41}$ are plotted together in Fig. 6.7(c), where $R_{26,41}$ in this configuration is equivalent to the Hall resistance. The thin curves are $R_{26,35}$, which is the same as the lower panel of Fig. 6.7(b). The thick curves and dashed curves represent the corrected and raw signals of $R_{26,41}$, respectively. The double peak structure in $R_{26,35}$ overlaps with the plateau-plateau transition regime in $R_{26,41}$ and creates two dips in the raw signal of $R_{26,41}$, indicating the mixing between $R_{26,35}$ and $R_{26,41}$. In the corrected $R_{26,41}$ signal, the component of $R_{26,35}$ is removed and $R_{26,41}$ becomes a typical square-shaped hysteresis loop commonly seen in the Hall resistance in the QAHE.

In summary, we established the chirality of chiral edge states by three-terminal measurements and confirmed the presence of non-chiral edge states in the QAH regime. Next, we will investigate the behaviour of these dissipative states.

### 6.5 Electrical transport in device CBST1 in the high magnetic field regime

In Fig. 6.6 and Fig. 6.7, the magnetoresistance always has a slope in the fully-magnetised regime, which we believe is associated with the $H$-field dependent behaviour of the non-chiral edge states. To further explore this phenomenon, high magnetic field sweeps up to $\mu_0H = 10$ T were performed, as shown in Fig. 6.8. (Note that the $\rho_{xx}$ and $\rho_{xy}$ in later discussions are obtained by $R_{46,32}$ and $R_{46,53}$, respectively.)

Although the slope of magnetoresistance in all the measurements in Fig. 6.6 and Fig. 6.7 suggests a higher resistance in a stronger magnetic field, we found that a change in slope actually occurs between $\mu_0H = 2.5$ T and $3$ T in the high magnetic field sweeps, as shown in Fig. 6.8. The transition field is denoted by $H^*$ in the insets of Fig. 6.8(a) and (b). Remarkably, a similar behaviour was previously observed by Kou et al. on a 10 QL magnetic TI film [104], which is comparable to the thickness of our magnetic TI sample. In contrast, this phenomenon is absent in all the studies on thinner magnetic TI films so far. This supports our hypothesis regarding the dissipative quasi-helical states on the side surface. Based on this observation, we speculate that the most likely reason for this slope change is a transition between different dominant dissipation mechanisms. To understand the transport properties of magnetic TI systems with both chiral and non-chiral edge states, we employ a theoretical model constructed by Wang et al. using the Landauer-Büttiker formalism [103], as described
Figure 6.8: The magnetic field dependence of (a) $\rho_{xx}$ and (b) $\rho_{xy}$ up to $\pm 10$ T taken at $T_s = 16$ mK with $V_g = 200$ V using a sweep rate of 3 T/hr. Red and blue curves represent the downward and upward sweeps, respectively. The insets in (a) and (b) show the closeup images of the downward sweeps of $\rho_{xx}$ and $\rho_{xy}$ around the point of slope change, respectively. The field at which the slope change occurs is denoted by $H^*$. 

in Fig. 6.9. With the same naming convention used in Chapter 3, the transmission probability for a state propagating from electrode $i$ to electrode $j$ is $T_{ij}$. For a standard Hall bar with $N$ terminals, we identify $i = N + 1$ as $i = 1$. For instance, the Hall bar shown in Fig. 6.9 is $N = 6$ and hence $i = 7$ is equivalent to $i = 1$.

Figure 6.9: The theoretical model constructed by Wang et al. for the transport in magnetic TI systems with both chiral and non-chiral edge state using the Landauer-Büttiker formalism. (a) A six-terminal magnetic TI Hall bar device with both chiral edge states (solid lines) and counterpropagating quasi-helical edge states (black and blue dashed lines). The current is passed from electrode 1 to electrode 4, while electrode 2, 3, 5, and 6 are voltage leads. (b) The voltage of each lead calculated by the model. Adapted from [103].
Therefore, for chiral edge states in the QHE or QAHE we have $T_{i,i+1} = 1$ for $i = 1$ to $N$, and all other $T_{ij} = 0$. For helical edge states in the QSHE we have $T_{i,i+1} = 1$ and $T_{i+1,i} = 1$ for $i = 1$ to $N$, and all other $T_{ij} = 0$. For the quasi-helical edge states, however, the transmission probability between neighbouring electrodes is not perfect, hence we have $T_{i,i+1} = k_1$ and $T_{i+1,i} = k_2$ with $k_1, k_2 < 1$ and all other $T_{ij} = 0$. Consequently, the total transmission probability for a system with quasi-helical states coexisting with chiral edge states should be given by $T_{i,i+1} = 1 + k_1$ and $T_{i+1,i} = k_2$, and all the others zero.

In theory, $k_1$ and $k_2$ should approach zero for an infinitely large device either due to the dissipation arising from the phase decoherence of quasi-helical states in metallic electrodes, or the momentum relaxation when the sample size $L$ is much larger than the mean free path $l_{\text{mfp}}$. Thus, when $L \gg l_{\text{mfp}}$, $k_1$ and $k_2$ can be approximated by

$$k_1, k_2 \sim \frac{l_{\text{mfp}}}{l_{\text{mfp}} + L}. \quad (6.5)$$

In the presence of an external magnetic field, the backscattering of quasi-helical edge states will be enhanced due to breaking of the time-reversal symmetry, while the chiral edge states remain robust against backscattering. When the magnetic length $l_B$ becomes smaller than the mean free path $l_{\text{mfp}}$ in an increasingly stronger magnetic field, $k_1$ and $k_2$ will start to approach zero. As a result, the influence of quasi-helical states at high magnetic field becomes weaker and $\rho_{xx}$ will begin to decrease with increasing magnetic field after $l_B < l_{\text{mfp}}$ [103]. We believe this is the reason behind the slope change of the magnetoresistance in the high magnetic field regime. In Fig. 6.8, this transition occurs at around $\mu_0 H = 2.5$ T, where $l_B \sim 15.8$ nm, suggesting that the mean free path in our system can be $l_{\text{mfp}} \sim 20$ nm.

Considering the elongated leads of the Hall bar of CBST1, the channel length between the two voltage probes (electrode 2 and electrode 3) is 4000 µm, which is 200000 times longer than the $l_{\text{mfp}}$. Hence, the approximation given by Eq. 6.5 should be valid for our device and we estimate $k_1, k_2 \sim 5 \times 10^{-6}$.

The voltage of each electrode of the Hall bar then can be computed using the Landauer-Büttiker formalism. In our measurement setup, as shown in Fig. 6.10(a), electrode 4 and 6 are used as source and drain, respectively. Thus, we can define $V_4 \equiv V$ and $V_6 \equiv 0$, and choose $I_4 = -I_6 \equiv I$. Similar to [103], the travelling directions of different edge states in the case of $M > 0$ are denoted by lines with different colours in Fig. 6.10(a). The red solid line indicates the direction of chiral edge states, while the light blue and dark blue dashed lines represent the directions of the counterpropagating quasi-helical states in CBST1.

The voltage of each electrode of CBST1 calculated by the Landauer-Büttiker formalism is shown in Fig. 6.10(b). The edge states start from Lead4 and then go through Lead5, Lead6, Lead1, Lead2, Lead3, and then finally back to Lead4 (labelled as Lead4'). The red and
Figure 6.10: (a) The schematic diagram showing the measurement setup and the travelling directions of edge states in CBST1. The current is passed between electrode 4 and electrode 6, and the voltage probes are on electrode 1, 2, 3, and 5. The travelling directions of different edge states for the case of $M > 0$ are denoted by lines with different colours. The red solid line indicates the direction of chiral edge states, while the light blue and dark blue dashed lines represent the directions of the counterpropagating quasi-helical states. (b) The voltage of each electrode calculated by the Landauer-Büttiker formalism. The blue dots represent the voltages of the six electrodes when the transport is purely chiral or helical, respectively. When there are quasi-helical states coexisting with chiral edge states, the values of $k_1$ and $k_2$ need to be taken into account. The orange dots show the extreme case of $k_1 = k_2 = 1$. It can be seen that the voltage first decreases exponentially from source to drain, and then increases exponentially from drain to source. As $k_1$ and $k_2$ approach zero, we found that the voltage drop before entering the drain (Lead6) and the rise before re-entering the source (Lead4') both become sharper. The green dots show the case of our device, in which $k_1$ and $k_2$ are estimated to be $\sim 5 \times 10^{-6}$. The voltage difference between the two longitudinal voltage probes (Lead2 and Lead3) seems to be much smaller than the experimental observation. Given that the Fermi level of CBST1 is not at the Dirac point, we suspect that this discrepancy may originate from the residual bulk states which assist the backscattering of quasi-helical states by providing more backscattering paths. However, the quantitative explanation is still unclear at the moment. We must emphasise that our calculation is based on a toy model, in which $k_1$ and $k_2$ are assumed to be equivalent and can be approximated by $k_1, k_2 \sim l_{\text{mfp}}/(l_{\text{mfp}} + L)$. But these two assumptions may not be accurate enough for CBST1.
Due to the discovery of the slope change in magnetoresistance in the high magnetic field regime, we then decided to conduct a more comprehensive study about this transition behaviour.

To begin with, we took a series of magnetic field sweeps up to $\mu_0 H = \pm 5$ T at different $T_s$ to see how this transition varies with the temperature. As shown in Fig. 6.11, the kink initially appears at $\mu_0 H \sim 2.5$ T and its position does not change when $T_s \leq 50$ mK. After reaching 100 mK, the position of the kink moves slightly inward. As $T_s$ increases, the kink continues to shift toward 0 T, but the position becomes harder to define above 400 mK because its amplitude gradually shrinks.

![Figure 6.11: The magnetic field dependence of (a) $\rho_{xx}$ and (b) $\rho_{xy}$ taken at different $T_s$ with $V_g = 200$ V using a sweep rate of 3 T/hr. The kink indicating the transition between different dissipation mechanisms initially appears at $\mu_0 H \sim 2.5$ T and its position does not change much below 50 mK. After reaching 100 mK, the position of the kink slightly moves inward. As $T_s$ increases, the kink continues to shift toward 0 T.](image)

To closely check the $T_s$ dependence of the kink, the zoomed-in images of the downward magnetic field sweeps in Fig. 6.11 around $H^*$ are shown in Fig. 6.12. It can be seen that this "kink" feature actually occurs in both $\rho_{xx}$ and $\rho_{xy}$ signals, and, though less obvious in the $\rho_{xy}$, the position of $H^*$ shifts toward $\mu_0 H = 0$ T as $T_s$ increases. At first glance, it seems inconsistent with our hypothesis since $l_{\text{mfp}}$ should decrease with increasing $T_s$, and thus $H^*$ should shift away from 0 T because a stronger magnetic field is required to satisfy the condition of $l_B < l_{\text{mfp}}$. However, it is important to keep in mind that the quasi-helical edge state is not the only channel affected by the temperature. As we increase $T_s$, more 2D and 3D bulk states as well as mid-gap states will be thermally-activated, which can lead to enhanced
diffusive transport and, to some extent, short the edge conduction. This argument is further supported by the evolution of $\rho_{xx}(H_c)$ and the "Hall coefficient" (i.e. the slope of $\rho_{xy}-B$). Figure 6.13(a) shows the slope of magnetoresistance between $\mu_0H = 0.5$ T and 1 T extracted from Fig. 6.12, in which the absolute value of the slope of $\rho_{xy}$ increases with $T_s$. This is similar to the analysis in Fig. 6.4(c) and suggests that the carrier concentration of 2D and 3D bulk states increases with increasing $T_s$. In addition, Fig. 6.13(b) shows the $T_s$ dependence of $\rho_{xx}(H_c)$, in which $\rho_{xx}(H_c)$ drops with the increasing temperature. Similar to Fig. 6.4(d), such behaviour also implies an increase of bulk states at higher temperatures. Consequently, when the weight of edge transport slowly decreases in conduction, the resistance at $H_c$ becomes smaller due to increasing diffusive transport.

\[ \rho_{xx}(H_c) \]

![Figure 6.12: The zoomed-in images of the magnetic field dependence of (a) $\rho_{xx}$ and (b) $\rho_{xy}$ around $H^*$ in the downward sweep in Fig. 6.11. The "kink" feature appears in both $\rho_{xx}$ and $\rho_{xy}$ signals, and the position of $H^*$ shifts toward $\mu_0H = 0$ T as $T_s$ increases.](image)

Therefore, our data show that the entire magnetic field dependence of $\rho_{xx}$ and $\rho_{xy}$ should always be considered as an outcome of the mixed dissipative edge and bulk conduction on top of the chiral edge transport. Beyond $H^*$, the residual dissipation mostly comes from bulk states, which can be localised by strong magnetic fields and lead to decreasing $\rho_{xx}$ with increasing $\mu_0H$ in the high field regime. On the other hand, below $H^*$ (except for the coercive-peak regime), the residual dissipation is dominated by quasi-helical edge states, which also have a magnetic-field-dependent backscattering behaviour but will start to be suppressed after $l_B < l_{mfp}$ [103]. The transition between these two dissipation scenarios may occur near $H^*$ and result in the kink structure in magnetic field sweeps.
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Figure 6.13: (a) The $T_s$ dependence of the slope of $\rho_{xx}$ and $\rho_{xy}$ between $\mu_0H = 0.5$ T and 1 T extracted from Fig. 6.12. (b) The $T_s$ dependence of $\rho_{xx}(H_c)$ extracted from Fig. 6.11. The $H_c^+$ (black) and $H_c^-$ (blue) represent the coercive field values in the positive and negative magnetic field regime, respectively.

Interestingly, in Fig. 6.4(c), the sign of the $\rho_{xx}$ slope changes after $V_g > 20$ V, which is regarded as a signal of crossover into the QAH regime. However, in Fig. 6.13(a), the slope of $\rho_{xx}$ between $\mu_0H = \pm 2$ T does not change sign even when the film is heated to 507 mK, which suggests that CBST1 is still in the QAH regime at $T_s = 507$ mK and the size of magnetic gap of CBST1 should be larger than 507 mK ($\sim 43.7$ µeV).

In Fig. 6.12, we see that the curves of $\rho_{xx}$ and $\rho_{xy}$ below $T_s = 50$ mK almost overlap and the position of $H^*$ is similar. Likewise, in Fig. 6.13 we observe that the slopes and $\rho_{xx}(H_c)$ do not have a clear $T_s$ dependence below $T_s = 50$ mK. Therefore, we suspect that the electron temperature is always higher than 50 mK, and the sample temperature $T_s$ read by the sample thermometer can no longer represent the actual electron temperature in our measurements.

To further investigate this, we extract the $T_s$ dependence of $H_c$ from Fig. 6.11, as shown in Fig. 6.14(a). The $H_c^+$ and $H_c^-$ are the coercive field values in the positive and negative magnetic field regime, respectively. Basically, both $H_c^+$ and $H_c^-$ shift toward $\mu_0H = 0$ T as $T_s$ increases, which is consistent with our observations on all the other magnetic TI films we have measured, such as the results shown in Fig. 5.2. Nevertheless, it can be seen that $H_c$ remains at roughly the same value from $T_s = 16$ mK to 50 mK, implying that the electron temperature may not actually fall below 50 mK.

This is further supported by Fig. 6.14(b), in which the $T_s$ and $\rho_{xx}$ values extracted from the curves in Fig. 6.11(a) are plotted for $\mu_0H = 0$ T, 5 T, and $-5$ T. It can be seen that all $\rho_{xx}$-$T_s$ curves show a similar behaviour, in which $\rho_{xx}$ barely changes below $T_s = 50$ mK, but becomes proportional to $T_s$ for $T_s > 50$ mK.
Figure 6.14: (a) The $T_s$ dependence of $H_c$ extracted from Fig. 6.11. The $H_c^+$ and $H_c^-$ are the coercive field values in the positive and negative magnetic field regime, respectively. (b) The $T_s$ dependence of $\rho_{xx}(\mu_0H)$ extracted from Fig. 6.11(a). The black, red, and green dots indicate $\rho_{xx}$ at $\mu_0H = 0$ T, $-5$ T, and 5 T, respectively.

Accordingly, from Fig. 6.13 and Fig. 6.14 we speculate that the electron temperature $T_e$ may differ from the sample temperature $T_s$ when $T_s < 50$ mK in the experiments. The lowest temperature that $T_e$ reached is possibly 50 mK.

Finally, similar $\rho_{xx}(\mu_0H)-T_s$ curves at other $H$ values can be extracted from Fig. 6.11, and the activation energy $E_a$ can be obtained by Arrhenius plots. It should be noted that due to the presence of the coercive peak between $-1$ T $< \mu_0H < 0$ T in the downward sweep ($0$ T $< \mu_0H < 1$ T in the upward sweep) and the heating around 0 T from the reversal of polarity of superconducting magnet, the data between $-1$ T $< \mu_0H < 1$ T is not used for the Arrhenius fit. Apart from this range, $E_a$ at different magnetic fields are calculated and shown in Fig. 6.15(a). Clearly, the $E_a$-$H$ relation is symmetric about $\mu_0H = 0$ T, and the highest $E_a$ occurs at the ZF. As $|\mu_0H|$ increases from 0 T, $E_a$ drops rapidly until 2 T and then appears to saturate after 3 T. Although we currently do not have a quantitative explanation, this $E_a$-$H$ relation is consistent with our hypothesis about the shift between different dominant dissipation mechanisms in the QAH regime. Namely, the residual dissipation and non-vanishing $\rho_{xx}$ in the QAHE can be ascribed to the quasi-helical states and bulk states that coexist with the dissipationless chiral edge states (which play the main role in the conduction) in the QAH regime. In the lower magnetic field regime ($< H^* \sim 2.5$ T), quasi-helical states are the most important source of dissipation and dominate the $\rho_{xx}$ slope in magnetic field sweeps, leading to an increasing $\rho_{xx}$ with the increasing $H$; whereas in the higher magnetic field regime ($> H^* \sim 2.5$ T), bulk states become the major source of dissipation and result in an
decreasing $\rho_{xx}$ with the increasing $H$. When $|\mu_0 H| > 2.5$ T, the bulk states have a stable activation energy $E_a \sim 16.2$ µeV ($\sim 188$ mK), while when $|\mu_0 H| < 2.5$ T, the activation energy of bulk states can be affected by the quasi-helical states conducting in parallel and hence $E_a$ becomes magnetic-field-dependent.

![Figure 6.15: (a) The magnetic field dependence of $E_a$ extracted from the downward sweep in Fig. 6.11. (b) The possible scattering paths in the QAH regime. The device is a simplified version of the CBST1 device. The green arrow indicates the quasi-helical channel travelling from source to drain electrode. The blue arrow is the case when the forward-propagating quasi-helical channel is backscattered into the backward-propagating quasi-helical channel at the same edge. The red arrow is the case when the forward-propagating quasi-helical channel is backscattered into the backward-propagating quasi-helical channel at the opposite edge with the assistance of residual bulk states. The resistance of these two backscattering paths are denoted by $R_{\text{quasihelical}}$ and $R_{\text{bulk}}$, respectively.](image)

A simplified version describing the interplay between quasi-helical states and bulk states is shown in Fig. 6.15(b), in which the backscattering paths via the same edge and across the bulk can be represented by two resistors in parallel. The dominant dissipation mechanism in the QAH regime then can be determined by the ratio between $R_{\text{quasihelical}}$ and $R_{\text{bulk}}$. When $R_{\text{quasihelical}}/R_{\text{bulk}} < 1$, backscattering may tend to occur at the same edge. In this case (blue arrow), dissipation is generated because the forward-propagating quasi-helical channel is backscattered into the backward-propagating quasi-helical channel at the same edge. On the other hand, when $R_{\text{quasihelical}}/R_{\text{bulk}} > 1$, backscattering may tend to occur through the bulk. In this case (the red arrow), dissipation is generated because the forward-propagating quasi-helical channel is backscattered into the backward-propagating quasi-helical channel at the opposite edge. Changing the temperature, gate voltage, or external magnetic field
Transport in chromium-doped bismuth antimony telluride heterostructures can alter the ratio between $R_{\text{quasihelical}}$ and $R_{\text{bulk}}$, and hence lead to the transition between dissipation mechanisms dominated by different backscattering paths.

In summary, in this section we have observed a "kink" structure at $H^*$ in magnetoresistance and speculate that it may arise from the transition between different dissipation mechanisms governed by different conducting channels. From the theoretical model [103], this transition should be affected by the temperature or the applied magnetic field in transport measurements. Our experiments show that the transition does have a $T_s$ dependence, probably due to the increase of carrier concentration at higher temperatures that fosters the shift between dominant dissipation mechanisms. The possible $l_{\text{mfp}}$ of quasi-helical states at base temperature can be around 20 nm according to the position of $H^*$. The $E_a$ extracted from the magnetic field sweeps at different $T_s$ exhibits a magnetic field dependence as well, ranging from 35.0 µeV ($\sim$ 405 mK) at $\mu_0H = 0$ T to 16.2 µeV ($\sim$ 188 mK) at $\mu_0H = \pm 5$ T. The fact that CBST1 does not leave the QAHE regime even at $T_s = 507$ mK implies that the magnetic gap is at least larger than 43.7 µeV. Finally, our analysis of the $T_s$ dependence suggests that the electron temperature is not actually cooled below 50 mK. In the next section, we will investigate the current dependence of $\rho_{xx}$ and $\rho_{xy}$, and discuss the relation between the S-D current, sample temperature $T_s$, and electron temperature $T_e$.

### 6.6 Current dependence of electrical transport in device CBST1

In the previous section, we found a discrepancy between $T_e$ and $T_s$. Therefore, in this section we study how the energy of electrons can affect the manifestation of the QAHE.

We start from the current-voltage ($I$-$V$) relations of CBST1 under various conditions. The $I$-$V$ measurements in this section were performed by adding an AC excitation current of 1 nA at 15 Hz onto a DC current ($I_{\text{DC}}$) as the S-D current. The longitudinal voltage drop $V_{xx}$ is obtained using electrode 4 and 6 as current leads and electrode 3 and 2 as voltage probes, while the Hall voltage is measured between electrode 5 and 3. To distinguish it from a pure AC lock-in measurement, we use $dV_{xx}/dI$ and $dV_{xy}/dI$ to represent the resistance measured in this AC + DC setup in this section.

As discussed in Sec. 6.3, the crossover to the QAHE regime occurs at $V_g = 20$ V. Thus, we first compare the DC $I$-$V$ curves inside and outside the QAHE regime, as shown in Fig. 6.16. The relation between $dV_{xx}/dI$, $dV_{xy}/dI$ and $I_{DC}$ at $T_s = 16$ mK, $M > 0$, and $V_g = 0$ V is shown in Fig. 6.16(a). It can be seen that both $dV_{xx}/dI$ and $dV_{xy}/dI$ decrease with increasing $I_{DC}$. By integrating the data points in Fig. 6.16(a), we obtain the DC $I$-$V$ curve at $V_g = 0$ V.
between $I_{DC} = \pm 2 \mu A$, as shown in Fig. 6.16(b), which is slightly non-linear with higher resistance in the low $I_{DC}$ regime. This phenomenon has the same explanation as discussed in Fig. 5.11. At such a low temperature, the Joule heating effect is more prominent and CBST1 can become warmer when $I_{DC}$ is high [101]. Since magnetic TI systems have an insulating temperature-dependence outside the QAH regime, the resistance becomes smaller when $I_{DC}$ is higher. With this interpretation, it is easy to understand why the relation between $dV_{xx}/dI$, $dV_{xy}/dI$ and $I_{DC}$ at $T_s = 16$ mK, $M > 0$, and $V_g = 200$ V exhibits a completely different behaviour, as shown in Fig. 6.16(c) and (d). In Fig. 6.16(c), $dV_{xx}/dI$ increases with increasing $I_{DC}$, whereas $dV_{xy}/dI$ decreases with increasing $I_{DC}$. This is probably because the QAHE is undermined by higher temperatures resulting from the high $I_{DC}$, leading to higher residual longitudinal resistance and larger deviation of Hall resistance from the quantised value. Likewise, we obtain the DC $I$-$V$ curve at $V_g = 200$ V between $I_{DC} = \pm 2 \mu A$ by integrating the data points in Fig. 6.16(c), as shown in Fig. 6.16(d). It displays a clear non-linearity with lower resistance in the low $I_{DC}$ regime, exactly opposite to Fig. 6.16(b).

Therefore, the $I$-$V$ relations agree with change from insulating to metallic temperature-dependence after the crossover to the QAH regime, and also are consistent with our argument regarding the Joule heating effect on $I$-$V$ curves at ultralow temperatures in Sec. 5.4.3.

In addition, we further examine the $I$-$V$ curves in the presence of external magnetic fields to check whether the non-linearity arose from superconducting phase transition of the indium contacts. Indium has a superconducting critical temperature and critical field of 3.4 K and 30 mT, respectively [153, 154]. Thus, at fridge temperatures the superconductivity of indium contacts should be destroyed by a magnetic field stronger than 30 mT. If the non-linearity disappears when $\mu_0H > 30$ mT, its origin may be attributed to the superconducting phase transition of indium contacts rather than the Joule heating effect.

Figure 6.17(a) and (b) show the current dependence of $dV_{xx}/dI$ below $I_{DC} = 2 \mu A$ taken at $\mu_0H = 2$ T and 0.156 T ($\sim H_c$), respectively. The $dV_{xx}/dI$-$I_{DC}$ curve without external magnetic field is shown in Fig. 6.17(c) for comparison. Evidently, the relation between $dV_{xx}/dI$ and $I_{DC}$ is still non-linear for both $\mu_0H = 2$ T and 0.156 T, suggesting that the non-linearity does not come from the superconductivity of the indium contacts. Remarkably, the curve at 0.156 T shows an opposite slope change to the data at 0 T and 2 T. This is probably because the transport near $H_c$ is no longer dominated by edge conduction, and hence loses the metallic temperature-dependence. However, it should also be noted that the transport near $H_c$ is complicated, with not only 2D and 3D bulk states but also quasi-1D edge states meandering in the network of domain walls. The interplay between them may lead to the rise of $dV_{xx}/dI$ in the high current regime in Fig. 6.17(b). But we have not found a clear explanation for this behaviour so far.
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Figure 6.16: The $I$-$V$ relations of CBST1 at $T_s = 16$ mK taken by using electrode 4 and 6 as current leads and electrode 3 and 2 as voltage probes, while the Hall voltage is measured between electrode 5 and 3. $dV_{xx}/dI$ and $dV_{xy}/dI$ are used to represent the resistance measured in this AC + DC setup. (a) The relation between $dV_{xx}/dI$, $dV_{xy}/dI$ and $I_{DC}$ at $T_s = 16$ mK, $M > 0$, and $V_g = 0$ V. (b) The $I$-$V$ curve obtained by integrating the $dV_{xx}/dI$ over $I_{DC}$ in (a). (c) The relation between $dV_{xx}/dI$, $dV_{xy}/dI$ and $I_{DC}$ at $T_s = 16$ mK, $M > 0$, and $V_g = 200$ V. (d) The $I$-$V$ curve obtained by integrating the $dV_{xx}/dI$ over $I_{DC}$ in (c).

Up to this point, we have shown that the non-linearity in the $I$-$V$ relations is caused by Joule heating but not other effects. Nevertheless, it is crucial to bear in mind that the resistance calculated from the $I$-$V$ curves in the above AC + DC measurements cannot be directly used to interpolate the $\rho_{xx}$-$T$ curve in Fig. 6.14 and deduce the temperature of CBST1 because both the $I$-$V$ curves in Fig. 6.16 and Fig. 6.17 are obtained by four-terminal measurements, which does not take into account the Joule heating effect on the indium
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Figure 6.17: The current dependence of the longitudinal resistance at $T_s = 16\text{ mK}$ with $V_g = 200\text{ V}$ for external magnetic fields of (a) 2 T, (b) 0.156 T and (c) 0 T. At $\mu_0H = 2\text{ T}$ and $0.156\text{ T (}\sim H_c\text{),}$ the superconductivity of indium contacts should be broken. The relation at 0 T is shown in (c) for comparison.

contacts. Hence, we cannot simply compare a resistance calculated from the slope of these $I$-$V$ curves to a corresponding point on a $R$-$T$ curve to speculate the "real" temperature of the magnetic TI heterostructure.

Alternatively, we study the temperature dependence of $I$-$V$ curves to gain more information about the actual temperature of CBST1. As shown in Fig. 6.18, the relations between $dV_{xx}/dI$ and $I_{DC}$ at $T_s = 16\text{ mK, } 300\text{ mK,}$ and 500 mK are plotted together for comparison. It can be seen that the curve of 16 mK (black dots) first overlaps with the curve of 300 mK (blue dots) from $I_{DC} \sim 230\text{ nA,}$ and later the curve of 500 mK (red dots) also overlaps with these two curves after $I_{DC} \sim 600\text{ nA.}$ This seems to imply that $T_e$ may have exceeded 300 mK when $I_{DC} = 230\text{ nA}$ because the black and blue curves have almost no difference beyond that (indicated by the green dashed line). Similarly, $T_e$ may have exceeded 500 mK when $I_{DC} = 600\text{ nA}$ and all curves just show the same behaviour beyond that (indicated by the orange dashed line).

Moreover, in Fig. 6.18 the non-linearity becomes much smaller at higher $T_s$, which is consistent with our theory since the Joule heating effect is expected to be less pronounced at elevated temperatures, and the non-linear $I$-$V$ relation should become negligible at sufficiently high temperatures. These behaviours strengthen our argument about the Joule heating effect on CBST1 and also provide us with a quantitative idea for the possible electron temperature corresponding to a certain $I_{DC}$.

For comparison, we use a different approach to investigate the effect of high S-D current on the resistance. With $I_{DC}$ fixed, we measure the $T_s$ dependence of $dV_{xx}/dI$ at different $I_{DC}$ and study how the $R$-$T$ relation changes with $I_{DC}$. Figure 6.19(a) shows the $R$-$T$ relations...
at $V_g = 200$ V in the $M > 0$ state with $I_{DC} = 1$ nA, 100 nA, 200 nA, and 1 µA. First of all, we notice that the $R$-$T$ curve of 1 nA (black) exhibits a similar behaviour to the $R$-$T$ curves observed in Fig. 6.14(b), i.e. the resistance almost does not change with $T_s$ below 50 mK. This again confirms our hypothesis that the electron temperature $T_e$ may differ from the sample temperature $T_s$ for $T_s < 50$ mK. Secondly, it can be seen that both the $R$-$T$ curves of 100 nA (red) and 200 nA (green) in Fig. 6.19(a) have a "saturation zone" as well. For the curve of 100 nA, the resistance barely changes with $T_s$ below 200 mK. For the curve of 200 nA, this saturation zone extends to $\sim 280$ mK. From these observations, we speculate that the lowest $T_e$ when using $I_{DC} = 100$ nA is possibly $\sim 200$ mK, while the lowest $T_e$ when using $I_{DC} = 200$ nA may be $\sim 280$ mK. Finally, the most extreme case is the curve of 1 µA (blue), which stays almost the same throughout the entire $T_s$ range, implying that the $T_e$ may have exceeded 500 mK at $I_{DC} = 1$ µA.

Since the $R$-$T$ relations of 1 nA, 100 nA, and 200 nA in Fig. 6.19(a) are linear in the high temperature regime, we can calculate the activation energy $E_a$ of them using Arrhenius plots. As shown in Fig. 6.19(b), the black, red, and green dots are the ln$\sigma_{xx}$ values calculated from the $dV_{xx}/dI$ data of the 1 nA, 100 nA, and 200 nA curves in Fig. 6.19(a), respectively.
Figure 6.19: (a) The temperature dependence of the longitudinal resistance at $V_g = 200$ V in the $M > 0$ state taken using $I_{DC} = 1$ nA (black dots), 100 nA (red dots), 200 nA (green dots) and 1 µA (blue dots). (b) The Arrhenius plot of the $R$-$T$ relations in (a) (except the curve of $I_{DC} = 1$ µA). The black, red, and green dots are the $\ln \sigma_{xx}$ values calculated from the $dV_{xx}/dI$ data of the 1 nA, 100 nA, and 200 nA curves in (a), respectively. The activation energy $E_a$ is obtained by the fitting of the black, red, and green dots in the high temperature linear regime. The orange, cyan, and pink dashed lines indicate the fitting lines for the black, red, and green dots, respectively. The fitting ranges are 180-500 mK, 300-500 mK, and 360-500 mK for the orange, cyan, and pink fitting lines, respectively. The activation energies of the black, red, and green dots are obtained by the orange, cyan, and pink fitting lines, respectively. The fitting ranges are 180-500 mK, 300-500 mK, and 360-500 mK for the orange, cyan, and pink fitting lines, respectively. The activation energies for the 1 nA, 100 nA, and 200 nA cases are 34.5 µeV ($\sim$ 400 mK), 22.9 µeV ($\sim$ 267 mK), and 15.2 µeV ($\sim$ 177 mK), respectively. Apparently, $E_a$ seems to be smaller when $I_{DC}$ is higher. A possible explanation is that the Joule heating effect arising from high $I_{DC}$ has actually rendered an extra amount of thermal energy to the impurity states at $T_s = 16$ mK, but this effect is not reflected in the change of $T_s$ read by the thermometer. Therefore, when we change $T_s$ and observe the thermal activation behaviour, the thermal energy required for impurity states to transit from their original energy levels to the closest band edge seemingly becomes smaller, and the $E_a$ calculated from Arrhenius fit turns out to reduce with increasing $I_{DC}$.

It is worth mentioning that the lowest $T_e$ values speculated from Fig. 6.19(a) agree quite well with our analysis of the current-dependence data in Fig. 6.18, in which the
speculated lowest \( T_e \) values are \( \sim 300 \) mK and \( \sim 500 \) mK for \( I_{DC} = 230 \) nA and 600 nA, respectively. The relation between the speculated lowest \( T_e \) and \( I_{DC} \) from these two experiments is summarised in Fig. 6.20.

![Figure 6.20: The speculated lowest electron temperatures \((T_e)\) at different S-D currents \((I_{DC})\) for CBST1 with \( V_g = 200 \) V in the \( M > 0 \) state. The data points are obtained from Fig. 6.18 and Fig. 6.19(a).](image)

### 6.7 Summary

In this chapter, we performed a variety of experiments to study the carrier transport behaviour in the Cr-doped (Bi,Sb)$_2$Te$_3$ heterostructure at fridge temperatures.

From the \( V_g \) dependence of \( \rho_{xx} \) and \( \rho_{xy} \), we verify that CBST1 was tuned into the QAH regime between \( V_g = 0 \) V and 20 V. The \( V_g \) dependence of the \( \rho_{xy} \) slope, \( H_c \), as well as \( \rho_{xx}(H_c) \) all support the observation of the QAH phase transition. However, it is also found that \( \rho_{xx} \) is still descending and \( \rho_{xy} \) is still ascending even at \( V_g = 200 \) V, indicating that the Dirac point may be somewhere beyond \( V_g = 200 \) V. Due to the constraint of instruments and the charging effect of the STO substrate, we could not actually reach the Dirac point. The lowest \( \rho_{xx} \sim 0.0667 \) \( h/e^2 \) and highest \( \rho_{xy} \sim 0.998 \) \( h/e^2 \) are achieved at \( V_g = 200 \) V. The non-vanishing \( \rho_{xx} \) implies the presence of dissipative states at \( V_g = 200 \) V.

By the three-terminal measurements, we revealed the chirality of the QAH states. Nevertheless, the three-terminal resistance does not completely vanish throughout the entire fully-magnetised regime, and some deviation from \( \rho_{xx} = 0 \) and \( \rho_{xy} = h/e^2 \) can be seen in the high magnetic field regime. To investigate the origin of the dissipation, non-local
measurements were carried out and the results suggest the existence of dissipative edge states in CBST1. A possible candidate of these non-chiral edge states is the topological surface states on the side surface of the film that are no longer protected by the time-reversal symmetry due to the in-plane magnetisation and thus become dissipative [103, 104]. These "quasi-helical" edge states have been theoretically predicted and are highly likely to survive in our 11-QL-thick CBST1 device. We suspect that the slope of the magnetoconductance in the fully-magnetised regime may arise from the $H$-field dependent behaviour of these quasi-helical edge states.

To test our hypothesis, we performed high magnetic field sweeps up to $\mu_0H = 10$ T, and observed a slope change in the magnetoconductance between $\mu_0H = 2.5$ T and 3 T, denoted by the transition magnetic field $H^*$. A similar behaviour was previously observed by Kou et al. on a 10 QL magnetic TI film [104], but was absent in all the measurements on thinner magnetic TI films reported so far. This reinforces our argument about the dissipative quasi-helical states on the side surface. Based on this observation, we speculate that the most likely reason of this slope change is a transition between different dominant dissipation mechanisms. We employ a theoretical model constructed by Wang et al. to explain this phenomenon [103] and calculate the possible mean free path in our system to be $l_{\text{mfp}} \sim 20$ nm.

Due to the discovery of the slope change in magnetoconductance in the high magnetic field regime, we took a series of magnetic field sweeps up to $\mu_0H = \pm 5$ T at different $T_s$. We observed that $H^*$ initially appears at $\mu_0H \sim 2.5$ T and its position does not change when $T_s \leq 50$ mK, but starts to shift toward $\mu_0H = 0$ T after $T_s \geq 100$ mK. According to our analysis, this is mainly due to the increasing number of diffusive conducting channels at higher temperatures that can short the quasi-helical states.

Therefore, the magnetic field dependence of $\rho_{xx}$ and $\rho_{xy}$ should be always treated as an outcome of the mixed dissipative edge and bulk conduction on top of the chiral edge transport. Beyond $H^*$, the residual dissipation mostly comes from bulk states, which can be localised by a strong magnetic field and lead to the decreasing $\rho_{xx}$ with increasing $\mu_0H$ in the high field regime. On the other hand, below $H^*$ (except for the coercive-peak regime), the residual dissipation is dominated by quasi-helical edge states which also have a magnetic-field dependent backscattering behaviour but will start to be suppressed after $l_B < l_{\text{mfp}}$. The transition between these two dissipation scenarios then results in the kink structure at $H^*$ in the magnetic field sweeps.

The $E_a$ extracted from the magnetic field sweeps at different $T_s$ exhibits a magnetic field dependence as well, ranging from 35.0 µeV ($\sim 405$ mK) at $\mu_0H = 0$ T to 16.2 µeV ($\sim 188$ mK) at $\mu_0H = \pm 5$ T. This change of magnetic field dependence of $E_a$ agrees with the
position of $H^*$, implying that it may also result from the shift between different dominant dissipation mechanisms in the QAH regime. Moreover, the fact that CBST1 does not leave the QAH regime even at $T_s = 507$ mK implies that the magnetic gap should be at least larger than 43.7 µeV.

In addition, our analysis of the $T_s$ dependence suggests that the electron temperature $T_e$ differs from the sample temperature $T_s$. By further measurements focused on the current-dependence of transport properties, we confirm the influence of Joule heating to the measured resistance of CBST1, which is more prominent in the experiments with low $T_s$ and high $I_{DC}$ conditions. The lowest possible $T_e$ inferred from our measurements is found to be proportional to $I_{DC}$.

In conclusion, although the quality of CBST1 is not ideal and the Fermi level cannot be tuned to the Dirac point, we show that such an imperfect system can still be useful for studying the interplay between chiral edge states and residual bulk states, mid-gap states as well as non-chiral edge states in magnetic TI samples. Since the source of dissipation in the QAHE has always been an issue of discussion, we hope our experiments can provide useful information for further studies investigating the dissipation mechanism in the QAHE and raising the observable temperature of the QAHE in the future.
Chapter 7

Conclusions

In this thesis, we study the carrier transport behaviour in two different magnetic TI materials, V-BST and Cr-BST. We were unable to observe the QAH states in the V-BST samples by either transport or SPM measurements. The complex interactions between the spin and electronic systems immensely increase the difficulty of quantitative analysis. At about the same time as our experiments, successful observations of domain structures in magnetic TI samples were reported by other groups [135–137]. However, these observations were made on thicker samples that did not show the QAHE. Hence, imaging the domain distribution and motion in the QAH regime remains to be a challenge. In addition, our another goal, the visualisation of the QAH states using SPM techniques, has not been reported by any groups thus far. The poor surface condition of the scratched devices and heating caused by the scanning motion seriously obstructed our SPM experiments at fridge temperatures. These problems are probably also faced by other groups.

For the Cr-BST sample, we observe a QAHE with a non-vanishing longitudinal resistance $\sim 0.0667 \frac{h}{e^2}$, suggesting the presence of many dissipative conducting channels. While most of the works about the QAHE focus on the properties of chiral edge states, only a small number of studies are dedicated to the research of dissipative states in the QAHE. We believe that the understanding towards the behaviour of dissipative states is essential for achieving a better QAHE and increasing its critical temperature.

The core of these problems is the quality of magnetic TI materials. Only by improving the quality of magnetic TI samples can a system with larger magnetic gap and less bulk and impurity states be attained. A film like this will exhibit the QAHE at higher temperatures and be more robust to the contamination and doping from the environment and lithographic processes, making the experimental conditions for observing the QAHE less demanding.

There are several future directions for our experiments. Firstly, the development of a lithographic fabrication recipe can significantly improve the surface condition of the devices,
which will be extremely helpful to all kinds of SPM techniques that have been used in this thesis. Secondly, our magnetic TI samples are prepared by collaborators in the Pennsylvania State University. We always found that the property of samples changed considerably after being sent to our lab. The QAHE was observed right after the sample growth, but could not be observed by the time the samples arrived at the Cavendish Laboratory. Thus, a better protection to prevent the magnetic TI samples from degradation during the shipping process is absolutely necessary.

In terms of other possible experiments, it has recently been reported that the "axion insulator" can be realised in magnetic TI heterostructures [142, 143]. The axion insulator phase is expected to serve as a platform for studying the topological magnetoelectric (TME) effect caused by the coupling between the magnetisation and electric polarisation in materials [82, 148, 155–157]. The axion insulator is a new topological phase in which the 2D surface states are gapped while the 3D bulk remains to be topologically non-trivial. This condition can be satisfied when an un-doped TI layer is sandwiched by two compositionally different magnetic TI layers with different coercive field values under magnetic fields. Remarkably, the magnetic TI heterostructure used in the measurements in Chapter 6 has a similar stack structure, except that the top and bottom magnetic TI layers are both Cr-BST. If one of the magnetic TI layers is replaced by V-BST, then the difference in the coercive field between them should be large enough to allow the axion insulator phase to exist, and provide us with a system for exploring the physics related to the TME effect.

Finally, it has been predicted that a chiral topological superconductor can be realised in a hybrid device of a QAH insulator and a superconductor [39, 158, 159]. The chiral topological superconductor can accommodate the Majorana zero mode at the vortex core or the sample edge [160, 161], and can be used for fault-tolerant topological quantum computing. Majorana fermions are exotic particles that are their own antiparticles [162], and have been studied for decades in high-energy physics but have not yet been definitely observed [163]. Therefore, the realisation of Majorana fermions as composite particles in condensed matter physics will allow physicists to study their behaviour and engineer the non-Abelian braiding, paving the way for the future application in topological quantum computation [164]. The study of QAH insulator/topological superconductor hybrid devices thus is not only important for fundamental research but also useful for developing quantum computing applications.
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Appendix A

Specifications of SPM tips

The specifications of the SPM tips used in this thesis are listed in this appendix. The parameters are from the data sheets provided by the manufacturers, and may be slightly different for individual tips.

1. Nanosensors PPP-MFMR: tips used in the measurements described in Sec. 5.3.

   • Parameters:

   Table A.1: Nanosensors PPP-MFMR

<table>
<thead>
<tr>
<th>Property</th>
<th>Nominal value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonance frequency (kHz)</td>
<td>75</td>
<td>45 - 115</td>
</tr>
<tr>
<td>Force constant (N/m)</td>
<td>2.8</td>
<td>0.5 - 9.5</td>
</tr>
<tr>
<td>Thickness (µm)</td>
<td>3.0</td>
<td>2.0 - 4.0</td>
</tr>
<tr>
<td>Mean width (µm)</td>
<td>28</td>
<td>20 - 35</td>
</tr>
<tr>
<td>Length (µm)</td>
<td>225</td>
<td>215 - 235</td>
</tr>
<tr>
<td>Tip cone height (µm)</td>
<td>N/A</td>
<td>10 - 15</td>
</tr>
<tr>
<td>Tip cone radius (nm)</td>
<td>N/A</td>
<td>&lt; 30</td>
</tr>
</tbody>
</table>

   • Materials:
   The cantilever and tip are made of n⁺ silicon with a resistivity \( \sim 0.01-0.02 \, \Omega \cdot \text{cm} \). An Al coating is deposited on the detector side of cantilever for enhancing the reflectivity. A hard magnetic coating (CoCr alloy with a high fraction of Co) is deposited on the tip side. The nominal parameters for the magnetic coating are coercivity \( \sim 300 \, \text{Oe} \), remanence magnetisation \( \sim 300 \, \text{emu/cm}^3 \), and effective magnetic moment \( \sim 10-13 \, \text{emu} \).

2. Nanoworld NCHPt: tips used in the measurements described in Sec. 5.4.
Specifications of SPM tips

• Parameters:
  
  Table A.2: Nanoworld NCHPt

<table>
<thead>
<tr>
<th>Property</th>
<th>Nominal value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonance frequency (kHz)</td>
<td>320</td>
<td>250 - 390</td>
</tr>
<tr>
<td>Force constant (N/m)</td>
<td>42</td>
<td>21 - 78</td>
</tr>
<tr>
<td>Thickness (µm)</td>
<td>4.0</td>
<td>3.5 - 4.5</td>
</tr>
<tr>
<td>Mean width (µm)</td>
<td>30</td>
<td>25 - 35</td>
</tr>
<tr>
<td>Length (µm)</td>
<td>125</td>
<td>120 - 130</td>
</tr>
<tr>
<td>Tip cone height (µm)</td>
<td>N/A</td>
<td>10 - 15</td>
</tr>
<tr>
<td>Tip cone radius (nm)</td>
<td>N/A</td>
<td>&lt; 25</td>
</tr>
</tbody>
</table>

• Materials:
  The cantilever and tip are made of monolithic silicon which is highly doped to dissipate static charges. A layer of Pt/Ir alloy with thickness \( \sim 23 \) nm is deposited on both sides of the cantilever.

3. Nanoworld CDT-FMR: tips used in the measurements described in Sec. 5.4.

• Parameters:
  
  Table A.3: Nanoworld CDT-FMR

<table>
<thead>
<tr>
<th>Property</th>
<th>Nominal value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonance frequency (kHz)</td>
<td>105</td>
<td>80 - 130</td>
</tr>
<tr>
<td>Force constant (N/m)</td>
<td>6.2</td>
<td>3 - 11.4</td>
</tr>
<tr>
<td>Thickness (µm)</td>
<td>3.0</td>
<td>2.5 - 3.5</td>
</tr>
<tr>
<td>Mean width (µm)</td>
<td>27.5</td>
<td>22.5 - 32.5</td>
</tr>
<tr>
<td>Length (µm)</td>
<td>225</td>
<td>220 - 230</td>
</tr>
<tr>
<td>Tip cone height (µm)</td>
<td>N/A</td>
<td>10 - 15</td>
</tr>
<tr>
<td>Tip cone radius (nm)</td>
<td>N/A</td>
<td>100 - 200</td>
</tr>
</tbody>
</table>

• Materials:
  The cantilever and tip are made of monolithic silicon which is highly doped to dissipate static charges. An Al coating is deposited on the detector side of cantilever for enhancing the reflectivity of the laser beam. A conductive diamond coating is deposited on the tip side for enhancing the hardness of the tip. The conductive diamond coating consists of a \( \sim 100\)-nm-thick polycrystalline diamond which is highly doped with boron, resulting in a macroscopic resistivity of 0.003-0.005 \( \Omega \cdot \) cm.
Appendix B

Instrument information and experiment details

B.1 SPM measurements in Chapter 5

The SPM measurements in Chapter 5 were mostly carried out in an Oxford Instruments Kelvinox MX100 dilution refrigerator, except for the SHPM measurements, which was performed in Prof. Simon Bending’s lab in the University of Bath.

The Kelvinox MX100 dilution refrigerator has a base temperature of 30 mK (measured at the mixing chamber stage) and a superconducting magnet that can generate up to 8 T out-of-plane magnetic field. The probe of this dilution refrigerator is equipped with a home-made scanning probe system, which has a tip holder that allows users to load various kinds of tips for different SPM experiments, such as AFM, EFM, MFM, and SGM. The coarse and fine adjustment of the position of the SPM system were controlled by the Attocube ANC150 Piezo Step Controller and ANC200 Piezo Scan Controller, respectively. The Specs Nanonis OC4, SC4, and RC4 were implemented for supplying the AC and DC voltage to the piezoelectric scanners of the SPM system as well as controlling the communication between the instruments and the PC. The cantilever of the tip can be shaken by a piezoelectric actuator ("dither"). The oscillation of the cantilever can be probed by the heterodyne interferometry using the laser generated from an ARP100 laser/detector module. Hence, any phase change in the oscillation due to tip-sample interactions can be demodulated, which then can be used to produce the contrast associated with the interactions and displayed as SPM images.

The cryostat used for the SHPM experiments is an Oxford cryostat with a base temperature of 5 K and a superconducting magnet that can generate up to 7 T out-of-plane magnetic field.
B.2 Transport measurements in Chapter 5

The transport measurements described in Chapter 5 were performed in several different cryostats using a variety of measurement setups.

The transport measurements at millikelvin temperatures were carried out in the same Oxford Instruments Kelvinox MX100 dilution refrigerator used for the SPM experiments. Standard lock-in techniques were performed using two Signal Recovery 7265 DSP lock-in amplifiers and one EG&G Instruments 7220 DSP lock-in amplifier. In some cases, a Stanford Research Systems SR560 voltage pre-amplifier and a SR570 current pre-amplifier were used in the measurement circuits to reduce the noise level.

The transport measurements above 1.5 K in Chapter 5 were carried out in three different cryostats: the aforementioned Kelvinox MX100, the Oxford cryostat in the University of Bath and an Oxford cryostat in our lab. The transport measurements carried out in Kelvinox MX100 were performed using the same instruments as introduced above. For the transport measurements carried out in the other two cryostats, the lock-in amplifiers used were the Stanford Research Systems SR830 DSP lock-in amplifiers. The Oxford cryostat in our lab has a base temperature of 1.4 K and a superconducting magnet that can generate up to 8 T out-of-plane magnetic field.

The backgate voltage for the devices in all measurements was applied by a Keithley 2400 Source Measure Unit (SMU), which has a maximum output of 200 V.

B.3 Transport measurements in Chapter 6

The transport measurements in Chapter 6 were performed in a Bluefors LD400 cryogen-free dilution refrigerator, which has a base temperature of 10 mK (measured at the mixing chamber stage) and a superconducting magnet that can generate up to 12 T out-of-plane magnetic field. The highest magnetic field sweep rate allowed is 6 T/hr. A separate sample thermometer was installed near the sample holder to accurately measure the actual temperature of the sample space.

Standard lock-in techniques and multi-terminal measurements were performed with two Zurich Instruments MFLI lock-in amplifiers and one Signal Recovery 7265 DSP lock-in amplifier. In most cases, the Stanford Research Systems SR560 voltage pre-amplifiers and the SR570 current pre-amplifier were used in the measurement circuits to reduce the noise level. The backgate voltage for the devices was supplied by a Keithley 2400 SMU with a maximum output of 200 V.
In the AC + DC measurements described in Chapter 6, a National Instruments Compact-DAQ system was employed to supply the DC voltage.