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The role of the default mode network In

contextual control

Verity Holly Lim Smith

While extensive theories outline the importance of meaningful context in guiding goal directed
behaviour, little evidence has emged about the underlying cognitive mechanisms involved. This
thesis aims to addresses this gap in the literature by integrating two commonly disparate topics in

neuroscience: cognitive control and the default mode network.

Chapter 2 considers why currestiudies of contextual control do not implicate DMN regions by

comparing contextlependent decision making using rich, meaningful scenes, in comparison to

arbitrary letter stimuli. DMN regions of the posterior cingulate cortex, parahippocampus and

posteriar inferior parietal cortex are found to show increased activity during decision making in the

lifelike context only.

I KILWGSN) o Fdala 6KSIKEREANBAIPEPAYIBLEAYRSIRSYWYRaAY S
for adequate performance in more lifeliketuralistic tasks. This neuropsychology experiment used

behavioural data accumulated from brain lesioned patients across a series of naturalistic tasks and a
standard 1Q task. Naturalistic tasks were found to capture control processes beyond 1Q antemultip

demand network function, most likely depending on many processes and brain regions.

Chapter 4 aims to understand to what extent the DMN contributes to-syettial executive tasks.
Replicating Crittenden et al. 2015DMN regions were found to represent the broader task domain
and respond with greater activation to larger task switches and task restarts. A ralefdMN in

transitions between distinct cognitive tasks is suggested.

Chapter 5 assesses an alternative explanation for the switch effects of the previous chapter. The fMRI
experiment presented in this chapter asks whether the activation of the DMMdgttitive transitions
reflects changes in task rule retrieval difficulty instead of degree of task switch. To this end, this study
directly manipulated the rule retrieval demands. Contrary to the retrieval account, increased

retrieval demand led to reduceldMN activity, accompanied by increased activation in MD regions.
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Chapter 1

Introduction

OUTLIN

Spatial, semantiand social context is considerably helpful to everyday cognition. Context can help

us to understand ambiguous sentences, to work out the meaning of a new word in the presence of

f SFNYSR 62NRaxX yR (2 dzyRSNRAGLF yRalbendfioNE 2y Qa | Of
contextual information has been studied for many decades, particularly in memaai} aexcl

language comprehensig@waan and Radvansky 199Bjansford and Johnsqt972)found that
participantsshowed better understanding and more detailed recall of written passages when first

read with a title encompassing the broad context of the passagepared to when read with no

title available Godden and Baddeld§975)found that memory recall for word lists was more

accurate for divers when the recollection phase was in the same context (underwater or on land) as

the memory encoding phase whereethivord lists were first presente&pivey et al(2002)found

that participants were able to use the visual context to parse syntactically ambiguous sentences such
4 Wtdzi GKS FLILX S 2y SpikeS and PadeBaus 1998; Klifndn 20@E Q 6 4 S ¢
researchers found that if the participants could see an apple already on a towel, this visual context

could override participants preferred sentence parsing (that theel was in the box) in favour of

moving the apple on top of a towel to an empty box. These studies therefore suggest that

representations of our surroundings can influence our understanding of ongoing events.

Many theories also suggest contextual knoside is important in guiding goedirected behaviour.

These theories suggest that contextual information, built up through repeated experiences in similar
contexts, can be used to guide future behaviours by representing situational constraints and
simulatirg common coursesf events(Bar 2007, 2009; Zacks et al. 2007; Ranganath and Ritchey
2012) Levels of contextual representation can include very generalisesbfsi&c) information (e.g.

you must be quiet in libraries), to more specific knowledge of a particular place (e.g. in the study
room of this library you can talk quietly) or episodic knowledge of a specific event (e.g. at this library

open day you can talk)



Despite extensive theories outlining the importance of meaningful context in guiding goal directed
behaviour, little evidence has emerged about the underlying cognitive mechanisms involved. This
thesis aims to addresses this gap in the literature bygrating two commonly disparate topics in
neuroscience: cognitive control and the default mode network. Cognitive control refers to the
executive process influencing cognition in accordance with ongoing goals and is commonly
associated with a network odferal frontal and parietal region®uncan and Owen 2000; Duncan
2010, 2013)The default mode network (DMN) is a network of functionally connected brain regions
most commonly associated with scene, episode and situational context representation imaihter
generated thought¢Buckner and Carroll 2007; Hassabis and Maguire 2007; Buckner et al. 2008)
Despite being often found to be negatively related to task cor(ffok et al. 200& Kelly et al. 2008)

its role in contextual representation marks its potentiapiontance in contextual control.

THE DEFAULT MODE NETWORK

The DMN is one of the most well established brain nekspwith its emergence consistently
replicated through functional connectivifgreicius et al. 2003, 2009; Fransson and Marrelec 2008;
Spreng et al. 2013; Liang et al. 2Q18)uctural connectivityGreicius et al. 2009; Khalsa et al. 2014;
Yin et al. 2016and univariate activityRaichle et al. 2001; Andres#anna et al. 201GeeSpreng et

al. 2009%or a metaanalyss). It is most commonly found to include posterior medial cortex (posterior
cingulate cortex, precuneus and retrosplenial cortex), anterior medial prefrontal cortex, posterior
inferior parietal lobe, parahippocampus, hippocampus, temporal parietal jumethd middle lateral
temporal lobes. More recent findings have also suggested the DMN may be split into core regions
and two subnetworks(AndrewsHanna et al. 2010; Yeo et al. 201AhdrewsHanna et al. (2010)

used hierarchical clustering analysis on thaked and restingtate functional connectivity fMRI

data, revealing a highly connected core network of pdstetingulate cortex (PCC) and anterior
medial prefrontal cortex (amPFC) as well as a Medial Temporal subsystem and a Dorsal Medial
subsystem (see Figure 1.1a). The Medial Temporal subsystem including parahippocampus (PHP),
hippocampal formation (HF), retsplenial cortex (Rsp), posterior inferior parietal lobe (pIPL) and
ventromedial prefrontal cortex (vmPFC). The Dorsal Medial sumyisicluded regions of the
dorsamedial prefrontal cortex (dmPFC), tempgparietal junction (TPJ), lateral temporal cortex

(LTC), and temporal pole (TempP). Strong functional connectivity between subnetwork regions and
core DMN has been proposed to allow efficient transmission of information across subnetworks via
core DMN hubs. Similar DMN subdivisions were further uncovieradargescale brain parcellation

by (Yeo et al. 2011)Using resting state functional connectivity MRI data in a sanfil@@0

participants, the researchers used clustering techniques to identify a 7 network solution which
10



included the DMN. In a further finggrained analysis, a 17 network solution was uncovered which
further divided the DMN into 3 subetworks. As shown iRigure 1.1b, this approach revealed similar
subnetworks tcAndrewsHanna et al(2010)with a few differences within each subnetwork. Firstly,
the vmPFC was not classified within the DMN network Hirhbic network instead. Secondlygo et

al. (2011)found that the DM subsystem also included some lateral prefrontal regaoal was left

lateralized, while the core network also included the angular gyrus and right anterior temporal lobe.

Core DMN

Medial Temporal
DMN

[ Dorsal Medial
DMN

Figure 1.1. Proposed DMN Subnetworks frodralrewsHanna et al. (201nd b.Yeo et al. (2011)
Figure adapted from\ndrewsHanna et al. (2014PCC = posterior cingulate cortex, aMPFC = anterior
medial prefrontal cortex, Rsp = retrosplenial cortex, PHC = parahippocampal cortex, HF+ =
hippocampal formation, vMPFECventromedial prefrontal cortex, pIPL = posterior inferior parietal
lobe, TempP = temporal pole, LTC = lateral temporal cortex, TPJ = tgrapetal junction, dIMPFC =

dorsomedial prefrontal cortex.

Early research looking at DMN activas characteriS R (G KS 5 aybS 3 I 53fiddsags Qa |
reductions in activity during many externaftycused tasks in comparison to rest or easier versions of
the same taskShulman et al. 1997; McKiernan et al. 2003, 20D8)N activity has instead been
associated with oftask thinking or mind wandering during external task performaieKiernan et
al. 2006; Mason et al. 2007; Christoff et alo2P For example, using an event sampling technique,
Christoff et al. (2009) found stronger DMN activation immediately before thought probes where
participants indicated offask thoughts compared to before thought probes indicatingtask
cognition. Thee intertrial increases in DMN activity during external task performance have also
been linked to attention lapses and negative effects on performgWéeissman et al. 2006l line
with these findings of taskelated deactivations and associations between DMN activity and poor
performance, the DMN has often been found to be negatively correlated with regions associated

with on-task executive functiofFox et al. 2004 Kelly et al. 2008; Uddin et al. 2009; Newton et al.

20110 ! 4 adzOK: SINIéd NBaSINDPKIBGAEASOGPRE 8 KRBY 5 a bIN.

active during a default statef rest.

11



Since these initial findings, the DMN has been implicated in a number of different tasks, indicating its
role in representing scenes, episodes and contexts. In an influentialameigsis using the

activation likelihood estimation approac8preng et al(2009)found extensive overlap in voxels

active in episodic (autobiographical) memory retrieval, social cognition (measured by Theory of Mind
taskg, navigation and the DMN, as presented in Figure 1.2. These findings were replic&jectby

and Grady2010)who also found common neural activation during cognitive processes involved in
social cognition, episodic memory retrieval and future episodic sitioul within the same 16

participants.

>®

y=51 y=-64

I Episodic memory -2 task conjunction
Navigation 3 task conjunction

-Social cognition -4 task conjunction
Default mode

Figure 1.2. Results of Spreng et al. (2009) activation likelihood estimation (ALEnalgtas for
each term (episodic memory, navigation, social cognition and default mode) and their conjunction.

Figure adaptedrom Spreng et al. (2009). MNI coordinates presented for slices.

Social Cognition

{20ALf O23ayAlGAzysS 2N YSyGlftATAy3Is NBFSNE (G2 GKS
emotions. This ability is often tested using false belief (Theoliind) tasks. In these tasks (see

Figure 1.3) participants are presented with scenarios where the subject of a story has a belief which

Ad G 2RRA $6AGK GKS OdZNNByld NBIfAGeEd t I NODAOALI yia
predict ther actions. Neuroimaging studies have revealed DMN involvement in a number of social

cognition tasks including false beliefs, moral judgements, person perception arfdheelfedge

tasks(Fletcher et al. 1995; Greene et al. 2001; Frith and Frith 2003; Amodio and Frith 2006; Gilbert et

12



al. 2007) In one of the first imagg studies to research the neural basis of social cognition, Fletcher

et al. (1995) presented participants with stories in which one of the characterindote withtheir

false beliefs. In comparison to reading unlinked sentences, medial prefron&iéropr medial and

the superior temporal sulcus showed increased activations when reading the stories. Further studies
with more stringent baselines have also implicated these regions as being particularly active when

participants were askedto make judg&S y 1 a | 6 2 dzi 2 (0 K S NJ LABoFtti2®a o6 St A

for a review).

13



This is Sally This is Anne

Where will Sally look for her ball?

Figure 1.3. The Salinne false belief Task. Image frémlisberti and King (2017)

Within the DMN, social cognitidmas been particularly related to lateral temporal, tempqrarietal

junction and dorsal medial prefrontal regions. Using automated raetaytic software

(NeuroSynth), Andrewllanna et al. (2014) found metmalyses maps for social cognition terms
suchasbYSy G f ATAY3IQS WGKS2NE 2F YAYRQ YR wazOAlLfQ ¢

Medial subsystem of the DMN. Similakymaran and Maguir€@005)found dnPFC and core DMN
14



regions were strongly related to social cognitive processes. In a novel task the researchers asked
participants to work out how to get a case of wine from Friend A to Friend B by exchanging the wine
through as many other friends as poseillih the social condition, participants could only exchange

wine between their friends who knew each other. In the spatial condition the case of wine had to be

LI aaSR Of2aSNJFyR Oft2aSNJ (2 GKS 3J21ft fm@edbliAizy
significant behavioural differences between the two conditions, the researchers found increased

activity in core DMN, dmPFC, vmPFC, superior temporal sulcus and the temporal poles when directly

comparing the social conttbn to the spatial conditio.

Episodic Memory

As was made famous by amnesic patient HM, the medial temporal lobe is known to play a

fundamental role in episodic memory encoding and retrig@aboville and Milner 1957; Penfield and

Milner 1958;Corkin 2002)HM had a bilateral medial temporal lobectoniy order to cure his

epilepsy incurring lesions to the hippocampus, parahippocampus, amygdala and entorhinal cortex
bilaterally. His surgery left him with a striking impairment in forming nesmwories (anterograde

amnesia) and, to a lesser extent, recalling-puegery events (retrograde amnesia). HM showed

severe anterograde memory deficits regardless of the domain-bkteemembered stimuli (words,

sounds, pictures, personal events, and pulelents) and the type of memory test used (free recall,

OdzSR NBOFft X YdzAf GALIX S OK2AOS NBO23AYAGA2Y 0D | aQ:
0S GSYLRNItftté 3INIFRSR Ay GKIFIG 1 aQa YSY2NER AYLI AL
surgery but most of his memaories before this period in time were intact. Despite such prolific

YSY2NE AYLI ANNSy(Gaz | aQa 3ISYSNIft AyaSttAaAasSyos |
reduced epileptic symptoms (Scoviled Milner1957). Intriguinglyerformance on short term

memory tasks were also inta¢idman et al. 1968; Corkif82)and HM also showed good

visuomotor skill learning. Over repeated sessions HM was asked to trace a star while seeing only the
mirror image of his drawing hand. Despite no memory or feelings of familiarity for any of the testing
events, HM was able tshow marked improvement on a mirror drawing task as well as other

procedural learning tasks where an explicit knowledge of learnt events is unnecessary. Given these
findings, researchers have suggested that these medial temporal regions are particupemitaim in

forming new declarative memories and consolidating them into long term meif8uqyire and Zola

1996)

Due to the severity of memory impairments in patient HM, most lesion and animal electrophysiology
research in memory initially focused on medial temporal lobe regions. With the development of new
neuroimaging methods, searchers have been able to further establish regions beyond the medial

temporal lobe that are related to episodic memory. These studies tend to implicate DMN regions
15



within and beyond the medial temporal lobe in episodic memory retri@uapage et al. 2000; Diana
et al. 2007; Schacter et al. 2007; Vilberg and Rugg 2012)

Lepage et al.2000 developed the idea of an episodic retral mode (REMO), a state where one is
focused on holding a personal past event in mind and using external information to cue memory for
specific details of the event. The researchers suggest that neural correlates of REMO should show

increased activity foattempted retrieval regardless of retrieval success and as such, tested for a

Oz2yedzyOirzy 0650688y oNIAYy NBIA2ya | OGADSS RdNA Y3
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no requirement for memory retrieval. The researchers identified activity in anterior medial frontal

regions as well as the anterior cingulate cortex and frontal operculum related to attempted retrieval.

Other researchers have investigd the neural correlates of episodic memory by testing for regions
associated with accurate memory for contextual details surrounding a cued evétdyama et ak
(2012)source memory study participants were given two sets of 30 words to study. Each word
started with a unique thredetter word stem. In the study phase words were presented to the left or
right of the screen and participés were asked to make judgements about the degree of
abstractness of the words. At the test phase 90 thietéer word stems (60 studied, 30 new) were
presented to the centre of the screen. Participants were asked to complete the word stem with the
previously studies word (if possible) and, if the word had been previously studied, retrieve the
position of the studied word. Hayama et al. (2012) found DMN regions of the anterior medial
prefrontal cortex, parahippocampus, posterior medial cortex and postémferior parietal lobe

were active for both successful (vs. unsuccessful) word recall and successful (vs. unsuccessful) word

position retrieval, implicating the DMN regions in successful memory for episodic details of an event.

Tulving (1985putlinedthree key properties of episodic memory: a subjective sense of time (a feeling
of mental time travel), connection to the self (sedlevance), and autonoetic consciousness (the
cognitive ability to mentally project oneself to an imagined time and pla&a}ticularly supporting

these ideas, DMN regions have been found to show increased activity with increaseslesalhce

and vividness of the remembered episode, and subjective reliving of an GveditewsHanna et al.
2010; St. Jacques et al. 2011; RichtealeR016)5 Q! NH S Y 6 @008xurghér folintl @

dorsomedial prefrontal, ventnmedial prefrontal, middle temporal gyrus and temporal pole regions
were particulaly active whilst engaging in setferential reflections. In accordance with these ideas,
Buckner and Carrol2007)have argued that selfrojection, or imagining events from a first person

perspective, may & the main function of the DMN.

16
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Episodic Simulation

In line with the undestanding of episodic memory retrieval as mental time travel to past events,
much research has been carried out to test for neural overlap between episodic memory recall and
episodic simulation of future events, which can be thought of as mental timeltravbe future. As
predicted, DMN regions have been found to be implicated in simulating both past episodes and
future events as well as imaging events in the preg¢dds et al. 2007, 2009; Szpunar et al. 2009;
AndrewsHanna et al. 2010)Addis et al. (208) tested for neural overlap as well as differences in
neural activation between recalling autobiographical past events and imagining autobiographical
past and futureevents using spatiotemporal partial least squares analysis. On each trial Addis et al.
(20M) presented participants with three cues corresponding to location, person and object details
for three different past events, personal to each participant. Withsi cues participants were asked
to either recall the cued details from each event or reimagine each of the cued details in a new event
situated in the past or future. Confirming the hypothesis that autobiographical retrieval and
construction involve oveabping cognitive processes, conjunction analyses showed neural overlap
between these three conditionselative to a sentence construction contyod DMN regions of

posterior medial cortex, anterior medial prefrontal cortex, hippocampus, parahippocampddle
temporal gyrus and posterior inferior parietal lobe. However, recollection was more associated with
the hippocampus, parahippocampus and visual cortex, perhaps due to more rich visual imagery. In
comparison, imagined events were more related to naégrefrontal cortex, anterior hippocampus,
posterior medial cortex and inferior frontal gyrus, perhaps reflecting construction and integration

processes.

AndrewsHanna et al. (2010) further tested whether DMN regions were activated for imagining
either selfrelevant or norselfrelevant events in the present as well as the future by asking
participants to make decisions concerning different scenarios varying in temporal situation and self
relevance. All DMN regions showed increased sensitivity for aagodyphical decisions compared to
non-selfrelevant conditions. Unlike Addis et al. (2)0who found no differences in activity between
events imagined at different points in time, Andreianna et al. (2010) found MTL subnetwork
regions were preferentiall active during futureselfjudgementswhereas dmPFC subnetwork regions
were preferentially active during preseselfjudgements Extending these findings, the researchers
found that several selfeported ratings explained the variance in activity in canel MTL

subnetworks, suggesting some underlying contents of cognition that these regions are most involved
in. Core DMN activity was particularly related to ratings of personal significancateespection

and evoked emotion, whereas the MTL DMN sulnwek was associated with episodic memory,

event imagination and scene content ratings.
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Hassabigt al. (2007a,2007b), however, suggest that DMN regions are still necessary for detailed
imagination of events that are not personally relevant or positioned in time. Hassabis et al. (2007a)
asked 5 bilateral hippmampal lesioned patients with amnesia and 10 matched controls to imagine a
new event based on a short verbal cue. Participants were then asked to describe the contents of
their imagination and judge the degree of vividness. Their descriptions were alsul $50

researchers on the basis of information content, spatial coherence and overall quality. Although
there was no significant difference between patient and controls on subjective judgements of
vividness, patients scored lower in informational contesptatial coherence and quality. The
researchers suggest that the hippocampus might be particularly important for setting up the spatial
context in which further details of a scene can be bound. To check whether other regions beyond the
hippocampuswvere alsorelated to construction of imagined experiences, the researchers scanned
healthy participants whilst undertaking a similar version of this task. In this fMRI version, participants
were asked to imagine or remember scenes and objects. Hassabis et ab)#2@7d that, in

comparison to object construction, during construction of imagined and recalled scenes there was
increased activity in the hippocampus, parahippocampus, retrosplenial cortex, posterior cingulate
cortex, posterior parietal cortex and anter medial prefrontal cortex. However, in comparison to

the recalled events, imagined events showed less activity in the core DMN regions.

In accordance with Hassabis et al. (2007a), Szpunar et al. (2009) suggest the key component driving
DMN activation dring event simulation is not sealélevance but context familiarity. The researchers
asked 27 participants to imagine autobiographical events in a cued spatial context that had
happened in the past or could happen in the future. In 24 of the trials gatits were asked to

imagine future events in an unfamiliar context (e.g. a hoballfoon) and in 48 trials participants

were asked to either imagine future events or recall past events in familiar cont@kige brain

analyses found increased activityposterior medial cortex, parahippocampus, anterior medial
prefrontal cortex and temporgparietal junction for familiar remembering and imagining in familiar

contexts conpared to unfamiliar contexts.

Navigation

While amnesiac patient HM was most famdashaving difficulties with episodic memory formation
and retrieval, he was also found to show impairments in spatial navigation of new environments first
experienced possurgery(Scoville and Milner 1958ge alsdpiers et al. 2001)indings from animal
lesionstudies have continued to implicate posterior DMN regions in navigation. Lesions to the
hippocampus, parahippocampus and retrosplenial cortex have been found to impair performance

during radial arm maze and water maze tasks where the subject is requirel/igate from memory
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towards a rewarded spatial location or hidden platfofbogue et al. 1997; Vann and Aggleton 2002;
Bohbot et al. 2006; Pothuizen et al. 2008)

The finding that these regions play a major role in spatial navigation resddended by

electrophysiology recordings in animatlsQY S S TS | y @975)fdshdisbbRe@d thedpresence

of place cells in the hippocampus of rats and since their initial finding, place cells have been

identified in monkeys and humaii®no et al. 1991; Ekstrom et al. 200B)ace cell populations
characteristicallyire at unique locations within an environment regardless of the orientation or

GNF 2SOG2NE 2F GKS | yAYLIl f 5allbceririg spdtigl Bcatbr2itNdan NB LINS & S y
environment.Furthermore place fields have been found to be differently configured for distinct
environments and remain stable in familiar environments for several weeks, suggesting the

hippocampus can generate lotgrm memoriesunique to specifispatial contextgLever et al.

2002)

Locationsensitive cells have also been identified in another DMN region in the medial temporal lobe:
the parahippocampus. In comparison to hippocampal place cells, place cells in the parahippocampus
have much broader place fields and are more sensitivehanges in external environme(@urwell

and Hafeman 2003Results from imaging studies also suggest that the parahippocampus is
particularly sensitive to the external visual properties of an environment. The parahippocampus has
been faund to show increased activity in response to pictures of scenes, places and landmarks
compared to other visual stimulEpstein and Kanwisher 1998; Epstein et al. 1999; Janzen and Van
Turennout 2004; Mullally and Maguire 20128k such, a region within the parahigaonpus has

0SSy GSNIXYSR GKS a4t I NI KA lahdXanwisheddoB). In lihdwidtsthe! NB I € 0 ¢
findings from neuroimaging, patients with lesions to the parahippocampus have been found to show
poor recognition of familiar rooms or buildings, termktidmark agnosia, despite maintaining the

ability to draw accurate allocentric spatial majhsndis et al. 1986; Takahashi and Kawamura 2002)

The retrosplenial cortex has also been found to contain neurons which encode information

important for navigationChen efal. (1994)reported cells in the retrosplenial cortex of rats which

showed selective preference for certain head orientations even in the absence of visual cues or when
rats were in the dark. In line with an emerging role for the retrosplenial cortespresenting

AYT2NYIF A2y Fo2ddi 2ySQa 2NASYydldA2ys RIEYF3S (2
topographical amnesia. Topographical amnesia is a condition which is associated with a poor ability

to orient oneself by visual landmarks désgpreserved scene perceptian! 3 dzA NNB | YR 5 Q9 2
1999; Epstein 2008)

19



According to the cognitive map theooyh QY SSFS | v, éand thémBdelfpreserded yByrne

et al.(2007) the hippocampus is important in representing an allocentric, spatially coherent world,
given visual inputs from the parahippocampus and orientation infoiomafirom the retrosplenial

cortex. These allocentric maps are thought to be translated into a first person perspective with the
aid of heading information from head direction cells in the retrosplenial cortex. The resulting
egocentric scene is proposedlbe represented in the posterior cingulate cortex. This translation of
stored allocentric spatial information into an egocentric image has been suggested to be important
for simulating an upcoming journey during navigation but also constructing a spatisbement

during episodic simulatio(Bird and Burgess 2008; Ranganath and Ritchey 2012)

In line with findings from electrophysiology, imaging studies also find activity in pasivIN

regions related to spatial navigatigSpiers and Maguire 2007; Howard et al. 2014; Javadi et al. 2017,
2018) Howard et al. (2014) askédl NIA OA LI yda (2 yIFI@A3IFdS I NRdzyR [2Y
activation in many DMN regions was found during the active navigation condition compared to the
passive control condition which kept the same visual background but did not require partictpan
navigate from memory. Regions of the posterior medial cortex and medial temporal lobe also
showed strong activity at decision points (when participants had to choose which road to turn down).
Interestingly, the posterior hippocampus appeared to cpdéh distance to goal, showing greater
activity during travel periods further from goal than closer to the goal. Furthermore, in a similar
paradigm, Javadi et al. (2017) found that after entering a new street the posterior hippocampus
showed increased adfity to increases in the number of upcoming routes available. The researchers
suggest that the posterior hippocampus might be simulating all upcoming routes and therefore

showing increased activation when the number of route available increased.

Furtherimaging studies suggest other regions of the DMN are also related to spatial navigation.
Balaguer et al2016)found the ventromedial prefrontal cortex and hippocampus coded distance to
goal with these regions showing increased activity the closer to goal (although this ramping of DMN
activity at the end of a trial may not be specific to spatial navigation, or to thl deFarooqui

and Manly 2018) Patai et al(2019)scanned participants during virtual navigation through newly
experienced university campuses and frequently visited university campuses with which participants
KIR F YAYAYdzy 2F w &SI NAQ &thai§aldn 8iu6@Ste newdlyS NB a S NDO
learnt campus was associated with a i representation of space and related to hippocampal
encoding of distance to goal. In contrast, navigation though the-kvelivn campus was found to be
more associated with egoceldrexperiences and in this case, the retrosplenial cortex was found to
code distance to goal. These findings may link well to the mu@sikented by Byrne et akQ07)

suggesting medial posterior regions are important for translating spatial informattoran
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egocentric perspective whereas the hippocampus is more important for establishing an allocentric

map of space.

While the Spreng et al. (2009) medaalysis showed great overlap between regions related to

episodic memory, social cognition and natiiga, it should be noted that most studies of spatial

navigation do not implicate the Dorsal Medial subnetwork of the DMN. Indeed, when contrasting

activity during spatial and social taskaymaran and Maguir€005)found the Rsp, PHP, and pIPL

were more active during the spatial version compared to the social version of the wine task

(described above) marking the Medial Temporal DMN subnetwork as especially imporsgpatial
navigation. These regions were also more active during a spatial control task, asking participants to
aaSaa GKS o0dZAfRAY3I (eL)S 2F RAFTFSNBYyd FNASYRaAQ
answered whether various friends wore glassThese findings suggest that the MTL subnetwork of

the DMN plays a role in spatial processing that is more general than just spatial navigation.

Broad Function of the DMN

How the DMN contributes to all these disparate cognitive processes is a sabf@wjoing

discussion. Consistent among all these tasks is the requirement for the construction of egocentric
scenes or episodes from internal sources of information. As a result, the role of the DMN has been
NB O2y OS LJi dzI f B3R {7 NEShakyingd igéaxtle in projection of oneself into an
imagined scene (Bucknand CarrolR007) or construction of a spatial context with which to bind
social or episodic details (Hassadis Maguire2007). Some studies have attempted to differentiate
between these theories, finding conflicting results. Hassabis et al. @0“nd DMN activity related

to imagination for scenes thatare notstlifS f S@F yi 6KSNBI a ! 1 KSAYSNRa
impairment in thinking about personal futures compdn® imagining futures that were not self
relevant. Despite these differences, one commonality is the focus on internally constructed
simulations, distinct from that of the current surroundind@@ickner and Carroll 2007; Buckner et al.
2008; AndrewsHanna 2012)

This focus on internal scene representations has led researchers to overlook the simple possibility
that the DMN also represents the currenttesnal context for contexguided cognition. With new
multivariate methods, more recent studies have found a role for the DMN in representing the
content of both externally perceived, recalled and imagined scenes and gBaltiassano et al.

2016, 2017; Chen et al. 2017; Robin et al. 208 hen et al. (2017) garipants watched a 50

minute episode of Sherlock and then immediately recalled the episode from memory in an MRI
scanner. Average voxel activity for 50 independently labelled scenes was computed for each

individual during the movie watching and movie rikpdnases. Using a spatial searchlight, the
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researchers found that patterns of activity in posterior medial cortex, medial prefrontal cortex and
parahippocampal cortex were more similar during watching and recall of the same scene compared
to different scenes. Along with sensory regions, these regions also showed highly similar scene
specific patterns of activity between subjects during movie watching, indicating a role for DMN
regions in perception of the current scene which is stable across particigamtiermore,
Baldassano et al. (2017) found activity patteimtghe same data setiere more stable across a

longer time scale iseveral brain regionencludingposterior DMN, compared to sensory regions
during both the movie watching and recall phagese Figure 1.4Medial prefrontal DMN regions
were not included in the searchlight analy®8y. defining reductions in cro$smporal correlations as
neurally defined event boundaries, the researchers went on to compare neurally defined event
boundariesfrom movie watching data with data when hearing an audéscription of the same

movie and perceived event boundaries as judged by human obse@enspared to sensory regions,
neural event boundaes from movie watching data in DMBgionsof interest, tre angular gyrus and
posterior medial cortexwere found tobetter match with boundaries defined by human annotations
and were consistent across movie perception modalities (watching and -aadiation). These
findings led Baldassano et al. (2017) to ssfjgjeat the angular gyrus and posterior medial cortex

represent a stable, gidike representation of a scene (see aimony et al. 2016)

26:00 27:00
Timepoint-timepoint
pattern correlations

Number of events 80
|
Event length Short

Figure 1.4. Figure from Baldassano et al. (2017). Results from a neural evenhiseigme
searchlight from movie watching data in cortical regions with high betwsabiect correlation (Chen
et al.2017). The optimal number of events found, as tested using a Hidden Markov Model, were
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found to vary throughout the cortex. Early sensogigas optimally divide the movie into greater
numbers of short events (purple regions) and higher multimodal cortex divide the movie into fewer
numbers of long events (yellow regions). Events here are defined as periods of similarity in cross
temporal corelation. Example crogemporal pattern correlations during movie watching for long
timescale events and short timescale events are presented from posterior medial cortex (top) and

early visual cortex (bottom), respectively.

In keeping with these findingRanganath and Ritel(2012) suggest that the DMN, particularly the
parahippocampus, hippocampus and retrosplenial cortex, are important for the construction and
representation of situation models. Situation models have been described as a mental
representation of the current situational context (or schema) along with its social, semantic and
temporal associative relationships. For example, the situation model for the event of studying with a
friend at a library would hold information about the place tifdy (along with further locational
information about libraries), the person you are with (along with further information about them and
their connection to you), what you are doing and perhaps the temporal order of events leading up to
the requirement tostudy. An example situational model, as described in Ranganath and Ritchey
(2012) is presented in Figure 1.5. The researchers suggest that the parahippocampus is particularly
important for identifying the current spatial context while the retrosplenialteriintegrates external
information with stored associative information. The hippocampus has been proposed to integrate
situational context with more specific details encoded in the perirhinal cortex and connected anterior
temporal regions while the situiin model itself is suggested to be represented in other regions of
the DMN. The representation of this associative structure of the current context has been thought to
be important for contexiguided cognition and action by representing situational caists and
simulating commortourses of events (see also B&07, 2009Zacks et ak007). According to these

theories, the DMN should therefore be fundamental for contdgpendent decision making.
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Figure 1.5. Figure from Ranganath and Ritchey (2@itp)aying the associative spatial, temporal and
social information proposed to be represented in the posterior medial (PM) system, closely
overlapping with posterior DMN regions, in the event of having coffee with a friend after meeting
them in the streetThe situation model represents associative links including the sequence of events
and spatial trajectory, semantic information about Maria (a friend), spatial information about the

coffee shop (by the theatre in UC Davis) and the overall social caamexrf@grmal meeting).

CONTEXDEPENDENT DECISION MAKING

Despite the relation between DMN and context representation, the role of the DMN in centext
dependent decision making is far from well established. Studies aiming to understand the neural
bask ofcontextdependent decisiomaking have mainly used arbitrary cues as substitutes for life
like contextual control. In one such tas{gechlin et al(2003)compared brain activity between 3
different levels of cognitive control with increasing levels of rule abstraction. The experimental
design is presented iRigure 1.6. In the Sensory Control condition, button presses were cued by
stimulus colour (i.e. colouesponse trials). In the Contextual Control condition, participants were

asked to make either vowel/consonant or uppercase/lowercase judgements basbe aolour of
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the presented letter (i.e. colodieature-response trials). In the Episodic Control condition, celour
response mappings were not fixed but were cued at the start of each block so participants were
required to keep in mind temporally abstraaformation (i.e. the start of block cueolour

response). The experimenters also designed control blocks for each experimental condition also
presented in Figure 1.6. Comparing experimental block to control block activity, Koechlin et al. (2003)
implicated the dorsolateral prefrontal cortex, not DMN regions, in contextual control, thighmore
anteriorinferior frontal sulcusmplicated in episodic cognitive control and more posterior regions of

the premotor cortex associated with sensory control. Furthere, using effective functional

connectivity methods the researchers suggested a direction of information transfer from the anterior

frontal regions to posterior regions.

Since this original studyinsilar cognitive control gradiesthave also been fond in a number of

different studies manipulating different types of task complegity | RNB YR 5Q9alLJ2 aAi
Race et al. 2009; Badre and Nee 202&hough the specific regions identified in conteat control

vary across these experiments (Badral Nee2018), a lack of DMN contextual control related

activity is common across them all. In fact, the lateral prefrontal regions identified in these cognitive
control tasks fall within another wedlstablshed brain network; the multiple demand (MD) network

(Duncan 2010, 2013)

Importantlyfor this thesisBadre and Nee (2®) now suggest alifferencebetweenW O 2 y (i S E (i dzl f
O2y (i NRf Q3 Ithédodiatelal(préfidntad doriei the MD networE | Yy R Wa OKS Y G A
O 2 y (iS¢Eemdlic contralefersto generalised knowledge gained after repeated experiemrgsis
suggestedo be related to theanterior prefrontalcortexand ventromedial prefrontal corteix the

DMN The extent to whictthe DMN and MD network contribute twognitive controprocessesn

naturalistic contextsvhich include both schematic amdore contextspecifc informationis, as yet,

an unanswered question in the field.
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Figure 1.6. Hierarchical cognitive control experimental design, adapteddoachlin and

Summerfield2007) In Sensory Control trials (ai.) respond using different button presses (R1 and R2)
depending on the colour of stiri with participants asked to make no response (NG=no go) to white
squares. In Contextual Control trials (bi.) the colour of the letters represents the task (T1 and T2,
vowel/consonant judgement and upper/lowercase judgement) with white letters refleztiveego

(NG) trial. Episodic Control trials (ci.) were similar to the Sensory Control task where button presses
and nogo trials (R1, R2 and NG) were cued by colour of stimulus but the-cedponse mappings

were not fixed but dependent on a cue priotthe block of episodic control trials. ii. Control tasks

used for each executive control condition.

THE MULITPLE DEMAND NETWORK
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The MD network is aet of highly connected fronfmarietal regions including parts of the inferior
frontal sulcus, dorsal pfrontal cortex, inferior frontal junction, anterior insula, presupplementary
motor area and intraparietal sulcus (often accompanied by activity in lateral occipital cortex). Some
researchers suggest that the MD system canusthér subdivided into a frotmparietal network

(FPN) containing lateral frontal and parietal MD regions, and the cinglpkncular, or salience

network (SN) containing the anterior insula and presupplementary motor area and sometimes
anterior frontal cortexDosenbach et al. 2006, 2007, 2008; Seeley et al. 2007; Crittenden @1@)}. 2

A map of canonical MD regions is presented in Figure 1.7. While reséitegfunctional connectivity
analyses have typically found these regions to be highly temporally corrdlaesdey et al. 2007;
Vincent et al. 2008thisnetwork is most typically defined from univariaisk activations. These
frontoparietal regions have been consistently linked to task demand in a diverse range of executive
tasks including working memory, response inhibition, executive planning, mempanyasd fluid
intelligence(Duncan and Owen 2000; Duncan et2§l00; Duncan 2006; Bishop et al. 2008;
Fedorenko et al. 20tAssem et auinder review). In Fedorenko et al. (2013) 40 participants were
scanned whilst performing a selection of seven different tasks testing language, arithmetics,
response inhibition ad spatial and verbal working memory. The tasks were presented in a blocked
design with participants tested on hard and easier versions of each task in order to assess activity
related to cognitive demand. One of the tasks performed by all participantaigesto localise MD
voxels in each subject. Activation for the hard vs. easy contrasts in all other tasks was found to
overlap with voxels sensitive to the localiser. Uniquely, only voxels within MD regions, and not

neighbouring language selective regipasowed consistent sensitivity to the difficulty contrast.
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Figure 1.7. MD network regions from grel@vel hard vs. easy contrasts across all seven tasks in
Fedorenko et al. (2013). The map presented was made symmetrical across hemispheres by averaging

across hemispheres and thresholding the map att = 1.5.

Further evidence from the neuropsychology literature demonstrates the necessity of MD regions for
good cognitive functionWoolgar etal. (2010, 2018}ested 80 patients with focal brain lesions on a

fluid intelligence task, the Cattell Culture H&attell 1971) This fluid intelligence measure contained
four timed tasks including series comptet, finding the odebne-out, matrix judgements and

topological relations. Cattell performance has been found to be predictive of task performance on a
number of executive taskRoca et al. 2010, 2011; Duncan et al. 2@®) is thought to be a robust
measure of executive function. Woolgar et al. (2010, 2018) found that patient MD lesion volume, but
not total lesionvolume or lesion volume in language specific regions, was negatively related to fluid

intelligence scores.

The properties of MD regions are perhaps most clearly understood in studies of single unit activity in
monkeys. These studies find a large percgptaf neurons in lateral prefrontal cortex and

intraparietal sulcus that selectively and flexibly code for a wide range ofrédeskant information
including target stimulus identity and location, response, reward and task (Rbes et al. 1997;

Duncan et al. 2000; Freedman et al. 2001; Freedman and Assad 2006; Roy et akF@04xample,

in Roy et al. (2010) monkeys were trained to make orthogonal categorisation decisiomsngea
stimulus set depending on the colour of cue preceding the trial (see Figure 1.8). Separate populations
of prefrontal neurons were found to show category selectivity with stronger categorical responses
measured when that dimension was relevant ie tturrent trial. Further research has also shown

that task selective coding in prefrontal cortex dynamically changes throughout éReaalet al.

1997; Kusunolet al. 2009; Stokes et al. 2013)
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Figure 1.8. a. The stimulus set presented in Roy et al. (2010), grouped according to each category
decision. The stimulus set was comprised of morphed images of cats and dogs of two different types.
Each of the cornestimuli represent prototype cats and dogs while stimuli in between represent
mixtures. Category scheme A was cat/dog, category scheme B wal2yjhe Responses of an

example prefrontal neuron showing category sensitivity. The neuron specificallgusties

between cats and dogs (showing greater activation for cats) but only when that is the relevant

category decision.
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Adaptive coding of taskelevant information has also been found in human MD regions in fMRI
studies.Woolgar et al(2011a) found that patterns of activity in & regions could be used to
discriminate between all tasielevant features in a simple stimulus locatiesponse task including
stimulus position, stimulugesponse rule and response. Furthermadfégolgar et al(2011b) went on

to establish that the degreefadaskrelevant feature coding was related to the level of task demand.
At low leves of perceptual difficulty irdientifying object location, patterns of activity in MD regions
did not discriminate object location. However, at odds with visual discrinilibghn trials of high
perceptual difficulty, MD regions did discriminate object location. These findings suggest that the
greater univariate activity in the MD system during more demanding tasks may reflect adaptive

coding of task features most challang for task completion.

Given the importance of MD regions across such a diverse range of task demands, Duncan (2010,
2013) suggests that the core function of the MD system is to control complex behaviour in line with
current task goals. This functiontimught to be achieved through decomposition of abstract goals
into achievable sugoals(Chrisbff et al. 2001; Bhandari and Duncan 2Q1s8lective coding of
information relevant to the current sugoal(Duncan 2001 )and influencing selection bias in other

brain systems to process tasflevant information(Desimone and Duncan 1995; Stokes et al. 2009)

5ab ! b5 a5 L DASKRELATEDWOGNITON

As discussed above, the MD system has been found to be important for task control and the DMN
has been implicated in representing context. Given these findings it seems plausible that both
networks would work together during realorld contextual control. Historically, however, the DMN

and MD network have been found to be negatively related.

As described previously, in univariate analyses of demanding external tasks, MD regions show

increases in activity with increasealsk demandFedorenko et aR013) whereas DMN regions show

the opposite pattern of task relatedeactivations (McKiernan et @003, 2006). Functional

connectivity studies have also been used to assess the relationship between these two networks.

Using resting stat functional connectivitfFox et al(2005) F 2 dzy R hWK$ Fil WP SQ NBEIA 2y a
O YGSNR2NI YSRAFE LINBFTNRYGlIES LRAGSNARIMN OAyIdz | G
L2 AAGADGSQO NBIA2ya O6R2NE2fFGSNIt LINBFNRYyGFrfX AYyFSN
defined using peak coordinates from previously published data, were negatively correlated. Kelly et

al. (20®) further established that the strong nefgah @S O2 NNBf | G A2y SECGBBSY KHKRA
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WiHBBRAGAOGSQ NB3IA2Yya Ay SIFOK adzoaSOG RdzZNA-y3I GKS
subject variability in task reaction times. Given that irgtdbject variability has also been foundide

negatively related to general intelligen¢d&ensen 1992Yhe researchers suggest that a compeétiv
relationship between MD and DMN regions is important for good task performance. In accordance
GAUK GKAA LINRPLRalfsX bSglG2y Si ftd onunmm0O -F2dzyR
L2 &A0GA BSOS IYIRA BRI aNS 3 A 2 ff M ands VN GelfionOrespertbdlyd NB Ft S C
strengthened with increased task logdole et al(2012)further highlighted the importance of these

negative correlations between DMN and tgsssitive regions in task performance. The researchers

tested the connectivity strength, during anbdck task, between networks defined through meta
analysesof networ I YSa 0S®3® a5STFldAZ G a2RS bSig2NJ €0 oGA
activity was found to predict ddack performance. The researchers found that the degree of negative
correlation between DMN and the lateral prefrontal cortex was predictive digpant 1Q as tested

by the Cattell Culture Far a Ly a G A 1 dzGS F2NJ t SNR2 ¥ lyRA ivd JISYRA! 0 A €
progressive matriceRaven 1981)n comparison, the strength of positive connectivity between

cognitive control regions and lateral prefrontal cortex and the absolute strength of sermsutnr

network connectivity with lateral prefrontal cortex was predictive of $&e( Figure 1.9).
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Figure 1.9. Regions of interest and correlation results from Cole et al. (2012). a. The network regions
of interest as found through mefanalyses by using network names as search terms. Red = cognitive
control network, yellow = sensemyotor network, blue = default mode network. b. Significant
correlations between connectivity strength of networks with lateral prefrontal cortex vs. fluid

intelligence score. Figure from Cole et al. (2012).

The above functional connectivity studies geb R & SS R NB/HBATA yiidh ASHRUHTERA DS 0
based on univariate activity from the same task or usingP® ¥ A y SRS Il A3AS-Q | YR Wil
LI2aAGAGBSQ NBRIA2ya 2F AYyliSNBadged a2NB NBOSyd addz
define DMN and MD on the basis of connectivity alone, also confirm the negative relationship

between DMN and MD regions, suggesting this result is not just a consequence of how these regions

of interest have been define€ole et al(2014)compared functional connectivity between brain
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networks from rest and taskelated activity in two data set§.he first data set, fronCole et al.

(2010)consisted of a 10 minute resting state scan followed by 10 short task runs. Theressqtpd

in Figure 1.10a, asked 15 participants to make relational judgements about item properties by

particular button presses. The relation, property and button to press would change for each trial
ONBIlIiGAY3a cn RAFFSNBy il aHumanTéntedtonle Praj@aeBsdendRal.il aSd ¥
2013)was also used as a comparison. This fMRI data elested in 118 participants over two days.

Each scanning session started with 28 minutes of rest followed by 30 minutes of task. FMRI data for 7
different tasks were collected over the two days; the particular tasks used are presented in Figure

1.10b. Cat et al. (2014) calculated functional connectivity matrices for the-tesled and resting

state data for each of the datasets from time course correlations across 264 brain regions as defined

by Power et al(2011) The researchers then used a standard community detection approach to

cluster the 264 regions into brain networks from their functional connectivity profiles. The resulting

parcellation showed good correspondence to the regtitate networks found by Power et al. (2011)

identifying the same networks including the DMN and FPN. When comparing connectivity between

these networks during rest and task, Cole et al. (2014) found that in both data sets, connectivity

between DMN regios and FPN regions decreased during tasks compared to rest (see Figure 1.10c),
suggesting the negative relationship between DMN and MD regions is particularly strong during

GFralae 2K2fS ONIAY ySiGg2N] lylfeaSalik®@$®F2NE YAN
connectivity experiments suggesting that DMN and MD are negatively related during task

performance in a way that affects performance.
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Figure 1.10 Tasks and connectivity results from Cole et al. (2014). a. Experimental design from Cole et
al. 2010). The task asked participants to use 64 different combinations of logic x sensory x motor

rules to make relational judgements based on properties of pairs of items. b. The 7 tasks from the
Human Connectomiroject scans (Van Essen eR8él13). c. Dferences in connectivity strength

between task functional connectivity and resting state functional connectivity for 264 brain regions as
organized by brain network. Cole et al. (2010) dataset on the left and Human Connectome Project
dataset on the rightThe black box signifies the increasingly negative correlation between DMN and
FPN for tasistate functional connectivity compared to restisigite functional connectivity. Figure

adapted from Cole et al. (2014).
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