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Abstract

This thesis is concerned with certain partial differential equations, of kinetic type, that are involved in the modelling of many-particle systems.

The Vlasov-Poisson system is a model for a dilute plasma in an electrostatic regime. The classical version describes the electrons in the plasma. The first part of this thesis focuses on a variant known as the Vlasov-Poisson system with massless electrons (VPME), which instead describes the ions. Compared to the classical system, VPME includes an additional exponential nonlinearity, with the consequence that several results known for the classical system were not previously available for VPME.

In particular, global well-posedness had not been proved. In this thesis, we prove that VPME has unique global-in-time solutions in two and three dimensions, for a general class of initial data matching results currently available for the classical system.

The quasi-neutral limit is an important approximation of Vlasov equations in plasma physics, in which the Debye screening length of the plasma tends to zero; the formal limiting system is a kinetic Euler equation. For a rigorous passage to the limit, a restriction on the initial data is required. In this thesis, we prove the quasi-neutral limit from the VPME system to the kinetic isothermal Euler system, for a certain class of rough data.

We then investigate the rigorous connection between these Vlasov equations and the associated particle systems. We derive VPME and the two kinetic Euler models associated respectively to the classical Vlasov-Poisson and VPME systems rigorously from systems of extended charges.
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1.1 Kinetic Equations in Physics

This thesis provides a contribution to the mathematical theory of kinetic equations. Kinetic equations are a class of partial differential equations used in the modelling of large many-particle systems.

A fundamental concrete example of such a system is a gas. The atomic theory of matter posits that a gas consists of a very large number of particles. However, it is not possible for humans to observe these particles directly. Instead, we experience a gas through its macroscopic properties, such as its temperature and pressure. It is a fundamental physical problem to understand how the observable behaviours of a gas emerge from the underlying dynamics of its constituent particles. The ‘kinetic theory of gases’ is a physical theory that aims to explain these behaviours as the consequences of the motion of the gas particles. The mathematical field of kinetic theory deals with a class of PDEs that arise from this theory.

The different scales of description of a gas can be translated into different types of mathematical models. In a ‘microscopic’ model, one tracks the states of all particles in the system individually. Typically this results in a classical mechanical $N$-body problem. Of course, for the physical applications we have in mind, $N$ will be far too large for such a model to be practical. For example, for gases at room temperature, $N$ is of order $10^{23}$. It is therefore desirable to replace this model with a coarser description of the system.

A ‘macroscopic’ model describes the evolution of observable quantities associated to the system, such as the density, velocity and temperature. For gas modelling, equations from fluid
mechanics are typically used. In this case, the gas is modelled as a continuum with a single velocity at each point in space.

Kinetic equations offer a ‘mesoscopic’ description of physical systems, at a scale in between the particle and continuum models. A kinetic model uses a statistical description of the system under consideration. The state of the system is described using a density function \( f = f(t, x, v) \). The key structural feature is that \( f \) is allowed to depend not only on the time \( t \) and the spatial position \( x \) of the particles, but also on their velocity \( v \). The model retains the information that gas particles at a particular spatial position may have different velocities, in contrast to a continuum model. The function \( f(t, x, v) \) is then interpreted as the density of particles with position \( x \) and velocity \( v \) at time \( t \).

![Diagram of Microscopic to macroscopic hierarchy for kinetic equations](image)

Fig. 1.1 Microscopic to macroscopic hierarchy for kinetic equations

It is a key problem in mathematical kinetic theory to justify the place of a kinetic equation in this hierarchy of models. On the one hand, we wish to derive kinetic equations from the underlying models they describe; this validates the use of the equation from a mathematical perspective. On the other hand, we wish to connect kinetic models to higher level macroscopic models, through hydrodynamic limits. This provides a possible strategy for deriving macroscopic models, such as the equations of fluid dynamics, from particle models - by passing via an intervening kinetic model.

The origins of modern kinetic theory are usually traced to the work of Maxwell [69] on the modelling of gases. In this work, Maxwell derived a version of the Boltzmann equation for dilute gases and identified its equilibrium distribution. Boltzmann [14] generalised this work and derived the ‘H-theorem’, which says that the (physical) entropy of solutions of the Boltzmann equation that are not in equilibrium must increase over time. The Boltzmann equation gives a mesoscopic description of a system of particles that interact with each other through collisions and otherwise move freely. It takes the form

\[
\partial_t f + v \cdot \nabla_x f = Q(f),
\]

where \( Q \) is a nonlinear integral operator, acting in \( v \) only, that describes the change in \( f \) due to collisions. Notice that the interaction between particles in this model is localised in \( x \).
Subsequently, Jeans [58] proposed a kinetic model to describe large systems of stars interacting through gravity. This model is now referred to as the gravitational Vlasov-Poisson system. In contrast to the Boltzmann equation, this is a collisionless model. In this thesis, we will consider the electrostatic Vlasov-Poisson system, which is very closely related to the equation proposed by Jeans.

The principal focus of this thesis will be on kinetic equations that arise in the modelling of plasma. A plasma is an ionised gas, which means that it consists of charged particles. The interaction between these particles is thus electromagnetic in nature. An important difference between electromagnetic interactions and interaction through collisions is that electromagnetic forces are long range. Charged particles influence each other even if the spatial separation between them is large. For this reason, the models typically used for ionised gases have a different structure from those typically used for electrically neutral gases.

Landau [60] proposed a kinetic model to describe the evolution of a plasma, now known as the Landau-Coulomb equation. This model is based on adapting the Boltzmann equation to the case of Coulomb interaction, and thus focuses on describing collisions within a plasma. It takes the form

$$\frac{\partial}{\partial t} f + v \cdot \nabla f = Q_L(f), \quad (1.1)$$

where $Q_L(f)$ denotes the nonlinear Landau collision operator.

Vlasov [84, 85] proposed an alternative kinetic model for plasma. This equation takes the form

$$\frac{\partial}{\partial t} f + v \cdot \nabla f + (E + v \times B) \cdot \nabla_v f = 0, \quad (1.2)$$

where $E$ and $B$ are, respectively, the electric and magnetic fields generated by the plasma itself. The fields $E$ and $B$ are found using the Maxwell equations. This interaction is therefore non-local in space, representing the fact that particles feel the influence of other particles in the system even if their spatial separation is large. The system (1.2) is known as the (non-relativistic) Vlasov-Maxwell system.

In [84], Vlasov first considers a version of (1.2) that includes a term accounting for collisions. However, he then argues that on the physical scales relevant to plasma, the collision terms can be neglected. This illustrates an important principle: the ‘correct’ model to use for a physical system is not fixed solely based on the type of interactions in the system, but rather depends also on the physical regime in which the system is considered. For this reason, quantitative results are important in the study of hierarchies such as Figure 1.1. They allow us to identify, from a mathematical perspective, the timescales and regimes of physical parameters on which the models are valid.
1.1 Kinetic Equations in Physics

The central equation we consider in this thesis is a kinetic model for the ions in an unmagnetised plasma. It is known as the Vlasov-Poisson system with massless electrons, or VPME. This is a non-collisional model, similar in structure to (1.2). It is a variant of the better-known Vlasov-Poisson system, which models the electrons in an unmagnetised plasma. Our goal is to consider a hierarchy of models similar to the one shown in Figure 1.1, centred around the VPME system.

The macroscopic limit considered in this thesis is known as the quasi-neutral limit. This is not a hydrodynamic limit, because the limiting equation is still a kinetic model. However, our study is intended to be in a similar spirit to this framework: we will derive the macroscopic model from an underlying kinetic model, and use this to connect the macroscopic model to a particle system. The macroscopic limit we consider is motivated by a widely used approximation in plasma physics, known as quasi-neutrality. In this approximation, a key characteristic parameter of the plasma, known as the Debye length, is set to zero. Under this approximation, equations of the form (1.2) are replaced by kinetic equations with a more singular type of interaction. In this thesis we refer to these equations as ‘kinetic Euler’ systems. The mathematical study of the quasi-neutral limit is motivated by the need to identify the physical regime in which this approximation is indeed valid.

An important step in this investigation is to study the well-posedness of the VPME system. Before studying solutions of the VPME system, we wish to prove that such solutions exist and are unique for a given initial datum. Previously, global-in-time well-posedness results were not available for the VPME system in any dimension higher than one. In Chapter 2 of this thesis, we fill this gap by proving global well-posedness for the VPME system in dimension two and three.

Moreover, we develop a key toolbox of estimates on the electric field for the VPME system, which allow many results for the Vlasov-Poisson system to be adapted to the VPME case. We demonstrate this in our study of the hierarchy shown in Figure 1.2, where these estimates are key element. In Chapter 3, we prove a rigorous limit from the VPME system to a kinetic Euler model. In Chapter 4, we derive the VPME system from a microscopic system of extended charges. In Chapter 5, we combine these limits to identify a physical regime in which the kinetic Euler system can be derived from a system of extended charges.

Fig. 1.2 Microscopic to macroscopic hierarchy for the VPME system
1.2 Plasma Models

1.2.1 The Vlasov-Poisson System

In this thesis, we will focus primarily on kinetic equations arising in the modelling of plasma. Plasma is a state of matter that forms when an electrically neutral gas is subjected to high temperatures or a strong electromagnetic field. This causes some of the gas particles to dissociate, splitting apart into charged particles. The resulting system is an ionised gas.

Plasma is abundant in the universe. The study of plasma is important in astrophysics - in space, plasma is found for example in stars, the solar wind and the interstellar medium. Plasma is also studied as part of research into nuclear fusion reactors.

The degree of ionisation - that is, the fraction of gas particles that dissociate - varies in real plasmas. In this thesis, we will concentrate on models that describe only the charged species in the plasma, neglecting the neutral species that do not dissociate. The interactions with the neutral species are very weak in comparison to the interactions of the charged species. There are two types of charged particle in a plasma: negatively charged electrons and positively charged ions.

The relevant physical situation to keep in mind is therefore a coupled system of ions and electrons. Since these particles are charged, they will interact with each other principally through electromagnetic forces. In fact, it is usual to make an assumption which decouples the dynamics of the two species. This assumption is based on the fact that the mass of an electron is much smaller than the mass of an ion. Consequently, an electron typically moves much more quickly than an ion. This results in a separation between the timescales on which each species evolves.

Consider first the point of view of the electrons. The ions are, relatively speaking, much more massive and therefore slow moving. For this reason, it is common to assume that the ions are stationary over the interval of time on which the plasma is observed. It remains to model the dynamics of the electrons.

The Vlasov-Poisson system is a well-known kinetic equation describing this situation. The electrons are described by a density function $f = f(t,x,v)$, which is the unknown in the
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following system of equations:

\[
\begin{aligned}
\partial_t f + v \cdot \nabla_x f + \frac{q_e}{m_e} E \cdot \nabla_v f &= 0, \\
\nabla_x \times E &= 0, \\
\varepsilon_0 \nabla_x \cdot E &= Q_i + q_e \rho_f, \\
\rho_f(t,x) &= \int_{\mathbb{R}^d} f(t,x,v) \, dv, \\
f|_{t=0} &= f_0 \geq 0.
\end{aligned}
\]

(1.3)

Here \(q_e\) is the charge on each electron, \(m_e\) is the mass of an electron and \(\varepsilon_0\) is the electric permittivity. \(Q_i : \mathbb{R}^d \to \mathbb{R}_+\) is the charge density contributed by the ions, which is independent of time since we assume that the ions are stationary. The electrons experience a force \(q_e E\), where \(E\) is the electric field induced by the whole plasma. This is found from the Gauss law

\[
\nabla_x \times E = 0, \quad \varepsilon_0 \nabla_x \cdot E = Q_i + q_e \rho_f,
\]

which arises as an electrostatic approximation of the full Maxwell equations.

The name ‘Poisson’ comes from the following rewriting of the system. Since \(\nabla_x \times E = 0\), it is possible to write \(E\) as a gradient. Thus there exists a function \(U\) such that \(E = -\nabla_x U\). Then \(U\) must satisfy the Poisson equation

\[
-\varepsilon_0 \Delta U = Q_i + q_e \rho_f.
\]

The function \(U\) is known as the electrostatic potential.

The system (1.3) expresses the fact that each electron in the plasma feels the influence of the other particles in the plasma in an averaged sense, through the electric field \(E\) induced collectively by the whole plasma. This is a long-range interaction between particles. In particular, this equation does not account for collisions between particles, which would require the Landau-Coulomb operator \(Q_L\) mentioned above in equation (1.1).

The system (1.3) needs to be equipped with boundary conditions. For applications to nuclear fusion, it is typical to consider plasmas confined by a strong magnetic field. For astrophysical applications, we might consider a condition of decay at infinity. In this thesis, we will focus on the case of periodic boundary conditions. That is, we assume that the spatial variable \(x\) lies in the \(d\)-dimensional flat torus \(\mathbb{T}^d\), which can be identified with the space \([-\frac{1}{2}, \frac{1}{2}]^d\). The velocity variable \(v\) lies in the whole Euclidean space \(\mathbb{R}^d\).

Moreover, we restrict in particular to the case where the background ion density \(Q_i\) is spatially uniform. This is considered to be a reasonable approximation under the assumption
that the scale of fluctuations in the ion density is much larger than the scale of fluctuations in
the electron density. This results in the system

\[
(VP) := \begin{cases} 
\partial_t f + v \cdot \nabla_x f + \frac{q_e}{m_e} E \cdot \nabla_v f = 0, \\
\nabla_x E = 0, \\
\varepsilon_0 \nabla_x \cdot E = q_e (\rho_f - \int_{\mathbb{R}^d} f \, dx \, dv), \\
(f|_{t=0} = f_0 \geq 0).
\end{cases}
\] (1.4)

The ion charge density is chosen to be

\[ Q_i \equiv -q_e \int_{\mathbb{R}^d} f \, dx \, dv \]

so that the system is globally neutral. This is required by the conservation of charge, since the
plasma forms from an electrically neutral gas. In mathematical treatments, it is common to see
(1.4) written in the rescaled form

\[
(VP) := \begin{cases} 
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
\nabla_x E = 0, \\
-\nabla_x \cdot E = \rho_f - 1, \\
(f|_{t=0} = f_0, \int_{\mathbb{R}^d} f \, dx \, dv = 1).
\end{cases}
\] (1.5)

Another commonly considered form of the system is the case where the spatial variable \( x \)
lies in the whole space \( \mathbb{R}^d \). In this case the boundary condition is that the electric field should
decay at infinity. The electric field can then be represented as the convolution of \( \rho_f \) with the
Coulomb kernel

\[ K(x) = C_d \frac{x}{|x|^d}. \]

The system then reads as follows:

\[
\begin{cases} 
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E(x) = C_d \int_{\mathbb{R}^d} \frac{x - y}{|x - y|^d} \rho_f(y) \, dy, \\
(f|_{t=0} = f_0 \geq 0, \int_{\mathbb{R}^d} f \, dx \, dv = 1).
\end{cases}
\] (1.6)
In this case, if we included a uniformly distributed background of ions this would result in a system with infinite mass. It is therefore usual to consider a system describing only the dynamics of electrons, resulting in a uniformly vanishing background.

By changing the sign in the equation for $E$ in (1.6), we obtain a model for a system with gravitational interaction:

$$\begin{align*}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f &= 0, \\
E(x) &= -C_d \int_{y \in \mathbb{R}^d} \frac{x-y}{|x-y|} \rho_f(y) \, dy, \\
f|_{t=0} &= f_0 \geq 0, \\
\int_{\mathbb{R}^d \times \mathbb{R}^d} f_0 \, dx \, dv &= 1.
\end{align*}$$

This model is used to describe, for example, the dynamics of large collections of stars. It was discovered by Jeans [58]. We do not consider gravitational Vlasov-Poisson systems in this thesis.

### 1.2.2 The Massless Electron Model

The classical version of the Vlasov-Poisson system, which was presented above, describes the electrons in a dilute, unmagnetised plasma. We may instead wish to model the ions in the plasma. This leads to a variant of the Vlasov-Poisson system that will be the second main equation considered in this thesis.

From the point of view of the ions, the electrons have a very small mass and so are very fast moving. It is not possible to assume that they are stationary. Instead, we observe that, since the electrons move quickly relative to the ions, the frequency of electron-electron collisions will be high in comparison to other kinds of collisions, and electron-electron collisions are relevant and frequent on the typical timescale of evolution of the ions. It is therefore common in physics literature to assume that the electrons are close to thermal equilibrium.

The limit of massless electrons is the limit in which the ratio between the masses of the electrons and ions, $m_e/m_i$, tends to zero. Here $m_e$ is the mass of an electron and $m_i$ is the mass of an ion. This limit is physically relevant due to the large disparity in mass between the ions and electrons. In this limit, it is assumed that the electrons instantaneously assume the equilibrium distribution.

The equilibrium distribution can be identified by studying the equation for the evolution of electrons. Let the ion density $\rho[f_i]$ be fixed, and assume that all ions carry the same charge $q_i$. We have discussed that the evolution of the electron density can be modelled by the Vlasov-Poisson system (1.3). As discussed above, in the long time regime we consider we expect the effect of electron-electron collisions to be significant. We therefore augment the system (1.3)
with a collision operator. Bellan [11, Chapter 13, Equation (13.46)] suggests the following rescaling of the Landau-Coulomb operator for modelling collisions in a plasma:

\[ Q_{\text{elec}}(f) = \frac{C_e}{m_e^2} Q_L(f), \]

where \( C_e \) is a constant depending on physical quantities such as the electron charge \( q_e \) and number density \( n_e \), but not on the electron mass \( m_e \). The Landau-Coulomb operator \( Q_L \) is defined as follows: for a given function \( g = g(v) : \mathbb{R}^d \to \mathbb{R} \),

\[ Q_L(g) := \nabla_v \cdot \int_{\mathbb{R}^d} a(v-v_*) : [g(v_*)\nabla_v g(v) - g(v)\nabla_v g(v_*)] dv_*. \]

The tensor \( a \) is defined by

\[ a(z) = \frac{|z|^2 - z \otimes z}{|z|^3}. \]

We thus consider the following model for the electron density \( f_e \), here posed on the torus \( x \in \mathbb{T}^d \):

\[
\begin{aligned}
&\partial_t f_e + v \cdot \nabla_x f_e + \frac{q_e E \cdot \nabla_v f_e}{m_e} = \frac{C_e}{m_e^2} Q_L(f_e), \\
&\nabla_x \times E = 0, \quad \varepsilon_0 \nabla_x \cdot E = q_i \rho[f_i] + q_e \rho[f_e].
\end{aligned}
\]

Consider the rescaling in velocity

\[ F_e(t, x, v) = m_e^{-\frac{d}{2}} f_e \left( t, x, \frac{v}{\sqrt{m_e}} \right). \]

Notice that \( \rho[F_e] = \rho[f_e] \). Then \( F_e \) satisfies

\[
\begin{aligned}
&\sqrt{m_e} \partial_t F_e + v \cdot \nabla_x F_e + q_e E \cdot \nabla_v F_e = C_e Q_L(F_e), \\
&\nabla \times E = 0, \quad \varepsilon_0 \nabla \cdot E = q_i \rho[f_i] + q_e \rho[F_e].
\end{aligned}
\]

We assume that \( F_e \) converges to a stationary distribution \( \bar{f}_e = \bar{f}_e(x, v) \) as \( m_e \) tends to zero, and focus on formally identifying \( \bar{f}_e \).

We expect that \( \bar{f}_e \) should satisfy the equation

\[ v \cdot \nabla_x \bar{f}_e + q_e E \cdot \nabla_v \bar{f}_e = C_e Q_L(\bar{f}_e). \]

By considering the following entropy functional

\[ H[f] = \int f \log f \, dx \, dv, \]
which is non-increasing for solutions of (1.8), it is possible to show that $\bar{f}_e$ should be a local Maxwellian of the form

$$
\bar{f}_e(x, v) = \rho_e(x) (\pi \beta_e(x))^{d/2} \exp \left[ -\beta_e(x)|v - u_e(x)|^2 \right],
$$

since these are precisely the distributions for which the time derivative of the entropy vanishes. The electron density $\rho_e$, mean velocity $u_e$ and inverse temperature $\beta_e$ can then be studied using an argument similar to the one given in the proof of [7, Theorem 1.1].

Substituting the form (1.9) into equation (1.7), we obtain the following identity for all $x$ such that $\rho_e(x) \neq 0$ and all $v \in \mathbb{R}^d$:

$$
- \nabla_x \beta_e \cdot (v - u_e)|v - u_e|^2 - u_e \cdot \nabla_x \beta_e |v - u_e|^2 + \beta_e (v - u_e)^\top \nabla_x u_e (v - u_e)
+ (v - u_e) \cdot \left[ \nabla_x \log (\rho_e \beta_e^{d/2}) - q_e \beta_e E + u_e \cdot \nabla_x u_e \right] + u_e \cdot \nabla_x \log (\rho_e \beta_e^{d/2}) = 0.
$$

For each fixed $x$, the left hand side is a polynomial in $v - u_e(x)$, whose coefficients must all be equal to zero. For example, by looking at the cubic term we see that $\nabla_x \beta_e = 0$ and thus $\beta_e$ must be a constant independent of $x$.

The quadratic term then gives

$$
\nu^\top \nabla_x u_e \nu = 0 \quad \text{for all } \nu \in \mathbb{R}^d,
$$

which implies that $\nabla_x u_e$ is skew-symmetric. On a spatial domain for which a Korn inequality holds, it is possible to restrict which $u_e$ can occur. For example, in the case of the torus $x \in \mathbb{T}^d$ considered, the fact that the symmetric part of $\nabla_x u_e$ vanishes implies that $u_e$ is constant [25, Proposition 13].

Finally, from the linear term we obtain that

$$
\nabla_x \log (\rho_e \beta_e^{d/2}) - q_e \beta_e E = 0.
$$

Since $\nabla_x \times E = 0$, $E$ is a gradient - that is, it can be written as $E = -\nabla U$ for some function $U$. Then

$$
\nabla_x \log (\rho_e \beta_e^{d/2}) = -q_e \beta_e \nabla_x U.
$$

From this we deduce that $\rho_e$ should be of the form

$$
\rho_e(x) = A \exp(-q_e \beta_e U),
$$

for some constant $A > 0$. This is known as a Maxwell-Boltzmann law.
Since $\nabla \times E = 0$, we can write $E = -\nabla U$, where $U$ is the electrostatic potential within the plasma. Then
\[
\nabla_\rho = -\frac{q_e}{k_B T_e} \rho_e \nabla U.
\]
From this we deduce that $\rho_e$ should be of the form
\[
\rho_e(x) = A \exp \left( -\frac{q_e U(x)}{k_B T_e} \right),
\]
which is known as a Maxwell–Boltzmann law.

See Bardos et al. [7] for rigorous results on identifying the Maxwell-Boltzmann law as the limiting distribution of the electrons in the massless limit, for Vlasov-Poisson models with collision operators of Boltzmann or BGK type.

From equation (1.7), we see that the electrostatic potential $U$ should satisfy the following semilinear elliptic PDE:
\[
-\varepsilon_0 \Delta U = q_i [f_i] + A q_e \exp \left( -\frac{q_e U}{k_B T_e} \right).
\]
(1.10)
The normalising constant $A$ is chosen so that the system is globally neutral, that is, the total charge is zero:
\[
\int_{\mathbb{T}^d} q_i [f_i] + A q_e \exp \left( -\frac{q_e U}{k_B T_e} \right) \, dx = 0.
\]

The equation (1.10) replaces the standard Poisson equation for the electrostatic potential in the Vlasov-Poisson system (1.3). After a suitable normalisation of physical constants, this leads to the following system for the ions:
\[
\tag{VPME}
\begin{cases}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla U, \\
\Delta U = eU - \rho_f, \\
f|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0 \, dx \, dv = 1.
\end{cases}
\]
(1.11)
This is known as the Vlasov-Poisson system with massless electrons, or VPME.

Note that solutions of the system (1.11) always satisfy global neutrality, since on the torus the Poisson equation
\[
\Delta U = h
\]
can only be solved if $h$ has total integral zero.
The VPME system has been used in the physics literature for instance, numerical studies of the formation of ion-acoustic shocks [68, 77] and the development of phase-space vortices behind such shocks [15], as well as in studies of the expansion of plasma into vacuum [70]. A physically oriented introduction to the model (1.11) may be found in [40].

This system is one of the central equations considered in this thesis. We will investigate several mathematical questions related to this system. Chapter 2 focuses on the problem of showing global well-posedness for this equation in dimension two and three. We then look at two limits relating the VPME system to other models for the ions in a plasma. One is the quasi-neutral limit, which connects the VPME system (1.11) to a macroscopic model for the plasma. The other is the mean field limit, in which the aim is to derive the VPME system from an underlying system of interacting particles.

### 1.2.3 Quasi-Neutrality

Quasi-neutrality is a concept from plasma physics, referring to a situation in which a certain characteristic scale of the plasma is small. This property occurs frequently in real plasmas. We will use this idea to motivate a mathematical problem known as the quasi-neutral limit. This is a limit in which one can derive other plasma models from the Vlasov-Poisson systems, under a certain rescaling.

#### 1.2.3.1 The Debye Length

Plasmas have several important characteristic scales, one of which is the Debye (screening) length, \( \lambda_D \). The Debye length is important in describing electrostatic phenomena in the plasma. For example, it characterises charge separation within the plasma, describing the scale at which it can be observed that the plasma contains areas with a net positive or negative charge, and so is not microscopically neutral.

In physics textbooks, such as [11, 23, 63], the Debye length is usually motivated by a description of charge screening within plasmas. Electric fields applied to plasmas are damped, because the mobile charges within the plasma move to oppose the field. For example, if a positive test charge is placed into a plasma, the electrons will be attracted to and so move towards it, consequently neutralising the charge density. The Debye length describes the scale beyond which such fields are damped.

To see this more explicitly, consider the aforementioned situation of placing a point test charge into a plasma. Assume that the plasma is in equilibrium before the test charge is placed. We consider a regime in which the ions can be assumed to be fixed and uniformly distributed,
and we only take the motion of the electrons into account. We assume that their motion is fast enough that the electrons are always thermalised.

We consider placing a point test charge of charge $\beta$ at the origin. When the charge is added, it induces a potential $\Phi$. In response, the electrons take on a Maxwell-Boltzmann distribution. Their spatial density is therefore

$$\rho_e = n_e \exp \left( \frac{q_e \Phi}{k_B T_e} \right),$$

where $q_e$ is the charge on an electron, $k_B$ is the Boltzmann constant and $T_e$ is the electron temperature and $n_e$ is the spatial density of electrons prior to the introduction of the test charge. The normalisation $n_e$ is chosen because the potential $\Phi$ should decay in the far field. The potential $\Phi$ should solve the following equation:

$$\varepsilon_0 \Delta \Phi = n_e q_e \left( \exp \left( \frac{q_e \Phi}{k_B T_e} \right) - 1 \right) - \beta \delta_0,$$

where $\delta_0$ denotes the Dirac distribution.

By rescaling this equation, we can identify key parameters. Let $\tilde{\Phi} := \frac{q_e \Phi}{k_B T_e}$. Then

$$\varepsilon_0 k_B T_e n_e q_e^2 \Delta \tilde{\Phi} = e^{\tilde{\Phi}} - 1 - \frac{\beta}{n_e q_e} \delta_0, \quad (1.12)$$

This motivates defining a scale $\lambda_D$ by

$$\lambda_D := \left( \frac{\varepsilon_0 k_B T_e}{n_e q_e^2} \right)^{1/2}. \quad (1.13)$$

This scale is the Debye length associated to the electrons. Equation (1.12) then becomes

$$\lambda_D^2 \Delta \tilde{\Phi} = e^{\tilde{\Phi}} - 1 - \frac{\beta}{n_e q_e} \delta_0.$$

From the structure of this equation we can see that $\lambda_D$ is important in determining the shape of the potential. More explicitly, $\tilde{\Phi}$ is then of the form $\tilde{\Phi}(x) = \Psi \left( \frac{x}{\lambda_D} \right)$, where $\Psi$ is a solution of the following equation:

$$\Delta \Psi = e^{\psi} - 1 - \frac{\beta}{n_e q_e \lambda_D^2} \delta_0, \quad (1.14)$$
To see the screening effect, in standard physics presentations it is common to linearise equation (1.14) to obtain
\[ \Delta \Psi = \Psi - \frac{\beta}{n_e q_e \lambda_D^d} \delta_0. \]
Using the symmetry of the problem, it is possible to derive an explicit formula for \( \Psi \) (see for example [11]). In dimension \( d = 3 \) this is
\[ \Psi(x) = \frac{\beta}{4\pi} \frac{1}{n q e \lambda_D^3} e^{-|x|}. \]
Then \( \Phi \) takes the form
\[ \Phi(x) = \beta \frac{k_B T_e}{4\pi} \frac{1}{n q_e \lambda_D^2} \frac{1}{|x|} e^{-\frac{|x|}{\lambda_D}} = \beta \frac{e^{-\frac{|x|}{\lambda_D}}}{4\pi \varepsilon_0 |x|}, \]
which is known as the Yukawa potential. The decay of \( \Phi \) demonstrates the shielding effect described earlier: the typical length of spatial decay of \( \Phi \) is of order \( \lambda_D \).

If we consider a timescale on which the ions are significantly mobile, it is possible to perform a similar analysis in which the motion of ions also plays a role in this screening effect. The ions will then have an associated Debye length, which may differ from the electron Debye length. It is defined by the formula (1.13), replacing the the electron density, temperature and charge with the corresponding values for the ions.

Since the Debye length is related to observable quantities such as the density and temperature, it can be found for a real plasma. Typically, \( \lambda_D \) is much smaller than the typical length scale of observation \( L \). The parameter
\[ \varepsilon := \frac{\lambda_D}{L} \]
is therefore expected to be small. In this case the plasma is called quasi-neutral - since the scale of charge separation is small, the plasma appears to be neutral at the scale of observation.

Quasi-neutrality is a very common property of real plasmas, to the point that some references include quasi-neutrality as part of the definition of a plasma. For example, Chen [23, Section 1.2] includes quasi-neutrality as one of the key properties distinguishing plasmas from ionised gases more generally. In plasma physics literature, the approximation that \( \varepsilon \approx 0 \) is widely used. For this reason, it is important to understand what happens to the Vlasov-Poisson system in the limit as \( \varepsilon \) tends to zero. This is known as the quasi-neutral limit.
1.2.3.2 The Debye Length in the Vlasov-Poisson System

When written in appropriate dimensionless variables, the classical Vlasov-Poisson system (1.5) takes the form

\[
(VP)_{\varepsilon} := \begin{cases} 
\frac{1}{\varepsilon} \partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla_x U, \\
-\varepsilon^2 \Delta U = \rho_f - 1, \\
f|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0(x,v) \, dx \, dv = 1.
\end{cases}
\]  

(1.15)

In equation (1.15) we can see that the relative Debye length \( \varepsilon \) indeed appears as a parameter describing the scale of the electric field \( E \). In physics literature, it is common to work under the assumption that \( \varepsilon \approx 0 \). This leads to another model.

1.2.3.3 Kinetic Euler Systems

Formally setting \( \varepsilon = 0 \) in the system (1.15) results in the following system:

\[
(KInE) := \begin{cases} 
\partial_t f + v \cdot \nabla_x f - \nabla_x U \cdot \nabla_v f = 0, \\
\rho_f = 1, \\
f|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0(x,v) \, dx \, dv = 1.
\end{cases}
\]  

(1.16)

This is an example of a kinetic Euler system. In system (1.16) the force \( -\nabla_x U \) is now defined implicitly through the constraint \( \rho_f = 1 \), rather than explicitly through the Poisson equation, as in (1.15). It is akin to a pressure term in a fluid equation.

The system (1.16) was discussed by Brenier [19] as a kinetic formulation of the incompressible Euler equations. The correspondence can be seen clearly by considering monokinetic solutions of (1.16), which are solutions of the form

\[
f(t,x,v) = \rho(t,x) \delta_0(v - u(t,x))
\]  

(1.17)

for some density \( \rho \) and velocity field \( u \). If \( f \) of the form (1.17) is a solution of (1.16), then \( u \) is in turn a solution of the incompressible Euler equations:

\[
(InE) := \begin{cases} 
\partial_t u + u \cdot \nabla_x u - \nabla_x U = 0, \\
\nabla_x \cdot u = 0.
\end{cases}
\]  

(1.18)
1.2 Plasma Models

This observation illustrates the reason for calling (1.16) an ‘Euler’ equation. We will refer to (1.16) as the **kinetic incompressible Euler** system, to distinguish it from other kinetic Euler systems we will introduce below.

It is also possible to consider the quasi-neutral limit for the VPME system. In this case, the scaled system is

$$
(VPME)_\varepsilon := \begin{cases} 
    \partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
    E = -\nabla_x U, \\
    \varepsilon^2 \Delta U = \epsilon U - \rho_f, \\
    f|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0(x,v) \, dx \, dv = 1.
\end{cases}
$$

(1.19)

The formal limit is another kinetic Euler system:

$$
(KIsE) := \begin{cases} 
    \partial_t f + v \cdot \nabla_x f - \nabla_x U \cdot \nabla_v f = 0, \\
    U = \log \rho_f, \\
    f|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0(x,v) \, dx \, dv = 1.
\end{cases}
$$

(1.20)

This system was introduced and studied in a physics context in [38–40]. For monokinetic solutions of (1.20), the pair \((\rho, u)\) satisfies the following isothermal Euler system:

$$
(IsE) := \begin{cases} 
    \partial_t \rho + \nabla_x \cdot (\rho u) = 0, \\
    \partial_t (\rho u) + \nabla_x : (\rho u \otimes u) - \nabla_x \rho = 0.
\end{cases}
$$

We therefore refer to (1.20) as the **kinetic isothermal Euler** system.

It is worth observing that, although we have introduced both KInE and KIsE under the umbrella of ‘kinetic Euler systems’, these systems are structurally different. In the KIsE system (1.20), the force \(-\nabla_x U\) depends on \(\rho_f\) in an explicit, albeit singular, way. In the KInE system, the force is defined implicitly through the incompressibility constraint. This distinction is similar to the difference between compressible and incompressible Euler equations, which is not surprising considering the connection between these systems through the monokinetic case.

To understand the KIsE system, it is often instructive to consider a related system, named **Vlasov–Dirac–Benney** by Bardos [4]. This system can also be thought of as a kinetic Euler
equation. The VDB system reads as follows:

\[
(VDB) := \begin{cases}
\partial_t f + v \cdot \nabla_x f - \nabla_x U \cdot \nabla_v f = 0, \\
U = \rho_f - 1 \\
f|_{t=0} = f_0, \int_{\mathbb{R}^d \times \mathbb{R}^d} f_0(x,v) \, dx \, dv = 1.
\end{cases}
\]

It can be obtained by linearising the coupling \( U = \log \rho_f \) between \( U \) and \( \rho_f \). As well as being interesting in its own right, the VDB system provides useful intuition for the KIsE system, since they have similar structures but the coupling between \( \nabla_x U \) and \( \rho_f \) is linear for VDB.

### 1.2.3.4 The Quasi-Neutral Limit

Formal identification of the limiting system does not guarantee that equations (1.16) and (1.20) are good approximations for (1.15) and (1.19) when \( \varepsilon \) is small but non-zero. To show this, it is necessary to study the quasi-neutral limit from each Vlasov-Poisson system to the corresponding kinetic Euler system. It is not guaranteed that this approximation will always be valid. Note, for example, that Medvedev [70] describes a situation in which the quasi-neutral approximation \( U = \log \rho \) is not valid everywhere. This provides a physical motivation for a study of the transition between (1.19) and (1.20). In particular we would like to identify conditions on the data and quantitative ranges of the physical parameters for which the limit holds. Results of this type identify regimes in which the limiting systems (1.16) and (1.20) can be validated mathematically.

The rigorous mathematical justification of the quasi-neutral limit turns out to be a challenging problem, requiring quite stringent restrictions on the initial data. The reasons for this are at least in part of physical origin. This will be discussed further in Section 1.5. In Chapter 3, we consider the quasi-neutral limit from VPME to the kinetic isothermal Euler system. We are able to prove a rigorous quasi-neutral limit for a class of rough data, in dimension two and three.

### 1.2.4 Derivation from a Particle System

It is a fundamental problem in the theory of kinetic equations to derive the PDE models, in a rigorous way, from the underlying physical system they are meant to describe. For instance, consider the classical Vlasov-Poisson system (1.5), which we motivated as a model for the electrons in a plasma. A lower level description of this system would be to consider a system of \( N \) electrons, each modelled as a point particle with mass \( m_e \) and charge \( q_e \). The dynamics of the electrons can be described using the laws of classical mechanics. In this case, the state of
the $i^{th}$ electron can be characterised by its position $X_i$ and velocity $V_i$. For ease of presentation, here we consider this system evolving in the whole space without a background of ions. The evolution of $(X_i, V_i)_{i=1}^N$ should then be described by the following system of ODEs:

$$\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = \frac{1}{m_e} E(X_i; \{X_j\}_{j \neq i})
\end{cases} \tag{1.22}$$

where $E(X_i; \{X_j\}_{j \neq i})$ is the electrostatic force exerted on electron $i$ by the other electrons in the plasma. The force exerted on electron $i$ by electron $j$ is given by the Coulomb force between point charges; in three dimensions this is

$$\frac{q_i^2}{4\pi\varepsilon_0} \frac{X_i - X_j}{|X_i - X_j|^3},$$

where $\varepsilon_0$ denotes the vacuum permittivity. We use the notation $K$ for the function

$$K(x) = \frac{x}{4\pi|x|^3}.$$

Then the particle system (1.22) becomes

$$\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = -\frac{q_i^2}{m_e} \sum_{j \neq i} K(X_i - X_j)
\end{cases}.$$

After an appropriate non-dimensionalisation, we reach the system

$$\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = -\alpha \sum_{j \neq i} K(X_i - X_j)
\end{cases} \tag{1.23}$$

where the parameter $\alpha$ is a function of the physical constants of the plasma.

We would like to show that the PDE model (1.6) gives a good description of the limiting behaviour of the particle system (1.23) as $N$ tends to infinity. To do this it is necessary to rescale the system, which means choosing $\alpha$ to vary with $N$. The choice of scaling $\alpha = \alpha(N)$ affects the kind of limit we can obtain.

In order to derive the Vlasov-Poisson system (1.6), the appropriate choice is the mean field scaling $\alpha(N) = 1/N$. With this choice, formally speaking, the Vlasov-Poisson system appears to describe the limiting behaviour of (1.23). This connection between the particle system (1.23) and the PDE (1.6) is called the mean field limit. However, whether this limit truly holds is
an open problem, and it may be false in some regimes. In Section 1.6, we will discuss the technical obstacles to this limit in greater detail, and give an overview of recent approaches to this problem.

Similar issues affect the derivation of the VPME model for ions. In this case, for the microscopic model we consider a system of ions, modelled as point particles, in a background of thermalised electrons. The assumption of thermalisation is justified by the difference between the typical timescales of the ions and electrons. This is modelled by an ODE system of the form

\[
\begin{align*}
\dot{X}_i & = V_i \\
\dot{V}_i & = -\frac{1}{N} \sum_{j \neq i} K(X_i - X_j) + K \ast e^U,
\end{align*}
\]

(1.24)

where \( U \) is the electrostatic potential induced by the ions and the background of electrons. That is, \( U \) satisfies

\[
\Delta U = e^U - \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i}.
\]

(1.25)

As in the classical case, the rigorous derivation of the VPME system from the particle system (1.24) remains an open problem. However, in Chapter 4 we will prove a rigorous derivation of the VPME system from a regularised version of (1.24).

If we consider a different choice of scaling \( \alpha(N) \), then it may be possible to obtain different PDE models in the limit. Recall for example the hierarchy of plasma models that we laid out in Figure 1.2. By using a different scaling of \( \alpha \) than the mean field scaling, it is possible to pass from the particle model to the kinetic Euler system KIsE (1.20), rather than the VPME system. We investigate this direction in Chapter 5, where we derive the kinetic Euler systems from regularised particle systems, under an alternative scaling. For example, for the KInE system (1.16) we use a scaling of the form

\[
\alpha(N) = C \frac{(\log N)^{\kappa}}{N},
\]

for some exponent \( \kappa \) stated in Theorem 1.26 in Section 1.7. For the KIsE system (1.20) we use a scaling of the form

\[
\alpha(N) = C \frac{\log \log \log N}{N}.
\]
1.3 Well-Posedness Theory for Vlasov Equations

The Vlasov-Poisson system is an example of a nonlinear scalar transport equation. In particular it belongs to a class of PDEs known as **Vlasov equations**. The aim of this section is to introduce this class of equations and to review some of the fundamental concepts involved in their well-posedness theory. For further details, we refer to the notes of Golse [31].

### 1.3.1 Vlasov Equations

Vlasov equations are used to model large systems of interacting particles. Below is a general example:

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f + F[f] \cdot \nabla_v f &= 0, \\
F[f](t,x) &= -\nabla_x W \ast \rho_f, \\
\rho_f(t,x) &= \int_{\mathbb{R}^d} f(t,x,v) \, dv, \\
f(0,x,v) &= f_0(x,v) \geq 0.
\end{align*}
\]

(1.26)

The unknown \( f = f(t,x,v) \) represents the density of particles at time \( t \) which have position \( x \) and velocity \( v \). In this thesis, we will only discuss the problem posed on domains without boundary, letting \((x,v) \in \mathcal{X} \times \mathbb{R}^d\), where either \( \mathcal{X} = \mathbb{R}^d \) (the **whole space** case) or \( \mathcal{X} = \mathbb{T}^d \) (the **periodic** case).

Equation (1.26) describes a system in which particles influence each other through pairwise interactions. The interaction between two particles is described by a pair potential \( W \) depending only on the separation between the particles in position space. The force exerted on a particle at position \( x \) by another particle at position \( y \) is therefore \(-\nabla_x W(x - y)\). For example, the Vlasov-Poisson case can be obtained by choosing \( W \) to be the Green’s function of the Laplacian on \( \mathcal{X} \). In the limit as the number of particles tends to infinity, this results in an effective force \( F[f] \) as defined in (1.26). In Section 1.6 we will discuss the connection between the PDE (1.26) and the underlying particle system in more detail. In this section, we will focus on the well-posedness theory of the PDE (1.26).

#### 1.3.1.1 Transport Equations

The basic underlying structure of (1.26) is that of a scalar transport equation. Letting \( z = (x,v) \), equation (1.26) is of the form

\[
\begin{align*}
\partial_t f + b \cdot \nabla_z f &= 0, \\
f(0,z) &= f_0(z).
\end{align*}
\]

(1.27)
where

\[ b(t, z) := (v, F[f](t, x)) . \]

The fact that the force \( F \), and therefore \( b \), depends on \( f \) is what creates the nonlinearity in (1.26).

In this section, we will discuss some aspects of the theory of the linear equation (1.27), which will be useful for understanding the nonlinear Vlasov equation. The properties of the transport equation (1.27) clearly depend on the choice of the vector field \( b \). For proving well-posedness, what is important to understand is the regularity of \( b \). One way to understand this is through the classical method of characteristics.

The transport equation (1.27) is associated with a family of characteristics. A path \((Z(t))_{t \in \mathbb{R}}\) in phase space is a characteristic trajectory for equation (1.27) if it satisfies the ODE

\[ \frac{dZ}{dt} = b(t, Z). \]  

(1.28)

The characteristics are a useful tool for understanding the behaviour of equations like (1.27) - see for example [24] for a more detailed exposition of this theory. We will make use of characteristics in many places in this thesis. We will use the notation \( Z(t; s, z) \) to denote a solution of (1.28) which has phase space position \( z \) at time \( s \); that is, \( Z(s; s, z) = z = (x, v) \).

If \( b \) is sufficiently regular, then the system (1.28) has a unique global-in-time solution for any choice of data \((s, x, v)\). For example, this will be the case if \( b \) is continuous in all variables and Lipschitz with respect to \( z \), with less than linear growth:

\[ |b(t, z_1) - b(t, z_2)| \leq L|z_1 - z_2|, \quad |b(t, z)| \leq C(1 + |z|). \]  

(1.29)

In this case the characteristic trajectories can be used to construct solutions of the transport equation (1.27). Suppose for example that \( f_0 \) is a \( C^1 \) function with compact support. Then (1.27) has a unique solution \( f_t \) which can be represented by the formula

\[ f(t, z) = f_0(Z(0; t, z)). \]

This shows that the equation (1.27) indeed models the transport of mass along this family of curves.

The representation of the solution \( f \) in terms of characteristics is useful for understanding its properties. For example, it immediately implies that the equation preserves sign: if \( f_0 \geq 0 \), then also \( f_t \geq 0 \) for all \( t \). Similarly, the \( L^\infty(\mathcal{X} \times \mathbb{R}^d) \) norm of the solution cannot grow over
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\( \text{time: if } f_0 \in L^\infty(\mathcal{X} \times \mathbb{R}^d), \text{ then also } f_t \in L^\infty(\mathcal{X} \times \mathbb{R}^d) \) with

\[ \| f(t, \cdot) \|_{L^\infty(\mathcal{X} \times \mathbb{R}^d)} \leq \| f_0 \|_{L^\infty(\mathcal{X} \times \mathbb{R}^d)}. \]

If \( b \) is less regular than specified in condition (1.29), then for both the ODE (1.28) and the PDE (1.27) solutions may not exist globally and may not be unique without further assumptions. The well-posedness theory of the ODE (1.28) under weaker regularity conditions than (1.29) was considered by DiPerna and Lions [26], by making use of the connection between the ODE and the corresponding transport equation (1.27). This strategy was then extended in many other works; for more details on this subject see for example Ambrosio [1].

In the context of Vlasov equations, the lesson is that the well-posedness theory of the transport equation (1.27) depends crucially on the regularity of the vector field \( b \). Consequently, for the nonlinear Vlasov equation, it will be important to understand the regularity of the force \( F[f] \) and how that regularity depends on properties of \( f \). This depends on the regularity of the interaction potential \( W \).

1.3.2 Regular Potentials

When \( W \) is sufficiently regular, the Vlasov equation (1.26) has a well developed well-posedness theory. In particular, when \( \nabla_x W \) is a Lipschitz function, it is possible to construct unique global solutions to the Vlasov equation (1.26), assuming very little regularity on the initial datum \( f_0 \). In fact it will be enough to suppose only that \( f_0 \) is a probability measure with moments of sufficiently high order.

The case where \( \nabla_x W \) is Lipschitz is thought of as the ‘regular’ case for Vlasov equations of the form (1.26). We will discuss this case here in some detail, as this will allow us to introduce several useful ideas in Vlasov equation theory that we will return to in the Vlasov-Poisson case. In particular, the aim is to understand how the assumption that \( \nabla_x W \) is Lipschitz is used in the well-posedness results.

The immediate consequence of the Lipschitz assumption is that \( \nabla_x W * \rho \) is then a Lipschitz function, for any finite measure \( \rho \), without further regularity assumptions. This means that even measure solutions of (1.26) will have an associated classical characteristic flow. We will see subsequently that this assumption on \( W \) also allows the construction of unique solutions for the nonlinear problem (1.26).

**Notation: Spaces of Measures.** We are going to look for measure solutions of equation (1.26). We begin by specifying some notation for the class of solutions we are interested in.
At each fixed time $t$, the solution should be measure on the phase space $\mathcal{X} \times \mathbb{R}^d$, where the position space $\mathcal{X}$ is either $\mathbb{R}^d$ or the torus $\mathbb{T}^d$. We denote the space of finite signed Borel measures on $\mathcal{X} \times \mathbb{R}^d$ by $\mathcal{M}$, and the space of finite (non-negative) measures by $\mathcal{M}_+$. We equip these spaces with the topology of weak convergence of measures, in which a sequence $(\mu_n)_n$ converges to $\mu$ as $n$ tends to infinity if and only if
\[
\lim_{n \to \infty} \int_{\mathcal{X} \times \mathbb{R}^d} \phi \, d\mu_n = \int_{\mathcal{X} \times \mathbb{R}^d} \phi \, d\mu, \quad \forall \phi \in C_b(\mathcal{X} \times \mathbb{R}^d).
\]
Furthermore, $\mathcal{M}_1$ denotes the subspace of $\mathcal{M}$ consisting of all finite signed measures with a finite first moment:
\[
\int_{\mathcal{X} \times \mathbb{R}^d} (|x| + |v|) \, d|\mu|(x,v) < +\infty.
\]
Similarly $\mathcal{M}_{+1} = \mathcal{M}_1 \cap \mathcal{M}_+$.

The space $C([0,\infty); \mathcal{M})$ consists of paths $t \mapsto \mu(t) \in \mathcal{M}$ taking values in the space of signed measures, where the continuity of the path is defined in terms of the topology of weak convergence of measures. The spaces $C([0,\infty); \mathcal{M}_+)$, $C([0,\infty); \mathcal{M}_1)$ and $C([0,\infty); \mathcal{M}_{+1})$ are defined similarly. In the next section we will look for solutions of the Vlasov equation (1.26) in the space $C([0,\infty); \mathcal{M}_{+1})$. We refer to such solutions informally as ‘measure-valued solutions’.

**1.3.2.1 Weak Formulation**

To make sense of measure solutions for equation (1.26), it is necessary to understand the equation in a weak sense.

**Definition 1 (Weak Solutions).** $f \in C([0,\infty); \mathcal{M}_+)$ is a weak solution of the Vlasov equation (1.26) if, for all test functions $\phi \in C^1_c([0,\infty) \times \mathcal{X} \times \mathbb{R}^d)$,
\[
\int_0^\infty \int_{\mathcal{X} \times \mathbb{R}^d} \left[ \partial_t \phi + v \cdot \nabla_x \phi - (\nabla_x W \ast_x \rho_f) \cdot \nabla_v \phi \right] f(t,x,v) \, dx \, dv \, dt + \int_{\mathcal{X} \times \mathbb{R}^d} \phi(0,x,v) f_0(\, dx, dv) = 0.
\]

In order for (1.30) to make sense, $\nabla_x W \ast_x \rho_f$ must be regular enough that $(\nabla_x W \ast_x \rho_f) \cdot \nabla_v \phi$ is integrable with respect to $f$. This is ensured by the following lemma, which shows that $\nabla_x W \ast_x \rho_f$ will be Lipschitz provided that $\nabla_x W$ is Lipschitz.

**Lemma 1.1.** Let $\mu \in \mathcal{M}(\mathcal{X})$, and let $\nabla W$ be a Lipschitz function. Assume that either (a) $\nabla W \in L^\infty(\mathcal{X})$ or that (b) $\mu \in \mathcal{M}_1(\mathcal{X})$. Then $\nabla W \ast \mu$ is a Lipschitz function. Moreover, we have the quantitative estimate
\[
|\nabla W \ast \mu(x) - \nabla W \ast \mu(y)| \leq \|\nabla W\|_{Lip} |\mu|(\mathcal{X}) |x - y|.
\]

(1.31)
Proof. First, we check that the function

$$\nabla W * \mu(x) := \int_\mathcal{X} \nabla W(x - y) \, d\mu(y)$$

is well-defined. Under condition (a),

$$|\nabla W(x - y)| \leq \|\nabla W\|_{L^\infty(\mathcal{X})} \in L^1(\mu).$$

Under condition (b),

$$|\nabla W(x - y)| \leq |\nabla W(x)| + \|\nabla W\|_{\text{Lip}} |y| \in L^1(\mu).$$

Next we prove the estimate (1.31). By definition,

$$\nabla W * \mu(x) - \nabla W * \mu(y) = \int_\mathcal{X} [\nabla W(x - z) - \nabla W(y - z)] \, d\mu(z).$$

We estimate this using the fact that $\nabla W$ is Lipschitz:

$$|\nabla W * \mu(x) - \nabla W * \mu(y)| \leq \int_\mathcal{X} |\nabla W(x - z) - \nabla W(y - z)| \, d|\mu|(z) \leq \|\nabla W\|_{\text{Lip}} |x - y| \int_\mathcal{X} 1 \, d|\mu|(z),$$

which completes the proof.}

1.3.2.2 Representation via Characteristics

We will again find it useful to represent solutions of the Vlasov equation (1.26) in terms of their characteristics. When $f_0$ is a measure we cannot define the composition $f_0(Z(0; t, z))$. Instead we look at another representation, which uses duality. Observe that $b(t, z) := (v, F[f](t, x))$ is divergence free, so that the transport equation can also be written as a continuity equation:

$$\begin{cases}
\partial_t f + \text{div}_z (bf) = 0, \\
f|_{t=0} = f_0.
\end{cases}$$  \hspace{1cm} (1.32)

We have already used this fact when defining weak solutions (Definition 1). Solutions of the continuity equation (1.32) can be characterised as the pushforward of their initial data along the characteristic flow induced by $b$. 


**Definition 2** (Pushforward). For $i = 1, 2$, let $(\Omega_i, \mathcal{F}_i)$ be a measurable space. Let $\mu$ be a measure on $(\Omega_1, \mathcal{F}_1)$. Let $\mathcal{T} : \Omega_1 \to \Omega_2$ be a measurable map. The pushforward of $\mu$ along $\mathcal{T}$, denoted by $\mathcal{T}_#\mu$, is the measure on $(\Omega_2, \mathcal{F}_2)$ defined by the relation

$$\mathcal{T}_#\mu(A) = \mu(\mathcal{T}^{-1}(A)), \quad \forall A \in \mathcal{F}_2.$$ 

In particular, for all measurable functions $g$ on $\Omega_2$ for which the composition $g \circ \mathcal{T}$ is integrable with respect to $\mu$, the following relation holds:

$$\int_{\Omega_2} g \, d\mathcal{T}_#\mu = \int_{\Omega_1} g \circ \mathcal{T} \, d\mu.$$

To represent solutions of the linear continuity equation (1.32), we will take $\mathcal{T}$ to be the flow map induced by the characteristic system (1.28). The flow is a family of maps $(\Phi^s_t : \mathcal{X} \times \mathbb{R}^d \to \mathcal{X} \times \mathbb{R}^d)_{s,t}$, defined by the property

$$\Phi^s_t(z) = Z(t; s, z).$$

Then, if $b$ satisfies (1.29), the continuity equation (1.32) has a unique solution $f$ for any initial datum $f_0 \in \mathcal{M}_+$. Moreover, $f$ has the representation $f_t = \Phi^0_t f_0$. That is, for all $\phi \in C_c$,

$$\int_{\mathcal{X} \times \mathbb{R}^d} \phi(z) f(t, dz) = \int_{\mathcal{X} \times \mathbb{R}^d} \phi(\Phi^0_t(z)) f_0(dz) = \int_{\mathcal{X} \times \mathbb{R}^d} \phi(Z(t; 0, z)) f_0(dz). \quad (1.33)$$

For proofs and further details, see [1, Proposition 4].

**Conservation of Mass** From the representation (1.33) it is clear that the equation conserves mass: for a continuous path $f \in C([0, \infty); \mathcal{M}_+)$, $f_t$ has finite mass for all times $t$, and therefore (1.33) can be extended to the function $\phi \equiv 1$. This implies that $f_t$ has the same total mass as $f_0$. The assumptions $f_0 \geq 0$ and $\int_{\mathcal{X} \times \mathbb{R}^d} f_0(dz) = 1$ thus ensure that, for each fixed $t$, $f_t$ is a probability measure on $\mathcal{X} \times \mathbb{R}^d$.

We let $\mathcal{P}$ denote the space of probability measures on $\mathcal{X} \times \mathbb{R}^d$, and $\mathcal{P}_1$ the space of probability measures with a finite first moment. The discussion above shows that it is enough to consider measure-valued solutions in the space $C([0, \infty); \mathcal{P})$.

**1.3.2.3 Existence of Solutions**

We now turn to the existence of solutions for the nonlinear Vlasov equation (1.26). We refer to the works [18, 27, 72, 31] for the following result.
**Theorem 1.2.** Assume that $\nabla W : \mathcal{X} \to \mathbb{R}^d$ is a Lipschitz function. Let $f_0 \in \mathcal{P}_1$. Then there exists a solution $f \in C([0, \infty); \mathcal{P})$ of the Vlasov equation (1.26), in the sense of Definition 1.

The proof of this result presented here follows the presentation of [31, Theorem 1.3.1]. The proof can be formulated as a fixed point problem: first, we decouple the nonlinearity and consider the equation

$$\begin{cases} \partial_t g + v \cdot \nabla_x g + F[f] \cdot \nabla_v g = 0, \\ g|_{t=0} = f_0. \end{cases}$$

(1.34)

In equation (1.34), $g$ is the unknown and $f$ should be thought of as a fixed ‘input’. We have discussed above that, for any $f_0 \in \mathcal{P}$, the solution $g$ of equation (1.34) has the representation $g = \Phi^{0, \cdot}[f] \cdot f_0$. A solution of the nonlinear Vlasov equation (1.26) can therefore be constructed by proving the existence of a fixed point of the map $f \mapsto \Phi^{0, \cdot}[f] \cdot f_0$.

In fact, we will look at the corresponding map on the flow $\Phi^{0, \cdot}[f]$. We can think of $\Phi^{0, \cdot}[f]$ as an element of the space $C([\mathbb{R} \times \mathcal{X} \times \mathbb{R}^d)$ for flows we want to consider the map $\mathcal{T}$ defined by

$$\mathcal{T}[\phi] = \Phi^{0, \cdot}[\phi_0].$$

If $\phi = \mathcal{T}[\phi]$, then $\phi_0 f_0$ is a solution of the Vlasov equation (1.26) with initial datum $f_0$.

To find such a fixed point, we can use a standard iteration argument. Set $\phi_0$ to be the identity map on $\mathcal{X} \times \mathbb{R}^d$ for all $t$, and consider the sequence $(\phi_n)_n$ where $\phi_{n+1} = \mathcal{T}[\phi_n]$. To prove that this iteration converges to a limit, it is enough to show that $\mathcal{T}$ is a contraction on $C([0, T]; \mathcal{X} \times \mathbb{R}^d)$ for some $T$. We can then conclude that a fixed point exists by the standard arguments for a Picard iteration.

We equip $C([0, T]; \mathcal{X} \times \mathbb{R}^d)$ with the norm

$$\| \phi \|_{\mathcal{Y}_T} := \sup_{t \in [0, T]} \sup_{z \in \mathcal{X} \times \mathbb{R}^d} \frac{|\phi(t, z)|}{1 + |z|}.$$

This is chosen instead of the usual uniform norm, because the identity map is not bounded. However, it does have finite $\| \cdot \|_{\mathcal{Y}_T}$ norm. Moreover, any flow induced by a vector field $b$ satisfying the condition (1.29) can be shown to satisfy a bound of the form $|\Phi^{0, \cdot}(z)| \leq C(t)(1 + |z|)$ for a continuous function $C(t)$. Hence it is reasonable to use the norm $\| \cdot \|_{\mathcal{Y}_T}$ for such flows.
Lemma 1.3 (\(\mathcal{T}\) is a contraction). Let \(\nabla W\) be a Lipschitz function and assume that \(f_0 \in \mathcal{P}_1\). Then there exists \(T\) such that \(\mathcal{T}\) is a contraction on \(Y_T\):

\[
\|\mathcal{T}[\phi_1] - \mathcal{T}[\phi_2]\|_{Y_T} \leq C(T, W, f_0)\|\phi_1 - \phi_2\|_{Y_T},
\]

where \(C(T, W, f_0)\) depends only on \(\|\nabla W\|_{\text{lip}}\) and \(M_1(f_0)\), the first moment of \(f_0\).

Proof. We introduce the notation \(Z_i = (X_i, V_i)\) to denote trajectories of \(\mathcal{T}[\phi_i]\):

\[
Z_i(t; z) = \Phi_0^{0, T}[\phi_i # f_0](z).
\]

By definition, for each \(z \in \mathcal{X} \times \mathbb{R}^d\), \(Z_i\) satisfies the ODE

\[
\dot{X}_i = V_i, \quad \dot{V}_i = F[\phi_i # f_0](X_i), \quad Z(0; z) = z. \tag{1.35}
\]

Then

\[
\|\mathcal{T}[\phi_1] - \mathcal{T}[\phi_2]\|_{Y_T} = \sup_{t \in [0, T]} \frac{|Z_1(t; z) - Z_2(t; z)|}{1 + |z|}.
\]

Our strategy will be to control the quantity \(|Z_1(t; z) - Z_2(t; z)|\), using the fact that \(Z_i\) solves the ODE (1.35). For the \(x\) coordinate, clearly

\[
|X_1(t) - X_2(t)| \leq \int_0^t |V_1(s) - V_2(s)| \, ds.
\]

In the \(v\) coordinate, we have

\[
|V_1(t) - V_2(t)| \leq \int_0^t |F[\phi_1 # f_0](X_1(s)) - F[\phi_2 # f_0](X_2(s))| \, ds.
\]

We split the integrand into two:

\[
\int_0^t |F[\phi_1 # f_0](s, X_1(s)) - F[\phi_2 # f_0](s, X_2(s))| \, ds \leq I_1 + I_2,
\]

where

\[
I_1 := \int_0^t |F[\phi_1 # f_0](s, X_1(s)) - F[\phi_1 # f_0](s, X_2(s))| \, ds
\]

and

\[
I_2 := \int_0^t |F[\phi_2 # f_0](s, X_2(s)) - F[\phi_2 # f_0](s, X_2(s))| \, ds.
\]

The control of the quantities \(I_1\) and \(I_2\) depends on two key estimates. For \(I_1\) we need to understand the regularity of \(F[f]\) for fixed \(f\). For \(I_2\) we need to understand the stability of \(F[f]\) with respect to \(f\).
The regularity estimate is provided by Lemma 1.1: since \( \phi_{1#}f_0 \in C([0,T]; \mathcal{P}) \),
\[
\|F[\phi_{1#}f_0](t, \cdot)\|_{\text{Lip}} \leq \|\nabla W\|_{\text{Lip}}.
\]
Then
\[
I_1 \leq \|\nabla W\|_{\text{Lip}} \int_0^t |X_1(s) - X_2(s)| \, ds.
\]

The stability estimate is proved below in Lemma 1.4. It implies that, for all \( x \in X \),
\[
|F[\phi_{1#}f_0](t,x) - F[\phi_{2#}f_0](t,x)| \leq M_1(f_0)\|\nabla W\|_{\text{Lip}}|\phi_1 - \phi_2|_Y.
\]
Then
\[
I_2 \leq M_1(f_0)\|\nabla W\|_{\text{Lip}} \int_0^t |\phi_1 - \phi_2|_Y \, ds.
\]

Then
\[
|X_1(t) - X_2(t)| + |V_1(t) - V_2(t)| \leq C_W \int_0^t |X_1(s) - X_2(s)| + |V_1(s) - V_2(s)| \, ds
\]
\[
+ M_1(f_0)\|\nabla W\|_{\text{Lip}} \int_0^t |\phi_1 - \phi_2|_Y \, ds,
\]
where
\[
C_W := \max\{\|\nabla W\|_{\text{Lip}}, 1\}.
\]
This implies that
\[
|Z_1(t;z) - Z_2(t;z)| \leq M_1(f_0) \left(e^{C_W t} - 1\right) |\phi_1 - \phi_2|_Y,
\]
which proves the result. \(\square\)

The proof above relies on Lemma 1.1 and the following stability estimate.

**Lemma 1.4 (Stability Estimate for \( F \)).** Let \( \nabla W \) be a Lipschitz function, and \( f_0 \in \mathcal{M}_{+1} \). Then, for any \( \phi_1, \phi_2 \in C(\mathcal{X} \times \mathbb{R}^d; \mathcal{X} \times \mathbb{R}^d) \),
\[
\sup_{x \in \mathcal{X}} |F[\phi_{1#}f_0] - F[\phi_{2#}f_0]| \leq M_1(f_0)\|\nabla W\|_{\text{Lip}} \sup_{z \in \mathcal{X} \times \mathbb{R}^d} \frac{|\phi_1(z) - \phi_2(z)|}{1 + |z|}.
\]

**Proof.** By definition,
\[
|F[\phi_{1#}f_0](x) - F[\phi_{2#}f_0](x)| = \left| \int_{\mathcal{X} \times \mathbb{R}^d} \nabla W(x - P_X \phi_1(z)) - \nabla W(x - P_X \phi_2(z)) \, d f_0(z) \right|,
\]
where $P_X$ denotes the projection onto the $x$ coordinate. Since $\nabla W$ is Lipschitz,

$$|F[\phi_1#f_0](x) - F[\phi_2#f_0](x)| \leq \|\nabla W\|_{\text{Lip}} \int_{\mathcal{X} \times \mathbb{R}^d} |P_X \phi_1(z) - P_X \phi_2(z)| \, df_0(z)$$

$$\leq \|\nabla W\|_{\text{Lip}} \left( \sup_{z \in \mathcal{X} \times \mathbb{R}^d} \frac{|\phi_1(z) - \phi_2(z)|}{1 + |z|} \right) \int_{\mathcal{X} \times \mathbb{R}^d} (1 + |z|) f_0(dz).$$


1.3.2.4 Uniqueness

We present a uniqueness argument due to Dobrushin [27].

**Theorem 1.5** (Uniqueness of Solutions for Equation (1.26)). Assume that $\nabla W : \mathcal{X} \to \mathbb{R}^d$ is a bounded, Lipschitz function. Let $f_0 \in \mathcal{P}_1$. The solution $f$ constructed in Theorem 1.2 is the unique solution of (1.26) in the class $C([0,\infty); \mathcal{M})$.

The idea is to prove a quantitative stability estimate between solutions with respect to their initial data. To do this, we will make use of a certain distance on probability measures which metrises the topology of weak convergence of measures. These are known as Wasserstein distances.

**Wasserstein Distances.** The Wasserstein distances, also known as Monge–Kantorovich distances, are a family of distances on probability measures. They are defined in terms of couplings of measures.

**Definition 3** (Coupling). Let $(\Omega, \mathcal{F})$ be a measurable space. Let $\mu$ and $\nu$ be two probability measures on $\Omega$. A **coupling** of $\mu$ and $\nu$ is a measure $\pi$ on the product space such that, for all $A \in \mathcal{F}$, the following two equalities hold:

$$\pi(A \times \Omega) = \mu(A), \quad \pi(\Omega \times A) = \nu(A).$$

The set of couplings of $\mu$ and $\nu$ is denoted by $\Pi(\mu, \nu)$.

Given this definition, it is possible to define the Wasserstein distances $(W_p)_{p \in [1,\infty]}$.

**Definition 4** (Wasserstein Distances). Let $(\Omega, d)$ be a Polish space, equipped with its Borel $\sigma$-algebra $\mathcal{F}$.

Let $p \in [1,\infty)$. Let $\mu$ and $\nu$ be probability measures on $(\Omega, \mathcal{F})$ such that, for some $x_0 \in \Omega$,

$$\int_{\Omega} d(x,x_0)^p \, d\mu(x) < \infty, \quad \int_{\Omega} d(x,x_0)^p \, d\nu(x) < \infty.$$ (1.36)
Then the $p^{th}$ order Wasserstein distance between $\mu$ and $\nu$, $W_p(\mu, \nu)$, is defined by

$$W_p(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{(x,y) \in \Omega \times \Omega} d(x,y)^p \ d\pi(x,y) \right)^{1/p}, \quad p \in [1, +\infty). \quad (1.37)$$

The property (1.36) ensures that the quantity (1.37) is well defined.

In the case $p = +\infty$,

$$W_\infty(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \pi - \operatorname{ess sup}_{x,y \in \Omega \times \Omega} d(x,y).$$

Each distance $W_p$ satisfies the triangle inequality, and provides a metric on the space of probability measures satisfying (1.36) (see for example [83, Theorem 7.3]).

$$W_p(\mu_1, \mu_3) \leq W_p(\mu_1, \mu_2) + W_p(\mu_2, \mu_3).$$

For $p \in [1, \infty)$, convergence with respect to $W_p$ is equivalent to weak convergence (of measures) along with convergence of the $p^{th}$ moment (see e.g. [83, Theorem 7.12]). $W_p$ therefore metrises the topology of weak convergence of measures.

Wasserstein distances have a monotonicity property: if $p \leq q$, then

$$W_p(\mu, \nu) \leq W_q(\mu, \nu). \quad (1.38)$$

This follows from the monotonicity of $L^p$ norms on finite measure spaces.

We also recall an important duality property - see for example [83, Theorem 1.3].

**Lemma 1.6** (Kantorovich duality). Let $\mu, \nu \in \mathcal{P}(\Omega)$ be probability measures satisfying (1.36) for $p \in [1, \infty)$. Then

$$W_p^{\ast}(\mu, \nu) = \sup_{(\phi, \psi) \in \mathcal{F}} \left\{ \int_{\Omega} \phi \ d\mu - \int_{\Omega} \psi \ d\nu \right\},$$

where

$$\mathcal{F} := \{(\phi, \psi) \in L^1(\mu) \times L^1(\nu) : \forall x, y \in \Omega, \phi(x) - \psi(y) \leq d(x,y)^p \}.$$  

An important specific case of this property arises in the case $p = 1$, where the duality can be phrased in terms of Lipschitz functions.
Lemma 1.7 (Kantorovich duality for $W_1$). Let $\mu, \nu \in \mathcal{P}(\Omega)$ be probability measures satisfying (1.36) for $p = 1$. Then

$$W_1(\mu, \nu) = \sup_{\phi, \|\phi\|_{Lip} \leq 1} \left\{ \int_{\Omega} \phi \, d\mu - \int_{\Omega} \phi \, d\nu \right\},$$

where $\|\phi\|_{Lip} := \sup_{x \neq y} \frac{|\phi(x) - \phi(y)|}{|x - y|}$.

Stability Estimate. Theorem 1.5 is proved by controlling the Wasserstein distance between two solutions of the Vlasov equation (1.26), in terms of the Wasserstein distance between their initial data. This will imply the uniqueness of measure solutions for (1.26) as an immediate corollary. In the following, we will make use of the first order Wasserstein distance $W_1$ on the space $\mathcal{X} \times \mathbb{R}^d$ equipped with the metric

$$d(z_1, z_2) = |x_1 - x_2| + |v_1 - v_2|,$$

where $z_i = (x_i, v_i)$.

Lemma 1.8 (Stability Estimate for (1.26)). Assume that $\nabla W$ is a Lipschitz function. For $i = 1, 2$, let $f_i \in C([0, \infty); \mathcal{P}_1)$ be a solution of the Vlasov equation (1.26) with initial datum $f_{0,i} \in \mathcal{P}_1$. Then

$$W_1(f_1(t), f_2(t)) \leq \exp(2\|\nabla W\|_{Lip} t) W_1(f_{0,1}, f_{0,2}).$$

Corollary 1.9. For $i = 1, 2$, let $f_i \in C([0, \infty); \mathcal{P}_1)$ be a solution of the Vlasov equation (1.26), with the same initial datum $f_0 \in \mathcal{P}_1$. Then $f_1 = f_2$.

Remark 1. The requirement for $f_i$ to have a first moment can be removed by considering the truncated distance

$$d(z_1, z_2) = \min\{|x_1 - x_2| + |v_1 - v_2|, 1\}.$$

In order to streamline the arguments, we present the proof without this truncation.

We now discuss the proof of Lemma 1.8. The overall strategy will be used many times throughout this thesis.

The proof is based on, firstly, the choice of a particular coupling of the solutions. This coupling is constructed using the characteristic flows $\Phi^{0,i} [f_i]$ induced by the solutions. Given any $\pi_0 \in \Pi(f_{0,1}, f_{0,2})$, let $\pi_t$ be defined by the relation, for any $\phi \in C_b \left([\mathcal{X} \times \mathbb{R}^d]^2\right)$,

$$\int_{(\mathcal{X} \times \mathbb{R}^d)^2} \phi(z_1, z_2) \, d\pi_t := \int_{(\mathcal{X} \times \mathbb{R}^d)^2} \phi \left( \Phi^{0,i} [f_1](z_1), \Phi^{0,i} [f_2](z_2) \right) \, d\pi_0(z_1, z_2).$$

That is,

$$\pi_t := \left( \Phi^{0,i} [f_1] \otimes \Phi^{0,i} [f_2] \right) \# \pi_0.$$
Using this coupling $\pi_t$, a functional can be constructed which controls the first order Wasserstein distance between the solutions:

$$D := \int_{\mathcal{X} \times \mathbb{R}^d} \left( |x_1 - x_2| + |v_1 - v_2| \right) d\pi_t.$$

The control of this functional follows a strategy similar to the one used in the construction of solutions, in the proof of Lemma 1.3. The aim is to prove a Grönwall estimate on $D$. This again relies on two key estimates, one expressing the regularity of the force $F[f]$ and the other its stability with respect to $f$. The regularity estimate is the same Lipschitz estimate from Lemma 1.1: for $f \in \mathcal{P}$,

$$\|F[f]\|_{\text{Lip}} \leq \|\nabla W\|_{\text{Lip}}.$$

The stability estimate in this case needs to be quantified in the Wasserstein distance $W_1$. It is a consequence of Kantorovich duality (Lemma 1.7).

**Lemma 1.10.** Let $\nabla W$ be a Lipschitz function on $\mathcal{X}$. For $i = 1, 2$, let $\rho_i \in \mathcal{P}(\mathcal{X})$. Then, for all $x$,

$$|\nabla W \ast [\rho_1 - \rho_2](x)| \leq \|\nabla W\|_{\text{Lip}} W_1(\rho_1, \rho_2).$$

Using these estimates, we are able to prove Lemma 1.8.

**Proof of Lemma 1.8.** We introduce the notation $Z_i(t, z) := \Phi^0_t[f_i](z)$ for the characteristics corresponding to the solution $f_i$. Note that

$$D(t) = \int_{\mathcal{X} \times \mathbb{R}^d} |X_1(t, z_1) - X_2(t, z_2)| + |V_1(t, z_1) - V_2(t, z_2)| d\pi_0(z_1, z_2).$$

The aim is to prove a Grönwall-type estimate on $D$. Using the ODE satisfied by the flow we obtain

$$|X_1(t, z_1) - X_2(t, z_2)| = |x_1 - x_2 + \int_0^t V_1(s, z_1) - V_2(s, z_2) \, ds|$$

$$\leq |x_1 - x_2| + \int_0^t |V_1(s, z_1) - V_2(s, z_2)| \, ds.$$

Similarly,

$$|V_1(t, z_1) - V_2(t, z_2)| \leq |v_1 - v_2| + \int_0^t |\nabla x W \ast \rho_{f_1} (X_1(s, z_1)) - \nabla x W \ast \rho_{f_2} (X_2(s, z_2))| \, ds.$$
Altogether this implies the inequality

\[ D(t) \leq D(0) + \int_0^t \int_{\mathcal{X} \times \mathbb{R}^d} |V_1(s, z_1) - V_2(s, z_2)| \]

\[ + |\nabla_x W * \rho_f_1 (X_1(s, z_1)) - \nabla_x W * \rho_f_2 (X_2(s, z_2))| \, d\pi_0(z_1, z_2) \, ds. \]

We can rewrite this as

\[ D(t) \leq D(0) + \int_0^t \int_{\mathcal{X} \times \mathbb{R}^d} |v_1 - v_2| + |\nabla_x W * \rho_f_1 (x_1) - \nabla_x W * \rho_f_2 (x_2)| \, d\pi_0(z_1, z_2) \, ds. \]

The important quantity to control is

\[ \int_{\mathcal{X} \times \mathbb{R}^d} |\nabla_x W * \rho_f_1 (X_1(s)) - \nabla_x W * \rho_f_2 (X_2(s))| \, d\pi_s. \]

We split this into two parts:

\[ \int_{\mathcal{X} \times \mathbb{R}^d} |\nabla_x W * \rho_f_1 (x_1) - \nabla_x W * \rho_f_2 (x_2)| \, d\pi_s \leq I_1 + I_2, \]

where

\[ I_1 = \int_{\mathcal{X} \times \mathbb{R}^d} |\nabla_x W * \rho_f_1 (x_1) - \nabla_x W * \rho_f_1 (x_2)| \, d\pi_s \]

and

\[ I_2 = \int_{\mathcal{X} \times \mathbb{R}^d} |\nabla_x W * \rho_f_1 (x_2) - \nabla_x W * \rho_f_2 (x_2)| \, d\pi_s. \]

Controlling \( I_1 \) depends on understanding the regularity of \( \nabla_x W * \rho_f_1 \). In this case, since \( \nabla_x W \) is Lipschitz, Lemma 1.1 implies that \( \nabla_x W * \rho_f_1 \) is also Lipschitz. We therefore have the estimate

\[ I_1 \leq \| \nabla_x W \|_{\text{Lip}} \int_{\mathcal{X} \times \mathbb{R}^d} |x_1 - x_2| \, d\pi_s. \]

For \( I_2 \), we use the stability estimate from Lemma 1.10:

\[ \| \nabla_x W * \rho_f_1 - \nabla_x W * \rho_f_2 \|_{L^\infty(\mathcal{X})} \leq \| \nabla_x W \|_{\text{Lip}} \, W_1(\rho_f_1, \rho_f_2). \]

Then

\[ I_2 \leq \| \nabla_x W \|_{\text{Lip}} W_1(\rho_f_1, \rho_f_2) \int_{\mathcal{X} \times \mathbb{R}^d} d\pi_s = \| \nabla_x W \|_{\text{Lip}} \, W_1(\rho_f_1, \rho_f_2). \]

Then, since \( W_1(\rho_f_1, \rho_f_2) \leq W_1(f_1, f_2) \), it follows that

\[ I_2 \leq \| \nabla_x W \|_{\text{Lip}} \, D. \]
We conclude that
\[ D(t) \leq D(0) + 2 \| \nabla_x W \|_{\text{Lip}} \int_0^t D(s) \, ds, \]
which implies the result. \(\square\)

### 1.3.2.5 Summary: Role of the Lipschitz Assumption

We collect together the main points where the assumption that \( \nabla W \) is Lipschitz was used in the well-posedness theory presented above.

**Regularity of the Force.** The fact that \( \nabla_x W \) is Lipschitz implies that \( F[f] = \nabla_x W \ast \rho \) is Lipschitz for any measure \( \rho \), without requiring any additional regularity assumptions: for any probability measure \( f \),
\[
\| F[f] \|_{\text{Lip}} \leq \| \nabla_x W \|_{\text{Lip}}. \tag{1.39}
\]
This property is used to prove existence of the characteristic trajectories for measure solutions. It also plays an important role in the construction of solutions (Lemma 1.3) and the stability estimate in Lemma 1.8.

**Existence of the Characteristic Flow.** The fact that \( F[f] \) is Lipschitz was used to show that the characteristic system for the Vlasov equation (1.26) is well-posed. This ensures that the characteristic flow exists. This flow was used extensively in the estimates above.

**Stability of the Force.** Another key ingredient is that difference between the forces induced by two different solutions \( f_1 \) and \( f_2 \) can be controlled in terms of a weak distance between \( \rho_{f_1} \) and \( \rho_{f_2} \). We used this in the proof of the stability estimate in Lemma 1.8 in the form
\[
\| F[f_1] - F[f_2] \|_{L^\infty(X)} \leq \| \nabla W \|_{\text{Lip}} W_1(\rho_{f_1}, \rho_{f_2}). \tag{1.40}
\]
This estimate also implies Lemma 1.4, which was used in the construction of solutions. This is due to the estimate
\[
W_1(\phi_1 \# f_0(t), \phi_2 \# f_0(t)) \leq \int_{\mathcal{X} \times \mathbb{R}^d} \left| \phi_1^{0,t}(z) - \phi_2^{0,t}(z) \right| f_0(dz) \\
\leq \| \phi_1 - \phi_2 \|_{Y_t} \int_{\mathcal{X} \times \mathbb{R}^d} (1 + |z|) f_0(dz).
\]

In conclusion, the well-posedness theory for Vlasov equations with regular interaction depends on the two key estimates (1.39) and (1.40). When we discuss the well-posedness
theory of more general equations of Vlasov type, one of the recurring ideas will be to look for suitable versions of or replacements for these estimates. In the following sections of this introduction, we will discuss this idea in the case of the Vlasov-Poisson system (1.5). In Chapter 2, where we prove the well-posedness of the VPME system (1.11), the key step of the proof will be to prove suitable regularity and stability estimates on the electric field.

1.3.3 Coulomb Interaction

The Vlasov-Poisson system is an example of a Vlasov equation (1.26), for which the interaction potential $W$ is singular. Consider for example the whole space case $\mathcal{X} = \mathbb{R}^d$, where the Vlasov-Poisson system reads as follows:

$$
\begin{align*}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f &= 0, \\
E &= -\nabla_x U, \\
-\Delta U &= \rho_f, \\
f|_{t=0} &= f_0 \geq 0, \quad \int_{\mathbb{R}^d} f_0 = 1.
\end{align*}
$$

(1.41)

The electrostatic potential $U$ is a solution of the Poisson equation on $\mathbb{R}^d$. It can therefore be represented using the Green’s function of the Laplacian. Let $G$ denote the fundamental solution of the Poisson equation on $\mathbb{R}^d$:

$$
-\Delta G = \delta_0.
$$

Then $U = G \ast \rho$ and $E = -\nabla (G \ast \rho)$. Thus (1.41) formally has the form of a Vlasov equation (1.26), with the choice $W = G$. A similar representation is possible in the periodic case $\mathcal{X} = \mathbb{T}^d$.

In Section 1.3.2 we discussed the well-posedness theory of Vlasov equations when the interaction potential $W$ is sufficiently regular. The main difficulty in analysing the Vlasov-Poisson system comes from the fact that the Coulomb potential $G$ has a singularity, which means that the theory for regular potentials does not apply. In order to make progress, it is necessary to understand the properties of $G$. This will depend on the dimension $d$ of the system. In this section we will focus on the cases $d = 2, 3$.

In the whole space case $\mathcal{X} = \mathbb{R}^d$, explicit formulae for $G$ are available - see for example Hörmander [50, Theorem 3.3.2]:

$$
G(x) = \begin{cases} 
-\frac{1}{2\pi} \log |x|, & d = 2, \\
\frac{1}{4\pi |x|}, & d = 3.
\end{cases}
$$

(1.42)
Similarly, the force $K = -\nabla G$ is given by the formulae

$$K(x) = \begin{cases} \frac{x}{2\pi|x|^2}, & d = 2, \\ \frac{x}{4\pi|x|^3}, & d = 3. \end{cases}$$ (1.43)

On the torus $\mathcal{X} = \mathbb{T}^d$, the fundamental solution has the form $G_{\text{per}} = G + G_0$, where $G_0 \in C^\infty(\mathbb{T}^d)$ is a smooth function - see for example [37, Lemma 2.1]. Similarly, we write $K_{\text{per}} = -\nabla_x G_{\text{per}}$ in the form

$$K_{\text{per}} = K + K_0.$$ (1.44)

From the formulae (1.43) it is clear that $K$ is not a Lipschitz kernel, due to the point singularity at $x = 0$. This means that $K * \rho$ will not in general be a Lipschitz force if we only know that $\rho$ is a measure - consider for example the case where $\rho$ is a Dirac mass. This causes problems for the theory outlined in Subsection 1.3.2. The way to deal with this is to consider solutions for which $\rho$ has higher regularity.

In fact $\nabla K$ is not integrable near zero, so we cannot even show that $K * \rho$ is Lipschitz for general $\rho \in L^\infty$. This is a critical regularity estimate for solutions of Poisson’s equation. However, it is possible to prove a log-Lipschitz estimate, which is enough to guarantee the existence of a unique characteristic flow.

This regularity estimate suggests that the class of $f$ for which $\rho_f$ lies in $L^\infty$ is interesting for the study of the Vlasov-Poisson system. We will see in Section 1.4 that solutions with $\rho \in L^\infty$ have a uniqueness property, and that such solutions exist globally in time provided that the initial datum is compactly supported.

**Lemma 1.11** (Log-Lipschitz regularity of the electric field). Let $U$ be a solution of

$$-\Delta U = \rho$$

for $\rho \in L^\infty(\mathbb{T}^d)$. Then

$$|\nabla U(x) - \nabla U(y)| \leq C_d \|\rho\|_{L^\infty(\mathbb{T}^d)} |x - y| \left(1 + \log \left(\frac{\sqrt{d}}{|x - y|}\right) \right) 1_{|x - y| \leq \sqrt{d}}.$$  

The proof of this well-known result can be found for instance in [66, Lemma 8.1] for the case where the spatial domain is $\mathbb{R}^2$. It was used by Yudovich [86] in the proof of the existence and uniqueness of global weak solutions the 2D incompressible Euler equations with bounded vorticity. For completeness we briefly recall the proof below on the torus $\mathbb{T}^d$ for general $d$, since this case will be used several times in this thesis.
Thus, letting $u = x - z$, we have

$$| \nabla U(x) - \nabla U(y) | = \left| \int_{\mathbb{T}^d} \left[ K_{\text{per}}(x - z) - K_{\text{per}}(y - z) \right] \rho(z) \, dz \right| \leq C_d \int_{\mathbb{T}^d} \left[ \frac{x - z}{|x - z|^d} - \frac{y - z}{|y - z|^d} \right] \rho(z) \, dz \leq \frac{1}{|x - z|^d} \int_{\mathbb{T}^d} |K(z)| \rho(z) \, dz.$$ 

For the second term, we use the fact that $K_0 \in C^1(\mathbb{T}^d)$ to deduce that

$$\left| \int_{\mathbb{T}^d} [K_0(x - z) - K_0(y - z)] \rho(z) \, dz \right| \leq \| \nabla K_0 \|_{L^\infty(\mathbb{T}^d)} \int_{\mathbb{T}^d} |\rho(z)| \, dz \leq C_d \| \rho \|_{L^\infty} |x - y|.$$ 

For the first term we split the integral by defining the two regions:

$$A_1 = \{ z \in \mathbb{T}^d : |x - z| \leq 2|x - y| \}, \quad A_2 = \{ z \in \mathbb{T}^d : 2|x - y| \leq |x - z| \leq 2\sqrt{d} \}.$$ 

Then let

$$I_1 := \int_{z \in A_1} \left[ \frac{x - z}{|x - z|^d} - \frac{y - z}{|y - z|^d} \right] \rho(z) \, dz.$$

For $z \in A_1$,

$$|x - z| \leq 2|x - y|, \quad |y - z| \leq 3|x - y|.$$ 

Thus, letting $u = x - z$, we have

$$I_1 \leq \| \rho \|_{L^\infty(\mathbb{T}^d)} \left( \int_{|u| \leq 2|x - y|} |u|^{-(d-1)} \, du + \int_{|u| \leq 3|x - y|} |u|^{-(d-1)} \, du \right) \leq 5 \| \rho \|_{L^\infty(\mathbb{T}^d)} |x - y|.$$ 

For $I_2$, we first assume that $|x - y| \leq \sqrt{d}$, since otherwise $A_2$ is empty. For $z \in A_2$, set $K(z) := \frac{u - z}{|w - z|^d}$. Since

$$|\nabla K(z)| \leq \frac{C_d}{|w - z|^d}$$

for some dimension dependent constant $C_d > 0$, we deduce that

$$\left| \frac{x - z}{|x - z|^d} - \frac{y - z}{|y - z|^d} \right| = |K(z)(x) - K(z)(y)| \leq \left( \sup_{\theta \in [0,1]} |\nabla K(z)((1 - \theta)x + \theta y)| \right) |x - y| \leq C_d \left( \sup_{\theta \in [0,1]} |(1 - \theta)x + \theta y - z|^{-d} \right) |x - y| = C_d \left( \sup_{\theta \in [0,1]} |x - z + \theta(y - x)|^{-d} \right) |x - y|. $$

**Proof.** We use the representation $\nabla U = K_{\text{per}} * \rho$. Since $K_{\text{per}} = K + K_0$, we have

$$| \nabla U(x) - \nabla U(y) | = \left| \int_{\mathbb{T}^d} \left[ K_{\text{per}}(x - z) - K_{\text{per}}(y - z) \right] \rho(z) \, dz \right| \leq C_d \int_{\mathbb{T}^d} \left[ \frac{x - z}{|x - z|^d} - \frac{y - z}{|y - z|^d} \right] \rho(z) \, dz \leq \frac{1}{|x - z|^d} \int_{\mathbb{T}^d} |K(z)| \rho(z) \, dz.$$ \(\square\)
Since for \( z \in A_2 \),
\[
|x - y| \leq \frac{1}{2} |x - z|,
\]
it follows that for all \( \theta \in [0, 1] \),
\[
|x - z + \theta (y - x)| \geq |x - z| - \frac{\theta}{2} |x - z| \geq \frac{1}{2} |x - z|.
\]
Hence
\[
\left| \frac{x - z}{|x - z|^d} - \frac{y - z}{|y - z|^d} \right| \leq C_d |x - z|^{-d} |x - y|.
\]

Then
\[
I_2 \leq C_d |x - y| \int_{z \in A_2} |x - z|^{-d} \rho(z) \, dz \leq C_d |x - y| \|\rho\|_{L^\infty(T^d)} \int_{z \in A_2} |x - z|^{-d} \, dz
\]
\[
= C_d |x - y| \|\rho\|_{L^\infty(T^d)} \int_{2|y - x|}^{2\sqrt{d}} \frac{1}{r} \, dr \leq C_d |x - y| \|\rho\|_{L^\infty(T^d)} \log \frac{\sqrt{d}}{|x - y|}.
\]

Altogether we obtain
\[
|\nabla U(x) - \nabla U(y)| \leq C_d \|\rho\|_{L^\infty(T^d)} |x - y| \left( 1 + \log \left( \frac{\sqrt{d}}{|x - y|} \right) \right) \frac{1}{|x - y| \geq \sqrt{d}}.
\]
\[ \square \]
1.4 Well-Posedness Theory for the Vlasov-Poisson System

The theory of existence and uniqueness of solutions for the Vlasov-Poisson system for electrons is nowadays well understood. For instance, it is known that solutions exist globally in time, without a smallness or perturbative condition on the initial data $f_0$. In this section, we review some of the more recent well-posedness results for the Vlasov-Poisson system for electrons. We place a particular emphasis on those results upon which our study of the VPME system in Chapter 2 will be based.

Iordanskii [56] proved that, in dimension $d = 1$, (1.5) has a unique smooth solution for initial data $f_0$ decaying sufficiently quickly at infinity. In the three-dimensional case $d = 3$, Arsen’ev [2] introduced a notion of weak solution for the Vlasov-Poisson system (1.5) and proved their existence, globally in time, for initial data $f_0$ belonging to the space $L^1 \cap L^\infty(\mathbb{R}^6)$. Horst and Hunze [55] then showed that the boundedness condition $f_0 \in L^\infty(\mathbb{R}^6)$ could be relaxed to $f_0 \in L^p(\mathbb{R}^6)$ for $p \geq (12 + 3\sqrt{5})/11$.

In Vlasov-Poisson theory, the terminology ‘strong’ or ‘classical’ solution usually refers to a solution for which there is an associated classical characteristic flow, according to the definitions in Section 1.3.1.1, rather than necessarily to a $C^1$ solution. The techniques involved in proving the existence of such solutions differ depending on the dimension $d$ considered. The mathematical reason for this is that the estimates available for the electric field depend on the dimension $d$. We will discuss this in greater depth below.

Ukai and Okabe [81] proved the existence of global-in-time strong solutions in the two-dimensional case $d = 2$, for initial data $f_0 \in C^1(\mathbb{R}^4)$ decaying sufficiently fast at infinity.

In dimension $d = 3$, local-in-time existence was established by Kurth [59]. Global-in-time existence was proved under various symmetry or near-symmetry conditions in [9, 52, 78], and for small data, with no symmetry condition, by Bardos–Degond [6].

For large data, global-in-time strong solutions in dimension $d = 3$ were constructed by Pfaffelmoser [74], for any compactly supported initial datum $f_0 \in L^\infty(\mathbb{R}^6)$. The proof is based on controlling the rate of growth of the support of the solution, and showing that the solution remains compactly supported in $\mathbb{R}^6$ at all times. Schaeffer gave a streamlined proof of the same result in [79]. Horst [54] extended these results to include non-compactly supported initial data with sufficiently fast decay at infinity. These results are valid for the whole space case $(x, v) \in \mathbb{R}^6$ and are based on an analysis of the characteristic trajectories of the solution. To prove a version of this result on the torus (that is, for $(x, v) \in T^3 \times \mathbb{R}^3$), it is necessary to deal with the fact that characteristic trajectories wrap around the torus. The method was adapted to the torus by Batt and Rein [10], who proved the existence of global-in-time strong solutions for (1.5) in the three-dimensional case $d = 3$, for initial data $f_0 \in L^1 \cap L^\infty(T^3 \times \mathbb{R}^3)$ with compact support.
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An alternative approach to the construction of global-in-time solutions in 3D was provided by Lions and Perthame [64]. Their method is based on proving the propagation of moments. They showed global existence of solutions, provided that the initial datum \( f_0 \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) has moments in velocity of sufficiently high order. However, their strategy is for the whole space case \( x \in \mathbb{R}^d \), and it is not currently known how to adapt it to the torus.

Pallard [73] combined the two approaches by proving the propagation of moments using a method reminiscent of [74, 79, 10]. This result extends the range of moments beyond that covered by the result from Lions–Perthame [64], as well as including a result of propagation of moments for the equation posed on the torus.

Lions and Perthame [64] also proved a uniqueness criterion for their solutions under an additional technical condition requiring Lipschitz continuity of the initial datum \( f_0 \). Robert [76] then proved uniqueness for solutions that are compactly supported in phase space for all time. Loeper [65] proved a general uniqueness result which requires only boundedness of the mass density \( \rho_f \), and therefore includes the compactly supported case. Loeper’s result is similar in style to the Dobrushin result quoted above as Theorem 1.5, in that it relies on a stability estimate on solutions in a Wasserstein distance, in Loeper’s case \( W_2 \). In the one dimensional case, Hauray [47] proved a weak-strong uniqueness principle, showing that if a bounded density solution exists, then this solution is unique among measure-valued solutions. This result is also based on a Wasserstein stability result.

In the remainder of this section, we introduce in greater detail two of the more recent results in the well-posedness theory for the Vlasov-Poisson system for electrons. We begin by discussing Loeper’s [65] uniqueness result for solutions for which \( \rho_f \) is bounded in \( L^\infty \). Then, in Subsection 1.4.3, we discuss the approach of Pfaffelmoser [74], Schaeffer [79] and Batt and Rein [10] based on controlling the support. In Chapter 2, we will prove analogues of these results for the VPME system, which are stated in Section 1.7 below as Theorems 1.21 and 1.22.

### 1.4.1 Basic Estimates

We begin by recalling some basic properties of solutions of the Vlasov-Poisson system (1.5). The aim is to understand the basic a priori estimates on solutions that are implied by the conservation laws of the system. In this case, the conserved quantities are the energy and the mass.

#### 1.4.1.1 \( L^p \) Estimates

In Subsections 1.3.1.1 and 1.3.2.2 above, we discussed the conservation of \( L^p \) norms for solutions of transport and continuity equations.
Here, we use the fact that the Vlasov-Poisson system is a transport equation to derive $L^p(\mathbb{T}^d \times \mathbb{R}^d)$ estimates on smooth solutions. Note first that the vector field

$$b(x,v) = (v,E(x))$$

is divergence free in $\mathbb{T}^d \times \mathbb{R}^d$. Thus, if $f$ is a solution of the Vlasov-Poisson system (1.5), then $f$ satisfies both a transport and a continuity equation.

We assume that $f$ is a smooth solution of (1.5) and therefore induces a classical characteristic flow. We therefore have the following $L^p(\mathbb{T}^d \times \mathbb{R}^d)$ estimates.

Firstly, for the transport equation (1.27), if the initial data $f_0$ is in the space $L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$, the solution $f$ satisfies, for $t \geq 0$,

$$\|f(t, \cdot, \cdot)\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} = \|f_0\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)}.$$ 

This was a consequence of the representation via characteristics.

Secondly, for the continuity equation (1.32) we showed that, if $f_0$ is a finite measure, then the total mass of the solution $f_t$ is non-increasing. In particular, if $f_0 \in L^1(\mathbb{T}^d \times \mathbb{R}^d)$, then

$$\|f(t, \cdot, \cdot)\|_{L^1(\mathbb{T}^d \times \mathbb{R}^d)} = \|f_0\|_{L^1(\mathbb{T}^d \times \mathbb{R}^d)}.$$ 

This was a consequence of the pushforward representation (1.33).

For strong solutions of the Vlasov-Poisson system (1.5) with initial data $f_0 \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$, we therefore expect to have uniform in time $L^p$ estimates, for any $p \in [1, +\infty]$; for any $t \geq 0$ and any $p \in [1, +\infty]$,

$$\|f(t, \cdot, \cdot)\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \|f_0\|_{L^1}^{\frac{1}{p}} \|f_0\|_{L^\infty}^{1-\frac{1}{p}}. \quad (1.45)$$

### 1.4.1.2 Moments

In the theory of kinetic equations, it is important to understand how to extract information about the spatial density $\rho_f$ from properties of the full phase-space density $f$. The following lemma is a well-known useful result showing that control of the moments of $f$ implies $L^p(\mathbb{T}^d)$ integrability for $\rho_f$.

**Lemma 1.12.** Let $f \in L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ satisfy, for some $q > 0$,

$$M_q[f] = \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^q f(x,v) \, dx \, dv < \infty.$$
Then, the mass density \( \rho[f] \), defined by
\[
\rho[f](x) := \int_{\mathbb{R}^d} f(x,v) \, dv
\]
belongs to the space \( L^{\frac{q+1}{d-q}}(\mathbb{T}^d) \). Moreover, we have the following estimate on the norm:
\[
\|\rho[f]\|_{L^{\frac{q+1}{d-q}}(\mathbb{T}^d)} \leq C_{d,q} \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)}^{\frac{d}{q+1}}.
\]

**Proof.** The proof uses an interpolation argument. We split the integral defining \( \rho[f] \) into two parts - one involving small velocities and another involving large velocities. For some \( R \), to be fixed later, we have
\[
\int_{\mathbb{R}^d} f(x,v) \, dv = \int_{|v| \leq R} f(x,v) \, dv + \int_{|v| > R} f(x,v) \, dv.
\]
The small velocity term is bounded in terms of the volume of the ball of radius \( R \) in \( \mathbb{R}^d \), since \( f \in L^\infty \):
\[
\int_{|v| \leq R} f(x,v) \, dv \leq C_d \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R^d.
\]
The large velocity term is bounded using the higher moment:
\[
\int_{|v| > R} f(x,v) \, dv \leq R^{-q} \int_{\mathbb{R}^d} |v|^q f(x,v) \, dv.
\]
Thus
\[
\int_{\mathbb{R}^d} f(x,v) \, dv \leq C_d \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R^d + R^{-q} \int_{\mathbb{R}^d} |v|^q f(x,v) \, dv.
\]
We choose \( R \) so as to minimise this bound. The optimal value is
\[
R = R(t,x) = C_d \left( \int_{\mathbb{R}^d} |v|^q f(x,v) \, dv \right)^{\frac{1}{q+1}} \left( \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \right)^{\frac{d}{q+1}}.
\]
This implies that
\[
\int_{\mathbb{R}^d} f(x,v) \, dv \leq C_{d,q} \|f\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \left( \int_{\mathbb{R}^d} |v|^q f(x,v) \, dv \right)^{\frac{d}{q+1}}.
\]
Next, take the $L^{q+d}(\mathbb{T}^d)$ norm of these quantities:

$$
\left\| \int_{\mathbb{R}^d} f(x,v) \, dv \right\|_{L^{q+d}(\mathbb{T}^d)} \leq C_{d,q} \left\| f \right\|_{L^q(\mathbb{T}^d)} \left( \int_{\mathbb{T}^d \times \mathbb{R}_d} |v|^q |f(x,v)| \, dv \, dx \right)^{\frac{d}{q+d}}.
$$

This completes the proof. \qed

This estimate is used to deduce properties of the electric field $E$ from estimates on the moments of the solution $f$. It is particularly useful in conjunction with the conservation of energy, as we will explain in the next section.

### 1.4.1.3 The Role of the Energy

The Vlasov-Poisson system has an associated energy functional, which is defined as follows:

$$
\mathcal{E}_{VP}[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{1}{2} \int_{\mathbb{T}^d} |\nabla U|^2 \, dx.
$$

(1.46)

The first term $\mathcal{K}$ is the total kinetic energy of $f$, while the second term $\mathcal{P}$ is the electrostatic potential energy. This functional is formally conserved by the equation.

**Lemma 1.13** (Conservation of Energy). Let $f$ be a smooth solution of the Vlasov-Poisson system (1.5). Then, for all $t$,

$$
\mathcal{E}_{VP}[f(t,\cdot,\cdot)] = \mathcal{E}_{VP}[f_0].
$$

**Proof.** Consider the time derivative of the kinetic energy $\mathcal{K}$. Using the equation (1.5) satisfied by $f$, we find that

$$
\frac{d}{dt} \mathcal{K}(t) = \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t,x,v) \, dx \, dv
$$

$$
= \int_{\mathbb{T}^d \times \mathbb{R}^d} [-v \cdot \nabla_x f - E \cdot \nabla_v f] |v|^2 \, dx \, dv.
$$

We apply integration by parts. The term involving $\nabla_x f$ vanishes because the function $v |v|^2$ does not depend on $x$. We are left with

$$
\frac{d}{dt} \mathcal{K}(t) = 2 \int_{\mathbb{T}^d \times \mathbb{R}^d} [v \cdot E(t,x)] f(t,x,v) \, dx \, dv.
$$

We define the current density $J_f : [0,\infty) \times \mathbb{T}^d \rightarrow \mathbb{R}^d$ by

$$
J_f(t,x) := \int_{\mathbb{R}^d} v f(t,x,v) \, dv.
$$
Then
\[
\frac{d}{dt} \mathcal{K}(t) = 2 \int_{\mathbb{T}^d} E(t, x) \cdot J_f(t, x) \, dx.
\]
Since \( E \) is defined by the relation \( E = -\nabla_x U \), we may write
\[
\frac{d}{dt} \mathcal{K} = -2 \int_{\mathbb{T}^d} \nabla_x U \cdot J_f \, dx.
\]
We integrate by parts one more time to obtain
\[
\frac{d}{dt} \mathcal{K} = 2 \int_{\mathbb{T}^d} \text{div}_x J_f \, dx.
\]

We next consider the time derivative of \( \mathcal{P} \). We calculate that
\[
\frac{d}{dt} \mathcal{P} = \frac{d}{dt} \left( \int_{\mathbb{T}^d} |\nabla_x U|^2 \, dx \right) = 2 \int_{\mathbb{T}^d} \partial_t \nabla_x U \cdot \nabla_x U \, dx
\]
Integration by parts gives
\[
\frac{d}{dt} \mathcal{P} = -2 \int_{\mathbb{T}^d} U \partial_t \Delta_x U \, dx.
\]
We use the Poisson equation to substitute for \( \Delta U \):
\[
\frac{d}{dt} \mathcal{P} = 2 \int_{\mathbb{T}^d} U \partial_t \rho_f \, dx. \tag{1.47}
\]

To obtain an expression for \( \partial_t \rho_f \), we use the transport equation:
\[
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0.
\]
Integrating with respect to \( v \) gives
\[
\partial_t \rho_f + \int_{\mathbb{R}^d} v \cdot \nabla_x f \, dv + \int_{\mathbb{R}^d} E \cdot \nabla_v f \, dv = 0.
\]
Since \( E \) is independent of \( v \), \( E \cdot \nabla_v f \) is a total derivative in \( v \) and the third term vanishes. The second term may be expressed as
\[
\int_{\mathbb{R}^d} v \cdot \nabla_x f \, dv = \int_{\mathbb{R}^d} \text{div}_x (vf) \, dv
\]
\[
= \text{div}_x \left( \int_{\mathbb{R}^d} vf \, dv \right)
\]
\[
= \text{div}_x J_f.
\]
We conclude that \( \partial_t \rho_f = - \text{div}_x J \). Substituting this into (1.47) gives

\[
\frac{d}{dt} \mathcal{P} = -2 \int_{\mathbb{T}^d} U \text{div}_x J_f \, dx = - \frac{d}{dt} \mathcal{H}.
\]

Since both \( \mathcal{H} \) and \( \mathcal{P} \) are non-negative, control of \( \mathcal{E}^{\text{VP}} \) implies a bound on \( \mathcal{H} \), which is exactly \( M_2[f] \), the second order velocity moment of \( f \). By Lemma 1.12, this implies an \( L^p \) estimate on \( \rho_f \).

**Lemma 1.14.** Let \( f \in L^1 \cap L^{\infty}(\mathbb{T}^d \times \mathbb{R}^d) \), such that \( \mathcal{E}^{\text{VP}}[f] \) is finite. Then

\[
\| \rho_f \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C_d \| f \|_{L^{\infty}(\mathbb{T}^d \times \mathbb{R}^d)}^{\frac{2}{d+2}} \mathcal{E}^{\text{VP}}[f]^{\frac{d}{d+2}}.
\]

It is therefore useful to be able to prove estimates for the Vlasov-Poisson system that involve the quantity \( \| \rho_f \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \). We will use a similar property in the study of the VPME system.

### 1.4.1.4 Electric Field

An important consequence of these estimates is that solutions of the Vlasov-Poisson system with bounded energy automatically satisfy certain uniform-in-time integrability bounds on their electric fields \( E \). This follows from the fact that \( E = - \nabla U \), where

\[-\Delta U = \rho_f - 1, \quad x \in \mathbb{T}^d.\]

We then apply standard estimates for the Poisson equation. By Calderón-Zygmund estimates, if \( \rho_f \in L^p(\mathbb{T}^d) \) for \( p \in [1, \infty) \), then

\[
\| E \|_{W^{1,p}(\mathbb{T}^d)} \leq \| U \|_{W^{2,p}(\mathbb{T}^d)} \leq C_p \| \rho_f \|_{L^p(\mathbb{T}^d)}.
\]

For the choice \( p = \frac{d+2}{d} \), we therefore have a uniform-in-time estimate on \( E \) in \( W^{1,p}(\mathbb{T}^d) \).

Moreover, Sobolev embedding estimates can be used to deduce uniform-in-time \( L^q \) estimates on \( E \) for some \( q = q(p,d) \). This explains why the theory of the Vlasov-Poisson system differs depending on the dimension. As \( d \) increases, there are two effects. One is that the gain of integrability on \( E \) with respect to \( \rho_f \) due to Sobolev embedding is smaller. At the same time, the integrability on \( \rho_f \) obtained from the conservation of energy is also of lower order. Overall, the a priori uniform estimate on \( E \) is weaker for higher \( d \).
Explicitly, in dimension $d = 2$ we have the critical case of Sobolev embedding, where the Lebesgue exponent is equal to the dimension of the space. We therefore expect a uniform-in-time $L^p$ estimate on $E$ for any $p \in [1, \infty)$: for all $t \geq 0$,
\[ \|E(t, \cdot)\|_{L^p(T^d)} \leq C(p, f_0). \]
In dimension $d = 3$, we only have this estimate up to $p = \frac{15}{4}$: for all $t \geq 0$,
\[ \|E(t, \cdot)\|_{L^{\frac{15}{4}}(T^d)} \leq C(f_0). \]
This is a key difference between the cases $d = 2$ and $d = 3$.

1.4.2 Uniqueness for Solutions with Bounded Density

We discuss a uniqueness result due to Loeper [65], dealing with solutions of the Vlasov-Poisson system for electrons (1.5) with bounded density - that is, solutions for which the spatial density $\rho_f$ lies in $L^\infty(T^d \times \mathbb{R}^d)$. The following theorem comes from [65, Theorem 1.2].

**Theorem 1.15.** Let $f_0 \in L^1 \in L^\infty(T^d \times \mathbb{R}^d)$ and let $T > 0$. There exists at most one solution $f$ of (1.5), in the sense of Definition 1, for which $\rho_f \in L^\infty([0, T]; L^\infty(T^d \times \mathbb{R}^d))$.

**Remark 2.** The definition of weak solutions given in Definition 1 makes sense for solutions of the Vlasov-Poisson system with bounded density, since in this case $E$ is a log-Lipschitz function by Lemma 1.11.

This result is based on a version of the Wasserstein stability estimate in the smooth case that we discussed in Lemma 1.8. In Section 1.3.3 we discussed the fact that Lemma 1.8 does not hold for Vlasov equations with singular interactions such as the Coulomb force. However, we can recover a similar estimate by assuming additional regularity on the solutions we consider. In fact, a version of the stability estimate is possible for solutions with bounded density. The following theorem is a consequence of the proof of [65, Theorem 1.2].

**Theorem 1.16.** Let $f_1(0), f_2(0)$ be probability measures on $T^d \times \mathbb{R}^d$. For each $i$, let $f_i$ be a solution of the Vlasov-Poisson system (1.5). Assume that, for some $T > 0$, for $i = 1, 2$,
\[ \sup_{t \in [0, T]} \|\rho[f_i(t)]\|_{L^\infty(\mathbb{R}^d)} \leq C_0. \]
Then the second order Wasserstein distance between the two solutions satisfies the following estimate: for all $t \in [0, T]$

$$W_2(f_1(t), f_2(t)) \leq \begin{cases} C \exp \left[ C \left( 1 + \log \frac{W_2(f_1(0), f_2(0))}{4 \sqrt{d}} \right) e^{-Ct} \right] & \text{if } W_2(f_1(0), f_2(0)) \leq d \\ W_2(f_1(0), f_2(0)) e^{Ct} & \text{if } W_2(f_1(0), f_2(0)) > d. \end{cases}$$

The constant $C$ depends on $C_0$.

This result is proved following a similar method to the proof of Lemma 1.8. It requires suitable replacements for the regularity estimate (1.39) and stability estimate (1.40). For the regularity estimate we use the log-Lipschitz property from Lemma 1.11. The necessary stability estimate was proved by Loeper [65]. The following result comes from [65, Theorem 2.9]. It can also be adapted to the torus.

**Theorem 1.17.** For each $i = 1, 2$, let $\rho_i \in \mathcal{P} \cap L^\infty(\mathbb{R}^d)$ and let $U_i$ satisfy

$$-\Delta U_i = \rho_i, \quad \lim_{|x| \to \infty} U_i(x) = 0.$$

Then

$$\|\nabla U_1 - \nabla U_2\|_{L^2(\mathbb{R}^d)} \leq \max_i \|\rho_i\|_{L^\infty(T^d)}^{1/2} W_2(\rho_1, \rho_2).$$

In the one-dimensional case $d = 1$, it is possible to replace Theorem 1.16 with a weak-strong stability estimate due to Hauray [47, Theorem 1.9], in which only one of the solutions needs to have bounded density. This results in a weak-strong uniqueness principle. This was extended to the VPME case in [44].

In Chapter 2, we will prove an analogue of Theorem 1.16 for VPME. This result is stated below as Theorem 1.21.

### 1.4.3 Global Existence of Solutions

We have seen above that bounded density solutions of the Vlasov-Poisson system have a uniqueness property. It is also possible to show that solutions in this class exist globally in time, for compactly supported initial data. This was proved by Pfaffelmoser [74] and Schaeffer [79] for the whole space case (1.6), and subsequently for the torus by Batt and Rein [10]. For example, the following result is a consequence of the estimates of Batt and Rein [10].

**Theorem 1.18 (Existence of solutions on the torus).** Let $d = 3$, and suppose that $f_0 \in C^1_c(T^d \times \mathbb{R}^d)$, with $f_0 \geq 0$ and $\|f_0\|_{L^1(T^d \times \mathbb{R}^d)} = 1$. Then there exists a global-in-time solution $f \in C^1 \left([0, \infty) \times T^d \times \mathbb{R}^d \right)$ of the Vlasov-Poisson system (1.5).
1.4 Well-Posedness Theory for the Vlasov-Poisson System

The approach of [74, 79, 10] is based on showing that \( f_t \) is compactly supported for all \( t \), with the size of the support controlled by a continuous function:

\[
\text{supp } f_t \subset \mathbb{T}^d \times B_{R(t)}(0), \quad R \in C(\mathbb{R}_+; \mathbb{R}_+). 
\]

This implies global-in-time existence because the solution can always be continued locally from a compactly supported initial datum [51, 74].

Moreover, these solutions have bounded density. Indeed, \( \rho[f_t] \) satisfies the estimate

\[
\|\rho[f_t]\|_{L^\infty(\mathbb{T}^d)} \leq C_d \|f_t\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R_d^d,
\]

where \( C_d \) is the volume of the unit ball in \( \mathbb{R}^d \). Thus the uniform bound on the \( L^\infty \) norm of \( f_t \) (1.45) implies that

\[
\|\rho[f_t]\|_{L^\infty(\mathbb{T}^d)} \leq C_d \|f_0\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R_d^d \leq C(d, f_0) R_d^d.
\]

The uniqueness result of Loeper (Theorem 1.15) thus applies to these solutions.

In Chapter 2, we will prove an analogous result on the global-in-time existence of solutions for the VPME system. Our method makes use of the estimates of Batt and Rein [10], which control the electric field for the classical Vlasov-Poisson system (1.5). We will revisit their method in detail in Chapter 2, in Section 2.7, where we adapt these estimates to the VPME case.

### 1.4.4 The Vlasov-Poisson System with Massless Electrons

In Chapter 2 of this thesis, we investigate the well-posedness theory of the VPME system (1.11). The main difficulty in analysing the VPME model compared to the classical system is that the coupling between the density \( f \) and the electric field \( E \) is nonlinear.

In the one-dimensional case, global existence of solutions was proved in Han-Kwan–Iacobelli [44, Theorem 1.1]. In dimension \( d = 3 \), weak solutions were constructed globally in time by Bouchut [17].

In this thesis, we extend the main well-posedness results outlined above for the system (1.5) to the VPME case. We prove a uniqueness result in the style of Loeper [65], which is stated in Section 1.7 as Theorem 1.21, and proved in Chapter 2, Section 2.6. We also prove the global existence of solutions following a method in the style of Batt and Rein [10]. This result is stated in Section 1.7 as Theorem 1.22, and proved in Chapter 2, Sections 2.7–2.9.
The key step in our analysis is to prove appropriate regularity and stability estimates on the electric field in the VPME system. These estimates are proved in Chapter 2, Sections 2.4 and 2.5.
1.5 The Quasi-Neutral Limit

1.5.1 Challenges

In this section we describe some of the challenges involved in proving a rigorous quasi-neutral limit. These challenges can be related to known phenomena in plasma physics.

To understand the issues, it is useful to observe that the quasi-neutral limit can be related to a long time limit for the Vlasov-Poisson system. If \( f \) is a solution of the unscaled Vlasov-Poisson system (1.5), then \( f_\varepsilon = f \left( \frac{x}{\varepsilon}, \frac{t}{\varepsilon}, v \right) \) is a solution of the system with quasi-neutral scaling (1.15).

One source of difficulty therefore arises from dealing with instabilities in the Vlasov-Poisson system, which are known to exist. An important example is the two-stream instability, which we describe below. In order to avoid this instability, it is necessary to restrict the class of data considered.

Another source of difficulty is that solutions of the Vlasov-Poisson system exhibit an oscillatory behaviour in their electric field. This oscillation is related to the plasma oscillations, which are a well-known phenomenon in plasma physics. The oscillation does not become small in the quasi-neutral limit, and must therefore be removed.

1.5.1.1 Two-Stream Instability

The two-stream instability is an instability mechanism for the Vlasov-Poisson system that is well-known in plasma physics. The model problem is to consider firing two jets of electrons at each other - these jets are the ‘two streams’. This physical situation is known to be unstable – see for example [11, Section 5.1].

In a kinetic model, configurations of this type can be represented by choosing an initial datum \( f_0 \) whose velocity distribution consists of two bumps. Solutions beginning from such configurations develop an instability taking the form of vortex-like behaviour in phase space – see for example [12] for simulations and experimental results on this phenomenon. Such behaviour prevents the quasi-neutral limit from holding. It is therefore necessary to place some condition on the initial data for the Vlasov-Poisson system that rules out this instability.

1.5.1.2 Plasma Oscillations

Another key issue in proving the quasi-neutral limit is the presence of a known oscillatory behaviour that does not vanish in the limit. This is related to the ‘plasma oscillations’ which are well-known in plasma physics. This behaviour was first described by Tonks and Langmuir [80]. The origin of these oscillations can be understood by considering a plasma in an equilibrium state, so that both ions and electrons are uniformly distributed. Consider perturbing the electrons
by a small amount. The ions then exert a restoring force on the perturbed electrons which pulls them back towards their starting position. The electrons will then overshoot their starting position, and the continued influence of the restoring force will set up an oscillation.

This behaviour is seen mathematically in solutions of the Vlasov-Poisson system as an oscillation in the electric field. These oscillations were analysed by Grenier [33] using the fact that the electric field satisfies the following equation:

\[
\varepsilon^2 \frac{\partial^2}{\partial t^2} \text{div} E + \text{div} E = \text{div} [(1 - \rho)E] + \nabla_x^2 : \int_{\mathbb{R}^d} v \otimes v f_\varepsilon \, dv. \tag{1.48}
\]

In physics presentations, one typically considers the situation described above of a system slightly perturbed out of equilibrium. In this case the spatial density \( \rho \) is close to uniform. If we assume further that the electrons are cold, then the density \( f_\varepsilon \) is roughly of the form \( f_\varepsilon \approx \delta_{u(t,x)} \).

Since the average velocity \( u \) should be small, it is possible to make the approximation

\[
\varepsilon^2 \frac{\partial^2}{\partial t^2} E + E \approx 0.
\]

From this it can be derived that \( E \) oscillates with frequency \( \frac{1}{\varepsilon} \).

Grenier [33] showed that similar oscillations occur for the full equation (1.48) coupled with the Vlasov-Poisson system. These oscillations do not vanish in the quasi-neutral limit. However, they can be accounted for by introducing a ‘corrector’ function. This corrector can be built from the solutions of known equations - see Section 1.5.4.1 below for details.

### 1.5.2 Known Results

The mathematical study of the quasi-neutral limit from Vlasov-Poisson to kinetic incompressible Euler received significant attention in the 90s. We refer for instance to the papers of Brenier–Grenier [21] and Grenier [32], using an approach based on defect measures, and the result of Grenier [34] for the one-dimensional case. Brenier [20] and Masmoudi [67] considered the ‘cold electrons’ regime, in which \( f_\varepsilon \) converges to a Dirac mass in velocity as \( \varepsilon \to 0 \), and the limit is the incompressible Euler system (1.18).

A general result of interest for our purposes is the work of Grenier [33], who proved the quasi-neutral limit rigorously under the condition that the initial data for (1.15) are uniformly analytic, in a sense based on a reformulation of the Vlasov-Poisson and kinetic incompressible Euler systems as multi-fluid pressureless Euler systems. We will describe this precisely in Section 1.5.4.1.

In Sobolev regularity, the quasi-neutral limit does not hold in general. This is due to the possible occurrence of the two-stream instability, which would prevent strong convergence
to the limit. Counterexamples to the quasi-neutral limit were constructed by Han-Kwan and Hauray [42], in arbitrarily high Sobolev regularity.

An alternative way of relaxing the regularity constraint was investigated by Han-Kwan and Iacobelli [43, 44]. These works extended the quasi-neutral limit to a class of rough data. The data must be a very small perturbation of the uniformly analytic case, but may be as rough as $L^\infty$ (or a measure in the case $d = 1$). The smallness of the perturbation is measured in a Wasserstein distance. The papers [43, 44] cover the cases where the dimension $d = 1, 2, 3$.

For the massless electrons model, similar results are available. The cold ions case was considered in [41]. In analytic regularity, it is possible to prove a version of Grenier’s result [33] - see the discussion in [44] after Proposition 4.1. Han-Kwan and Iacobelli [44] showed a rigorous limit in dimension one, again for rough perturbations of analytic data. However, in higher dimensions, a similar result was not previously available. This gap is filled in this thesis - in Chapter 3, we present a proof of a rigorous quasi-neutral limit for the VPME system for a class of rough data in dimension $d = 2, 3$.

A positive result is available in Sobolev regularity for the VDB system (1.21) by Han-Kwan and Rousset [46]. The VDB system can also be derived in a quasi-neutral limit, from the following linearised version of the VPME system:

$$
(VPME)_\varepsilon := \begin{cases} 
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla_x U, \\
\varepsilon^2 \Delta_x U = 1 + U - \rho f, \\
f\big|_{t=0} = f_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0(x, v) \, dx \, dv = 1
\end{cases}
$$

Han-Kwan and Rousset [46] proved this limit rigorously for data with sufficiently high Sobolev regularity, under an additional stability criterion.

### 1.5.3 Existence Theory for Kinetic Euler Systems

A proof of the quasi-neutral limit will either require or imply a result of existence of solutions for the relevant kinetic Euler equation. Local existence of solutions was shown in analytic regularity in one dimension by Bossy et al. [16] for the kinetic incompressible Euler system, as part of a study of more general kinetic equations with an incompressibility constraint. The corresponding result for the Vlasov–Dirac–Benney equation was proved by Jabin and Nouri [57]; see also Mouhot and Villani [71, Section 9]. Local-in-time existence in analytic regularity in higher dimensions is a corollary of the quasi-neutral limit results of Grenier [33].
In Sobolev regularity the systems are in general ill-posed. Instability results were shown for the VDB system by Bardos and Nouri [8] and by Bardos and Besse [5] – see also the report of Bardos [4] on this work. These results were later extended by Han-Kwan–Nguyen [45] and Baradat [3], with results covering both the VDB and kinetic incompressible Euler systems.

In Sobolev regularity, local-in-time existence has been proved under a further stability criterion in [5, 46] for the VDB system. No global-in-time existence results are available for any of the kinetic Euler systems we consider.

### 1.5.4 Rough Data Results

In Chapter 3, we will prove a result on the quasi-neutral limit from the VPME system (1.11) to the KIsE system (1.20). Our result holds for rough data that are small perturbations of the analytic case, in dimension $d = 2, 3$. It is analogous to the results of Han-Kwan–Iacobelli [43] for the classical Vlasov-Poisson system, and an extension of the one dimensional result of Han-Kwan–Iacobelli [44].

In the following sections, we discuss the results of Grenier [33] for the analytic case and Han-Kwan–Iacobelli [44, 43] for small rough perturbations of the analytic case.

#### 1.5.4.1 Analytic Case

In this section, we discuss a result by Grenier [33] dealing with the quasi-neutral limit for the classical Vlasov-Poisson system (1.15), in the case of analytic initial data.

**Multi-Fluid Formulation.** Grenier’s approach to the quasi-neutral limit is phrased in terms of a representation of the Vlasov-Poisson system (1.15) as a multi-fluid pressureless Euler-Poisson system. The idea is to think of the electron density $f^e$ as a superposition of layers of fluid, each described by an associated velocity field. To be more precise, assume that $f^e$ may be represented in the form

$$f^e(t,x,v) = \int_\Theta \rho^\theta(t,x) \delta^\theta(t,x)(v) \mu(d\theta),$$

for some probability space $(\Theta, \mathcal{E}, \mu)$ and a family of functions $(\rho^\theta, v^\theta)_{\theta \in \Theta}$.

The representation (1.49) allows a general class of initial data $f^e(0)$. For example, any continuous initial datum $f^e(0)$ can be represented in this form. Choose $\Theta = \mathbb{R}^d$, and let

$$\mu(d\theta) = \frac{1}{c^e_k(1 + |\theta|^k)} d\theta,$$
for suitable values of \( k \) and \( c_k \) so that \( \mu \) is a probability measure. Then let

\[
\rho^\theta_\varepsilon(0,x) = c_k(1 + |\theta|^k)f_\varepsilon(0,x,\theta), \quad \nu^\theta_\varepsilon(0,x) = \theta.
\]

The formula (1.49) is also able to represent distributions with much lower regularity in \( \nu \), such as sums of Dirac masses in velocity.

The idea of the multi-fluid representation of the Vlasov-Poisson system is to formulate a representation (1.49) of \( f_\varepsilon \) where the \((\rho^\theta_\varepsilon, \nu^\theta_\varepsilon)_{\theta \in \Theta}\) satisfy fluid equations. The multi-fluid system for \((\rho^\theta_\varepsilon, \nu^\theta_\varepsilon)_{\theta \in \Theta}\) associated to (1.15) is the following:

\[
(VP - MF)_\varepsilon := \begin{cases}
\partial_t \rho^\theta_\varepsilon + \text{div}_x(\rho^\theta_\varepsilon \nu^\theta_\varepsilon) = 0, \\
\partial_t \nu^\theta_\varepsilon + (\nu^\theta_\varepsilon \cdot \nabla_x)\nu^\theta_\varepsilon = E_\varepsilon, \\
\nabla_x \times E_\varepsilon = 0, \\
\varepsilon^2 \nabla_x \cdot E_\varepsilon = \int_\Theta \rho^\theta_\varepsilon \mu(d\theta) - 1.
\end{cases}
\tag{1.50}
\]

If the collection \((\rho^\theta_\varepsilon, \nu^\theta_\varepsilon)_{\theta \in \Theta}\) is a solution of system (1.50), then the formula (1.49) defines a weak solution of the Vlasov-Poisson system (1.15).

We can consider the quasi-neutral limit of the multi-fluid system by formally setting \( \varepsilon = 0 \) in the system (1.50). This results in the system

\[
(KInE - MF) := \begin{cases}
\partial_t \rho^\theta + \text{div}_x(\rho^\theta \nu^\theta) = 0, \\
\partial_t \nu^\theta + (\nu^\theta \cdot \nabla_x)\nu^\theta = E, \\
\nabla_x \times E = 0, \\
\int_\Theta \rho^\theta \mu(d\theta) = 1.
\end{cases}
\tag{1.51}
\]

If \((\rho^\theta, \nu^\theta)_{\theta \in \Theta}\) satisfies the system (1.51), then the density \( g \) defined by

\[
g(t,x,v) := \int_\Theta \rho^\theta(t,x)\delta_{\nu^\theta(t,x)}(v)\mu(d\theta)
\]

is a weak solution of the kinetic incompressible Euler system (1.16). The connection between systems (1.50) and (1.51) is thus a multi-fluid version of the quasi-neutral limit.

**Quantifying Analyticity.** To measure analyticity the norms \( \| \cdot \|_{B_\delta} \) are used. These are defined for \( \delta > 1 \) by

\[
\| g \|_{B_\delta} := \sum_{k \in \mathbb{Z}^d} \| \hat{g}(k) \| \delta^{|k|}.
\]
where \( \hat{g}(k) \) denotes the Fourier coefficient of \( g \) of index \( k \). Here \( \delta \) is a (large) parameter quantifying the exponential rate of decay of the Fourier coefficients of \( g \) - the larger \( \delta \) is, the faster \( \hat{g}(k) \) must decay with respect to \( k \) in order for the series to converge, and therefore the smoother \( g \) must be in order to have finite norm.

**Correctors.** To obtain convergence in the quasi-neutral limit, it is necessary to account for the plasma oscillations described from a physical perspective in Section 1.5.1.2. This is done by introducing correctors, which describe these oscillations.

The correctors are defined as follows. For a solution \((\rho^\theta, v^\theta)_{\theta \in \Theta}\) of (1.51), we also define the corresponding current density

\[
J(t, x) := \int_\Theta v^\theta(t, x) \rho^\theta(t, x) \mu(d\theta).
\]

If \( g \) is defined by (1.52), then \( J \) satisfies

\[
J(t, x) = \int_{\mathbb{R}^d} v g(t, x, v) \, dv.
\]

Similarly, for a solution \( f_\varepsilon(0, x, v) \) for the system (1.15), we define the current density \( J_\varepsilon \):

\[
J_\varepsilon(t, x) := \int_{\mathbb{R}^d} v f_\varepsilon(t, x, v) \, dv = \int_\Theta v_\varepsilon^\theta(t, x) \rho_\varepsilon^\theta(t, x) \mu(d\theta).
\]

Note also that the electric field \( E_\varepsilon \) is defined in (1.50).

The corrector \( R_\varepsilon \) is defined by

\[
R_\varepsilon(t, x) := \frac{1}{i} \left( d_+(t, x) e^{\frac{v}{2}} - d_-(t, x) e^{-\frac{v}{2}} \right),
\]

where \( d_\pm \) are solutions of the following equations:

\[
\nabla_x \times d_\pm = 0, \quad \nabla_x \cdot (\partial_t d_\pm + J \cdot \nabla_x d_\pm) = 0
\]

\[
\nabla_x \cdot d_\pm(0) = \lim_{\varepsilon \to 0} \nabla_x \cdot \left( \frac{e E_\varepsilon(0) \pm iJ_\varepsilon(0)}{2} \right).
\]

Note that this system only depends on \( f_\varepsilon \) through its initial data \( f_\varepsilon(0, x, v) \).

The corrector is used to ‘filter’ the velocity fields, after which convergence can be proved. Instead of looking at \( v_\varepsilon^\theta \), one shows that \( v_\varepsilon^\theta - R_\varepsilon \) converges to a limit.
Quasi-Neutral Limit. The main result of Grenier [33] is a quasi-neutral limit from system (1.50) to (1.51), under the assumption of uniform analyticity of the data with respect to $x$. The following result is one case of the main result of [33].

**Theorem 1.19 (Quasi-neutral Limit for Analytic Data).** For each $\varepsilon \in (0, 1)$, let $g_\varepsilon(0)$ be a choice of initial datum for the Vlasov-Poisson system (1.15). Assume that the $\{g_\varepsilon(0)\}_{\varepsilon \in (0, 1)}$ are uniformly analytic in $x$, in the sense that, for some $\delta_0 > 1$,

$$
\sup_{\varepsilon \in (0, 1), v \in \mathbb{R}^d} (1 + |v|^{d+1}) \|g_\varepsilon(0, \cdot, v)\|_{B_{\delta_0}} \leq C.
$$

Suppose further that

$$
\sup_{\varepsilon \in (0, 1)} \left\| \int_{\mathbb{R}^d} g_\varepsilon(0, x, v) \, dv - 1 \right\|_{B_{\delta_0}} \leq \eta,
$$

where $\eta$ is sufficiently small.

Let $\{\rho_\varepsilon^\theta(0, x), v_\varepsilon^\theta(0, x)\}_{\theta \in \mathbb{R}^d, \varepsilon \in (0, 1)}$ be defined by

$$
\rho_\varepsilon^\theta(0, x) = c_d (1 + |\theta|^{d+1}) g_\varepsilon(0, x, \theta), \quad v_\varepsilon^\theta(0, x) = \theta. \quad (1.54)
$$

Assume that, for each $\theta \in \mathbb{R}^m$, $\rho_\varepsilon^\theta(0, x)$ and $v_\varepsilon^\theta(0, x)$ have limits $\rho^\theta(0, x)$ and $v^\theta(0, x)$ as $\varepsilon$ tends to zero, in the sense of distributions. Assume also that $\text{div} J_\varepsilon(0)$ and $\varepsilon E_\varepsilon(0)$ have limits in the sense of distributions as $\varepsilon$ tends to zero. Let $\delta_1$ satisfy $\delta_0 > \delta_1 > 1$. Then there exists $T > 0$ such that:

(i) For each $\varepsilon \in (0, 1)$, there exists a solution $\{\rho_\varepsilon^\theta, v_\varepsilon^\theta\}_{\theta \in \mathbb{R}^d}$ of the multi-fluid system (1.50) with initial data given by (1.54), with each $\rho_\varepsilon^\theta$ and $v_\varepsilon^\theta$ bounded in $C([0, T]; B_{\delta_1})$.

(ii) There exists a solution $(\rho^\theta, v^\theta, E)$ to the limiting system (1.51) for $t \in [0, T]$, with initial data

$$
\rho^\theta(0) = \lim_{\varepsilon \to 0} \rho_\varepsilon^\theta(0)
$$

$$
v^\theta(0) = \lim_{\varepsilon \to 0} \left[ v_\varepsilon^\theta(0) - \nabla \Delta^{-1} \text{div} J_\varepsilon(0) \right]
$$

(iii) Define the corrector function $\mathcal{R}_\varepsilon$ by (1.53), and let

$$
v_\varepsilon^\theta := \mathcal{R}_\varepsilon,
$$
then as \( \varepsilon \) tends to zero, for all \( s \in \mathbb{N} \),

\[
\sup_{t \in [0,T]} \left[ \| \rho_\theta^\varepsilon - \rho_\theta \|_{H^s} + \|(v_\theta^\varepsilon - \bar{v}_\theta) - v^\theta \|_{H^s} \right] \to 0.
\]

In fact, Grenier proves [33, Theorem 1.1.3] that the quasi-neutral limit for the multi-fluid systems holds for any sufficiently smooth solutions of (1.50), satisfying for some \( s > \frac{d}{2} + 2 \) and some \( T > 0 \),

\[
\sup_{\theta \in \Theta, t \in [0,T], \varepsilon \in (0,1)} \left[ \| \rho_\theta^\varepsilon (t) \|_{H^s(\mathbb{T}^d)} + \| v_\theta^\varepsilon (t) \|_{H^s(\mathbb{T}^d)} + \| E_\varepsilon (t) \|_{H^s(\mathbb{T}^d)} \right] < +\infty. \tag{1.55}
\]

The analyticity is needed to prove that solutions satisfying (1.55) exist. It is used to get a time interval of existence that is uniform in \( \varepsilon \). Grenier proves the existence of such solutions in [33, Theorem 1.1.2], using a strategy similar to the proof of the Cauchy-Kovalevskaya theorem by Caflisch [22].

**VPME.** A similar strategy can be used to prove the quasi-neutral limit for VPME in analytic regularity. The necessary modifications of the proof are discussed in [44].

The multi-fluid system for VPME is

\[
(VPME - MF)_\varepsilon := \begin{cases}
\partial_t \rho_\varepsilon^\theta + \text{div}_x (\rho_\varepsilon^\theta v_\varepsilon^\theta) = 0, \\
\partial_t v_\varepsilon^\theta + (v_\varepsilon^\theta \cdot \nabla_x) v_\varepsilon^\theta = -\nabla_x U_\varepsilon, \\
\varepsilon^2 \Delta_x U_\varepsilon = e^{U_\varepsilon} - \int_\Theta \rho_\varepsilon^\theta \mu(d\theta).
\end{cases}
\]

In the quasi-neutral limit, we formally obtain

\[
(KIS - MF) := \begin{cases}
\partial_t \rho^\theta + \text{div}_x (\rho^\theta v^\theta) = 0, \\
\partial_t v^\theta + (v^\theta \cdot \nabla_x) v^\theta = -\nabla_x U, \\
U = \log \left( \int_\Theta \rho^\theta \mu(d\theta) \right).
\end{cases}
\]

In analytic regularity, we have the following equivalent of Theorem 1.19. The main difference between the results is that correctors are not necessary in the VPME case, as explained in [44, Section 4.1].

**Theorem 1.20.** For each \( \varepsilon \in (0,1) \), let \( g_\varepsilon(0) \) be a choice of initial datum for the VPME (1.19). Assume that the \( \{g_\varepsilon(0)\}_{\varepsilon \in (0,1)} \) are uniformly analytic in \( x \), in the sense that, for some \( \delta_0 > 1 \),

\[
\sup_{\varepsilon \in (0,1), v \in \mathbb{R}^d} (1 + |v|^{d+1}) \| g_\varepsilon(0, \cdot, v) \|_{B_{\delta_0}} \leq C.
\]
Suppose further that
\[
\sup_{\varepsilon \in (0, 1)} \left\| \int_{\mathbb{R}^d} g_\varepsilon(0, x, v) \, dv - 1 \right\|_{B_\delta_0} \leq \eta,
\]
where \( \eta \) is sufficiently small.

Let \( \{ \rho_\varepsilon^\theta(0, x), v_\varepsilon^\theta(0, x) \} \) be defined by
\[
\rho_\varepsilon^\theta(0, x) = c_d (1 + |\theta|^{d+1}) g_\varepsilon(0, x, \theta), \quad v_\varepsilon^\theta(0, x) = \theta.
\]

Assume that, for each \( \theta \in \mathbb{R}^m \), \( \rho_\varepsilon^\theta(0, x) \) has a limit \( \rho_\theta^\theta(0, x) \) as \( \varepsilon \) tends to zero, in the sense of distributions.

Let \( \delta_1 \) satisfy \( \delta_0 > \delta_1 > 1 \). Then there exists \( T > 0 \) such that:

(i) For each \( \varepsilon \in (0, 1) \), there exists a solution \( (\rho_\varepsilon^\theta, v_\varepsilon^\theta) \) of the multi-fluid system (1.50) with initial data given by (1.54), with each \( \rho_\varepsilon^\theta \) and \( v_\varepsilon^\theta \) bounded in \( C([0, T]; B_\delta_1) \).

(ii) There exists a solution \( (\rho^\theta, v^\theta, E) \) to the limiting system (1.51) for \( t \in [0, T] \), with initial data \( (\rho^\theta(0), v^\theta(0)) \) such that, as \( \varepsilon \) tends to zero, for all \( s \in \mathbb{N} \),
\[
\sup_{t \in [0, T]} \left[ \| \rho_\varepsilon^\theta - \rho^\theta \|_{H^s(\mathbb{T}^d)} + \| v_\varepsilon^\theta - v^\theta \|_{H^s(\mathbb{T}^d)} \right] \to 0.
\]

1.5.4.2 Rough Perturbations

The works of Han-Kwan and Iacobelli [44, 43] deal with small, rough perturbations of these analytic results. The idea is to consider initial data \( f_\varepsilon(0) \) for the Vlasov-Poisson system satisfying
\[
W_p \left( f_\varepsilon(0), g_\varepsilon(0) \right) \leq \phi(\varepsilon),
\]
where the functions \( g_\varepsilon(0) \) satisfy the conditions of Theorem 1.19 or Theorem 1.20 as appropriate. The function \( \phi \) must converge to zero sufficiently quickly as \( \varepsilon \) tends to zero. If the rate is too slow, then the Sobolev counterexamples from [42] will not be excluded and the limit is false in general. Thus \( f_\varepsilon(0) \) is a small perturbation of the analytic regime, in the sense of a Wasserstein distance.

In [44], the authors prove a quasi-neutral limit of this kind in the one-dimensional case \( d = 1 \), for both the classical Vlasov-Poisson and VPME cases. This one-dimensional result is valid even for measure data. In [43], they prove a result in higher dimensions \( d = 2, 3 \), for the limit from the classical Vlasov-Poisson system (1.15) to the KInE system, for a class of \( L^\infty \) data. However, previously a result in dimensions \( d = 2, 3 \) was not available for the VPME system.
In both works [44, 43], the method of proof is to consider the solutions $f_\varepsilon$ and $g_\varepsilon$ of the relevant Vlasov-Poisson system starting respectively from the initial data $f_\varepsilon(0)$ and $g_\varepsilon(0)$. Stability estimates are used to show that $f_\varepsilon$ and $g_\varepsilon$ are sufficiently close to each other in a Wasserstein distance, so that the limit that holds for $g_\varepsilon$ can also be extended to $f_\varepsilon$. The key ingredient is the stability estimate of Loeper [65], quoted above as Theorem 1.16, or, in one dimension, a weak-strong estimate in the style of Hauray [47]. The obstacle to proving a rough data quasi-neutral limit for VPME in dimensions $d = 2, 3$ was the previous absence of suitable Loeper-style stability estimates in this case.

In this thesis, we are able to fill this gap, proving a quasi-neutral limit for the VPME system in dimensions $d = 2, 3$ for data that are small perturbations of functions satisfying the assumptions of Theorem 1.20. This result is stated below in Section 1.7 as Theorem 1.23, and proved in Chapter 3. The key ingredient is the stability estimates that we develop for the VPME system in Chapter 2, Sections 2.4-2.5.
1.6 Mean Field Limits

The problem of deriving a Vlasov equation from its underlying particle system is known as the **mean field limit**. In a typical formulation of this problem, one considers a system of $N$ point particles evolving under the influence of binary interactions between the particles, described by an interaction force $-\nabla W$ derived from a potential $-W$, and possibly an external force $-\nabla V$ arising from an external potential $-V$. The dynamics are modelled by a system of ODEs describing the phase space position $(X_i, V_i)_{i=1}^N$ of each of the $N$ particles:

\[
\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = \frac{1}{N} \sum_{j \neq i} \nabla_x W(X_i - X_j) + \nabla V(X_i).
\end{cases}
\]

(1.56)

The choice of scaling $1/N$ is designed to be the appropriate one to obtain a Vlasov equation in the limit. The formal limiting system is

\[
\partial_t f + v \cdot \nabla_x f + (\nabla W * \rho_f + \nabla V) \cdot \nabla_v f = 0.
\]

(1.57)

The aim of this section is to discuss what is known rigorously about the limit from the ODE system (1.56) to the Vlasov equation (1.57).

In order to make sense of the limit, we need a way to compare solutions of the ODE system (1.56), which are trajectories in the space $(\mathbb{R}^d \times \mathbb{R}^d)^N$, with solutions of the PDE (1.57), which are functions or distributions. The connection is formulated by using **empirical measures**. The empirical measure $\mu^N$ associated to a configuration $(X_i, V_i)_{i=1}^N$ is defined by the formula

\[
\mu^N := \frac{1}{N} \sum_{i=1}^N \delta_{(X_i, V_i)}.
\]

(1.58)

The normalisation $1/N$ ensures that $\mu^N$ is always a probability measure.

Then, any solution of the ODE system (1.56) can be represented as a path $t \mapsto \mu^N(t)$ in the space of probability measures. $\mu^N$ can then be compared with solutions of the PDE (1.57). As a mathematical statement, the mean field limit corresponds to showing that,

\[
\text{if } \lim_{N \to \infty} \mu^N_0 = f_0, \text{ then } \lim_{N \to \infty} \mu^N_t = f_t \text{ for } t > 0.
\]

This convergence should hold in the sense of weak convergence of measures. Whether it is possible to prove such a statement depends on the choice of the potentials $W$ and $V$. In particular, what matters is their regularity.
1.6.1 Lipschitz Forces

Early works on the mathematical justification of the mean field limit include, among others, Braun-Hepp [18], Neunzert-Wick [72] and Dobrushin [27]. These results deal with the case of Lipschitz force fields, that is, under the assumption that

$$\nabla W, \nabla V \in W^{1,\infty}, \quad \nabla W(0) = 0.$$  

We highlight in particular the method of proof used by Dobrushin [27], which provides a framework still used in more recent works on the subject. The approach has two key steps:

(i) First, observe that, if $\{(X_i, V_i)_{i=1}^N\}$ is a solution of (1.56), then the resulting empirical measure $\mu^N$ is a weak solution of the Vlasov equation (1.57), in the sense of Definition 1. Indeed, we have already discussed that Definition 1 makes sense for measure solutions when the force is Lipschitz. For empirical measures, the weak form requires that, for all $\phi \in C^\infty_c([0, T) \times \mathcal{X} \times \mathbb{R}^d),$

$$\int_0^T \frac{1}{N} \sum_{i=1}^N \left\{ \partial_t \phi(t, Z_i) + V_i \cdot \nabla_x \phi(t, Z_i) + \sum_{j=1}^N \nabla W(X_i - X_j) \cdot \nabla_v \phi(t, Z_i) \right\} \, dt$$

$$+ \int_0^T \frac{1}{N} \sum_{i=1}^N \nabla V(X_i) \cdot \nabla_v \phi(t, Z_i) \, dt + \frac{1}{N} \sum_{i=1}^N \phi(0, Z_i(0)) = 0. \quad (1.59)$$

The ODE (1.56) implies that the left hand side of (1.59) is equal to

$$\frac{1}{N} \sum_{i=1}^N \phi(T, Z_i(T)),$$

which is equal to zero since $\phi$ is compactly supported in time. Thus $\mu^N$ is a weak solution of (1.57).

(ii) Then, the mean field limit is proved by showing a stability result for solutions of the Vlasov equation (1.57). In the case of Lipschitz forces, the necessary result is provided by Lemma 1.8. Notice in particular that this is a quantitative stability estimate. This fact will be useful later when we discuss regularised limits.

In plasma models, we consider interactions between charged particles. Electrostatic interactions are described by the Coulomb force $K$, which we defined in equation (1.43). This situation is not covered by these results for Lipschitz forces, because $K$ has a strong singularity at the origin. Next, we discuss what is known in the theory of mean field limits for interactions with a singularity.
1.6.2 Singular Forces

In many physical systems, the interaction force follows an inverse power law \(|\nabla W| \sim |x|^{-\alpha}\). For example, in dimension \(d = 3\) the Coulomb force corresponds to the case \(\alpha = d - 1\). Because of the singularity at the origin, these forces are not regular enough to apply Dobrushin’s results. From now on, we will discuss forces satisfying a growth condition of the following form: for all \(x \in \mathbb{R}^d \setminus \{0\}\),

\[
\frac{|\nabla W(x)|}{|x|^\alpha} \leq C, \quad \frac{|\nabla^2 W(x)|}{|x|^{\alpha+1}} \leq C \quad \alpha \in (0, d - 1].
\] (1.60)

1.6.2.1 Typicality

For singular forces, it is not necessarily expected that a mean field limit result should hold for any choice of initial data for the ODE (1.56). Instead, we seek to prove results that hold for a ‘large’ class of initial data.

In order to discuss the notion of the size of a set of configurations, it is necessary to specify a measure on the space of configurations. This can be done by considering choosing initial configurations randomly. Given a fixed probability measure \(f_0 \in \mathcal{P}(\mathcal{X} \times \mathbb{R}^d)\), the initial data for (1.56) are chosen by drawing independent samples from \(f_0\). The (random) empirical measures \(\mu^N\) constructed by this procedure will converge weakly to \(f_0\) as \(N\) tends to infinity, for example in probability. This is a consequence of a generalised Glivenko–Cantelli theorem – see for example Van der Vaart and Wellner [82] for an in depth discussion of results of this type. We look for mean field limit results that hold with a high probability with this method of choosing initial data.

1.6.2.2 Regularised Limits

One approach to the mean field limit problem for singular forces is to consider a regularisation of the limit. The idea is to replace the singular potential \(W\) with a regularised function \(W_r\). \(\nabla W_r\) should be smooth enough that a mean field limit holds with this interaction for fixed \(r > 0\). The regularisation parameter \(r\) quantifies the degree of approximation; as \(r\) tends to zero, \(W_r\) converges to \(W\). The regularised mean limit involves taking simultaneously the limits \(r \to 0\) and \(N \to \infty\), ultimately deriving the Vlasov equation (1.57) with singular interaction \(W\) from a sequence of regularised particle systems (1.56) with regularised interaction \(\nabla W_r\).

The aim in this scheme is to optimise the rate at which \(r\) may converge to zero as \(N\) tends to infinity. The faster \(r\) converges to zero, the closer the regularised particle systems are to the original interaction. An important benchmark is to be able to take \(r \lesssim N^{-\frac{1}{2}}\), which is the typical spatial separation between particles if they are distributed uniformly in the spatial domain.
There have been several works aimed at deriving Vlasov equations with singular forces from regularised particle systems. For instance, Hauray and Jabin [49] considered a truncation method in which the force is cut off below a certain distance from the origin $r_N$, dependent on the number of particles $N$. They showed that the mean field limit holds for a large set of initial configurations, for forces satisfying (1.60) with $\alpha < d - 1$ (in particular not the Vlasov-Poisson case), from a particle system with force truncated at $r_N$, provided that $r_N$ converges to zero sufficiently slowly as $N$ tends to infinity. In [48, 49], they are also able to prove a mean field limit without truncation for the case of ‘weakly singular’ forces in which $\alpha < 1$.

1.6.2.3 Vlasov-Poisson

The Vlasov-Poisson system (1.6) gives a kinetic description of a system of electrons interacting through electrostatic interaction:

$$\begin{align*}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i} K(X_i - X_j).
\end{align*}$$

This system is of the form (1.56) with the choice $W = -G$, with $G$ defined in (1.42), and $V = 0$.

A mean field limit for the Vlasov-Poisson system was proved in the one dimensional case $d = 1$ by Hauray [47]. In higher dimensions, the true mean field limit for Vlasov-Poisson remains a major open problem, due to the strong singularity of $K$.

Instead, one may consider regularised limits. Observe that $K$ is of the form (1.60), with $\alpha = d - 1$. This endpoint case was not covered in [49]. We highlight two recent results on regularised mean field limits for this system, due to Lazarovici [61] and Lazarovici and Pickl [62]. The two results are of slightly kinds and use different regularisation methods.

Lazarovici and Pickl [62] proved a regularised mean field limit for the Vlasov-Poisson system, using a regularisation by truncation. The truncation radius can be chosen to satisfy $r_N \sim N^{-\frac{1}{2}+\eta}$ for any $\eta > 0$. Their results show that there exists a large set of initial configurations for which the mean field limit holds. However, these configurations are identified in a non-explicit way which does not rely on the initial condition alone. This is because their argument relies on a law of large numbers argument throughout the evolution to compare the mean field force from the particle system to the limiting force.

Lazarovici [61] considered a method of regularisation by convolution. In this approach, the point particles are replaced by delocalised packets of charge, with some smooth, compactly supported shape $\chi$, fixed throughout the evolution. For the classical Vlasov-Poisson case, this
results in the particle system

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i} [\chi * x K * x \chi](X_i - X_j).
\end{aligned}
\]  

(1.61)

This is known as a system of ‘extended charges’. The shape is then allowed to depend on a regularisation parameter \( r \) by taking

\[
\chi_r(x) := r^{-d} \chi \left( \frac{x}{r} \right).
\]

(1.62)

Lazarovici showed that a mean field limit holds with high probability, provided that \( r_N \geq CN^{-\frac{1}{d+2}} + \eta \) for some \( \eta > 0 \). The admissible configurations are identified by a condition on the initial configuration alone.

The double regularisation \( \chi_r * x \nabla_x G * x \chi_r \) is used because it offers several useful technical features. This type of regularisation was previously considered by Horst [53] in the Vlasov-Maxwell case and later used by Rein [75]; a version also appears in Bouchut [17]. One advantage is that the microscopic dynamics correspond to a Hamiltonian system, for which the corresponding energy converges as \( r \) tends to zero to the energy of the true Vlasov-Poisson system.

### 1.6.3 Mean Field Limits for VPME

In Chapter 4, we consider the problem of deriving the VPME system (1.11) in the mean field limit from an underlying particle system. A natural choice for a particle system related to VPME is to consider the dynamics of \( N \) ions, modelled as point charges, in a background of thermalised electrons. On the torus, this is modelled by an ODE system of the form

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i} K_{\text{per}}(X_i - X_j) - K \ast e^U,
\end{aligned}
\]

(1.63)

where \( U \) satisfies

\[
\Delta U = e^U - \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i}.
\]

We can think of this system as being of the form (1.56) by taking \(-W = G_{\text{per}}\) and an ‘external’ potential \( V = G_{\text{per}} \ast e^U \). Of course \( V \) is not truly an external potential because \( U \) depends nonlinearly on \( f \).
The mean field limit for VPME was proved in the one dimensional case \( d = 1 \) in [44]. In higher dimensions, once again there are no results available, due to the singularity of the Coulomb interaction. Instead, we consider a regularised system. We use a regularisation based on the approach of Lazarovici [61]. We consider a system of ‘extended ions’ represented by the following system of ODEs:

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= -\chi_r \ast \nabla_x U_r(X_i),
\end{aligned}
\]

where \( U_r \) satisfies

\[
\Delta U_r = e^{U_r} - \frac{1}{N} \sum_{i=1}^{N} \chi_r(X_i), \quad x \in \mathbb{T}^d.
\]

We are able to derive the VPME system (1.11) from this regularised system, under a condition on the initial data that is satisfied with high probability for \( r_N \geq C N^{1/(d+2) + \eta} \). This matches the rate found in Lazarovici’s result for the Vlasov-Poisson system. This result is stated below as Theorem 1.24. The proof is given in Chapter 4.

### 1.6.4 Derivation of Kinetic Euler Systems

In Chapter 5, we consider the derivation of the kinetic incompressible Euler and kinetic isothermal Euler systems introduced in Section 1.2.3.3. Our approach is based on a combined quasi-neutral and mean field limit. We are able to derive the KInE system from a version of (1.61) with a modified scaling. Similarly, we derive the KIsE system from a version of (1.64) with a modified scaling. These results are stated below as Theorems 1.25 and 1.26.

For the KInE system, we obtain a scaling of the form

\[
\alpha(N) = C \frac{(\log N)^\kappa}{N},
\]

for some \( \kappa \) specified in the statement of Theorem 1.25. For the KIsE system, we obtain a scaling of the form

\[
\alpha(N) = C \frac{\log \log \log N}{N}.
\]
1.7 Summary of Results

In this section, we summarise the main results of this thesis.

1.7.1 Well-Posedness for the VPME System

In Chapter 2, we will study the well-posedness theory of the Vlasov-Poisson system with massless electrons. We prove the existence and uniqueness of bounded density solutions for compactly supported initial data.

The key technique is a decomposition of the electrostatic potential $U$. We write $U$ in the form $U = \bar{U} + \hat{U}$, where $\bar{U}$ and $\hat{U}$ satisfy the following equations:

\[-\Delta \bar{U} = \rho_f - 1, \quad \Delta \hat{U} = e^{\bar{U} + \hat{U}} - 1.\]

Thus $\hat{U}$ is the electrostatic potential used in the classical Vlasov-Poisson system, and can therefore be handled using known methods. The key step is to study $\hat{U}$, in particular its regularity and stability with respect to $\rho_f$. This decomposition was previously considered in the one dimensional case $d = 1$ in [44].

We are able to show that $\hat{U}$ is in general smoother than $\bar{U}$, including in the higher dimensional cases $d = 2, 3$. This fact allows known methods for the classical Vlasov-Poisson system to be adapted to the VPME case. In this thesis, we demonstrate this principle in two cases. In one case, we adapt the proof of uniqueness for bounded density solutions, due to Loeper [65], to the VPME case. We then prove the existence of bounded density solutions by adapting the methods of Batt and Rein [10].

1.7.1.1 Uniqueness

We prove a uniqueness result for solutions of the VPME system (1.11) with bounded density. This is an analogue of Loeper’s result [65, Theorem 1.2] for the Vlasov-Poisson system (1.5).

**Theorem 1.21** (Uniqueness of bounded density solutions for VPME). For each $i = 1, 2$, let $f_i$ be a solution of (1.11) in the space $C([0,T]; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d))$, with bounded density

\[\sup_{t \in [0,T]} \|\rho[f_i]\|_{L^\infty(\mathbb{T}^d)} \leq C_i,\]

for the same initial datum $f(0) \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)$. Then $f_1 = f_2$.

The proof of this result is given in Chapter 2, in Section 2.6. As for Loeper’s result, the proof of Theorem 1.21 is based on a stability estimate for solutions of the VPME system in
The key step is to prove a stability estimate for \( \bar{U} \) with respect to \( \rho_f \), analogous to the one proved for \( \bar{U} \) by Loeper (Theorem 1.17).

### 1.7.1.2 Existence of Solutions

We prove the existence of solutions for the VPME system (1.11) with bounded density, for compactly supported initial data.

**Theorem 1.22** (Existence of solutions with bounded density). Let \( d = 2, 3 \). Consider an initial datum \( f_0 \in L^1 \cap L^\infty (\mathbb{T}^d \times \mathbb{R}^d) \) with compact support in \( \mathbb{T}^d \times \mathbb{R}^d \). Then there exists a global in time solution \( f_t \in C([0, \infty) ; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \) of (1.11) with initial data \( f_0 \), which has conserved energy and a mass density bounded locally in time:

\[
E^{ME}[f_t] = E^{ME}[f_0], \quad \rho_f \in L^\infty_{loc}([0, \infty) ; L^\infty(\mathbb{T}^d)).
\]

The proof of this result is given in Chapter 2, Sections 2.7–2.9. The main idea is to control the size of the support of the solution. This is the method used by Pfaffelmoser [74], Schaeffer [79] and Batt–Rein [10] for the classical Vlasov-Poisson system. Since we work with the VPME system posed on the torus, we follow the methods of Batt and Rein [10]. The key step is to prove suitable bounds on \( \hat{E} = -\nabla \bar{U} \), the smooth part of the electric field.

### 1.7.2 Quasi-Neutral Limit for VPME With Rough Data

In Chapter 3, we prove the quasi-neutral limit from the VPME system (1.11) to the KiSE system (1.20), for a class of rough data. The starting point is analogous to the approach of Han-Kwan and Iacobelli [43] for the classical Vlasov-Poisson system, which we described in Section 1.5.4.2. The idea is to work with initial data for the VPME system that are small perturbations of analytic functions satisfying the assumptions of Theorem 1.20.

**Iterated Exponentials.** In the following statement, we will use the notation \( \exp_n \) to denote the \( n \)-fold iteration of the exponential function. For example

\[
\exp_3(x) := \exp \exp \exp (x).
\]

**Theorem 1.23** (Quasi-neutral limit). Let \( d = 2, 3 \). Consider initial data \( f_\varepsilon(0) \) satisfying the following conditions:
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• (Uniform bounds) \( f_\varepsilon(0) \) is bounded and has bounded energy, uniformly with respect to \( \varepsilon \):

\[
\|f_\varepsilon(0)\|_{L^\infty(T^d \times \mathbb{R}^d)} \leq C_0
\]

and

\[
\frac{1}{2} \int_{T^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{\varepsilon^2}{2} \int_{T^d} |\nabla U|^2 \, dx + \int_{T^d} U e^U \, dx \leq C_0.
\]

• (Control of support) There exists \( C_1 > 0 \) such that

\[
f_\varepsilon(0, x, v) = 0 \quad \text{for } |v| > \exp(C_1 \varepsilon^{-2}).
\]

• (Perturbation of an analytic function) There exist \( g_\varepsilon(0) \) satisfying, for some \( \delta > 1, \eta > 0, \) and \( C > 0, \)

\[
\sup_{\varepsilon > 0} \sup_{v \in \mathbb{R}^d} (1 + |v|^{d+1}) \|g_\varepsilon(0, \cdot, v)\|_{B^{\delta}_{\varepsilon}} \leq C,
\]

\[
\sup_{\varepsilon > 0} \left\| \int_{\mathbb{R}^d} g_\varepsilon(0, \cdot, v) \, dv - 1 \right\|_{B^{\delta}_{\varepsilon}} \leq \eta,
\]

as well as the support condition (1.67), such that, for all \( \varepsilon > 0, \)

\[
W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq \left[ \exp(4C\varepsilon^{-2}) \right]^{-1}
\]

for \( C \) sufficiently large with respect to \( C_0, C_1. \)

• (Convergence of data) \( g_\varepsilon(0) \) has a limit \( g(0) \) in the sense of distributions as \( \varepsilon \to 0. \)

Let \( f_\varepsilon \) denote the unique solution of (3.1) with bounded density and initial datum \( f_\varepsilon(0). \) Then there exists a time horizon \( T_\varepsilon > 0, \) independent of \( \varepsilon \) but depending on the collection \( \{g_{0,\varepsilon}\}_\varepsilon, \) and a solution \( g \) of (3.2) on the time interval \([0, T_\varepsilon]\) with initial datum \( g(0), \) such that

\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T_\varepsilon]} W_1(f_\varepsilon(t), g(t)) = 0.
\]

The proof of this result is given in Chapter 3. The main idea is to develop a version of the \( W_2 \) stability estimate for the VPME system that is quantified with respect to the Debye length \( \varepsilon. \) This estimate is proved in Section 3.3. This estimate is used to control the distance between the solution \( f_\varepsilon \) with rough data and the analytic solution with data \( g_\varepsilon(0), \) which is already known to converge in the limit \( \varepsilon \to 0 \) due to Theorem 1.20.
1.7.3 Derivation of VPME from a System of Extended Ions

In Chapter 4, we consider the derivation of the VPME system from an underlying microscopic system. We use the ‘extended ions’ system (1.64)-(1.25) introduced in Section 1.6.3. Our main result is the following theorem.

**Theorem 1.24 (Regularised mean field limit).** Let \( d = 2, 3, \) and let \( f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) be a compactly supported choice of initial datum for (4.2). Let \( f \) denote the unique bounded density solution of the VPME system (1.11) with initial datum \( f(0) \). Fix \( T^* > 0 \).

Assume that \( r = r(N) \) and the initial configurations for (1.64)-(1.65) are chosen such that the corresponding empirical measures satisfy, for some sufficiently large constant \( C > 0 \), depending on \( T^* \) and the support of \( f(0) \),

\[
\limsup_{N \to \infty} \frac{W^2_2(f(0), \mu^N_r(0))}{r^{d + 2 + C \log r^{-1/2}}} < 1.
\]

Then the empirical measure \( \mu^N_r \) associated to the particle system dynamics starting from this configuration converges to \( f \):

\[
\lim_{N \to \infty} \sup_{t \in [0, T^*]} W_2(f(t), \mu^N_r(t)) = 0. \tag{1.68}
\]

In particular, suppose that \( f_0 \) has a finite \( k^{th} \) moment for some \( k > 4 \):

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} (|x|^k + |v|^k) f_0(\mathrm{d}x \, \mathrm{d}v) < +\infty.
\]

Choose \( r(N) = N^{-\gamma} \) for some \( \gamma \) satisfying

\[
\gamma < \frac{1}{d + 2} \min \left\{ \frac{1}{d}, 1 - \frac{4}{k} \right\}.
\]

For each \( N \), let the initial configurations for the regularised \( N \)-particle system (4.4) be chosen by taking \( N \) independent samples from \( f_0 \). Then (1.68) holds with probability one.

1.7.4 Derivation of Kinetic Euler Systems from Systems of Extended Charges

In Chapter 5, we derive the KInE (1.16) and KIsE (1.20) systems from underlying microscopic systems of extended charges.
1.7 Summary of Results

1.7.4.1 Kinetic Isothermal Euler

For the KIsE system, we consider the following system of extended ions, which is a version of (1.64)-(1.65) with quasi-neutral scaling:

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= -\chi_r \ast \nabla_x U(X_i),
\end{aligned}
\]

(1.69)

where \( U \) satisfies

\[\varepsilon^2 \Delta U = eU - \frac{1}{N} \sum_{i=1}^{N} \chi_r(x - X_i).\]

Recall that \( \chi_r \) is the scaled mollifier defined in (1.62). For this system, we prove the following convergence result. We state the result here for the case where the initial data for (1.69) are chosen randomly, by taking independent samples from a given law \( f_\varepsilon(0) \). See Theorem 5.3 in Chapter 5, Subsection 5.2.2 for a statement dealing with other initial configurations.

**Theorem 1.25** (From extended ions to kinetic isothermal Euler). Let \( d = 2 \) or \( 3 \), and let \( f_\varepsilon(0), g_\varepsilon(0) \) and \( g(0) \) satisfy the assumptions of Theorem 1.23. Let \( T_* > 0 \) be the maximal time of convergence from Theorem 1.23 and let \( g \) denote the solution of the KIsE system (5.5) with initial data \( g(0) \) on the time interval \([0, T_*]\) appearing in the conclusion of Theorem 1.23.

Let \( r = r(N) \) be of the form

\[r(N) = cN^{-\frac{1}{d+\eta} + \eta}, \quad \text{for some } \eta > 0, \ c > 0.\]

There exists a constant \( C \), depending on \( d, \eta, c \) and \( \{f_\varepsilon(0)\}_\varepsilon \), such that the following holds.

Let \( \varepsilon = \varepsilon(N) \) satisfy

\[\varepsilon(N) \geq \frac{C}{\sqrt{\log \log \log N}}, \quad \lim_{N \to \infty} \varepsilon(N) = 0.\]

For each \( N \), let the initial conditions for the regularised and scaled \( N \)-particle ODE system (1.69) be chosen randomly with law \( f_{\varepsilon(N)}(0)^{\otimes N} \). Let \( \mu_{\varepsilon,r}(t) \) denote the empirical measure associated to the solution of (1.69).

Then, with probability one,

\[\lim_{N \to \infty} \sup_{t \in [0, T_*]} W_1(\mu_{\varepsilon,r}(t), g(t)) = 0.\]
1.7.4.2 Kinetic Incompressible Euler

We also prove a similar result for the KInE system. For the microscopic model, we consider the following system of extended electrons:

\[
\begin{aligned}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{\varepsilon^{-2}}{N} \sum_{j \neq i} \chi_r \ast K_{\text{per}} \ast \chi_r(X_i - X_j).
\end{aligned}
\]

In this case, we choose configurations for the particle system that approximate initial data \( f_\varepsilon(0) \) for the Vlasov-Poisson system (1.5) for which the quasi-neutral limit holds. Specifically, we assume that \( f_\varepsilon(0) \) satisfy the assumptions of the rough data result of Han-Kwan–Iacobelli [43]. These assumptions are stated below.

**Assumption 1 (KInE, \( d = 2, 3 \)).** The data \( f_\varepsilon(0) \) satisfy the following:

(i) There exists \( C_0 \) independent of \( \varepsilon \) such that

\[
\| f_\varepsilon(0) \|_{L^\infty} \leq C_0, \quad \phi_{\varepsilon}^{\text{VP}}(f_\varepsilon(0)) \leq C_0.
\]

(ii) (Control of support) For some \( \gamma > 0 \),

\[
f_\varepsilon(0, x, v) = 0 \quad \text{for} \quad |v| > \varepsilon^{-\gamma}.
\]  

(iii) (Analytic + perturbation) There exist functions \( g_\varepsilon(0) \) satisfying (1.70) and

\[
\sup_{\varepsilon \in (0, 1)} \sup_{v \in \mathbb{R}^d} (1 + |v|^{d+1}) \| g_\varepsilon(0, \cdot, v) \|_{B_{\delta_0}} \leq C,
\]

such that

\[
W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq \left[ \exp \left( C\varepsilon^{-(2+d\zeta)} \right) \right]^{-1},
\]

for \( C > 0 \) sufficiently large, where \( \zeta = \zeta(\gamma) \) is defined as follows:

- For \( d = 2 \), we fix any \( \delta > 2 \) and let

\[
\zeta = \max \{ \gamma, \delta \}.
\]

- For \( d = 3 \) we let

\[
\zeta = \max \left\{ \gamma, \frac{38}{3} \right\}.
\]
We then have the following result.

**Theorem 1.26.** Let $d = 2$ or $3$. For each $\epsilon > 0$, let $f_\epsilon(0)$ satisfy Assumption 1. Suppose that $g_\epsilon(0)$ has a limit $g(0)$ in the sense of distributions as $\epsilon$ tends to zero. There exists $T_\ast > 0$ and a solution $g(t)$ of (1.16) on the time interval $[0, T_\ast]$ such that the following holds.

Fix $T \leq T_\ast$ and $\alpha > 0$. There exist constants $A_T, C_T$ depending on $T, \alpha$ and $\{f_\epsilon(0)\}_\epsilon$ such that the following holds. Let $r = r(N), \epsilon = \epsilon(N)$ satisfy

$$r = A_T N^{-\frac{1}{d(d+2)}} + \alpha, \quad \epsilon \geq C_T (\log N)^{-\frac{1}{2(d+\xi)}}$$

Then, if the initial $N$-particle configurations $[Z_\epsilon^i(0)]_{i=1}^N$ are chosen by taking $N$ independent samples from $f_\epsilon(0)$, with probability one the following limit holds:

$$\lim_{N \to \infty} \sup_{t \in [0, T]} W_1(\bar{\mu}_{\epsilon, r}^N(t), g(t)) = 0,$$

where

- $\mu_{\epsilon, r}^N(t)$ denotes the empirical measure corresponding to the solution of (5.4) with initial datum $[Z_\epsilon^i(0)]_{i=1}^N$;

- $\bar{\mu}_{\epsilon, r}^N(t)$ is the measure constructed by filtering $\mu_{\epsilon, r}^N(t)$ using the corrector $R_\epsilon$ defined in (1.53), according to Definition 5 in Chapter 5, Subsection 5.2.1.1, using the given choice of $f_\epsilon(0)$ and $g(0)$. 
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The Vlasov-Poisson System with Massless Electrons

Global Well-posedness in Two and Three Dimensions
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In this chapter, we prove global-in-time well-posedness results for the Vlasov-Poisson system with massless electrons (VPME) in dimension $d = 2, 3$. Recall that VPME is a kinetic model for the ions in a plasma. We introduced this model from a physical perspective in Section 1.2.2. On the torus, the system reads as follows:

$$\begin{align*}
(VPME) &:= \left\{ \begin{array}{l}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0,
E = -\nabla_x U, \\
\Delta_x U = eU = \int_{R^d} f dv = eU - \rho, \\
|f|_{t=0} = f(0) \geq 0, \int_{T^d \times R^d} f(0, x, v) dx dv = 1.
\end{array} \right. 
\end{align*}$$

Global well-posedness of the VPME system was shown in the one dimensional case in Han-Kwan–Iacobelli [43]. In three dimensions, Bouchut [17] proved the global-in-time existence of weak solutions. However, global existence of strong solutions was not proved in dimensions higher than one.

In this chapter, we prove global-in-time existence of strong solutions of the VPME system in dimensions $d = 2$ and $d = 3$, for compactly supported data. We also prove the uniqueness of solutions with bounded density.

These results provide analogues of two important results for the classical Vlasov-Poisson system (1.5). Our uniqueness result is comparable to the result of Loeper [65] for the classical system. We also prove a global existence result in the style of Batt and Rein [10] for solutions on the torus for $d = 2, 3$.

The key step in our analysis is a decomposition of the electric field. We are able to show that the electric field in the VPME system behaves like a perturbation of the electric field in the classical Vlasov-Poisson system (1.5). This perturbation is general more regular than the remainder of the electric field. This key observation allows known methods for the classical system to be adapted to the VPME case. We demonstrate this in full for the results mentioned above.
2.1 Statement of Results

The aim of this chapter is to prove the following results. Together they provide, for \( d = 2, 3 \), global existence of solutions of the VPME system (2.1), for a general class of data, as well as uniqueness for solutions with bounded density.

2.1.1 Uniqueness of Solutions With Bounded Density

**Theorem 2.1** (Uniqueness for solutions with bounded density). Let \( d = 2, 3 \). Let \( f_0 \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d) \) with \( \rho[f_0] \in L^\infty(\mathbb{T}^d) \). Fix a final time \( T > 0 \). Then there exists at most one solution \( f \in C([0,T]; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \) of the system (2.1), with initial datum \( f_0 \), such that \( \rho[f] \in L^\infty([0,T];L^\infty(\mathbb{T}^d)) \).

Moreover, we have a quantitative stability estimate. Let \( f, g \) be solutions of the VPME system (2.1) such that

\[
\sup_{t \in [0,T]} \|\rho[f(t)]\|_{L^\infty(\mathbb{T}^d)}, \quad \sup_{t \in [0,T]} \|\rho[g(t)]\|_{L^\infty(\mathbb{T}^d)} \leq M
\]

for some constant \( M > 0 \). Then there exists \( C > 0 \) depending on \( M \) such that for all \( t \in [0,T] \),

\[
W_2(f(t), g(t)) \leq \begin{cases} 
\exp \left[ C \left( 1 + \log \frac{W_2(f(0), g(0))}{4\sqrt{d}} \right) e^{-Ct} \right] & \text{if } W_2(f(0), g(0)) \leq d \\
W_2(f(0), g(0)) e^{Ct} & \text{if } W_2(f(0), g(0)) > d.
\end{cases}
\]

The proof of this theorem is given in Section 2.6.

2.1.2 Global Existence of Solutions

We prove a result of global-in-time existence, analogous to that of Batt and Rein [10] for the Vlasov-Poisson system (1.5). The following theorem is proved in Sections 2.7 and 2.9.

**Theorem 2.2** (Existence of solutions with bounded density). Let \( d = 2, 3 \). Consider an initial datum \( f_0 \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) with compact support in \( \mathbb{T}^d \times \mathbb{R}^d \). Then there exists a global in time solution \( f \in C([0,\infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \) of (1.11) with initial data \( f_0 \). This solution has bounded density, locally in time:

\[
\rho_f \in L^\infty_{loc}([0,\infty);L^\infty(\mathbb{T}^d)).
\]
2.2 Strategy

The core of this chapter is an analysis of the electric field $E$ in the VPME system, which is carried out in Sections 2.4 and 2.5. We prove integrability and regularity estimates on $E$ in terms of integrability estimates on $\rho_f$, as well as estimates on the stability of $E$ with respect to $\rho_f$. We have discussed in Sections 1.3 and 1.4 that this is the key information needed when studying well-posedness for a nonlinear equation of Vlasov type.

The fundamental step in our analysis is a decomposition of $E$. For example, in the torus case we write $E$ as $\bar{E} + \hat{E}$ where

$$\bar{E} = -\nabla \bar{U}, \quad \hat{E} = -\nabla \hat{U},$$

and $\bar{U}$ and $\hat{U}$ solve respectively

$$\Delta \bar{U} = 1 - \rho_f, \quad \Delta \hat{U} = e^{\bar{U} + \hat{U}} - 1.$$ 

This decomposition was previously used in [44] for the one dimensional case.

The advantage of this decomposition is that it allows us to think of $E$ as a perturbation of the electric field $\bar{E}$ that we would have in the classical Vlasov-Poisson system (1.5). Moreover, the perturbation $\hat{E}$ depends on $\rho_f$ only through $\bar{U}$, which will be smoother than $\rho_f$ due to the regularising properties of the Poisson equation. We might therefore expect $\hat{U}$ to have higher order regularity than $\bar{U}$, and this is indeed what we find (see Proposition 2.4). For this reason we sometimes refer to $\bar{U}$ as the ‘singular’ part of the potential, and $\hat{U}$ as the ‘regular’ or ‘smooth’ part.

The challenging part of the analysis of $\hat{U}$ is that it satisfies an equation with an exponential nonlinearity. It turns out that, even though the nonlinearity is exponential, it has a helpful sign which allows it to be controlled. We show this using techniques from Calculus of Variations. This strategy was also used in the one-dimensional case in [44]. Here we are able to extend these results to higher dimensions.

These regularity estimates allow us to adapt methods developed for the classical Vlasov-Poisson system to the VPME case. In Section 2.6, we prove Theorem 2.1 on the uniqueness of bounded density solutions. The strategy is to prove a $W_2$ stability estimate on solutions, with respect to their initial data. This proof follows the strategy of Loeper [65].

In Section 2.9, we construct global-in-time solutions of the VPME system on the torus (2.1). Our approach follows the method of Batt and Rein [10] for the classical Vlasov-Poisson system, which is in itself an adaptation of the methods of Pfaffelmoser [74] and Schaeffer [79] to the torus. The key step is to control the growth of the size of the support of $f_t$ in $\mathbb{T}^d \times \mathbb{R}^d$. 

In Section 2.8, we prove the existence of unique solutions to a regularised version of the VPME system. This will allow us to complete the existence proof by an approximation argument. This result is not quite covered in the existing literature to our knowledge, because the electric field $E$ in the VPME system cannot be written in the form

$$E = F \ast \rho$$

for some $F$. Instead, the coupling between $E$ and $\rho$ is nonlinear. However, the estimates in Sections 2.4 and 2.5 allow us to adapt well-known methods for Vlasov equations with smooth interactions, which we presented in Section 1.3, to our approximating system.

### 2.3 Basic Estimates

In this section, we summarise some basic estimates for solutions of the VPME system. In a similar spirit to Section 1.4.1, we look at the a priori estimates we can expect to have on solutions, based on the conservation laws of the system.

#### 2.3.1 $L^p(\mathbb{T}^d \times \mathbb{R}^d)$ Estimates

Solutions $f$ of the VPME system solve a transport equation with a divergence free vector field. If $f_0 \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$, we therefore have uniform in time estimates on the $L^p(\mathbb{T}^d \times \mathbb{R}^d)$ norms of $f$.

**Lemma 2.3.** Assume that $f_0 \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$. Let $f$ be a solution of (2.1). Then, for all $p \in [1, \infty]$, 

$$\|f_t\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \|f_0\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}^{\frac{1}{p}} \|f_0\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)}^{1-\frac{1}{p}}.$$

#### 2.3.2 Energy

The system (2.1) has an associated energy functional:

$$E^{\text{ME}}[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dv + \frac{1}{2} \int_{\mathbb{T}^d} |\nabla U|^2 \, dx + \int_{\mathbb{T}^d} U e^U \, dx. \quad (2.2)$$

This functional is conserved by the evolution for smooth solutions.

The conservation of the energy functional provides a uniform estimate on the second moment of $f$ in velocity, or, in other words, the kinetic energy of $f$. In Section 1.4.1, we discussed a similar property for the classical Vlasov-Poisson system. For the classical system
this implication is immediate because both terms in the classical energy (1.46) are non-negative.

For the VPME energy functional (2.2), we need to deal with the fact that some of the terms may be negative. In particular, we need to consider possible values of the function \( x \mapsto xe^x \) for \( x \in \mathbb{R} \). Since

\[
\frac{d}{dx} (xe^x) = (x + 1)e^x,
\]

it follows that, for all \( x \in \mathbb{R} \),

\[
x e^x \geq (xe^x)|_{x=-1} = -e^{-1}.
\]

Consequently, bounds on the total energy \( \mathcal{E}_{ME} \) imply bounds on the kinetic energy:

\[
\frac{1}{2} \int_{T^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv \leq \mathcal{E}_{ME}[f] + e^{-1}.
\]

(2.3)

2.3.3 Estimates on the Mass Density

As discussed in Section 1.4.1, it is possible to deduce \( L^p(T^d) \) estimates on the mass density \( \rho_f \) from estimates on the moments of the full phase-space density \( f \). Using the bound (2.3) on the kinetic energy, we can therefore obtain the same \( L^{d+2}(\mathbb{T}^d) \) estimate on \( \rho_f \) as in the classical case, using the interpolation estimate from Lemma 1.12. Since the energy functionals are formally conserved by their respective equations, this estimate is uniform in time. That is, we can expect a uniform bound of the form

\[
\|\rho_f(t, \cdot)\|_{L^{d+2}(\mathbb{T}^d)} \leq C(d, f_0).
\]

(2.4)

The constant \( C(f_0) \) depends on the initial datum \( f_0 \) through the relation

\[
C(d, f_0) = C_d \left( \mathcal{E}_{ME}[f_0] + e^{-1} \right)^{\frac{d}{d+2}} \left\| f_0 \right\|^2_{L^\infty(T^d \times \mathbb{R}^d)},
\]

where \( C_d \) is a dimension dependent constant.

In the next section, we will derive regularity estimates on the electric field in terms of integrability estimates on \( \rho_f \). The crucial point is that we will be able to derive estimates on the smooth part of the potential \( \hat{U} \) that depend on the \( L^{d+2}(\mathbb{T}^d) \) norm of \( \rho_f \), and are therefore uniform in time.
2.4 Regularity of the Electric Field

In this section we prove several key regularity estimates on the electric field in the VPME system. These estimates will ultimately show that the electric field in the VPME case is a smooth perturbation of the field in the classical case. This fact will allow us to adapt the existing techniques for proving well-posedness of the Vlasov-Poisson system to the massless electron model.

The strategy is based on the following decomposition of the electric field. We let $E = \bar{E} + \hat{E}$, where

$$
\bar{E} = -\nabla \bar{U}, \quad \hat{E} = -\nabla \hat{U},
$$

and $\bar{U}$ and $\hat{U}$ solve respectively

$$
\Delta \bar{U} = 1 - \rho_f, \quad \Delta \hat{U} = e^{\bar{U}} + \hat{U} - 1.
$$

We impose without loss of generality that $\bar{U}$ has zero mean over the torus:

$$
\int_{T^d} \bar{U} \, dx = 0.
$$

Notice that in this way $U := \bar{U} + \hat{U}$ solves

$$
\Delta U = e^{U} - \rho_f.
$$

We consider charge densities $\rho_f \in L^\infty(T^d)$, since the solutions of VPME we will work with will have densities in this class. We want to derive integrability and regularity estimates on $E$, assuming that $\rho_f$ has this degree of integrability. In particular, the aim is to give estimates in terms of the $L^{d+2}$ norm and $L^\infty$ norm of $\rho_f$. The $L^{d+2}$ norm is of interest because the conservation of energy for the VPME system provides a uniform-in-time bound on this quantity.

Our aim is to prove the following proposition.

**Proposition 2.4** (Regularity estimates on $\bar{U}$ and $\hat{U}$). Let $d = 2, 3$. Let $h \in L^\infty(T^d)$. Then there exist unique $\bar{U} \in W^{1,2}(T^d)$ with zero mean and $\hat{U} \in W^{1,2}(T^d)$ satisfying

$$
\Delta \bar{U} = 1 - h, \quad \Delta \hat{U} = e^{\bar{U}} + \hat{U} - 1.
$$
Moreover we have the following estimates: for some constant $C_{\alpha,d} > 0$,

$$\|\bar{U}\|_{C^0(T^d)} \leq C_{\alpha,d} \left(1 + \|h\|_{L^{d+2}(T^d)}\right), \quad \alpha \in \begin{cases} (0,1) & \text{if } d = 2 \\ (0, \frac{1}{3}) & \text{if } d = 3. \end{cases}$$

$$\|\bar{U}\|_{C^1(T^d)} \leq C_{\alpha,d} \left(1 + \|h\|_{L^{\infty}(T^d)}\right), \quad \alpha \in (0,1)$$

$$\|\hat{U}\|_{C^1(T^d)} \leq C_{\alpha,d} \exp\left(C_{\alpha,d} \left(1 + \|h\|_{L^{d+2}(T^d)}\right)\right), \quad \alpha \in (0,1)$$

$$\|\hat{U}\|_{C^2(T^d)} \leq C_{\alpha,d} \exp\left(C_{\alpha,d} \left(1 + \|h\|_{L^{d+2}(T^d)}\right)\right), \quad \alpha \in \begin{cases} (0,1) & \text{if } d = 2 \\ (0, \frac{1}{3}) & \text{if } d = 3. \end{cases}$$

The remainder of this section is structured as follows:

(i) In Section 2.4.1, we discuss the existence and regularity of $\bar{U}$, which is based on standard theory for the Poisson equation.

(ii) In Section 2.4.2, we prove the existence of $\hat{U}$, given $\bar{U}$ with the regularity derived above. Our proof uses techniques from the calculus of variations.

(iii) In Section 2.4.3, we prove energy estimates on $\hat{U}$. These estimates imply regularity for $\hat{U}$ using the regularity theory of the Poisson equation.

### 2.4.1 Regularity of $\bar{U}$

The regularity estimates on $\bar{U}$ are based on the analysis of the following Poisson equation

$$\Delta \bar{U} = 1 - h.$$

The existence of a solution $\bar{U} \in W^{1,2}(T^d)$, unique up to additive constants, for $h \in L^2(T^d) \supset L^{\infty}(T^d)$ is well-known - see for example [28, Chapter 6]. Choosing a solution with zero mean then specifies $\bar{U}$ uniquely. In the following lemma, we recall some standard elliptic regularity estimates for this solution, that follow from Calderón-Zygmund estimates for the Laplacian [30, Section 9.4], and Sobolev inequalities.

**Lemma 2.5.** Let $\bar{U} \in W^{1,2}(T^d)$ have zero mean and satisfy

$$\Delta \bar{U} = h.$$
(i) If $h \in L^d \left( \mathbb{R}^d \right)$, then for all $\alpha \in (0, 1)$, if $d = 2$, or $\alpha \in (0, \frac{1}{2}]$ if $d = 3$, there exists a constant $C_{\alpha, d} > 0$ such that

$$\| \bar{U} \|_{C^{0, \alpha} \left( \mathbb{R}^d \right)} \leq C_{\alpha, d} \left( 1 + \| h \|_{L^{d+2} \left( \mathbb{R}^d \right)} \right).$$

(ii) If $h \in L^\infty \left( \mathbb{R}^d \right)$, then for any $\alpha \in (0, 1)$, there exists a constant $C_{\alpha, d}$ such that

$$\| \bar{U} \|_{C^{1, \alpha} \left( \mathbb{R}^d \right)} \leq C_{\alpha, d} \| h \|_{L^\infty \left( \mathbb{R}^d \right)}.$$

In order to prove estimates on the VPME system, we would ideally like to have good control of the regularity of the electric field, especially the singular part $\nabla \bar{U}$. The estimates in Lemma 2.5 are not quite strong enough to provide Lipschitz regularity for $\nabla \bar{U}$. However, a log-Lipschitz estimate is available. We stated this as Lemma 1.11 in the introduction and gave a proof there. Below, we recall the statement.

Lemma 2.6 (Log-Lipschitz regularity of $\bar{E}$). Let $\bar{U}$ be a solution of

$$\Delta \bar{U} = h$$

for $h \in L^\infty \left( \mathbb{T}^d \right)$. Then

$$| \nabla \bar{U}(x) - \nabla \bar{U}(y) | \leq C_d \| h \|_{L^\infty \left( \mathbb{T}^d \right)} |x - y| \left( 1 + \log \left( \frac{\sqrt{d}}{|x - y|} \right) \right)\left[ 1, |x - y| \leq \sqrt{d} \right].$$

2.4.2 Existence of $\hat{U}$

In this section we prove the existence of a solution $\hat{U}$ of the equation

$$\Delta \hat{U} = e^{\hat{U}} + \hat{U} - 1,$$  \hfill (2.5)

under the condition that $\hat{U} \in \hat{W}^{1.2} \cap L^\infty \left( \mathbb{T}^d \right)$. By Lemma 2.5, when we consider solutions of the VPME system (2.1), we expect $\hat{U}$ to have this regularity. Our strategy is to seek a minimiser of the functional

$$h \mapsto \mathcal{J} [h] := \int_{\mathbb{T}^d} \frac{1}{2} |\nabla h|^2 + \left( e^{\hat{U} + h} - h \right) \, dx$$

in the space $h \in W^{1.2} \left( \mathbb{T}^d \right)$. We then use the fact that equation (2.5) is the Euler-Lagrange equation of this minimisation problem to conclude that the minimiser is a solution of (2.5).

The following lemma holds in any dimension $d$. 
Lemma 2.7 (Existence of a Unique Minimiser). Let \( \bar{U} \in \dot{W}^{1,2} \cap L^\infty(\mathbb{T}^d) \). Then there exists a unique \( \bar{U} \in W^{1,2}(\mathbb{T}^d) \) such that

\[
\mathcal{J}[\bar{U}] = \inf_{h \in W^{1,2}(\mathbb{T}^d)} \mathcal{J}[h].
\]

Proof. The uniqueness of minimisers follows from the fact that \( \mathcal{J} \) is a strictly convex functional.

We prove existence of a minimiser using the direct method of the calculus of variations. Consider a minimising sequence \((h_k)_{k \in \mathbb{N}}\) such that, as \( k \) tends to infinity,

\[
\mathcal{J}[h_k] \to \inf_{h \in W^{1,2}(\mathbb{T}^d)} \mathcal{J}[h].
\]

We will show that \( h_k \) is uniformly bounded in \( W^{1,2}(\mathbb{T}^d) \). This will allow us to extract a convergent subsequence. Since \( \bar{U} \in \dot{W}^{1,2} \cap L^\infty(\mathbb{T}^d) \) and the torus has finite measure, in fact \( \bar{U} \in W^{1,2}(\mathbb{T}^d) \) by monotonicity of \( L^p \) norms. Therefore, for \( k \) sufficiently large,

\[
\mathcal{J}[h_k] \leq \mathcal{J}[-\bar{U}] = \|\nabla \bar{U}\|_{L^2(\mathbb{T}^d)}^2 + \int_{\mathbb{T}^d} (1 + \bar{U}) \, dx \leq \|\nabla \bar{U}\|_{L^2(\mathbb{T}^d)}^2 + 1 + \|\bar{U}\|_{L^\infty(\mathbb{T}^d)} =: C_1. \tag{2.6}
\]

The constant \( C_1 \) is finite since \( \bar{U} \in \dot{W}^{1,2} \cap L^\infty(\mathbb{T}^d) \).

We observe that

\[
e^{\bar{U} + s} - s = e^{\bar{U}} e^s - s \geq e^{-\|\bar{U}\|_{L^\infty(\mathbb{T}^d)}} e^s - s \geq s^2 - C_2,
\]

for some constant \( C_2 \) depending on \( \|\bar{U}\|_{L^\infty(\mathbb{T}^d)} \) only. Thus

\[
\int_{\mathbb{T}^d} e^{\theta + h_k} - h_k \, dx \geq \int_{\mathbb{T}^d} h_k^2 - C_2 \, dx. \tag{2.7}
\]

By equations (2.6) and (2.7),

\[
\int_{\mathbb{T}^d} \frac{1}{2} |\nabla h_k|^2 + (h_k^2 - C_2) \, dx \leq \mathcal{J}[h_k] \leq C_1 + 1.
\]

Thus the sequence \((h_k)_{k \in \mathbb{N}}\) is bounded in \( W^{1,2}(\mathbb{T}^d) \), uniformly in \( k \):

\[
\|\nabla h_k\|_{L^2(\mathbb{T}^d)} + ||h_k||_{L^2(\mathbb{T}^d)} \leq C_3,
\]
where the constant $C_3$ is independent of $k$.

By weak compactness of $W^{1,2}(\mathbb{T}^d)$, up to a subsequence $h_k$ converges weakly in $W^{1,2}(\mathbb{T}^d)$ to a function $\hat{U}$:

$$h_k \rightharpoonup \hat{U} \quad \text{in } W^{1,2}(\mathbb{T}^d).$$

Since $W^{1,2}(\mathbb{T}^d)$ is compactly embedded in $L^2(\mathbb{T}^d)$, we also have strong convergence:

$$h_k \rightarrow \hat{U} \quad \text{in } L^2(\mathbb{T}^d).$$

Then, up to a further subsequence, we have

$$h_k \rightarrow \hat{U} \quad \text{a.e.}$$

To show that $\hat{U}$ is indeed a minimiser, we prove that $\mathcal{J}$ is lower semicontinuous. By the weak convergence of $h_k$ to $\hat{U}$ in $W^{1,2}(\mathbb{T}^d)$ and by strong convergence in $L^2(\mathbb{T}^d)$,

$$\liminf_{k \to \infty} \int_{\mathbb{T}^d} \frac{1}{2} |\nabla h_k|^2 \, dx \geq \int_{\mathbb{T}^d} \frac{1}{2} |\nabla \hat{U}|^2 \, dx,$$

since the norm is lower semicontinuous under weak convergence. Strong convergence in $L^2(\mathbb{T}^d)$ implies strong convergence in $L^1(\mathbb{T}^d)$, and therefore

$$\lim_{k \to \infty} \int_{\mathbb{T}^d} h_k \, dx = \int_{\mathbb{T}^d} \hat{U} \, dx.$$

By Fatou’s Lemma,

$$\liminf_{k \to \infty} \int_{\mathbb{T}^d} e^{\hat{U} + h_k} \, dx \geq \int_{\mathbb{T}^d} \liminf_{k \to \infty} e^{\hat{U} + h_k} \, dx = \int_{\mathbb{T}^d} e^{\hat{U} + \hat{U}} \, dx.$$

We conclude that

$$\lim_{k \to \infty} \mathcal{J}[h_k] \geq \mathcal{J}[\hat{U}],$$

which proves that $\hat{U}$ is a minimiser.

Next, we check that the minimiser $\hat{U}$ solves the Euler-Lagrange equation (2.5). Again this holds in any dimension $d$.

**Lemma 2.8** (Euler-Lagrange Equation). Let $\bar{U} \in W^{1,2} \cap L^\infty(\mathbb{T}^d)$ and let $\hat{U} \in W^{1,2}(\mathbb{T}^d)$ be the unique minimiser of $\mathcal{J}$ whose existence was proved in Lemma 2.7. Then $\hat{U}$ is a weak solution of equation (2.5).
Proof. First observe that, by definition of a minimiser,
\[ J[\hat{U}] \leq J[-\bar{U}] < +\infty. \]

Explicitly, by definition of \( J \),
\[ \int_{\mathbb{T}^d} \frac{1}{2} |\nabla \hat{U}|^2 + \left( e^\varphi e^\hat{U} - \hat{U} \right) \, dx \leq J[-\bar{U}] < +\infty. \]

Since \( \hat{U} \in W^{1,2}(\mathbb{T}^d) \), by monotonicity of norms on the torus we have \( \hat{U} \in L^1(\mathbb{T}^d) \). From this we deduce that
\[ \int_{\mathbb{T}^d} e^\varphi e^\hat{U} \, dx < +\infty. \]

Since \( \|\bar{U}\|_{L^\infty(\mathbb{T}^d)} \) is finite, it follows that
\[ \int_{\mathbb{T}^d} e^\bar{U} \, dx < +\infty. \]

 Altogether, we have \( \nabla \hat{U} \in L^2(\mathbb{T}^d), \hat{U} \in L^1(\mathbb{T}^d), e^\varphi \in L^\infty(\mathbb{T}^d), \) and \( e^\hat{U} \in L^1(\mathbb{T}^d). \)

We now show that \( \hat{U} \) is a weak solution of (2.5). Let \( \phi \in C_c^\infty, \eta > 0 \). By minimality of \( \hat{U} \),
\[ J[\hat{U}] \leq J[\hat{U} + \eta \phi]. \]

Then,
\[
0 \leq \frac{J[\hat{U} + \eta \phi] - J[\hat{U}]}{\eta} = \frac{1}{\eta} \left( \int_{\mathbb{T}^d} \frac{1}{2} |\nabla \hat{U} + \eta \nabla \phi|^2 - \frac{1}{2} |\nabla \hat{U}|^2 \, dx \right) \\
+ \frac{1}{\eta} \left( \int_{\mathbb{T}^d} e^\varphi e^{\hat{U} + \eta \phi} - e^\varphi e^{\hat{U}} \, dx \right) + \frac{1}{\eta} \left( \int_{\mathbb{T}^d} - (\hat{U} + \eta \phi) + \hat{U} \, dx \right) \\
= \int_{\mathbb{T}^d} \nabla \hat{U} \cdot \nabla \phi + \frac{\eta |
abla \phi|^2}{2} \, dx + \int_{\mathbb{T}^d} e^\varphi e^{\hat{U} + \eta \phi} \frac{e^\eta \phi - 1}{\eta} \, dx - \int_{\mathbb{T}^d} \phi \, dx.
\]

In the limit as \( \eta \) goes to 0 we obtain, for all \( \phi \in C_c^\infty(\mathbb{T}^d) \),
\[
0 \leq \lim_{\eta \to 0} \frac{J[\hat{U} + \eta \phi] - J[\hat{U}]}{\eta} = \int_{\mathbb{T}^d} \nabla \hat{U} \cdot \nabla \phi \, dx + \int_{\mathbb{T}^d} e^{\hat{U} + \eta \phi} \, dx - \int_{\mathbb{T}^d} \phi \, dx.
\]
Since the latter inequality is valid both for \( \phi \) and for \(-\phi\), we have that, for all \( \phi \in C_c^\infty(\mathbb{T}^d) \),

\[
0 = \int_{\mathbb{T}^d} \nabla \hat{U} \cdot \nabla \phi + \left( e^{\bar{U}+\hat{U}} - 1 \right) \phi \, dx.
\] (2.8)

This implies that \( \hat{U} \) is a weak solution of the equation

\[
\Delta \hat{U} = e^{\bar{U}+\hat{U}} - 1 \quad \text{on} \quad \mathbb{T}^d,
\]

which completes the proof.

2.4.3 Regularity of \( \hat{U} \)

In this section, we prove regularity estimates on \( \hat{U} \).

**Lemma 2.9 (Regularity of \( \hat{U} \)).**

(i) Let \( \bar{U} \in W^{1,2} \cap L^\infty(\mathbb{T}^d) \), with the estimate

\[
\| \bar{U} \|_{L^\infty(\mathbb{T}^d)} \leq M_1.
\]

Let \( \hat{U} \in W^{1,2}(\mathbb{T}^d) \) be the solution of (2.5) constructed in Section 2.4.2. Then \( \hat{U} \in C^{1,\alpha}(\mathbb{T}^d) \) for any \( \alpha \in (0,1) \), with the estimate

\[
\| \hat{U} \|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C \left( 1 + e^{2M_1} \right).
\]

(ii) Let \( \bar{U} \in W^{1,2} \cap C^{0,\alpha}(\mathbb{T}^d) \) for some \( \alpha \in (0,1) \), with the estimate

\[
\| \bar{U} \|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2.
\]

Then \( \hat{U} \in C^{2,\alpha}(\mathbb{T}^d) \) with

\[
\| \hat{U} \|_{C^{2,\alpha}(\mathbb{T}^d)} \leq C \exp \left[ C \left( M_1 + (1 + e^{2M_1}) \right) \right] \left( M_2 + (1 + e^{2M_1}) \right).
\]

**Proof.** Our general strategy will be to consider the equation satisfied by \( \hat{U} \):

\[
\Delta \hat{U} = e^{\bar{U}+\hat{U}} - 1,
\] (2.9)

which we think of as a Poisson equation with source \( e^{\bar{U}+\hat{U}} - 1 \). The aim is to make use of standard regularity estimates for the Poisson equation in order to deduce the required regularity for \( \hat{U} \). The first part of the statement follows from Calderón-Zygmund estimates and Sobolev embedding, while the second part makes use of Schauder estimates. However, in order to
implement this strategy, we must first prove suitable \( L^p \) and Hölder estimates on the source term \( e^{\tilde{U}} + \tilde{U} - 1 \). We will obtain these using energy estimates on the equation (2.9).

To prove an \( L^p \) estimate on \( e^{\tilde{U}} + \tilde{U} \) for \( p > 1 \), the formal argument is to choose \( e^{(p-1)\tilde{U}} \) as a test function in the weak form of equation (2.9). Since

\[
\nabla e^{(p-1)\tilde{U}} = (p-1)e^{(p-1)\tilde{U}} \nabla \tilde{U},
\]

from (2.9) we obtain

\[
-(p-1) \int_{\mathbb{T}^d} |\nabla \tilde{U}|^2 e^{(p-1)\tilde{U}} \, dx = \int_{\mathbb{T}^d} \left( e^{\tilde{U}} e^{p\tilde{U}} - e^{(p-1)\tilde{U}} \right) \, dx.
\]

This implies that

\[
\int_{\mathbb{T}^d} e^{\tilde{U}} e^{p\tilde{U}} \, dx \leq \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}} \, dx.
\]

Bounding \( e^{\tilde{U}} \) from below using the \( L^\infty \) norm of \( \tilde{U} \), we obtain

\[
e^{-M_1} \int_{\mathbb{T}^d} e^{p\tilde{U}} \, dx \leq \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}} \, dx.
\]

In other words,

\[
\|e^{\tilde{U}}\|_{L^p(\mathbb{T}^d)}^p \leq e^{M_1} \|e^{\tilde{U}}\|_{L^{p-1}(\mathbb{T}^d)}^{p-1}.
\] (2.10)

To this we add an \( L^1(\mathbb{T}^d) \) estimate, which follows from the fact that \( e^{U} - 1 \) must have total integral zero: since \( \tilde{U} \) is a solution of (2.5), we have

\[
0 = \int_{\mathbb{T}^d} \Delta \tilde{U} \, dx = \int_{\mathbb{T}^d} e^{U} - 1 \, dx.
\]

Since \( U = \tilde{U} + \hat{U} \), it follows that

\[
1 = \int_{\mathbb{T}^d} e^{\tilde{U} + \hat{U}} \, dx \geq e^{-M_1} \int_{\mathbb{T}^d} e^{\tilde{U}} \, dx.
\]

Thus

\[
\|e^{\tilde{U}}\|_{L^1(\mathbb{T}^d)} = \int_{\mathbb{T}^d} e^{\tilde{U}} \, dx \leq e^{M_1}.
\]

Applying (2.10) in the case \( p = 2 \), we find that

\[
\|e^{\tilde{U}}\|_{L^2(\mathbb{T}^d)} \leq e^{M_1}.
\]

By induction we then obtain

\[
\|e^{\tilde{U}}\|_{L^n(\mathbb{T}^d)} \leq e^{M_1}
\] (2.11)
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for any integer $n$.

We now check that (2.10) can be obtained rigorously. The weak form of equation (2.9) is given in equation (2.8); that is, $\tilde{U}$ satisfies (2.8) for test functions $\phi \in C^\infty(\mathbb{T}^d)$. Since $e^U \in L^1(\mathbb{T}^d)$, this further extends to all $\phi \in L^\infty \cap W^{1,2}(\mathbb{T}^d)$ by a density argument. We therefore define a test function in $L^\infty \cap W^{1,2}(\mathbb{T}^d)$ that approximates $e^{(p-1)\tilde{U}}$.

Consider the truncated function

$$\tilde{U}_k := (\tilde{U} \wedge k), \quad \text{for all } k \in \mathbb{N}.$$  

Since $e^{(p-1)\tilde{U}_k} \in L^\infty(\mathbb{T}^d)$ and $\nabla \tilde{U} \in L^2(\mathbb{T}^d)$,

$$\nabla e^{(p-1)\tilde{U}_k} = (p-1)e^{(p-1)\tilde{U}_k}\nabla \tilde{U}_k = (p-1)e^{\tilde{U}_k}\nabla \tilde{U}_k \in L^2(\mathbb{T}^d);$$

thus $e^{(p-1)\tilde{U}_k} \in L^\infty \cap W^{1,2}(\mathbb{T}^d)$, and we can use it as a test function in equation (2.8):

$$0 = \int_{\mathbb{T}^d} \nabla \tilde{U} \cdot \nabla e^{(p-1)\tilde{U}_k} \, dx + \int_{\mathbb{T}^d} \left( e^{\tilde{U}} e^{(p-1)\tilde{U}_k} - e^{(p-1)\tilde{U}_k} \right) \, dx$$

$$= (p-1) \int_{\mathbb{T}^d} \nabla \tilde{U} \cdot e^{(p-1)\tilde{U}_k} \nabla \tilde{U}_k \chi_{\{\tilde{U}_k \leq 1\}} \, dx + \int_{\mathbb{T}^d} \left( e^{\tilde{U}} e^{(p-1)\tilde{U}_k} - e^{(p-1)\tilde{U}_k} \right) \, dx$$

$$= (p-1) \int_{\mathbb{T}^d} |\nabla \tilde{U}|^2 e^{(p-1)\tilde{U}_k} \chi_{\{\tilde{U}_k \leq 1\}} \, dx + \int_{\mathbb{T}^d} e^{\tilde{U}} e^{(p-1)\tilde{U}_k} \, dx - \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}_k} \, dx. \quad (2.12)$$

Since $\int_{\mathbb{T}^d} |\nabla \tilde{U}|^2 e^{(p-1)\tilde{U}_k} \chi_{\{\tilde{U}_k \leq 1\}} \, dx \geq 0$, and $e^{-M_1} \leq e^{\tilde{U}} \leq e^{M_1}$, (2.12) implies that

$$e^{-M_1} \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}_k} \leq \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}_k}.$$  

By definition of $\tilde{U}_k$ we have that $e^{(p-1)\tilde{U}_k}$ is increasing and converges monotonically to $e^{(p-1)\tilde{U}}$, hence by the Monotone Convergence Theorem

$$e^{-M_1} \int_{\mathbb{T}^d} e^{(p-1)\tilde{U}} = e^{-M_1} \int_{\mathbb{T}^d} e^{p\tilde{U}} \leq \int_{\mathbb{T}^d} e^{\tilde{U}}.$$  

Thus we obtain (2.10), which implies the $L^n$ estimate (2.11) for any integer $n$.

We now prove the desired estimates on $\tilde{U}$. For part (i) of the statement, we apply (2.11) for some $n > d$. Since

$$\|e^U\|_{L^n(\mathbb{T}^d)} = \|e^{\tilde{U} + \tilde{U}}\|_{L^n(\mathbb{T}^d)} \leq e^\|\tilde{U}\|_{L^n(\mathbb{T}^d)} \|e^{\tilde{U}}\|_{L^n(\mathbb{T}^d)} \leq e^{2M_1},$$

we have

$$\Delta \tilde{U} = e^{\tilde{U}} - e^{-1} \in L^n(\mathbb{T}^d),$$
with
\[ \| e^{\bar{U}} - 1 \|_{L^\infty(\mathbb{T}^d)} \leq 1 + e^{2M_1}. \]

By Calderón-Zygmund estimates for the Poisson equation [30, Section 9.4],
\[ \| \hat{U} \|_{W^{2,n}(\mathbb{T}^d)} \leq C_{n,d} \left( 1 + e^{2M_1} \right). \]

Using Sobolev embedding for \( n \) sufficiently large, we deduce that for any \( \alpha \in (0, 1) \), \( \hat{U} \in C^{1,\alpha}(\mathbb{T}^d) \), with
\[ \| \hat{U} \|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \left( 1 + e^{2M_1} \right). \]

For part (ii) of the statement, it is enough to prove a bound on the \( C^{0,\alpha}(\mathbb{T}^d) \) norm of \( \hat{U} \). This bound is provided by part (ii). Then, if
\[ \| \hat{U} \|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2, \]

we have
\[ \| U \|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2 + C_{\alpha,d} \left( 1 + e^{2M_1} \right), \]

and so
\[ \| e^U \|_{C^{0,\alpha}(\mathbb{T}^d)} \leq C \exp \left[ C \left( M_1 + (1 + e^{2M_1}) \right) \right] \left( M_2 + (1 + e^{2M_1}) \right). \]

Thus \( \Delta \hat{U} \in C^{0,\alpha}(\mathbb{T}^d) \).

We may then apply Schauder estimates [30, Chapter 4] to obtain \( \hat{U} \in C^{2,\alpha} \) with the following estimate:
\[ \| \hat{U} \|_{C^{2,\alpha}(\mathbb{T}^d)} \leq C \left( \| \hat{U} \|_{L^\infty(\mathbb{T}^d)} + \| e^U - 1 \|_{C^{0,\alpha}(\mathbb{T}^d)} \right) \]
\[ \leq C \exp \left[ C \left( M_1 + (1 + e^{2M_1}) \right) \right] \left( M_2 + (1 + e^{M_1}) \right). \]

This completes the proof of part (ii).

\[ \square \]

### 2.5 Stability of the Electric Field

In this section we study the stability of the electric field \( E = -\nabla U \) with respect to the charge density \( \rho_f \). This is one of the key estimates needed to prove the uniqueness of solutions with bounded density. Our aim is to prove a version of the following estimate for the singular part \( \bar{E} \), due to Loeper [65].
Lemma 2.10 (Loeper-type estimate for Poisson’s equation). For each $i = 1, 2$, let $h_i \in L^\infty(\mathbb{T}^d)$ be a probability density function:

$$h_i \geq 0, \quad \int_{\mathbb{T}^d} h_i(x) \, dx = 1.$$  

Let $\bar{U}_i$ be a solution of

$$\Delta \bar{U}_i = h_i - 1.$$  

Then

$$\|\nabla \bar{U}_1 - \nabla \bar{U}_2\|_{L^2(\mathbb{T}^d)}^2 \leq \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1, h_2).$$

The main result of this section is the following proposition:

Proposition 2.11. For each $i = 1, 2$, let $\bar{U}_i$ be a solution of

$$\Delta \bar{U}_i = h_i - 1,$$

where $h_i \in L^\infty \cap L^{(d+2)/d}(\mathbb{T}^d)$. Then

$$\|\nabla \bar{U}_1 - \nabla \bar{U}_2\|_{L^2(\mathbb{T}^d)}^2 \leq \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1, h_2).$$

Now, in addition, let $\hat{U}_i$ be a solution of

$$\Delta \hat{U}_i = e^{\bar{U}_i} \bar{U}_i - 1. \quad (2.13)$$

Then

$$\|\nabla \hat{U}_1 - \nabla \hat{U}_2\|_{L^2(\mathbb{T}^d)}^2 \leq \exp \exp \left[ C_d \left( 1 + \max_i \|h_i\|_{L^{(d+2)/d}(\mathbb{T}^d)} \right) \right] \times \max_i \|h_i\|_{L^\infty(\mathbb{T}^d)} W_2^2(h_1, h_2).$$

Proof. We will show that

$$\|\nabla \hat{U}_1 - \nabla \hat{U}_2\|_{L^2(\mathbb{T}^d)}^2 \leq C \|\bar{U}_1 - \bar{U}_2\|_{L^2(\mathbb{T}^d)}^2, \quad (2.14)$$

The proposition then follows from the Poincaré inequality for zero mean functions:

$$\|\bar{U}_1 - \bar{U}_2\|_{L^2(\mathbb{T}^d)}^2 \leq C_d \|\nabla \bar{U}_1 - \nabla \bar{U}_2\|_{L^2(\mathbb{T}^d)}^2.$$  

We then apply the Loeper estimate from Lemma 2.10.
We now prove (2.14). For convenience, we define the constant
\[ A := \exp \left[ \max_i \| \bar{U}_i \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{\bar{U}}_i \|_{L^\infty(\mathbb{T}^d)} \right] \]
which will be fixed throughout the proof. Note that \( A \) can be controlled using Proposition 2.4,
\[ \| \bar{U}_i \|_{L^\infty(\mathbb{T}^d)} \leq C_d \left( 1 + \| h_i \|_{L^{d+2}(\mathbb{T}^d)} \right), \quad \| \bar{\bar{U}}_i \|_{L^\infty(\mathbb{T}^d)} \leq \exp \left( C_d \left( 1 + \| h_i \|_{L^{d+2}(\mathbb{T}^d)} \right) \right). \]

Subtracting the two equations (2.13), we deduce that \( \bar{U}_1 - \bar{U}_2 \) satisfies
\[ \Delta (\bar{U}_1 - \bar{U}_2) = \bar{\mathcal{O}}_1 + \bar{\mathcal{O}}_2 - \bar{\mathcal{O}}_2 + \bar{\mathcal{O}}_2 = \bar{\mathcal{O}}_1 \left( e^{\bar{\mathcal{O}}_1} - e^{\bar{\mathcal{O}}_2} \right) + e^{\bar{\mathcal{O}}_2} \left( e^{\bar{\mathcal{O}}_1} - e^{\bar{\mathcal{O}}_2} \right). \tag{2.15} \]

The weak form of (2.15) extends by density to test functions in \( L^\infty \cap W^{1,2}(\mathbb{T}^d) \). Since \( \bar{U}_1 - \bar{U}_2 \) has this regularity by assumption, it is an admissible test function. Hence
\[ - \int_{\mathbb{T}^d} | \nabla \bar{U}_1 - \nabla \bar{U}_2 |^2 \, dx = \int_{\mathbb{T}^d} e^{\bar{\mathcal{O}}_1} \left( e^{\bar{\mathcal{O}}_1} - e^{\bar{\mathcal{O}}_2} \right) (\bar{U}_1 - \bar{U}_2) \, dx \]
\[ + \int_{\mathbb{T}^d} e^{\bar{\mathcal{O}}_2} \left( e^{\bar{\mathcal{O}}_1} - e^{\bar{\mathcal{O}}_2} \right) (\bar{U}_1 - \bar{U}_2) \, dx =: I_1 + I_2. \tag{2.16} \]

Observe that \( (e^x - e^y)(x - y) \) is always non-negative. Furthermore, by the Mean Value Theorem applied to the function \( x \mapsto e^x \) we have a lower bound
\[ (e^x - e^y)(x - y) \geq e^{\min\{x,y\}} (x - y)^2. \]

We use this to bound \( I_1 \) from below:
\[ I_1 \geq e^{-\| \bar{\mathcal{O}}_1 \|_{L^\infty(\mathbb{T}^d)} - \max_i \| \bar{\mathcal{O}}_i \|_{L^\infty(\mathbb{T}^d)}} \| \bar{U}_1 - \bar{U}_2 \|^2_{L^2(\mathbb{T}^d)} \geq A^{-1} \| \bar{U}_1 - \bar{U}_2 \|^2_{L^2(\mathbb{T}^d)}. \tag{2.17} \]

For \( I_2 \) we use the fact that, again by the Mean Value Theorem,
\[ |e^x - e^y| \leq e^{\max\{x,y\}} |x - y|. \]

Therefore
\[ I_2 \leq e^{|\| \bar{\mathcal{O}}_2 \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{\mathcal{O}}_i \|_{L^\infty(\mathbb{T}^d)}}} \int_{\mathbb{T}^d} |\bar{U}_1 - \bar{U}_2| |\bar{U}_1 - \bar{U}_2| \, dx \leq A \int_{\mathbb{T}^d} |\bar{U}_1 - \bar{U}_2| |\bar{U}_1 - \bar{U}_2| \, dx. \]
By the Cauchy-Schwarz inequality, for any choice of $\alpha > 0$

$$I_2 \leq A \left( \alpha \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2 + \frac{1}{4\alpha} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2 \right).$$  (2.18)

Substituting (2.17) and (2.18) into (2.16), we obtain

$$\int_{T^d} |\nabla \tilde{U}_1 - \nabla \tilde{U}_2|^2 \, dx \leq A \left( \alpha \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2 + \frac{1}{4\alpha} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2 \right) - A^{-1} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2.$$  (2.19)

We wish to choose $\alpha$ as small as possible such that

$$\frac{A}{4\alpha} - A^{-1} \leq 0.$$

Thus the optimal choice is $\alpha = \frac{A^2}{4}$. Substituting this into (2.19) gives

$$\int_{T^d} |\nabla \tilde{U}_1 - \nabla \tilde{U}_2|^2 \, dx \leq \frac{1}{4} A^3 \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2_T}^2.$$

This completes the proof of (2.14).

\[\square\]

## 2.6 Wasserstein Stability and Uniqueness

In this section, we prove a quantitative stability estimate between solutions with bounded density. This is a version of Loeper’s [65] estimate for the classical Vlasov-Poisson system, which we recalled as Theorem 1.16.

**Proposition 2.12** (Stability for solutions with bounded density). For $i = 1, 2$, let $f_i$ be solutions of (2.1) satisfying, for some constant $M > 0$ and all $t \in [0, T]$,

$$\rho[f_i(t)] \leq M.$$  (2.20)

Then there exists a constant $C > 0$, depending on $M$, such that, for all $t \in [0, T]$,

$$W_2(f_1(t), f_2(t)) \leq \beta(t, W_2(f_1(0), f_2(0))).$$
where $\beta$ denotes the function

$$\beta(t,x) = \begin{cases} 
16de \exp \left[ \left( 1 + \log \frac{x}{16d} \right) e^{-Ct} \right] & t \leq T_0 \\
(d \vee x) e^{C(1 + \log 16)(t - T_0)} & t > T_0,
\end{cases}$$

where

$$T_0 = \inf \left\{ t > 0 : 16de \exp \left[ \left( 1 + \log \frac{x}{16d} \right) e^{-Ct} \right] > d \right\}.$$ 

This estimate immediately implies a uniqueness result for solutions of VPME with bounded density.

**Corollary 2.13 (Uniqueness of solutions with bounded density).** For each $i = 1, 2$, let $f_i$ be a solution of (2.1) in the space $C([0,T]; \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d))$, with bounded density

$$\sup_{t \in [0,T]} \| \rho [f_i] \|_{L^\infty(\mathbb{T}^d)} \leq C_i,$$

for the same initial datum $f(0) \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)$. Then $f_1 = f_2$.

**Proof.** We will prove Proposition 2.12 by means of a Gronwall type estimate. To do this, we will first consider the evolution of particular specially constructed couplings $\pi_t \in \Pi(f_1(t), f_2(t))$. First, observe that $f_i$ can be represented as the pushforward of the initial datum $f_i(0)$ along the characteristic flow associated to (2.1). That is, for each $i = 1, 2$, given $f_i$, consider the flow $Z_i(t;0,z) = (X_i(t;0,z), V_i(t;0,z))$ defined by the system of ODEs

$$\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = E_i(X_i) \\
(X_i(0;0,z), V_i(0;0,z)) = z = (x,v),
\end{cases}$$

(2.21)

where $E_i$ is the electric field induced by $f_i$:

$$E_i = -\nabla U_i, \quad \Delta U_i = e^{U_i} - \rho [f_i].$$

We again use the decomposition $E_i = \tilde{E}_i + E_i$. Since $\rho [f_i] \in L^\infty(\mathbb{T}^d)$ by assumption (2.20), Lemma 2.6 implies that $\tilde{E}_i$ has log-Lipschitz regularity. Since $L^\infty(\mathbb{T}^d) \subset L^{d+2} (\mathbb{T}^d)$, we have $\rho [f_i] \in L^\infty \cap L^{d+2} (\mathbb{T}^d)$. Thus we may apply Proposition 2.4 to deduce Lipschitz regularity of $\tilde{E}_i$. Overall this implies that $E_i$ has log-Lipschitz regularity, which is sufficient to guarantee the existence of a unique solution to the system (2.21). The uniqueness of the flow implies that the
linear Vlasov equation

\[ \partial_t g + v \cdot \nabla_x g + E_i \cdot \nabla_v g = 0, \quad g|_{t=0} = f_i(0) \]  

(2.22)

has a unique measure-valued solution \( g \) (see for instance [1, Theorem 3.1]). This solution can be represented as the pushforward of the initial data along the characteristic flow, as defined in Definition 2:

\[ g_t = Z(t; 0, \cdot) \# f_i(0). \]  

(2.23)

Since \( f_i \) is also a solution of (2.22), and the solution is unique, it follows that \( g = f_i \). We deduce that \( f_i \) has the representation (2.23). Note that here we are not yet asserting any nonlinear uniqueness, because we already fixed \( E_i \) to be the electric field corresponding to \( f_i \).

We use the representation above to construct \( \pi_t \). First, fix an arbitrary initial coupling \( \pi_0 \in \Pi(f_1(0), f_2(0)) \). We then build a coupling \( \pi_t \) for which each marginal evolves along the appropriate characteristic flow. That is, we let

\[ \pi_t = (Z_1(t; 0, \cdot) \otimes Z_2(t; 0, \cdot)) \# \pi_0. \]  

(2.24)

This means that, for all \( \phi \in C_b((\mathbb{T}^d \times \mathbb{R}^d)^2) \),

\[ \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \phi(z_1, z_2) \, d\pi_t(z_1, z_2) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(Z_1(t; 0, z_1), Z_2(t; 0, z_2)) \, d\pi_0(z_1, z_2). \]  

(2.25)

We now consider the quantity

\[ D(t) := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left( |X_1(t; 0, z_1) - X_2(t; 0, z_2)|^2 + |V_1(t; 0, z_2) - V_2(t; 0, z_2)|^2 \right) \, d\pi_0(z_1, z_2). \]  

(2.26)

By definition (2.24) we have

\[ D(t) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t(z_1, z_2). \]

It then follows from the definition of the Wasserstein distances (Definition 4) that

\[ W_2^2(f_1(t), f_2(t)) \leq D(t). \]  

(2.27)

Moreover, since \( \pi_0 \) was arbitrary, we have

\[ W_2^2(f_1(0), f_2(0)) = \inf_{\pi_0} D(0). \]  

(2.28)
We will therefore focus next on controlling the growth of \( D(t) \). This amounts to performing a Gronwall estimate along the trajectories of the characteristic flow. We give the details in Lemma 2.14 below. We obtain a bound

\[
D(t) \leq \beta(t, D(0)),
\]

where the function \( \beta \) is defined by

\[
\beta(t, x) \leq \begin{cases} 
16de \exp \left[ (1 + \log \frac{x}{16d}) e^{-Ct} \right] & t \leq T_0(x) \\
(d \vee x)e^{C(1+\log 16)(t-T_0)} & t > T_0(x),
\end{cases}
\]

where

\[
T_0(x) = \inf \left\{ t > 0 : C \exp \left[ \left( 1 + \log \frac{x}{16d} \right) e^{-Ct} \right] > d \right\}.
\]

From (2.27) it follows that

\[
W_2^2(f_1(t), f_2(t)) \leq \beta(t, D(0)).
\]

Finally, taking infimum over \( \pi_0 \) and applying (2.28) concludes the proof.

\[\square\]

**Lemma 2.14 (Control of \( D \)).** Let \( D \) be defined by (2.26). Then

\[
D(t) \leq \beta(t, D(0)),
\]

where \( \beta \) is defined by (2.29) for some \( C > 0 \) depending on \( M \).

**Proof.** Differentiating with respect to \( t \) gives

\[
\dot{D} = 2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} (X_1(t) - X_2(t)) \cdot (V_1(t) - V_2(t)) + (V_1(t) - V_2(t)) \cdot [E_1(X_1(t)) - E_2(X_2(t))] \, d\pi_0.
\]

We split the electric field into four parts:

\[
E_1(X_1) - E_2(X_2) = [\tilde{E}_1(X_1) - \tilde{E}_1(X_2)] + [\tilde{E}_1(X_2) - \tilde{E}_2(X_2)]
+ [\tilde{E}_1(X_1) - \tilde{E}_1(X_2)] + [\tilde{E}_1(X_2) - \tilde{E}_2(X_2)].
\]

Applying Hölder’s inequality to (2.30), we obtain

\[
\dot{D} \leq D + 2\sqrt{D} \sum_{i=1}^{4} l_i^{1/2},
\]
where

\[ I_1 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |\bar{E}_1(X_1) - \bar{E}_1(X_2)|^2 \, d\pi_0, \quad I_2 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |\bar{E}_1(X_2) - \bar{E}_2(X_2)|^2 \, d\pi_0; \]

\[ I_3 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |\bar{E}_1(X_1) - \bar{E}_1(X_2)|^2 \, d\pi_0, \quad I_4 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |\bar{E}_1(X_2) - \bar{E}_2(X_2)|^2 \, d\pi_0. \]

We estimate the above terms in Lemmas 2.15-2.18 below. Altogether we obtain

\[
\dot{D}(t) \leq \begin{cases} 
CD(t) \left(1 + \log \frac{D(t)}{16d}\right) & \text{if } D(t) < d \\
C(1 + \log 16)D(t) & \text{if } D(t) \geq d.
\end{cases}
\]  

(2.32)

We use this to derive a Gronwall type bound on \( D(t) \). If \( D(0) < d \) then, since \( D \) is a continuous function of \( t \), there is an interval \( t \in [0, t_1) \) on which \( D(t) < d \). On this interval \( D \) satisfies

\[
\dot{D}(t) \leq CD(t) \left(1 + \log \frac{D(t)}{16d}\right) = CD(t) \left(1 - \log \frac{D(t)}{16d}\right).
\]

We then note that the function \( \zeta : \mathbb{R} \to \mathbb{R} \) defined by

\[
\zeta(t) = K \exp \left[Ae^{-Ct}\right]
\]

has the property

\[
\dot{\zeta} = C\zeta \log \frac{K}{\zeta}.
\]

Thus for \( t \in [0, t_1] \), \( D \) satisfies

\[
D(t) \leq 16de \exp \left[\log \frac{D(0)}{16de} e^{-Ct}\right].
\]  

(2.33)

Let

\[
T_0 := \inf \left\{ t > 0 : 16de \exp \left(\log \frac{D(0)}{16de} e^{-Ct}\right) > d \right\}.
\]

Then \( t_1 \geq T_0 \) and the bound (2.33) holds for \( t \in [0, T_0] \).

For \( t > T_0 \), we claim that \( D \) satisfies

\[
D(t) \leq de^{C(1+\log 16)(t-T_0)}.
\]  

(2.34)

Indeed, if \( D(t) > d \), we define

\[
\tau(t) = \sup \{ s < t : D(s) \leq d \}.
\]
Then
\[ D(t) = d + \int_{\tau(t)}^{t} \dot{D}(s) \, ds. \]

Then, by (2.32), we have the bound
\[
D(t) \leq d + C(1 + \log 16) \int_{\tau(t)}^{t} D(s) \, ds \\
\leq d + C(1 + \log 16) \int_{T_0}^{t} D(s) \, ds.
\]

This bound clearly also holds for those \( t > T_0 \) for which \( D(t) \leq d \). Then (2.34) follows from the integral form of Gronwall’s inequality. If \( D(0) \geq d \) then a similar argument shows that
\[
D(t) \leq D(0)e^{C(1 + \log 16)t}.
\]

Note that \( T_0 = 0 \) in this case. This completes the proof.

\[ \square \]

**Lemma 2.15** (Control of \( I_1 \)). Let \( I_1 \) be defined as in (2.31). Then
\[
I_1 \leq C(M + 1)^2 H(D),
\]
where \( D \) is defined as in (2.26) and
\[
H(x) := \begin{cases} 
  x \left( \log \frac{x}{16d} \right)^2 & \text{if } x \leq d \\
  d \left( \log 16 \right)^2 & \text{if } x > d.
\end{cases}
\]

**Proof.** First we use the regularity estimate for \( \bar{E}_1 \) from Lemma 2.6:
\[
I_1 \leq \| \rho f_i - 1 \|_{L^2(\mathbb{T}^d)}^2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |X_1(t) - X_2(t)|^2 \left( \log \frac{4\sqrt{d}}{|X_1(t) - X_2(t)|} \right)^2 \, d\pi_0 \\
= \frac{1}{4} \| \rho f_i - 1 \|_{L^2(\mathbb{T}^d)}^2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |X_1(t) - X_2(t)|^2 \left( \log \frac{|X_1(t) - X_2(t)|}{16d} \right)^2 \, d\pi_0.
\]

The function
\[
a(x) = x \left( \log \frac{x}{16d} \right)^2
\]
is concave on the set \( x \in [0, 16de^{-1}] \). Since \( X_i(t) \in \mathbb{T}^d \), we have \( |X_1 - X_2|^2 \leq d \). Note that
\[
d'(d) = - \log 16(2 - \log 16) > 0;
\]
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hence the function $H(x)$ defined in the statement is concave on $\mathbb{R}^+$, and

$$I_1 \leq \frac{1}{4} \| \rho_{f_1} - 1 \|^2_{L^\infty(Td)} \int_{(T^d \times \mathbb{R}^d)^2} H(\|X_1(t) - X_2(t)\|^2) \, d\pi_0.$$  

Then, since $\pi_0$ is a probability measure, we may apply Jensen's inequality to deduce that

$$I_1 \leq \frac{1}{4} \| \rho_{f_1} - 1 \|^2_{L^\infty(Td)} H(D).$$

\[ \square \]

Lemma 2.16 (Control of $I_2$). Let $I_2$ be defined as in (2.31). Then

$$I_2 \leq M^2 D,$$

where $D$ is defined as in (2.26).

Proof. From (3.16), for all $\phi \in C(T^d)$ we have

$$\int_{(T^d \times \mathbb{R}^d)} \phi [X_i(t)] \, d\pi_0 = \int_{T^d \times \mathbb{R}^d} \phi(x)f_i(t,x,v) \, dx \, dv = \int_{T^d} \phi(x)\rho f_i(t,x) \, dx.$$  

(2.35)

Thus

$$I_2 = \int_{T^d} |\vec{E}_1(x) - \vec{E}_2(x)|^2 \rho f_2(t,x) \, dx \leq \| \rho f_2 \|_{L^\infty(T^d)} \| \vec{E}_1 - \vec{E}_2 \|^2_{L^2(T^d)} = \| \rho f_2 \|_{L^\infty(T^d)} \| \nabla \vec{U}_1 - \nabla \vec{U}_2 \|^2_{L^2(T^d)}.$$

We use the Loeper-type stability estimate from Lemma 2.10 to control the difference between different electric fields. Then

$$I_2 \leq \max_i \| \rho f_i \|^2_{L^\infty(T^d)} W^2_2(\rho f_1, \rho f_2) \leq \max_i \| \rho f_i \|^2_{L^\infty(T^d)} D.$$ 

\[ \square \]

Lemma 2.17 (Control of $I_3$). Let $I_3$ be defined as in (2.31). Then

$$I_3 \leq C_{M,d} D,$$

where $D$ is defined as in (2.26) and $C_{M,d}$ depends on $M$ and $d$. 
Proof. Observe that

\[ I_3 = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| \hat{E}_1 [X_1 (t)] - \hat{E}_1 [X_2 (t)] \right|^2 d\pi_0 \]

\[ \leq \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left\| \frac{\partial}{\partial t} \hat{E}_1 \right\|^2_{C^1 (\mathbb{T}^d)} |X_1 (t) - X_2 (t)|^2 d\pi_0 \]

\[ \leq \left\| \hat{U}_1 \right\|^2_{C^2, \alpha (\mathbb{T}^d)} D \]

for any \( \alpha > 0 \). To this we apply the regularity estimate on \( \hat{U}_1 \) from Proposition 2.4 with \( \alpha \in \mathbb{A}_d \):

\[ \left\| \hat{U}_1 \right\|_{C^2, \alpha (\mathbb{T}^d)} \leq C_{\alpha, d} \exp \exp \left( C_{\alpha, d} (1 + \left\| \rho_{f_1} \right\|_{L^{\frac{d+2}{d}} (\mathbb{T}^d)}) \right) \leq C_{\alpha, M, d}, \]

since

\[ \left\| \rho_{f_i} \right\|_{L^{\frac{d+2}{d}} (\mathbb{T}^d)} \leq \max_i \left( \left\| \rho_{f_i} \right\|_{L^{\infty} (\mathbb{T}^d)} \right) \leq M. \]

Thus we have

\[ I_3 \leq C_{M, d} D. \]

\[ \square \]

Lemma 2.18 (Control of \( I_4 \)). Let \( I_4 \) be defined as in (2.31). Then

\[ I_4 \leq C_{M, d} M^2 D, \]

where \( D \) is defined as in (2.26) and \( C_{M, d} \) depends on \( M \) and \( d \).

Proof. Using (2.35) again, we deduce that

\[ I_4 = \int_{\mathbb{T}^d} \left| \hat{E}_1 (x) - \hat{E}_2 (x) \right|^2 \rho_{f_2} (t, x) dx \]

\[ \leq \left\| \rho_{f_2} \right\|_{L^\infty (\mathbb{T}^d)} \left\| \hat{E}_1 - \hat{E}_2 \right\|^2_{L^2 (\mathbb{T}^d)} \]

\[ = \left\| \rho_{f_2} \right\|_{L^\infty (\mathbb{T}^d)} \left\| \nabla \hat{U}_1 - \nabla \hat{U}_2 \right\|^2_{L^2 (\mathbb{T}^d)}. \]

To control the \( L^2 (\mathbb{T}^d) \) distance between the electric fields we use the stability estimate in Proposition 2.11:

\[ \left\| \nabla \hat{U}_1 - \nabla \hat{U}_2 \right\|^2_{L^2 (\mathbb{T}^d)} \leq \exp \exp \left[ C_d \left( 1 + \max_i \left\| \rho_{f_i} \right\|_{L^{(d+2)/d} (\mathbb{T}^d)} \right) \right] \max_i \left\| \rho_{f_i} \right\|_{L^\infty} W^2_2 (\rho_{f_1}, \rho_{f_2}). \]
Therefore
\[
I_4 \leq \exp \left[ C_d \left( 1 + \max_i \| \rho_{f_i} \|_{L^{(d+2)/d}(T^d)} \right) \right] \max_i \| \rho_{f_i} \|_{L^{\infty}(T^d)}^2 W_2^2(\rho_1, \rho_2)
\leq \exp \left[ C_d \left( 1 + \max_i \| \rho_{f_i} \|_{L^{(d+2)/d}(T^d)} \right) \right] \max_i \| \rho_{f_i} \|_{L^{\infty}(T^d)}^2 D \leq C_{M,d} M^2 D.
\]

\[\square\]

2.7 A Priori Estimates on the Mass Density

In this section, we prove a priori $L^\infty(T^d)$ bounds on the mass density $\rho_f$ of a solution $f$ of the VPME system (2.1). The idea is to control the maximum possible growth of a characteristic trajectory. This gives a bound on how far the support of $f_t$ can spread over time. We will need to use different methods depending on whether $d = 2$ or $d = 3$.

2.7.1 Two-dimensional Case

In this section we fix $d = 2$. Our aim is to prove the following a priori growth estimate on the charge density of a solution of (2.1) with bounded density.

**Proposition 2.19.** Let $d = 2$. Let $f$ be a solution of (2.1) with bounded density $\rho_f \in L^\infty_{\text{loc}}([0, +\infty); L^\infty(T^2))$, satisfying for some constant $C_0 > 0$,
\[
\|f\|_{L^\infty([0,T] \times T^2 \times \mathbb{R}^2)} \leq C_0, \quad \sup_{t \in [0,T]} E^{\text{ME}}[f(t)] \leq C_0.
\]
Assume that $f(0)$ has compact support contained in $T^2 \times B_{\mathbb{R}^2}(0, R_0)$, for some $R_0$. Then
\[
\sup_{t \in [0,T]} \| \rho_{f(t)} \|_{L^\infty(T^2)} \leq C_T (1 + R_0)^2.
\]

The constant $C_T$ depends on $C_0$ and $T$.

2.7.1.1 Control of $E$

**Lemma 2.20.** Let $d = 2$. Let $f$ be a solution of (2.1) satisfying for some constant $C_0$,
\[
\|f\|_{L^\infty([0,T] \times T^2 \times \mathbb{R}^2)} \leq C_0, \quad \sup_{t \in [0,T]} E^{\text{ME}}[f(t)] \leq C_0,
\]
and such that the support of $f$ at any time $t$ is contained in $\mathbb{T}^2 \times B_{\mathbb{R}^2}(0; R(t))$ for some function $R : [0, +\infty) \to [0, +\infty)$. Then for all $x \in \mathbb{T}^2$ and all $t \in [0, T]$, \[ |\vec{E}(t, x)| \leq C \left( 1 + |\log (1 + R(t))| \right)^{1/2}. \]

**Proof.** We follow the methods of [43, Proposition 3.3]. From the equation we have the representation \[
\vec{E}(x) = K_{\text{per}} \ast [\rho_f - 1](x) = K \ast [\rho_f - 1](x) + K_0 \ast [\rho_f - 1](x),
\] where $K_0 = -\nabla G_0$ is the smooth function defined in (1.44).

For the second term, since $K_0$ is continuous on $\mathbb{T}^2$ and thus bounded, by Young’s inequality we have \[
\|K_0 \ast (\rho_f - 1)\|_{L^\infty(\mathbb{T}^2)} \leq \|K_0\|_{L^\infty(\mathbb{T}^2)} \|\rho_f - 1\|_{L^1(\mathbb{T}^2)} \leq 2\|K_0\|_{L^\infty(\mathbb{T}^2)}. \tag{2.37}
\]

The second inequality follows because $\rho_f$ has unit mass.

We estimate the first term by splitting the integral into a part close to the origin and a part far from the origin: for any $\delta \in (0, 1)$ and any $x \in \mathbb{T}^2$, we have
\[
|K \ast [\rho_f - 1](x)| \leq C \left| \int_{|y| < \frac{1}{2}} \frac{y}{|y|^2} (\rho_f(x - y) - 1) \, dy \right| + C \left| \int_{|y| \geq \delta} \frac{y}{|y|^2} (\rho_f(x - y) - 1) \, dy \right| \leq C\delta \|\rho_f - 1\|_{L^\infty(\mathbb{T}^2)} + C \left( \int_{|y| \geq \delta} \frac{1}{|y|^2} \, dy \right)^{1/2} \|\rho_f - 1\|_{L^2(\mathbb{T}^2)}.
\]

We note the following estimates on $\rho_f$: firstly, since $f$ is bounded with $\text{supp } f \subset \mathbb{T}^d \times B_{\mathbb{R}^2}(0; R(t))$, \[
|\rho_f(t, x)| = \left| \int_{v \in \mathbb{R}^2} f(t, x, v) \, dv \right| = \left| \int_{v \in B_{\mathbb{R}^2}(0; R(t))} f(t, x, v) \, dv \right| \leq C\|f\|_{L^\infty(\mathbb{T}^2 \times \mathbb{R}^2)} R(t)^2. \tag{2.38}
\]

Thus \[
\|\rho_f(t, \cdot)\|_{L^\infty(\mathbb{T}^2)} \leq CC_0 R(t)^2. \tag{2.39}
\]

Secondly, by (2.4) we have a uniform $L^2(\mathbb{T}^2)$ bound \[
\|\rho_f(t, \cdot)\|_{L^2(\mathbb{T}^2)} \leq C, \tag{2.40}
\]
where $C$ depends on $C_0$ only. Substituting this into (2.38), we find that, for any $\delta \in (0, 1)$,
\[
\left| \int_{[-\frac{1}{2}, \frac{1}{2}]^2} \frac{y}{|y|^2} (\rho_f(x-y) - 1) \, dy \right| \leq C \left( \delta R(t)^2 + (-\log \delta)^{1/2} \right).
\]
Choosing $\delta = (1 + R(t))^{-2}$, we obtain
\[
\left| \int_{[-\frac{1}{2}, \frac{1}{2}]^2} \frac{y}{|y|^2} (\rho_f(x-y) - 1) \, dy \right| \leq C \left( 1 + (\log(1 + R(t)))^{1/2} \right).
\] (2.41)
Substituting (2.41) and (2.37) into (2.36), we obtain
\[|\bar{E}(t,x)| \leq C \left( 1 + (\log(1 + R(t)))^{1/2} \right),\]
for $C$ depending on $C_0$ only.

### 2.7.1.2 Control of $E$

Using Lemma 2.20, we obtain an $L^\infty(\mathbb{T}^2)$ control on the whole electric field $E$.

**Corollary 2.21.** Let $d = 2$. Let $f$ be a solution of (2.1) satisfying, for some constant $C_0$,
\[\|f\|_{L^\infty([0,T] \times \mathbb{T}^2 \times \mathbb{R}^2)} \leq C_0, \quad \sup_{t \in [0,T]} E^{ME}[f(t)] \leq C_0,\]
and such that the support of $f$ at any time $t$ is contained in $\mathbb{T}^2 \times B_{\mathbb{R}^2}(0; R_t)$ for some function $t \mapsto R_t$. Then
\[\|E(t,\cdot)\|_{L^\infty(\mathbb{T}^2)} \leq C \left( 1 + (\log(1 + R_t))^{1/2} \right),\]
where $C$ depends on $C_0$ only.

**Proof.** By the triangle inequality, $|E| \leq |\hat{E}| + |\tilde{E}|$. Since $\hat{E} = -\nabla \tilde{U}$, by Proposition 2.4,
\[\|\hat{E}(t,\cdot)\|_{L^\infty(\mathbb{T}^2)} \leq C \exp \left( C \left( 1 + \|\rho_f(t,\cdot)\|_{L^2(\mathbb{T}^d)} \right) \right).\]
By (2.40),
\[\|\hat{E}(t,\cdot)\|_{L^\infty(\mathbb{T}^2)} \leq C\]
for some $C$ depending on $C_0$ only. Therefore, by Lemma 2.20,
\[\|E(t,\cdot)\|_{L^\infty(\mathbb{T}^2)} \leq C \left( 1 + (\log(1 + R_t))^{1/2} \right).\]
This completes the proof.

### 2.7.1.3 Control of support

**Proof of Proposition 2.19.** Our goal now is to control the growth of the support of $\rho_f$. If we know that $\rho_f \in L^\infty([0, T]; L^\infty(\mathbb{T}^d))$, then characteristic trajectories of (2.1) exist uniquely by the log-Lipschitz regularity of $E$. We may then control the growth of the support of $f$ by studying the maximal possible growth of these characteristic trajectories. Let $V(t; 0, x, v)$ denote the $v$ coordinate at time $t$ of the characteristic trajectory that starts from phase space position $(x, v)$ at time 0. We choose

$$R_t := \sup_{s \in [0, t], (x, v) \in \text{supp } f_0} |V(s; 0, x, v)|;$$

then the support of $f$ at time $t$ is contained in $\mathbb{T}^2 \times B_{\mathbb{R}^2}(0; R_t)$ for this choice of $R_t$. Next we use the previous estimates to perform a Gronwall type estimate on this quantity.

For any fixed trajectory $V(t) = V(t; x, v)$, observe that

$$|V(t)| \leq |V(0)| + \int_0^t \|E(s)\|_{L^\infty(\mathbb{T}^2)} \, ds.$$ 

Thus, by the uniform bound on $E$ from Lemma 2.21,

$$R_t \leq R_0 + \int_0^t C \left( 1 + (\log(1 + R_s))^{1/2} \right) \, ds.$$ 

By comparison with the function

$$z(t) = (1 + 2Ct) \left[ R_0 + \log(1 + 2Ct) \right],$$

which satisfies the differential inequality

$$\dot{z} \geq C(1 + \log(1 + z))$$

(see Lemma A.1), we deduce that

$$R_t \leq (1 + 2Ct) \left[ R_0 + \log(1 + 2Ct) \right].$$

Recalling (2.39), we conclude that

$$\sup_{t \in [0, T]} \|\rho_f(t)\|_{L^\infty(\mathbb{T}^2)} \leq C_T (1 + R_0)^2,$$
which completes the proof.

2.7.2 Three-dimensional Case

In this section, we consider the case $d = 3$. We adapt estimates by Batt and Rein [10] in order to prove a growth estimate on the mass density $\rho_f$.

**Proposition 2.22.** Let $f$ be a solution of (2.1) in dimension $d = 3$. Assume that there exists $C_0$ such that

$$\|f\|_{L^\infty([0,T] \times \mathbb{T}^3 \times \mathbb{R}^3)} \leq C_0, \quad \sup_{t \in [0,T]} E^{\text{ME}}[f(t)] \leq C_0,$$

and that $f$ is a solution with bounded density $\rho_f$, such that $f(0)$ has compact support contained in $\mathbb{T}^3 \times B_{\mathbb{R}^3}(0, R_0)$. Then

$$\sup_{t \in [0,T]} \|\rho_f(t)\|_{L^\infty(\mathbb{T}^3)} \leq \max\{T^{-81/8}, C(R_0^3 + T^6)\}. \quad (2.42)$$

The arguments of Batt and Rein [10] relate the growth of the mass density to the maximal possible growth of the characteristics corresponding to the equation, for the case of the classical Vlasov-Poisson equation. Our aim is to adapt these arguments to the massless electrons case.

Let $(X(t, \tau, x, v), V(t, \tau, x, v))$ denote the phase space position at time $t$ of the characteristic trajectory that starts from phase space position $(x, v)$ at time $\tau$. The existence of these characteristics follows from the assumption that the solution $f$ we consider has bounded density. The electric field $E$ therefore has log-Lipschitz regularity, and the existence of characteristic trajectories then follows. The idea is to control how large $|V(t, 0, x, v)|$ may become as $t$ grows, for all $x, v$ contained in the support of the initial datum $f(0)$. The supremal value of $|V(t, 0, x, v)|$ gives the extent of the support of the solution $f$ at time $t$: if

$$R_t := \sup\{|V(s, 0, x, v)| : s \in [0, t], x \in \mathbb{T}^d, v \in B_{\mathbb{R}^d}(0; R_0)\},$$

then

$$\text{supp } f(t, \cdot, \cdot) \subset \mathbb{T}^d \times B_{\mathbb{R}^d}(0; R_t).$$

In particular this is useful because, since the $L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ norm of $f$ is conserved by the VPME system, we may deduce the following bound on the mass density $\rho_f$:

$$\|\rho_f(t, \cdot)\|_{L^\infty(\mathbb{T}^d)} \leq \|f(t, \cdot)\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R_t^d \leq C_0 R_t^d, \quad (2.42)$$

where $C_0$ depends on $f(0)$ only.
The growth of $V(t, \tau, x, v)$ can be estimated using bounds on the electric field $E$, since

$$V(t, \tau, x, v) = v + \int_\tau^t E(X(s, \tau, x, v)) \, ds.$$  \hspace{1cm} (2.43)

As a first estimate, we may write

$$|V(t, \tau, x, v)| \leq |v| + \int_\tau^t \|E(s, \cdot)\|_{L^\infty(T^d)} \, ds$$ \hspace{1cm} (2.44)

$$\leq |v| + \int_\tau^t \|\hat{E}(s, \cdot)\|_{L^\infty(T^d)} + \|\hat{E}(s, \cdot)\|_{L^\infty(T^d)} \, ds,$$

which remains true in any dimension $d$. The term involving $\hat{E}$ can be estimated using Proposition 2.4:

$$\|\hat{E}(s, \cdot)\|_{L^\infty(T^d)} \leq \|\hat{U}(s, \cdot)\|_{C^1(T^d)} \leq C_d \exp \left( C_d \left( 1 + \|\rho_f(s, \cdot)\|_{L^\frac{d+2}{d} \left( T^d \right)} \right) \right).$$

The conservation of energy implies that this estimate is in fact uniform in $s$. The remaining task is to estimate

$$\hat{E}(s, x) = K \ast_x \rho_f(s, x).$$

In the two-dimensional case, we accomplished this by using an interpolation argument to estimate $\hat{E}$ in terms of the $L^\infty(T^d)$ and $L^\frac{d+2}{d} \left( T^d \right)$ norms on $\rho_f(s, \cdot)$ - see Lemma 2.20. In the two-dimensional case, the dependence on $\|\rho_f\|_{L^\infty(T^d)}$ was logarithmic, resulting in a differential inequality that could be closed. In the three-dimensional case, the corresponding interpolation results in the following estimate:

$$\|\hat{E}(s, x)\|_{L^\infty(T^3)} \leq C \|\rho_f\|_{L^\frac{5}{3} \left( T^3 \right)}^\frac{5}{4} \|\rho_f\|_{L^\infty(T^3)}^\frac{4}{3} \leq C_0 \|\rho_f\|_{L^\infty(T^3)}^\frac{4}{3}.$$ \hspace{1cm} (2.45)

The estimate (2.42) then implies that

$$\|\hat{E}(s, x)\|_{L^\infty(T^3)} \leq C_0 R_t^\frac{4}{3},$$

where $C_0$ depends on $f(0)$ only. Substituting this into (2.44) results in the estimate

$$R_t \leq R_0 + C_0 \int_0^t \left( 1 + R_s^\frac{4}{3} \right) \, ds.$$ \hspace{1cm} (2.46)
Since the exponent $4/3$ is greater than one, the integral inequality (2.46) cannot be used to obtain an estimate on $R_t$ for large $t$.

The strategy of Batt and Rein [10] works by improving the exponent in the estimate (2.45) using a bootstrap argument. As in [10], we introduce the quantities

$$h_\rho(t) := \sup\{\|\rho_f(s,\cdot)\|_{L^\infty(T^3)}; 0 \leq s \leq t\}$$

(2.47)

$$h_\eta(t,\Delta) := \sup\{|V(t_1,\tau,x,v) - V(t_2,\tau,x,v)|; 0 \leq t_1,t_2, \tau \leq t, |t_1 - t_2| \leq \Delta, (x,v) \in T^3 \times \mathbb{R}^3\}.$$

In [10], Batt and Rein prove a technical lemma, which we state below as Lemma 2.23. Roughly speaking, this shows that, if an inequality of the form

$$h_\eta(t,\Delta) \leq C_* h_\rho(t)^\beta \Delta$$

(2.48)

holds for some exponent $\beta > \frac{1}{6}$, then, along any characteristic trajectory, an improved estimate holds on $\tilde{E}$:

$$|\tilde{E}(X(t,\tau,x,v))| \leq C h_\rho(t)^{\beta'},$$

(2.49)

for a new exponent $\beta'$ satisfying $\frac{1}{6} \leq \beta' < \beta$. Notice for instance that (2.45) implies that (2.48) holds for the choice $\beta = \frac{4}{9}$. This can then be used in a bootstrap argument, because (2.43) and (2.49) together imply that an estimate of the form (2.48) holds for a smaller value of $\beta$. Once $\beta$ is sufficiently small, then it is possible to prove a version of (2.46) which can be closed to deduce an estimate on $R_t$.

**Lemma 2.23.** Let $(X(t;s,x,v),V(t;s,x,v))$ denote the solution at time $t$ of an ODE

$$\begin{pmatrix} \dot{X}(t) \\ \dot{V}(t) \end{pmatrix} = a(t,X(t),V(t)), \quad \begin{pmatrix} X(s) \\ V(s) \end{pmatrix} = \begin{pmatrix} x \\ v \end{pmatrix},$$

where $a$ is of the form

$$a(t,X,V) = \begin{pmatrix} V \\ a_2(t,X,V) \end{pmatrix},$$

for some vector-field $a_2 : [0,T] \times T^3 \times \mathbb{R}^3 \to \mathbb{R}^3$.

Assume that, for $t \in [0,T]$, $f = f(t;x,v)$ is the pushforward of $f_0$ along the associated characteristic flow; that is, for all $\phi \in C_b(T^3 \times \mathbb{R}^3)$,

$$\int_{T^3 \times \mathbb{R}^3} f(t,x,v)\phi(x,v) \, dx \, dv = \int_{T^3 \times \mathbb{R}^3} f(s,x,v)\phi(X(t;s,x,v),V(t;s,x,v)) \, dx \, dv.$$
Assume that there exists $C_* > 1$ such that

$$\|f\|_{L^\infty([0,T] \times \mathbb{T}^3 \times \mathbb{R}^3)} \leq C_*, \quad \sup_{t \in [0,T]} \|f_t| \|^2 \|L^1_1(\mathbb{T}^3 \times \mathbb{R}^3) \leq C_*. $$

Also, suppose that

$$h_\eta(t,\Delta) \leq C_* h_\rho(t)^{\frac{\beta}{4}} \Delta \quad \text{for all } h_\rho(t)^{-\beta} \leq \Delta \leq t, \quad \text{(2.50)}$$

where $h_\rho, h_\eta$ are defined as in (2.47). Then for all $0 \leq t_1 < t_2 \leq t$ with $t_2 - t_1 \leq \Delta$, if

$$h_\rho(t)^{-\beta/2} \leq \Delta \leq t$$

then

$$\int_{t_1}^{t_2} \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_f(s,y) \, dy \, ds \leq C \left( h_\rho(t)^{2\beta/3} + h_\rho(t)^{1/6} \right) \Delta,$$

where $C$ depends only on $C_*$. Using this technical lemma, we now carry out the bootstrap strategy outlined above.

**Proof of Proposition 2.22.** Using the representation of the Coulomb kernel on the torus $K_{\text{per}}$ discussed in Section 1.3.3, the total force $E$ has the representation

$$E(t,x) = C \int_{\mathbb{T}^3} \frac{x-y}{|x-y|^3} \rho_f(t,y) \, dy + [K_0 * (\rho_f - 1)](t,x) + \tilde{E}(t,x),$$

where $K_0$ is a smooth function. Fix a characteristic trajectory $(X(t),V(t))$. Along the trajectory we have an estimate

$$|V(t_2) - V(t_1)| \leq C \int_{t_1}^{t_2} \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_f(s,y) \, dy \, ds + C \int_{t_1}^{t_2} |K_0 * [\rho_f(s,X(s)) - 1]| \, ds + \int_{t_1}^{t_2} |\tilde{E}(s,X(s))| \, ds. \quad \text{(2.51)}$$

Since $K_0$ is a $C^1(\mathbb{T}^3)$ function, we have

$$|K_0 * [\rho_f(s,\cdot) - 1]| \leq \|K_0\|_{L^\infty(\mathbb{T}^3)} \|\rho_f(s,\cdot) - 1\|_{L^1_1(\mathbb{T}^3)} \leq \|K_0\|_{L^\infty(\mathbb{T}^3)}, \quad \text{(2.52)}$$

where the last inequality follows from conservation of mass.

For the smooth part of the field, we use Proposition 2.4 and Lemma 1.12 to get

$$\|\tilde{E}(s,\cdot)\|_{L^\infty(\mathbb{T}^3)} \leq \|\tilde{U}(s,\cdot)\|_{C^1(\mathbb{T}^3)} \leq C_d \exp \left( C_d \left( 1 + \|\rho_f(s,\cdot)\|_{L^5_1(\mathbb{T}^3)} \right) \right) \leq C, \quad \text{(2.53)}$$
for some $C$ depending on $C_0$.

Now, in order to apply Lemma 2.23, we need to ensure that (2.50) holds for some $\beta > 0$. To do that, we rely on the following estimate from [50, Lemma 4.5.4]:

$$\int_{\mathbb{T}^3} |x-y|^{-2} \rho_f(s,y) \, dy \leq C \|\rho_f(s,\cdot)\|_{L^{5/3}(\mathbb{T}^3)}^{5/9} \|\rho_f(s,\cdot)\|_{L^\infty(\mathbb{T}^3)}^{4/9} \leq C \|\rho_f(s,\cdot)\|_{L^\infty(\mathbb{T}^3)}^{4/9},$$  \hspace{1cm} (2.54)

where the second inequality follows from (2.4). Recalling the definition of $h_\eta$ and $h_\rho$, we may combine (2.54), (2.52) and (2.53) with (2.51), to deduce that (2.50) holds with $\beta = \frac{8}{27}$, provided that $h_\rho(t)^{-2/9} \leq \Delta \leq t$. This allows us to apply Lemma 2.23 to obtain a better control on the term $\int_{\mathbb{T}^3} \rho_f(s,y) \, dy$. Using (2.51) again we get

$$h_\eta(t,\Delta) \leq C \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta + \frac{C}{27} \Delta \leq C h_\rho(t)^{8/27} \Delta, \quad \text{if } h_\rho(t)^{-2/9} \leq \Delta \leq t,$$

where we used that $h_\rho \geq 1$ (since $\|\rho_f\|_{L^1(\mathbb{T}^d)} = 1$).

This implies that (2.50) holds with $\beta = \frac{8}{27}$, so we may reapply Lemma 2.23 to obtain an even better control on the term $\int_{\mathbb{T}^3} \rho_f(s,y) \, dy$. Using (2.51) again we get

$$h_\eta(t,\Delta) \leq C \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta + \frac{C}{27} \Delta \leq C h_\rho(t)^{16/27} \Delta \quad \text{if } h_\rho(t)^{-4/27} \leq \Delta \leq t.$$

After one more iteration, we get

$$h_\eta(t,\Delta) \leq C \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta + \frac{C}{27} \Delta \leq C \left( h_\rho(t)^{32/27} + h_\rho(t)^{1/6} \right) \Delta \leq C h_\rho(t)^{1/6} \Delta,$$

provided that $h_\rho(t)^{-8/81} \leq \Delta \leq t$.

Thus if the support of $f(0)$ is contained in $\mathbb{T}^3 \times B_{\mathbb{R}^3}(0,R_0)$, then arguing as in (2.38) for $d = 3$ we have

$$h_\rho(t) \leq C \|f(0)\|_{L^\infty(\mathbb{T}^3 \times \mathbb{R}^3)} (R_0 + h_\eta(t))^3.$$

If $t \geq h_\rho(t)^{-8/81}$, it follows by (2.55) and the Cauchy-Schwarz inequality that

$$h_\rho(t) \leq C \left( R_0 + h_\rho(t)^{1/6} t \right)^3 \leq CR_0^3 + C h_\rho(t)^{1/2} t^3 \leq CR_0^3 + C \frac{t^6 + h_\rho(t)}{2}$$

and therefore

$$h_\rho(t) \leq C (R_0^3 + t^6).$$

On the other hand, for $t \leq h_\rho(t)^{-8/81}$ we trivially have

$$h_\rho(t) \leq t^{-81/8}.$$
Combining these two bounds together we obtain, as desired,

\[ h_\rho(t) \leq \max\{t^{-81/8}, C(R_0^3 + t^6)\}. \]

\[ \square \]

## 2.8 A Regularised System

Next, we turn to the construction of solutions for the VPME system. We begin by considering a regularised system. We will be able to prove the existence of solutions for this system using a variation on the theory for Vlasov equations with smooth interaction that we discussed in Section 1.3.2.

In Section 2.9, we will then construct solutions of the VPME system by proving compactness of the solutions of the regularised system, using the mass density estimates from Section 2.7. After extracting a convergent subsequence, we will prove that the limit is a solution of VPME.

To introduce our regularisation, we define a scaled mollifier \( \chi_r \) by letting

\[
\chi_r(x) = r^{-d} \chi \left( \frac{x}{r} \right).
\]

(2.56)

Here \( \chi : \mathbb{R}^d \to \mathbb{R} \) is a fixed smooth, compactly supported and (therefore) bounded function. We assume further that \( \chi \) is radially symmetric, non-negative and has total mass 1. We then consider the following regularised system:

\[
\begin{align*}
\partial_t f_r + v \cdot \nabla_x f_r + E_r[f_r] \cdot \nabla_v f_r &= 0, \\
E_r &= -\chi_r \ast \nabla U_r, \\
\Delta U_r &= e^{U_r} - \chi_r \ast \rho[f_r], \\
f_r|_{t=0} &= f(0) \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f(0) \, dx \, dv = 1.
\end{align*}
\]

(2.57)

We regularise the ion density but not the electron density. This is a slightly different approach from that of Bouchut [17], where both densities are regularised. The idea is that the thermalisation assumption should lead to a regularising effect. This choice is further motivated in part by our later study of the mean field limit in Chapter 4, where we will use a microscopic system of this form.

We introduce the decomposition

\[ E_r = \bar{E}_r + \tilde{E}_r, \]
where
\[ \tilde{E}_r = -\chi_r \ast \nabla \bar{U}_r, \quad \tilde{E}_r = -\chi_r \ast \nabla \hat{U}_r, \]
with \( \bar{U}_r, \hat{U}_r \) satisfying
\[ \Delta \bar{U}_r = 1 - \chi_r \ast \rho[f_r], \quad \Delta \hat{U}_r = e^{\bar{U}_r + \hat{U}_r} - 1. \]

Notice that we are using a technique of ‘double regularisation’; for instance, if we define the ‘singular’ part of the electric field to be \( \bar{E}_r = -\chi_r \ast \nabla \bar{U}_r \), where
\[ \Delta \bar{U}_r = 1 - \chi_r \ast \rho[f_r], \]
then \( \bar{E}_r \) can be represented in the form
\[ \bar{E}_r = -\chi_r \ast \chi_r \ast K_{\text{per}} \ast \rho[f_r]. \]

This type of regularisation appeared in the work of Horst [53], and has subsequently been used in many other contexts. An advantage of this approach is that the system (2.57) has an associated conserved energy, defined by
\[ \mathcal{E}^{\text{ME}}_{r}[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dv + \frac{1}{2} \int_{\mathbb{T}^d} |\nabla U_r|^2 \, dx + \int_{\mathbb{T}^d} U_r e^{U_r} \, dx. \tag{2.58} \]

If \( f_r \) converges to some \( f \) sufficiently strongly as \( r \) tends to zero, then we would expect \( \mathcal{E}^{\text{ME}}_{r}[f_r] \) to converge to \( \mathcal{E}^{\text{ME}}[f] \), where \( \mathcal{E}^{\text{ME}} \) is the energy of the original VPME system, defined in (2.2).

In the regularised system, the force \( E_r \) will be smooth. It is therefore possible to construct solutions for this system using standard methods for Vlasov equations with smooth interactions, following for example [18, 27, 31, 72]. The standard results cannot be applied directly since the force is not of convolution type, but the method can be adapted to our case.

**Lemma 2.24** (Existence of regularised solutions). For every \( f(0) \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d) \), there exists a unique solution \( f_r \in C([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \) of (2.57). If \( f(0) \in L^p(\mathbb{T}^d \times \mathbb{R}^d) \) for some \( p \in [1, \infty] \), then for all \( t \in [0, \infty) \),
\[ \|f_r(t)\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \|f(0)\|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}. \]

**Proof.** We sketch the proof, which is a modification of the methods described in Section 1.3.2 in order to handle the extra term in the electric field. First consider the linear problem for fixed
\( \mu \in C([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \):

\[
\begin{cases}
\partial_t g^{(\mu)}_r + v \cdot \nabla_x g^{(\mu)}_r + E_r[\mu] \cdot \nabla_v g^{(\mu)}_r = 0, \\
E^{(\mu)}_r = -\chi_r * \nabla U^{(\mu)}_r, \\
\Delta U^{(\mu)}_r = \epsilon U^{(\mu)}_r - \chi_r \rho[\mu], \\
g^{(\mu)}_r |_{t=0} = f(0) \geq 0, \int_{\mathbb{T}^d \times \mathbb{R}^d} f(0) \, (dx \, dv) = 1,
\end{cases}
\tag{2.59}
\]

for \( f(0) \in \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d) \).

Observe that, for any probability measure \( \mu \), \( \chi_r * \rho[\mu] \) is a function satisfying

\[ |\chi_r * \rho[\mu]| \leq \|\chi_r\|_{L^\infty(\mathbb{T}^d)}. \]

This is shown in the proof of Lemma 1.1. Then by Proposition 2.4,

\[ \|U^{(\mu)}_r\|_{C^1(\mathbb{T}^d)} \leq \exp \left[ C_d \left( 1 + \|\chi_r\|_{L^\infty(\mathbb{T}^d)} \right) \right], \]

and hence \( E^{(\mu)}_r = \chi_r * \nabla U^{(\mu)}_r \) is of class \( C^1(\mathbb{T}^d) \), with the uniform-in-time estimate

\[ \|E^{(\mu)}_r\|_{C^1(\mathbb{T}^d)} \leq \|\chi_r\|_{C^1(\mathbb{T}^d)} \|\nabla U^{(\mu)}_r\|_{C(\mathbb{T}^d)} \leq \|\chi_r\|_{C^1(\mathbb{T}^d)} \exp \left[ C_d \left( 1 + \|\chi_r\|_{L^\infty(\mathbb{T}^d)} \right) \right] \leq C_{r,d}. \tag{2.60} \]

This implies the existence of a unique global-in-time \( C^1 \) characteristic flow. Using this flow we may construct a unique solution \( g^{(\mu)}_r \in C([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \) to the linear problem (2.59) by the method of characteristics. Since the vector field \( (v, E_r) \) is divergence free, this solution conserves \( L^p(\mathbb{T}^d \times \mathbb{R}^d) \) norms for \( p \in [1, +\infty] \).

To prove that the nonlinear equation has a unique solution in \( C \left([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d) \right) \), we adapt the methods presented for smooth Vlasov equations in Section 1.3. We have discussed in Subsection 1.3.2.5 that it is enough to show that the electric field \( E^{(\mu)}_r \) is Lipschitz and has a stability property in \( W_1 \) with respect to \( \mu \):

\[ \|E^{(\mu)}_r\|_{\text{Lip}} \leq C_r \tag{2.61} \]

\[ \|E^{(\mu)}_r - E^{(\nu)}_r\|_{L^\infty(\mathbb{T}^d)} \leq C_r W_1(\mu, \nu). \tag{2.62} \]

The Lipschitz regularity (2.61) holds by (2.60). For the stability (2.62), once again we use the decomposition \( E^{(\mu)}_r = \tilde{E}^{(\mu)}_r + \hat{E}^{(\mu)}_r \). First,

\[ \tilde{E}^{(\mu)}_r = -\chi_r * \nabla \hat{U}^{(\mu)}_r = \chi_r * K_{\text{per}} * \chi_r * \rho[\mu], \]
where \( K_{\text{per}} \) is the Coulomb kernel on the torus (recall the definitions in Subsection 1.3.3). This is a force of convolution type. The kernel is Lipschitz since \( K_{\text{per}} \in L^1(\mathbb{T}^d) \) and \( \chi_r \) is smooth. We can therefore use the stability estimate of Lemma 1.10. It remains to verify stability of \( E_r \) with respect to \( \mu \).

Consider two continuous paths of probability measures \( \mu, \nu \in C([0, \infty); \mathcal{P}(\mathbb{T}^d \times \mathbb{R}^d)) \). First note that by Young’s inequality,

\[
\| \chi_r \ast (\nabla \hat{U}_r^{(\mu)} - \nabla \hat{U}_r^{(\nu)}) \|_{L^\infty(\mathbb{T}^d)} \leq \| \chi_r \|_{L^2(\mathbb{T}^d)} \| \nabla \hat{U}_r^{(\mu)} - \nabla \hat{U}_r^{(\nu)} \|_{L^2(\mathbb{T}^d)}.
\]

By the \( L^2 \) stability estimate from Proposition 2.11,

\[
\| \nabla \hat{U}_r^{(\mu)} - \nabla \hat{U}_r^{(\nu)} \|_{L^2(\mathbb{T}^d)} \leq \exp \left[ C \left( \max_{\gamma \in \{\mu, \nu\}} \| \hat{U}_r^{(\gamma)} \|_{L^\infty(\mathbb{T}^d)} + \max_{\gamma \in \{\mu, \nu\}} \| \hat{U}_r^{(\gamma)} \|_{L^\infty(\mathbb{T}^d)} \right) \right] \times \| \hat{U}_r^{(\mu)} - \hat{U}_r^{(\nu)} \|_{L^2(\mathbb{T}^d)}.
\]

By Proposition 2.4,

\[
\max_{\gamma \in \{\mu, \nu\}} \| \hat{U}_r^{(\gamma)} \|_{L^\infty(\mathbb{T}^d)} + \max_{\gamma \in \{\mu, \nu\}} \| \hat{U}_r^{(\gamma)} \|_{L^\infty(\mathbb{T}^d)} \leq \exp \left[ C_d \left( 1 + \| \chi_r \|_{L^\infty(\mathbb{T}^d)} \right) \right].
\]

Hence

\[
\| \nabla \hat{U}_r^{(\mu)} - \nabla \hat{U}_r^{(\nu)} \|_{L^2(\mathbb{T}^d)} \leq C_{r,d} \| \hat{U}_r^{(\mu)} - \hat{U}_r^{(\nu)} \|_{L^2(\mathbb{T}^d)}
\]

\[
\leq C_{r,d} \| \hat{U}_r^{(\mu)} - \hat{U}_r^{(\nu)} \|_{L^\infty(\mathbb{T}^d)} = C_{r,d} \| \chi_r \ast x G \ast x (\rho[\mu] - \rho[\nu]) \|_{L^\infty(\mathbb{T}^d)}.
\]

Note that \( \chi_r \ast x G \) is smooth and hence Lipschitz. We can therefore apply Lemma 1.10. Explicitly, by Kantorovich duality for the \( W_1 \) distance we have

\[
W_1(\rho_\mu, \rho_\nu) = \sup_{\| \phi \|_{\text{Lip}} \leq 1} \left\{ \int_{\mathbb{T}^d} \phi \, d\rho_\mu - \int_{\mathbb{T}^d} \phi \, d\rho_\nu \right\}.
\]

Thus for any \( x \in \mathbb{T}^d \)

\[
\chi_r \ast x G \ast x (\rho_\mu - \rho_\nu)(x) = \int_{\mathbb{T}^d} [\chi_r \ast x G](x - y) \, d(\rho_\mu - \rho_\nu)(y)
\]

\[
\leq \| \chi_r \ast x G(\cdot - \cdot) \|_{\text{Lip}} W_1(\rho_\mu, \rho_\nu) \leq C_{r,d} W_1(\rho_\mu, \rho_\nu),
\]
where $C_{r,d}$ is independent of $x$. Hence

$$\|\chi_r * G *_x (\rho_{\mu} - \rho_{\nu})\|_{L^\infty(T^d)} \leq C_{r,d} W_1(\rho_{\mu}, \rho_{\nu}).$$

We conclude that

$$\|\chi_r * (\nabla \tilde{U}_r^{(\mu)} - \nabla \tilde{U}_r^{(\nu)})\|_{L^\infty(T^d)} \leq C_{r,d} W_1(\rho_{\mu}, \rho_{\nu}) \leq C_{r,d} W_1(\mu, \nu),$$

which shows that (2.62) holds.

The methods of proof of Theorem 1.2 (existence of solutions) and Theorem 1.5 (uniqueness of solutions) can therefore be adapted to this case. This proves the existence of a unique solution $f_r \in C([0, \infty); \mathcal{P}(T^d \times \mathbb{R}^d))$ for the nonlinear regularised equation (2.57).

This solution also preserves all $L^p(T^d \times \mathbb{R}^d)$ norms, since it is the solution of the linear transport equation

$$\begin{aligned}
\partial_t g + v \cdot \nabla_x g + E_r[f_r] \cdot \nabla_v g &= 0, \\
g|_{t=0} &= f(0) \geq 0, \\
\int_{T^d \times \mathbb{R}^d} f(0) \, dx \, dv &= 1,
\end{aligned}$$

and $(v, E_r[f_r])$ is a divergence-free $C^1$ vector field.

\[ \square \]

### 2.9 Construction of Solutions

In this section, we show that the approximate solutions $f_r$ converge to a limit as $r$ tends to zero, and that this limit may be identified as the unique bounded density solution of (2.1) with data $f(0)$. In the following lemma, we collect together some useful uniform estimates for the approximate solutions $f_r$.

**Lemma 2.25.** Let $f(0) \in L^1 \cap L^\infty(T^d \times \mathbb{R}^d)$ be compactly supported. For each $r > 0$, let $f_r$ denote the solution of (2.57) with initial datum $f(0)$. Then $f_r$ have the following properties:

(i) $L^p$ bounds: for all $p \in [1, +\infty]$,

$$\sup_{r > 0} \sup_{t \in [0, T]} \|f_r(t)\|_{L^p(T^d \times \mathbb{R}^d)} \leq \|f(0)\|_{L^p(T^d \times \mathbb{R}^d)}, \quad (2.63)$$

(ii) Moment bounds:

$$\sup_{r > 0} \sup_{t \in [0, T]} \int_{T^d \times \mathbb{R}^d} |v|^2 f_r(t, x, v) \, dx \, dv \leq C[f(0)].$$
Proof. Property (i) was proved in Lemma 2.24. Property (ii) is a consequence of the conservation of the energy functional $E^r_{\text{ME}}[f_r]$ defined by (2.58). First we must check that $E^r_{\text{ME}}[f(0)]$ is bounded uniformly in $r$. Since $f(0) \in L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ with compact support, we have $\rho_0 := \rho[f(0)] \in L^\infty$. Since $\|\chi_r \ast \rho_0\|_{L^\infty(\mathbb{T}^d)} \leq \|\rho_0\|_{L^\infty(\mathbb{T}^d)}$, by Proposition 2.4 we have for any $\alpha \in (0,1)$

$$\sup_{r>0} \sup_{t \in [0,T]} \|U_r(t)\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C\left(\alpha, \|\rho_0\|_{L^\infty(\mathbb{T}^d)}\right).$$

Moreover $\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(0,x,v) \, dx \, dv$ is finite since $f(0)$ is compactly supported. Therefore there exists $C_0$ depending on $f(0)$ such that

$$\sup_{r>0} \sup_{t \in [0,T]} E^r_{\text{ME}}[f_r(t)] \leq C_0.$$  \hfill (2.64)

Note that $xe^x \geq -e^{-1}$. This implies that for all $r$ and all $t \in [0,T]$,

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t,x,v) \, dx \, dv \leq C,$$  \hfill (2.65)

which completes the proof of Property (ii).

Proposition 2.26 (Density bounds). Let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be compactly supported. For each $r > 0$, let $f_r$ denote the solution of (2.57) with initial datum $f(0)$. Fix $T > 0$. Then, for all $r \in [0,1]$ the mass density $\rho[f_r]$ satisfies the following bounds, which are uniform with respect to $r$:

$$\sup_{r>0} \|\rho[f_r(t)]\|_{L^{d+2}(\mathbb{T}^d)} \leq C[f(0)],$$  \hfill (2.66)

$$\sup_{r>0} \|\rho[f_r(t)]\|_{L^\infty(\mathbb{T}^d)} \leq C[T,f(0)].$$  \hfill (2.67)

Proof. The $L^{d+2}(\mathbb{T}^d)$ bound follows from the moment bound (2.65) and the uniform $L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ bound (2.63), after applying the interpolation estimate Lemma 1.12. For the $L^\infty(\mathbb{T}^d)$ bound we use the estimates on the growth of the support from Propositions 2.19 and 2.22, which are valid for solutions of the regularised equation, with the same constants. We give the details in Lemmas 2.27, 2.28 and 2.29 below. \hfill \qed

To prove $L^\infty$ bounds on the mass densities $\rho[f_r]$ that are uniform in $r$, we revisit the calculations in Section 2.7, and show that they can be adapted to the regularised system. We recall that we used different methods in the two cases $d = 2$ and $d = 3$. In both cases, we make
use of the decomposition

\[ E_r = \bar{E}_r + \hat{E}_r. \]

This results in the estimate

\[
|E_r(x)| \leq C_d \left( \frac{1}{|\cdot|^{d-1}} \right)^* \chi_r * \chi_r * \rho [f_r](x) + |K_0 * \chi_r * \chi_r * \rho [f_r](x)| + |\bar{E}_r(x)|. \tag{2.68}
\]

Note firstly that, since \( K_0 \in C^\infty (\mathbb{T}^d) \), by Young’s inequality,

\[
\| K_0 * \chi_r * \chi_r * \rho [f_r] \|_{L^\infty (\mathbb{T}^d)} \leq \| K_0 \|_{L^\infty (\mathbb{T}^d)} \| \chi_r * \chi_r * \rho [f_r] \|_{L^1 (\mathbb{T}^d)}
\]

using the fact that \( \rho [f_r] \) and \( \chi_r \) have total mass one.

Secondly, by Proposition 2.4, for \( \alpha \in (0, 1) \), for all \( r > 0 \),

\[
\| \hat{U}_r \|_{C^1, \alpha (\mathbb{T}^d)} \leq C_{\alpha, d} \exp \left( C_{\alpha, d} \left( 1 + \| \chi_r * \rho [f_r] \|_{L^\frac{d+2}{d} (\mathbb{T}^d)} \right) \right).
\]

Thus

\[
\| \hat{E}_r \|_{L^\infty (\mathbb{T}^d)} = \| \chi_r * \nabla \hat{U}_r \|_{L^\infty (\mathbb{T}^d)} \leq \| \nabla \hat{U}_r \|_{L^\infty (\mathbb{T}^d)}
\]

\[
\leq C_d \exp \left( C_d \left( 1 + \| \chi_r * \rho [f_r] \|_{L^\frac{d+2}{d} (\mathbb{T}^d)} \right) \right)
\]

\[
\leq C_d \exp \left( C_d \left( 1 + \| \rho [f_r] \|_{L^\frac{d+2}{d} (\mathbb{T}^d)} \right) \right) \leq C(d, f(0)),
\]

where the final inequality uses the bound from (2.66):

\[
\sup_{r > 0} \| \rho [f_r(t)] \|_{L^\frac{d+2}{d} (\mathbb{T}^d)} \leq C[f(0)].
\]

It remains to estimate the term

\[
\left( \frac{1}{|\cdot|^{d-1}} \right)^* \chi_r * \chi_r * \rho [f_r](x).
\]

To do this, we revisit the estimates of Section 2.7 and show that they apply when the regularisation by convolution is included. Since \( f_r \) satisfies the regularised system (2.57), we will be able to show that these bounds hold rigorously rather than being a priori estimates. We begin by showing that the regularised kernel is comparable to the non-regularised one.
Lemma 2.27 (Bounds on the regularised kernel). Let $d > 1$ and let $\chi_r$ be defined by (2.56) for some fixed $\chi \in C_c(\mathbb{R}^d)$. Then there exists a constant $C(d, \chi) > 0$, independent of $r$, such that, for all $x \in [-\frac{1}{2}, \frac{1}{2}]^d$,

$$
\int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{\chi_r(x-y)}{|y|^{d-1}} \, dy \leq \frac{C(d, \chi)}{|x|^{d-1}}.
$$

Proof. For each $x \in [-\frac{1}{2}, \frac{1}{2}]^d$, consider the function

$$
|x|^{d-1} \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{\chi_r(x-y)}{|y|^{d-1}} \, dy.
$$

There exists a constant $C_d > 0$ such that, for all $x, y \in \mathbb{R}^d$,

$$
|x|^{d-1} \leq C_d \left(|y|^{d-1} + |x-y|^{d-1}\right).
$$

Thus

$$
|x|^{d-1} \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{\chi_r(x-y)}{|y|^{d-1}} \, dy \leq \int_{[-\frac{1}{2}, \frac{1}{2}]^d} |\chi_r(x-y)| \, dy + \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(x-y)| \, dy.
$$

(2.69)

Note that

$$
\int_{x+[-\frac{1}{2}, \frac{1}{2}]^d} |\chi_r(y)| \, dy = r^{-d} \int_{x+[-\frac{1}{2}, \frac{1}{2}]^d} \chi \left(\frac{y}{r}\right) \, dy \leq \int_{\mathbb{R}^d} |\chi(y)| \, dy = C(\chi).
$$

Split the second term of (2.69) as follows: for any $L > 0$,

$$
\int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(x-y)| \, dy \leq \int_{|y| \leq L} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(x-y)| \, dy + \int_{|y| > L} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(x-y)| \, dy.
$$

The first term is estimated by

$$
\int_{|y| \leq L} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(y)| \, dy \leq \| |^{-1} \chi_r \|_{L^\infty(\mathbb{R}^d)} \int_{|y| \leq L} \frac{1}{|y|^{d-1}} \, dy \leq C_d L \| |^{-1} \chi_r \|_{L^\infty(\mathbb{R}^d)}.
$$

Observe that

$$
|x|^{d-1} |\chi_r(x)| = r^{-1} \left| \frac{x}{r} \right|^{d-1} \chi \left(\frac{x}{r}\right) \leq r^{-1} \| |^{-1} \chi \|_{L^\infty(\mathbb{R}^d)} \leq C(\chi) r^{-1}.
$$

The second term is estimated by

$$
\int_{|y| > L} \frac{|x-y|^{d-1}}{|y|^{d-1}} |\chi_r(x-y)| \, dy \leq L^{1-d} \| |^{-1} \chi_r \|_{L^1(\mathbb{R}^d)}.
$$
For the constant, we find that
\[
\|\cdot \|_{L^1(\mathbb{R}^d)}^{d-1} \chi_r \|_{L^1(\mathbb{R}^d)} = r^{-d} \int_{\mathbb{R}^d} |x|^{d-1} \left| \chi \left( \frac{x}{r} \right) \right| \, dx \\
= r^{d-1} \int_{\mathbb{R}^d} |x|^{d-1} \chi(x) \, dx \\
\leq C(\chi) r^{d-1}.
\]

Altogether this gives
\[
|x|^{d-1} \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{\chi_r(x-y)}{|y|^{d-1}} \, dy \leq C(\chi) \left[ 1 + r^{-1} \left( C_d L + L^{1-d} r^d \right) \right].
\]

Minimising over $L$, the optimal value is $L = C_d r$. Then
\[
|x|^{d-1} \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \frac{\chi_r(x-y)}{|y|^{d-1}} \, dy \leq C(d, \chi).
\]

This completes the proof. \qed

Remark 3. Lemma 2.27 also applies in the case of the double regularisation $\chi_r * \chi_r$, since
\[
\chi_r * \chi_r (rx) = r^{-2d} \int_{\mathbb{R}^d} \chi \left( x - \frac{y}{r} \right) \chi \left( \frac{y}{r} \right) \, dy = r^{-d} \int_{\mathbb{R}^d} \chi (x-y) \chi(y) \, dy = r^{-d} \chi * \chi (x).
\]

Lemma 2.28 (Mass bounds, $d = 2$). Let $d = 2$. Let $f(0) \in L^1 \cap L^\infty (\mathbb{T}^2 \times \mathbb{R}^2)$ have compact support contained in $\mathbb{T}^2 \times B_{\mathbb{R}^2}(0, R_0)$. For each $r > 0$, let $f_r$ denote the unique solution of (2.57) in the space $C \left( [0, +\infty); \mathcal{D}'(\mathbb{T}^2 \times \mathbb{R}^2) \right)$ with initial datum $f(0)$.

Then $f_r(t)$ is compactly supported in $\mathbb{T}^2 \times \mathbb{R}^2$ for all $t \in [0, \infty)$. Moreover, the mass density $\rho[f_r](t)$ lies in the space $L^\infty(\mathbb{T}^2)$, with the bound
\[
\sup_{r \in [0, 1]} \sup_{t \in [0, T]} \| \rho[f_r](t) \|_{L^\infty(\mathbb{T}^2)} \leq C_T (1 + R_0)^2.
\]

Proof. We discussed in the proof of Lemma 4.7 that $E_r = E_r[f_r]$ is a $C^1(\mathbb{T}^2)$ function for all $t$, with the estimate (2.60), which is uniform in $t \geq 0$ but not in $r$. 

2.9 Construction of Solutions

The characteristic system of system (2.57) is the following ODE for paths \( t \mapsto Z_r(t; s, z) \), where

\[
Z_r(t; s, z) = (X_r(t; \tau, z), V_r(t; \tau, z)),
\]

\[
\begin{aligned}
X_r(t; \tau, z) &= V_r(t; \tau, z) \\
V_r(t; \tau, z) &= E_r[t, X_r(t; \tau, z)] \\
Z_r(\tau; \tau, z) &= z = (x, v).
\end{aligned}
\]  

(2.70)

This system therefore has a unique global-in-time solution for all \( s \in \mathbb{R}, z \in \mathbb{T}^2 \times \mathbb{R}^2 \).

For any characteristic trajectory \( Z_r(t; 0, z) \), the velocity component satisfies

\[
|V_r(t; 0, z)| \leq |v| + \int_0^t \|E_r(s)\|_{L^\infty(\mathbb{T}^2)} \, ds.
\]

By estimate (2.60) and the fact that \( f(0) \) is compactly supported,

\[
|V_r(t; 0, z)| \leq R_0 + C_r t.
\]

Thus \( f_r(t) \) is compactly supported for all \( t \geq 0 \), with the following preliminary bound on \( R_t \):

\[
R_t \leq R_0 + C_r t.
\]

Then the mass density satisfies

\[
\|\rho[f_r](t)\|_{L^\infty(\mathbb{T}^2)} \leq C(R_0 + C_r t)^2.
\]

We now seek a bound that is uniform in \( r \). By (2.71) and the decomposition (2.68) of \( E_r \),

\[
|V_r(t; 0, z)| \leq |v| + C(f_0) t + \int_0^t \left( \frac{1}{|\cdot|} \right) * \chi_r * \chi_r \ast \rho[f_r](s, X_r(s; 0, z)) \, ds.
\]

By Lemma 2.27,

\[
|V_r(t; 0, z)| \leq |v| + C(f_0) t + \int_0^t \left\| \int_{\mathbb{T}^2} \frac{\rho[f_r](s, \cdot - y)}{|y|} \, dy \right\|_{L^\infty(\mathbb{T}^2)} \, ds.
\]

By Lemma 2.20,

\[
|V_r(t; 0, z)| \leq |v| + C t + C \int_0^t \left( 1 + (\log(1 + R_s))^{1/2} \right) \, ds,
\]

where the constant \( C \) depends only on \( f(0) \) and is independent of \( r \).
As in Proposition 2.19, we deduce that

\[ R_T \leq (1 + 2Ct) [R_0 + \log (1 + 2Ct)] , \]

and conclude that

\[ \sup_{t \in [0,T]} \| \rho [f_r](t) \|_{L^\infty(T^3)} \leq C_T (1 + R_0)^2 . \]

\[ \square \]

**Lemma 2.29 (Mass bounds, d = 3).** Let \( d = 3 \). Let \( f(0) \in L^1 \cap L^\infty(\mathbb{T}^3 \times \mathbb{R}^3) \) have compact support contained in \( T^3 \times B_{\mathbb{R}^3}(0,R_0) \). For each \( r > 0 \), let \( f_r \) denote the unique solution of (2.57) in the space \( C([0,+,\infty); \mathcal{D}(\mathbb{T}^3 \times \mathbb{R}^3)) \) with initial datum \( f(0) \).

Then \( f_r(t) \) is compactly supported in \( \mathbb{T}^3 \times \mathbb{R}^3 \) for all \( t \in [0,+,\infty) \). Moreover, the mass density \( \rho [f_r](t) \) lies in the space \( L^\infty(T^3) \), with the bound

\[ \sup_{r > 0} \sup_{t \in [0,T]} \| \rho [f_r](t) \|_{L^\infty(T^3)} \leq \max \{ T^{-81/8}, C(R_0^3 + T^6) \} . \]

**Proof.** By (2.60), the characteristic system (2.70) is well-posed for all \( s \in \mathbb{R}, z \in \mathbb{T}^3 \times \mathbb{R}^3 \). We define the quantities

\[
\begin{align*}
  h^r_\rho(t) &:= \sup \{ \| \rho [f_r](s) \|_{L^\infty(T^3)} : 0 \leq s \leq t \} \\
  h^r_\eta(t, \Delta) &:= \sup \{ |V_r(t_1, \tau, z) - V_r(t_2, \tau, z)| : 0 \leq t_1, t_2, \tau \leq t, |t_1 - t_2| \leq \Delta, z \in \mathbb{T}^3 \times \mathbb{R}^3 \} .
\end{align*}
\]

We check that these quantities are well defined. By the uniform \( C^1 \) estimate (2.60) on \( E_r \),

\[
|V_r(t_1; \tau, z) - V_r(t_2; \tau, z)| \leq \int_{t_1}^{t_2} |E_r[s, X(s; \tau, z)]| \leq |t_2 - t_1| \| E_r \|_{L^\infty(T^3)} \leq C_r |t_2 - t_1| .
\]

(2.72)

Thus \( h^r_\eta(t, \Delta) \leq C_r \Delta \). Moreover

\[
|\rho [f_r](t, x)| \leq \int_{\text{supp}(f_r)} f_r(t, x, v) \, dv \\
\leq \| f_r(t) \|_{L^\infty(T^3 \times \mathbb{R}^3)} (R_0 + C_r t)^3 .
\]

By the uniform \( L^\infty(T^3 \times \mathbb{R}^3) \) bounds (2.63),

\[
\sup_{t \in [0,T]} \| \rho [f_r](t) \|_{L^\infty(T^3)} \leq \| f(0) \|_{L^\infty(T^3 \times \mathbb{R}^3)} (R_0 + C_r t)^3 .
\]

(2.73)
2.9 Construction of Solutions

By estimates (2.72) and (2.73), both $h_\rho^{(r)}(t)$ and $h_\eta^{(r)}(t, \Delta)$ are finite for all $t \geq 0$ and $\Delta \in [0, t]$.

We now apply the bootstrap scheme from the proof of Proposition 2.22, using the estimates of Batt and Rein (Lemma 3.13). We use this to obtain an estimate on $h_\rho^{(r)}$ that is independent of $r$.

By (2.71) and the decomposition (2.68) of $E_r$,

$$|V_r(t_1; \tau, z) - V_r(t_2; \tau, z)| \leq C(f_0) |t_2 - t_1| + \int_{t_1}^{t_2} \left| \left( \frac{1}{|\cdot|^2} \right) \ast \chi_\rho \ast \rho[f_r](s, X_r(s; \tau, z)) \right| ds.$$

By (2.74) we then apply the bootstrap argument from Proposition 2.22. The estimate (2.74) plays the role of estimate (2.51). Since

$$\int_{T^3} \rho[f_r](s, y) dy \leq C\|\rho[f_r]\|_{L^\infty(T^3)}^5 \|\rho[f_r]\|_{L^5(T^3)}^4,$$

by (2.66) we have

$$h_\eta^{(r)}(t, \Delta) \leq C\Delta \left[ h_\rho^{(r)}(t) \right]^{5/2},$$

where $C$ depends on $f(0)$ only. By Lemma 3.13 and (2.74), we obtain

$$h_\eta^{(r)}(t, \Delta) \leq C \left[ h_\rho^{(r)}(t) \right]^{7/2} \Delta, \quad \text{if} \quad \left[ h_\rho^{(r)}(t) \right]^{-2/9} \leq \Delta \leq t.$$

Iterating this scheme as described in the proof of Proposition 2.22, we obtain

$$h_\eta^{(r)}(t, \Delta) \leq C \left[ h_\rho^{(r)}(t) \right]^{1/6} \Delta,$$

provided that $\left[ h_\rho^{(r)}(t) \right]^{-8/81} \leq \Delta \leq t$. The constant $C$ is independent of $r$. As in the proof of Proposition 2.22, we conclude that

$$h_\rho(t) \leq \max\{t^{-81/8}C(R_0^3 + t^6)\}.$$

This completes the proof.

From Proposition 2.26, we deduce the following regularity bounds on the regularised potential $U_r$. These estimates are uniform in $r > 0.$
Lemma 2.30 (Uniform regularity of the electric field). Let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be compactly supported. For each $r > 0$, let $f_r$ denote the solution of (2.57) with initial datum $f(0)$. Then, for any $\alpha \in (0, 1)$, there exist constants $C[\alpha, f(0)], C[\alpha, T, f(0)]$ such that

$$
\sup_{r > 0} \sup_{t \in [0, T]} \|\bar{U}_r(t)\|_{C^{1, \alpha}(\mathbb{T}^d)} \leq C[\alpha, f(0)], \quad \sup_{r > 0} \sup_{t \in [0, T]} \|\bar{U}_r(t)\|_{C^{1, \alpha}(\mathbb{T}^d)} \leq C[\alpha, T, f(0)].
$$

Proof. These estimates follow from Proposition 2.4, using the density bounds from Proposition 2.26 and the fact that $\|\chi_r \ast \rho[f_r(t)]\|_{L^p(\mathbb{T}^d)} \leq \|\rho[f_r(t)]\|_{L^p(\mathbb{T}^d)}$. \hfill \Box

The final ingredient is a compactness property of the solutions $f_r$ of the regularised system. We show that the solutions $f_r$ are equicontinuous in time into the space $W^{-1,2}(\mathbb{T}^d)$. We will use this property to extract a limit point from $\{f_r\}_r$.

Lemma 2.31 (Equicontinuity in time). Let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be compactly supported. For each $r > 0$, let $f_r$ denote the solution of (2.57) with initial datum $f(0)$. For any $t_1 < t_2$,

$$
\|f_r(t_2) - f_r(t_1)\|_{W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)} \leq C[f(0)] |t_2 - t_1|,
$$

where $W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)$ denotes the dual of $W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d)$.

Proof. We use the fact that $f_r$ satisfies the transport equation

$$
\partial_t f_r = -\nabla_{x,v} \left( (v, E_r[f_r(t)]) f_r \right).
$$

From the weak form of this equation we have, for any function $\phi \in W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d)$,

$$
\left| \frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi f_r(t) \, dx \, dv \right| = \left| \int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla_{x,v} \phi \cdot (v, E_r[f_r(t)]) f_r(t) \, dx \, dv \right| 
\leq \left( \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_{x,v} \phi|^2 f_r(t) \, dx \, dv \right)^{1/2} 
\times \left( \int_{\mathbb{T}^d \times \mathbb{R}^d} (|v|^2 + |E_r[f_r(t)]|^2) f_r(t) \, dx \, dv \right)^{1/2}.
$$
Using the uniform $L^\infty(T^d \times \mathbb{R}^d)$ bound on $f_r$ (2.63), we can control this quantity by

\[
\left| \frac{d}{dt} \int_{T^d \times \mathbb{R}^d} \phi f_r(t) \, dx \, dv \right| \leq \left( \int_{T^d \times \mathbb{R}^d} |\nabla_x \phi|^2 \, dx \, dv \right)^{1/2} \| f_r(t) \|_{L^\infty(T^d \times \mathbb{R}^d)}^{1/2} \times \left( \int_{T^d \times \mathbb{R}^d} |\nabla f_r(t)|^2 \, dx \, dv + \int_{T^d \times \mathbb{R}^d} |E_r[f_r(t)]|^2 \, dx \, dv \right)^{1/2}.
\]

We control the last factor using the regularised energy $\mathcal{E}_r^{ME}[f_r]$. From the definition of $\mathcal{E}_r^{ME}$ (2.58), we have

\[
\int_{T^d \times \mathbb{R}^d} |\nabla f_r(t)|^2 \, dx \, dv + \int_{T^d \times \mathbb{R}^d} |\nabla U_r|^2 \, dx \, dv \leq \mathcal{E}_r^{ME}[f_r] + e^{-1}.
\]

Thus

\[
\left| \frac{d}{dt} \int_{T^d \times \mathbb{R}^d} \phi f_r(t) \, dx \, dv \right| \leq C \| f(0) \|_{L^\infty(T^d \times \mathbb{R}^d)} \left( C + \mathcal{E}_r^{ME}[f_r(t)] \right) \| \nabla \phi \|_{L^2(T^d \times \mathbb{R}^d)}.
\]

By the conservation of the regularised energy (2.64), we conclude that

\[
\left| \frac{d}{dt} \int_{T^d \times \mathbb{R}^d} \phi f_r(t) \, dx \, dv \right| \leq C[f(0)] \| \nabla \phi \|_{L^2(T^d \times \mathbb{R}^d)}.
\]

This estimate means that

\[
\| \partial_t f_r(t) \|_{W^{-1,2}(T^d \times \mathbb{R}^d)} = \sup_{\| \phi \|_{W^{1,2}(T^d \times \mathbb{R}^d)} \leq 1} \int_{T^d \times \mathbb{R}^d} \phi \, \partial_t f_r(t) \, dx \, dv \leq C,
\]

thus $\partial_t f_r \in L^\infty((0,T);W^{-1,2}(T^d \times \mathbb{R}^d))$. Thus, for any $t_1 < t_2$,

\[
\| f_r(t_2) - f_r(t_1) \|_{W^{-1,2}(T^d \times \mathbb{R}^d)} \leq \int_{t_1}^{t_2} \| \partial_t f_r(t) \|_{W^{-1,2}(T^d \times \mathbb{R}^d)} \, dt \leq C|t_2 - t_1|.
\]
In the next lemma, we use the above bounds to extract a convergent subsequence of approximate solutions, and show that the limit is a weak solution of (2.1). This completes the proof of Theorem 2.2.

**Lemma 2.32.** Let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be compactly supported. For each $r > 0$, let $f_r$ denote the solution of (2.57) with initial datum $f(0)$. Then there exists a subsequence $f_{r_n}$ converging in $L^\infty_{loc}([0, +\infty); W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d))$ to a limit $f \in C([0, +\infty); W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d))$; that is, for each time horizon $T > 0$ and for all $\phi \in W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d)$,

$$\lim_{n \to \infty} \sup_{t \in [0, T]} \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi (f_{r_n}(t) - f(t)) \, dx \, dv = 0.$$  

Moreover, for each $t \in [0, +\infty)$, for any $p \in [1, \infty]$ and all $\phi \in L^p(\mathbb{T}^d \times \mathbb{R}^d)$,

$$\lim_{n \to \infty} \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi (f_{r_n}(t) - f(t)) \, dx \, dv = 0.$$

Furthermore, $f$ belongs to the space $C([0, +\infty); \mathcal{M}_+(\mathbb{T}^d \times \mathbb{R}^d))$ and is a weak solution of (2.1) with initial datum $f(0)$, for which $\rho_f \in L^\infty_{loc}([0, +\infty); L^\infty(\mathbb{T}^d))$ and

$$\sup_{t \in [0, \infty)} |\mathcal{E}^{ME}[f(t)]| \leq C.$$

**Proof.** To extract the convergent subsequence, we need to make careful use of the equicontinuity in time. The curves

$$t \mapsto f_r(t) \in W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)$$

are equicontinuous in the norm topology on $W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)$ by Lemma 2.31. They are also uniformly bounded in $W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)$ since $f_r \in L^\infty([0, +\infty); L^2(\mathbb{T}^d \times \mathbb{R}^d))$ by (2.63). We now fix a compact time interval $[0, T]$. By an Arzelà-Ascoli type argument we may extract a subsequence $r_n$ such that for all $\phi \in W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d)$,

$$\lim_{n \to \infty} \sup_{t \in [0, T]} \int_{\mathbb{T}^d \times \mathbb{R}^d} (f_{r_n}(t) - f(t)) \phi \, dx \, dv = 0,$$

for some $f \in C([0, T]; W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d))$. In particular, since $C^\infty_c(\mathbb{T}^d \times \mathbb{R}^d) \subset W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d)$,

$$\lim_{n \to \infty} \sup_{t \in [0, T]} \int_{\mathbb{T}^d \times \mathbb{R}^d} (f_{r_n}(t) - f(t)) \phi \, dx \, dv = 0, \quad \text{for all } \phi \in C^\infty_c(\mathbb{T}^d \times \mathbb{R}^d).$$
We now want to prove that the convergence holds also in $L^p(\mathbb{T}^d \times \mathbb{R}^d) - w$, for $p \in [1, +\infty)$, and $L^\infty(\mathbb{T}^d \times \mathbb{R}^d) - w^*$. For fixed $t \in [0, T]$, we have the uniform bounds

$$\sup_{r > 0} \| f_r(t) \|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \| f(0) \|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}, \quad \sup_{r > 0} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t, x, v) \, dx \, dv \leq C[f(0)] \tag{2.78}$$

This implies that $\{ f_r(t) \}_{r > 0}$ is relatively compact in $L^p(\mathbb{T}^d \times \mathbb{R}^d) - w$ for $p \in [1, +\infty)$ and $L^\infty(\mathbb{T}^d \times \mathbb{R}^d) - w^*$. For each $p \in [1, +\infty]$ and $t \in [0, T]$ there is a further subsequence $r_{n_k}$ and a limit $g \in L^p(\mathbb{T}^d \times \mathbb{R}^d)$, both depending on $t$ and $p$, such that for all $\phi \in L^p(\mathbb{T}^d \times \mathbb{R}^d)$ ($p^*$ being the Hölder conjugate of $p$),

$$\lim_{k \to \infty} \left| \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(f_{r_{n_k}}(t) - g) \, dx \, dv \right| = 0.$$ 

In particular, this holds for $\phi \in C_c^\infty(\mathbb{T}^d \times \mathbb{R}^d) \subset L^{p^*}(\mathbb{T}^d \times \mathbb{R}^d)$. By (2.77), we deduce that

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} f(t) \phi \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^d} g \phi \, dx \, dv \quad \text{for all } \phi \in C_c^\infty(\mathbb{T}^d \times \mathbb{R}^d).$$

Thus $f(t) = g$. The uniqueness of the limit implies that in fact the whole original subsequence $f_{r_{n_k}}(t)$ converges to $f(t)$ in $L^p(\mathbb{T}^d \times \mathbb{R}^d) - w$ for $p \in [1, +\infty)$ and $L^\infty(\mathbb{T}^d \times \mathbb{R}^d) - w^*$.

Note that the weak (or weak*) convergence of $f_{r_{n_k}}$ to $f$ implies that the bounds (2.78) pass to the limit: for all $t \in [0, T]$ and $p \in [1, +\infty]$,

$$\| f(t) \|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)} \leq \| f(0) \|_{L^p(\mathbb{T}^d \times \mathbb{R}^d)}, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t, x, v) \, dx \, dv \leq C[f(0)]. \tag{2.79}$$

Since $f_{r_{n_k}}(t)$ is non-negative for all $n$ and $t \in [0, T]$, this property also holds for the limit $f$: note that, for fixed $t$, the function $1\{ f(t) < 0 \} \in L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ is non-negative. Since $f_{r_{n_k}}(t)$ converges to $f(t)$ weakly in $L^1(\mathbb{T}^d \times \mathbb{R}^d)$,

$$0 \geq \int_{\mathbb{T}^d \times \mathbb{R}^d} f(t) 1\{ f(t) < 0 \} \, dx \, dv = \lim_{n \to \infty} \int_{\mathbb{T}^d \times \mathbb{R}^d} f_{r_{n_k}}(t) 1\{ f(t) < 0 \} \, dx \, dv \geq 0.$$ 

Thus

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} f(t) 1\{ f(t) < 0 \} \, dx \, dv = 0,$$

which implies that $f(t) \geq 0$ almost everywhere.

We will now show that the path $t \mapsto f(t)$ is in fact continuous with respect to convergence of measures. This is equivalent to showing that the function

$$t \mapsto \langle f(t), \phi \rangle := \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(x, v) f(t, x, v) \, dx \, dv \quad \text{for all } \phi \in C_c^\infty(\mathbb{T}^d \times \mathbb{R}^d), \tag{2.80}$$

is continuous.
is continuous with respect to \( t \), for all \( \phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d) \). Since \( f \in C([0, T]; W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)) \), we already know that this holds for all \( \phi \in W^{1,2}(\mathbb{T}^d \times \mathbb{R}^d) \), and therefore certainly for \( \phi \in C_c(\mathbb{T}^d \times \mathbb{R}^d) \). We will enlarge the space of admissible test functions \( \phi \), first to \( C_c(\mathbb{T}^d \times \mathbb{R}^d) \), and then to \( C_b(\mathbb{T}^d \times \mathbb{R}^d) \).

Let \( \phi \in C_c(\mathbb{T}^d \times \mathbb{R}^d) \), and fix \( t \in [0, T] \). We will show that the path \( (2.80) \) is continuous at \( t \). Given \( \epsilon > 0 \), there exists a function \( \psi_{\epsilon} \in C_c(\mathbb{T}^d \times \mathbb{R}^d) \) such that \( \| \phi - \psi_{\epsilon} \|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \leq \epsilon \). Then, for \( s \in [0, T] \),

\[
|\langle f(s), \phi \rangle - \langle f(t), \phi \rangle| \leq |\langle f(s), \phi - \psi_{\epsilon} \rangle| + |\langle f(s), \psi_{\epsilon} \rangle - \langle f(t), \psi_{\epsilon} \rangle| + |\langle f(t), \psi_{\epsilon} - \phi \rangle|.
\]

By \( (2.79) \), for all \( s \in [0, T] \) we have the estimate

\[
|\langle f(s), \phi - \psi_{\epsilon} \rangle| \leq \|f(s)\|_{L^1(\mathbb{T}^d \times \mathbb{R}^d)} \|\phi - \psi_{\epsilon}\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \leq C \|f(0)\| \epsilon.
\]

Thus

\[
|\langle f(s), \phi \rangle - \langle f(t), \phi \rangle| \leq C \epsilon + |\langle f(s), \psi_{\epsilon} \rangle - \langle f(t), \psi_{\epsilon} \rangle|,
\]

where \( C > 0 \) depends on \( f(0) \) only. Since \( t \mapsto \langle f(t), \psi_{\epsilon} \rangle \) is continuous in \( t \), there exists \( \delta > 0 \) such that, if \( |s - t| < \delta \), then

\[
|\langle f(s), \phi \rangle - \langle f(t), \phi \rangle| \leq 2C \epsilon.
\]

Therefore the function \( (2.80) \) is continuous for all \( \phi \in C_c(\mathbb{T}^d \times \mathbb{R}^d) \).

Now let \( \phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d) \). For each \( R > 0 \), let \( \eta_R \in C_c^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) be a cut-off function taking values in \([0, 1]\) and such that

\[
\eta_R(x) = 1 \quad \text{for} \ |x| \leq R, \quad \eta_R(x) = 0 \quad \text{for} \ |x| > 2R.
\]

Let \( \phi_R := \phi \eta_R \). Then \( \phi_R \in C_c(\mathbb{T}^d \times \mathbb{R}^d) \). By \( (2.79) \), for all \( t \in [0, T] \),

\[
|\langle f(t), \phi - \phi_R \rangle| \leq \|\phi\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \int_{x \in \mathbb{T}^d, |v| > R} f(t, x, v) \, dx \, dv \leq \|\phi\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R^{-2} \int_{x \in \mathbb{T}^d, |v| > R} |v|^2 f(t, x, v) \, dx \, dv \leq C \|\phi\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} R^{-2},
\]
where $C > 0$ depends only on $f(0)$. Thus
\[
|\langle f(s), \phi \rangle - \langle f(t), \phi \rangle| \leq |\langle f(s), \phi - \phi_R \rangle| + |\langle f(s), \phi_R \rangle - \langle f(t), \phi_R \rangle| + |\langle f(t), \phi - \phi_R \rangle| \\
\leq C\|\phi\|_{L^\infty(T^d \times \mathbb{R}_d)} R^{-2} + |\langle f(s), \phi_R \rangle - \langle f(t), \phi_R \rangle|.
\]

Given $\varepsilon > 0$, first choose $R$ sufficiently large so that the first term is smaller than $\varepsilon$. Then, since $\phi_R \in C_c(T^d \times \mathbb{R}_d)$, $\langle f(t), \phi_R \rangle$ is continuous with respect to $t$. Thus there exists $\delta > 0$ such that, for all $s \in [0, T]$ such that $|s - t| < \delta$, the second term is smaller than $\varepsilon$. Thus $\langle f(t), \phi \rangle$ is continuous with respect to $t$. We deduce that $f \in C([0, T]; \mathcal{M}_+(T^d \times \mathbb{R}_d))$.

Next we show that the convergence also holds for the mass density. Since $f_n(t)$ converges in $L^1(T^d \times \mathbb{R}_d) - w$, for all $\phi \in L^\infty(T^d)$ we have
\[
\lim_{n \to \infty} \int_{T^d} \rho(f_n(t)) \phi(x) \, dx = \lim_{n \to \infty} \int_{T^d \times \mathbb{R}_d} f_n(t, x, v) \phi(x) \, dx \, dv = \int_{T^d \times \mathbb{R}_d} f(t, x, v) \phi(x) \, dx = \int_{T^d} \rho(f(t, x, v) \phi(x) \, dx.
\]

In other words $\rho_n(t) \to \rho_f(t)$ in $L^1(T^d) - w$. Since, by (2.66) and (2.67), $\rho(f_n(t))$ are uniformly bounded in $L^p(T^d)$ for all $p \in [1, +\infty]$, the convergence also holds in $L^p(T^d) - w$ for $p \in [1, +\infty)$ and in $L^\infty(T^d) - w^*$. In particular,
\[
\sup_{t \in [0, T]} \|\rho_f(t)\|_{L^p(T^d)} \leq \liminf_n \|\rho(f_n(t))\|_{L^p(T^d)}.
\]

We deduce that, by Lemma 2.25,
\[
\sup_{t \in [0, T]} \|\rho_f(t)\|_{L^p(T^d)} \leq \liminf_n \|\rho(f_n(t))\|_{L^p(T^d)} \leq C, \quad \sup_{t \in [0, T]} \|\rho_f(t)\|_{L^\infty(T^d)} \leq C_T. \tag{2.81}
\]

Next, we prove convergence of the electric field. By Lemma 2.30, for any $\alpha \in (0, 1)$,
\[
\sup_r \sup_{t \in [0, T]} \|U_r(t)\|_{C^{1,\alpha}(T^d)} \leq C[\alpha, T, f(0)],
\]
which implies that $U_r(t), \nabla U_r(t)$ are equicontinuous on $T^d$. Hence there exists a further subsequence for which $U_{r_k}(t), \nabla U_{r_k}(t)$ converge in $C(T^d)$ to some $U(t), \nabla U(t)$.

We identify the limit $U(t)$, by showing that it is a solution of
\[
\Delta U(t) = e^{U(t)} - \rho_f(t). \tag{2.82}
\]
The elliptic equation for $U_r(t)$ in (2.57) in weak form tells us that for all $r$ and all $\phi \in W^{1,2} \cap L^1(\mathbb{T}^d)$,
\[ \int_{\mathbb{T}^d} \nabla U_r(t) \cdot \nabla \phi + \left( e^{U_r(t)} - \chi_r * \rho[f_r(t)] \right) \phi \, dx = 0. \]

The first two terms converge by dominated convergence, since $U_r(t)$ are uniformly bounded in $C^1(\mathbb{T}^d)$. For the term involving $\chi_r * \rho[f_r(t)]$, we split
\[ \int_{\mathbb{T}^d} \left( \chi_r * \rho[f_r(t)] - \rho_f(t) \right) \phi \, dx = \int_{\mathbb{T}^d} (\chi_r * \rho[f_r(t)] - \rho[f_r(t)]) \phi \, dx + \int_{\mathbb{T}^d} (\rho[f_r(t)] - \rho_f(t)) \phi \, dx. \]

For any $\phi \in L^{d+2}(\mathbb{T}^d)$, we have
\[ \left| \int_{\mathbb{T}^d} (\chi_r * \rho[f_r(t)] - \rho[f_r(t)]) \phi \, dx \right| = \left| \int_{\mathbb{T}^d} (\chi_r * \phi - \phi) \rho[f_r(t)] \, dx \right| \leq \| \chi_r * \phi - \phi \|_{L^{d+2}(\mathbb{T}^d)} \| \rho[f_r(t)] \|_{L^{d+2}(\mathbb{T}^d)} \leq C \| \chi_r * \phi - \phi \|_{L^{d+2}(\mathbb{T}^d)}. \]

The right hand side converges to zero as $r$ tends to zero by standard results on continuity in $L^p$ spaces. For $r = r_n$, the second term of (2.83) converges to zero as $k$ tends to infinity, for all $\phi \in L^{d+2}(\mathbb{T}^d)$, since $\rho[f_r(t)]$ converges to $\rho_f(t)$ weakly in $L^{d+2}(\mathbb{T}^d)$. Hence, for all $\phi \in W^{1,2} \cap L^{d+2}(\mathbb{T}^d)$,
\[ \int_{\mathbb{T}^d} \nabla U(t) \cdot \nabla \phi + (e^{U(t)} - \rho_f(t)) \phi \, dx = 0. \]

Since $U(t) \in C^1(\mathbb{T}^d)$ and $\rho_f(t) \in L^2(\mathbb{T}^d)$, this extends to all $\phi \in W^{1,2}(\mathbb{T}^d)$ by density of $L^{d+2}(\mathbb{T}^d)$ in $L^2(\mathbb{T}^d)$. In other words $U(t)$ is indeed a weak solution of (2.82).

Our earlier stability estimates (Proposition 2.11) imply that (2.82) has at most one solution in $L^\infty \cap W^{1,2}(\mathbb{T}^d)$. Since $U(t), \nabla U(t) \in C(\mathbb{T}^d)$ we do have $U(t) \in L^\infty \cap W^{1,2}(\mathbb{T}^d)$. Since the limit of any convergent subsequence is uniquely identified, it follows that for all $t$ we have $U_{r_n}(t) \to U(t)$ in $C^1(\mathbb{T}^d)$, where $U(t)$ is the unique $L^\infty \cap W^{1,2}(\mathbb{T}^d)$ solution of (2.82) (that is, without passing to further subsequences).

Next we consider the convergence of the regularised electric field
\[ E_{r_n}[f_{r_n}(t)] = -\chi_r * \nabla U_{r_n}(t). \]
This converges to $-\nabla U(t)$ uniformly since, for some fixed $\alpha \in (0, 1)$,

$$
|\chi_r \ast \nabla U_r(t)(x) - \nabla U_r(t)(x)| = \left| \int_{y \in \mathbb{T}^d : |x-y| \leq Cr} \chi_r(x-y) [\nabla U_r(t)(y) - \nabla U_r(t)(x)] \, dy \right|
$$

$$
\leq \|U_r(t)\|_{C^1,\alpha(\mathbb{T}^d)} \int_{y \in \mathbb{T}^d : |x-y| \leq Cr} \chi_r(x-y) |x-y|^\alpha \, dy
$$

$$
\leq C_{\alpha,d,T} r^\alpha \int_{\mathbb{R}^d} \chi_1(y) |y|^\alpha \, dy \leq C_{\alpha,d,T} r^\alpha.
$$

The right hand side converges to zero as $r$ tends to zero, which proves the assertion.

Finally, we show that $f$ is a weak solution of (2.1) on the time interval $[0, T]$. Since $f_r$ is a solution of (2.57), for any $\phi \in C^\infty_c([0, \infty) \times \mathbb{T}^d \times \mathbb{R}^d)$ we have

$$
\int_{\mathbb{T}^d \times \mathbb{R}^d} f(0, x, v) \phi(0, x, v) \, dx \, dv + \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi + E_r(x) \cdot \nabla_v \phi) f_r \, dx \, dv \, dt = 0.
$$

Since $\partial_t \phi + v \cdot \nabla_x \phi \in C^\infty_c([0, \infty) \times \mathbb{T}^d \times \mathbb{R}^d)$, (2.76) implies that for all fixed $t$, as $n$ tends to infinity,

$$
\int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi) f_n \, dx \, dv \to \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi) f \, dx \, dv.
$$

Since

$$
\left| \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi) f_n \, dx \, dv \right| \leq \|f(0)\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_t \phi + v \cdot \nabla_x \phi| \, dx \, dv \in L^1([0, \infty)),
$$

we deduce from the dominated convergence theorem that for all $\phi \in C^\infty_c([0, \infty) \times \mathbb{T}^d \times \mathbb{R}^d)$, as $n$ tends to infinity,

$$
\int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi) f_n \, dx \, dv \to \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi) f \, dx \, dv.
$$

For the nonlinear term we have the estimate

$$
\left| \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla_v \phi \cdot (E_r f_r + \nabla_x U f) \, dx \, dv \, dt \right| \leq \left| \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (E_r + \nabla_x U) \cdot \nabla_v \phi \ f_r \, dx \, dv \, dt \right|
$$

$$
+ \left| \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} -\nabla_x U \cdot \nabla_v \phi (f_r - f) \, dx \, dv \, dt \right|.
$$
Now assume that \( \text{supp} \phi \subset [0, T] \times \mathbb{T}^d \times \mathbb{R}^d \). We estimate the first term using the uniform \( L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) estimate (2.63):

\[
\left| \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (E_n + \nabla U) \cdot \nabla \phi \, f_n \, dx \, dv \, dt \right| \leq C[f(0)] \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} |E_n + \nabla U| \cdot \nabla \phi | \, dx \, dv \, dt.
\]

Since \( E_n(t) + \nabla U(t) \) tends to zero as \( n \) tends to infinity for each \( t \), the function \( \nabla \phi \) belongs to \( L^1([0, \infty) \times \mathbb{T}^d \times \mathbb{R}^d) \), and the uniform bound

\[
\sup_{t \in [0, T]} \| E_n(t) + \nabla U(t) \|_{L^\infty(\mathbb{T}^d)} \leq C_T
\]

holds (by (2.75)), it follows by the dominated convergence theorem that the right hand side converges to zero as \( n \) tends to infinity. Similarly, for the second term we use that, for each \( t \), since \( \nabla U(t) \cdot \nabla \phi \in L^1(\mathbb{T}^d \times \mathbb{R}^d) \),

\[
\left| \int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla U \cdot \nabla \phi (f_n - f) \, dx \, dv \right| \rightarrow 0.
\]

Combining this with the bound

\[
|\nabla U \cdot \nabla \phi (f_n - f)| \leq C[T, f(0)] |\nabla \phi| \in L^1([0, \infty) \times \mathbb{T}^d \times \mathbb{R}^d),
\]

which follows from (2.63) and (2.75), we conclude that, as \( n \) tends to infinity,

\[
\int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (\nabla \phi \cdot E_n) \, f_n \, dx \, dv \, dt \rightarrow - \int_0^\infty \int_{\mathbb{T}^d \times \mathbb{R}^d} (\nabla \phi \cdot \nabla U) \, f \, dx \, dv \, dt.
\]

Hence, for all \( \phi \in C_c^\infty([0, T] \times \mathbb{T}^d \times \mathbb{R}^d) \) with \( \phi(T, \cdot, \cdot) = 0 \),

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} f(0, x, v) \phi(0, x, v) \, dv \, dx + \int_0^T \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \phi + v \cdot \nabla_x \phi - \nabla U(x) \cdot \nabla \phi) \, f \, dx \, dv \, dt = 0.
\]

Thus \( f \) is a weak solution of the VPME system (2.1).

By (2.81), \( f \) has bounded density on \([0, T]\). Thus Theorem 2.1 implies that \( f \) is the unique bounded density solution of (2.1). Therefore the limit of any \( C([0, T]; W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)) \) convergent subsequence \( f_{n_r} \) must be \( f \). This implies that in fact \( f_r \) converges to \( f \) in \( C([0, T]; W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)) \) as \( r \) tends to zero, without passing to a subsequence. Since \( T \) was arbitrary and the limit \( f \) is unique for each \( T \), by extension a single path \( f \in C([0, \infty); W^{-1,2}(\mathbb{T}^d \times \mathbb{R}^d)) \) may be defined that coincides on each \([0, T]\) with the limit of \( f_r \). This completes the proof. \( \square \)
### 2.9.1 Energy conservation

The solutions we have constructed have finite energy. Indeed, since each \( f_r \) satisfies a conservation of the energy \( E_{ME}^{\rho_f} \) defined in (2.58), for some constant \( C[f(0)] > 0 \) independent of \( t \) and \( r \) we have for all \( t \in [0, +\infty) \),

\[
E_{ME}^{\rho_f}(t) = E_{ME}^{\rho_f}(0) \leq C[f(0)].
\]

Since \( U_r(t) \) converges to \( U(t) \) in \( C^1(\mathbb{T}^d) \) and \( f_r(t) \) converges to \( f(t) \) weakly in \( L^1(\mathbb{T}^d \times \mathbb{R}^d) \), it follows that

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t) \, dx \, dv \leq \liminf_{r \to 0} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t) \, dx \, dv
\]

\[
\int_{\mathbb{T}^d} |\nabla U(t)|^2 \, dx = \lim_{r \to 0} \int_{\mathbb{T}^d} |\nabla U_r(t)|^2 \, dx
\]

\[
\int_{\mathbb{T}^d} U(t)e^{U(t)} \, dx = \lim_{r \to 0} \int_{\mathbb{T}^d} U_r(t)e^{U_r(t)} \, dx.
\]

In particular,

\[
\lim_{r \to 0} E_{ME}^{\rho_f}(t) = E_{ME}^{\rho_f}(0).
\]

Moreover,

\[
E_{ME}^{\rho_f}(t) \leq \liminf_{r \to 0} E_{ME}^{\rho_f}(t) \leq E_{ME}^{\rho_f}(0).
\]

In other words \( f \) has uniformly bounded energy. Next we want to show that the energy is in fact conserved for solutions with compactly supported data. We will do this by controlling a moment of order strictly greater than two.

**Lemma 2.33.** Let \( f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) be compactly supported, and let \( f \) be the unique solution of the VPME system (2.1) with initial datum \( f(0) \) and locally bounded density. Then, for all \( p \in [1, +\infty) \) and all \( T \geq 0 \),

\[
\sup_{t \in [0, T]} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^p f(t, x, v) \, dx \, dv \leq C_{p, T, f_0, M},
\]

where \( C_{p, T, f_0, M} \) depends on \( p, T, f_0 \) and a bound on the mass.

**Proof.** By assumption, there exists \( M \) such that

\[
\sup_{t \in [0, T]} \|\rho_f(t)\|_{L^\infty(\mathbb{T}^d)} \leq M.
\]

Then, by Proposition 2.4,

\[
\|E\|_{L^\infty(\mathbb{T}^d)} \leq CM + e^{CM}.
\]
Let $V(t; x, v)$ be the characteristic trajectory beginning at $(x, v)$ at time $t = 0$. Then
\[
|V(t; x, v)| \leq |v| + \int_0^t \|E\|_{L^\infty(\mathbb{T}^d)} \, ds \leq |v| + \left(CM + e^{CM}\right) t. \tag{2.84}
\]

Let $R_t$ be a function such that $f_t$ is supported in $\mathbb{T}^d \times B_{\mathbb{R}^d}(0; R_t)$. Then (2.84) implies that
\[
R_t \leq R_0 + C_{M,t}.
\]

Let $\psi_N \in C_b(\mathbb{R}^d)$ be a sequence of non-negative test functions satisfying
\[
\psi_N(v) = |v|^p, \quad |v| \leq N,
\]
\[
\psi_N(v) \uparrow |v|^p, \quad N \to \infty.
\]

We take the representation of $f$ as the pushforward of $f_0$ along the characteristic flow induced by $f$. Then
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_N(v) f_t \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_N(V(t; x, v)) f_0 \, dx \, dv \leq \int_{\mathbb{T}^d \times \mathbb{R}^d} |V(t; x, v)|^p f_0 \, dx \, dv
\]
\[
\leq \int_{\mathbb{T}^d \times \mathbb{R}^d} |R_0 + C_{M,t}|^p f_0 \, dx \, dv \leq C |R_0 + C_{M,t}|^p R_0^d \|f_0\|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)}
\]
\[
\leq C_{p,M,t,f_0}.
\]

By monotone convergence, we have
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^p f_t \, dx \, dv = \lim_{N \to \infty} \int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_N(v) f_t \, dx \, dv \leq C_{p,M,t,f_0},
\]
as required.

We complete the proof of the conservation of energy by showing that instead of the bound
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t) \, dx \, dv \leq \liminf_{r \to 0} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t) \, dx \, dv
\]
we in fact have the equality
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t) \, dx \, dv = \lim_{r \to 0} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t) \, dx \, dv.
\]

**Lemma 2.34.** Let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be compactly supported, and let $f$ be the unique solution of the VPME system (2.1) with initial datum $f(0)$ and locally bounded density. Let $f_r$
be the solution of the regularised equation (2.57) with initial datum \( f(0) \). Then, for all \( t \),

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t) \, dx \, dv = \lim_{r \to 0} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f_r(t) \, dx \, dv.
\]

**Proof.** Let \( \psi_N \in C_b(\mathbb{R}^d) \) be a sequence of non-negative test functions satisfying

\[
\psi_N(v) = |v|^2, \quad |v| \leq N,
\]

\[
\psi_N(v) \uparrow |v|^2, \quad N \to \infty.
\]

By Lemma 2.33, for any \( \alpha > 0 \),

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^{2+\alpha} f(t) \, dx \, dv \leq C\alpha.
\]

In fact, the same estimate holds for \( f_r \) with the same constant \( C\alpha \) for all \( r \), since we showed in Lemma 2.25 that for any \( T \geq 0 \),

\[
\sup_{t \in [0,T]} \| \rho[f_r(t)] \|_{L^\infty(\mathbb{T}^d)} \leq M,
\]

where \( M \) is uniform in \( r \). Hence we have the estimate

\[
\left| \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f(t) \, dx \, dv - \int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_N(v) f(t) \, dx \, dv \right| \leq \int_{\{x,v:|v| \geq N\}} |v|^2 f(t) \, dx \, dv
\]

\[
\leq N^{-\alpha} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^{2+\alpha} f(t) \, dx \, dv \leq C\alpha N^{-\alpha},
\]

along with the analogous one for \( f_r \). Then

\[
\left| \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 [f(t) - f_r(t)] \, dx \, dv \right| \leq 2C\alpha N^{-\alpha} + \int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_N(v) [f(t) - f_r(t)] \, dx \, dv.
\]

The second term converges to zero as \( r \) tends to zero, since \( f_r \) converges to \( f \) weakly in \( L^1(\mathbb{T}^d \times \mathbb{R}^d) \). This completes the proof. \[\square\]
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In this chapter, we prove a quasi-neutral limit for the VPME system. In quasi-neutral scaling, the system reads as follows:

\[
(VPME)_\varepsilon := \begin{cases}
\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon + E_\varepsilon \cdot \nabla_v f_\varepsilon = 0, \\
E_\varepsilon = -\nabla U_\varepsilon, \\
\varepsilon^2 \Delta U_\varepsilon = e^{U_\varepsilon} - \int_{\mathbb{R}^d} f_\varepsilon \, dv = e^{U_\varepsilon} - \rho_\varepsilon, \\
f_\varepsilon|_{t=0} = f_\varepsilon(0) \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f_\varepsilon(0,x,v) \, dx \, dv = 1.
\end{cases}
\] (3.1)
The quasi-neutral limit is the limit in which the Debye length $\varepsilon$ tends to zero. We introduced the Debye length and the physical motivation for this limit in Subsection 1.2.3, and discussed its mathematical background in Section 1.5. The main result of this chapter is a rigorous quasi-neutral limit for the VPME system for a class of rough data.

The formal limiting system is the kinetic isothermal Euler system:

$$(KIsE) := \begin{cases} \partial_t g + v \cdot \nabla_x g + E \cdot \nabla_v g = 0, \\ E = -\nabla U, \\ U = \log \rho, \\ g(0) \geq 0, \quad \int_{\mathbb{R}^d \times \mathbb{R}^d} g(0, x, v) \, dx \, dv = 1. \end{cases} \quad (3.2)$$

The aim is to prove that, if $f_\varepsilon(0)$ converges to $g(0)$ as $\varepsilon$ tends to zero, then the solutions $f_\varepsilon$ of (3.1) converge to a solution $g$ of (3.2).

Rigorous results on the quasi-neutral limit go back to the works of Brenier and Grenier [21] and Grenier [32] for the Vlasov-Poisson system for electrons (1.5). A result of particular relevance to the contents of this chapter is the work of Grenier [33], proving the limit for the classical system assuming uniformly analytic data. The works of Han-Kwan and Iacobelli [43, 44] extended this result to data that are very small, but possibly rough, perturbations of the uniformly analytic case, in dimension 1, 2 and 3.

In the massless electrons case considered here, Han-Kwan and Iacobelli [44] showed a rigorous limit in dimension one, again for rough perturbations of analytic data. The main result of this chapter extends the results of [44] to higher dimensions by showing a rigorous quasi-neutral limit for the VPME system (3.1) in dimension 2 and 3, for data that are very small, but possibly rough, perturbations of some uniformly analytic functions.

### 3.1 Statement of Results

We state the main result of this chapter, which is a quasi-neutral limit for rough data that are small perturbations of analytic functions. We begin by introducing some concepts and notation needed to state our results.

**Energy** We recall that we defined the energy associated with the VPME system in (2.2). For the quasi-neutral limit, we need to write the energy with a quasi-neutral scaling. This results in
the following functional:

\[
\mathcal{E}^{\text{ME}}_{\varepsilon}[f] := \frac{1}{2} \int_{T^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{\varepsilon^2}{2} \int_{T^d} |\nabla U|^2 \, dx + \int_{T^d} U e^U \, dx,
\]

where \( U \) is the potential defined in (3.1).

**Analytic Norms** We introduced the family of analytic norms \( \| \cdot \|_{B^\delta} \) in Section 1.5.4.1. Explicitly, for \( \delta > 1 \) the norm \( \| \cdot \|_{B^\delta} \) is defined by

\[
\|g\|_{B^\delta} := \sum_{k \in \mathbb{Z}^d} |\hat{g}(k)| \delta^{|k|},
\]

where \( \hat{g}(k) \) denotes the Fourier coefficient of \( g \) of index \( k \).

**Iterated Exponentials** We will use the notation \( \exp_n \) to denote the \( n \)-fold iteration of the exponential function. For example

\[
\exp_3(x) := \exp \exp \exp(x).
\]

Our main result is the following theorem.

**Theorem 3.1** (Quasi-neutral limit). Let \( d = 2, 3 \). Consider initial data \( f_\varepsilon(0) \) satisfying the following conditions:

- (Uniform bounds) \( f_\varepsilon(0) \) is bounded and has bounded energy, uniformly with respect to \( \varepsilon \):

\[
\|f_\varepsilon(0)\|_{L^\infty(T^d \times \mathbb{R}^d)} \leq C_0, \quad \mathcal{E}^{\text{ME}}_{\varepsilon}[f_\varepsilon(0)] \leq C_0,
\]

for some constant \( C_0 > 0 \).

- (Control of support) There exists \( C_1 > 0 \) such that

\[
f_\varepsilon(0, x, v) = 0 \quad \text{for } |v| > \exp(C_1 \varepsilon^{-2}). \quad (3.3)
\]
• (Perturbation of an analytic function) There exist $g_\epsilon(0)$ satisfying, for some $\delta > 1$, $\eta > 0$, and $C > 0$,

$$\sup_{\epsilon} \sup_{v \in \mathbb{R}^d} (1 + |v|^{d+1}) \|g_\epsilon(0, \cdot, v)\|_{B_\delta} \leq C,$$

$$\sup_{\epsilon} \left\| \int_{\mathbb{R}^d} g_\epsilon(0, \cdot, v) \, dv - 1 \right\|_{B_\delta} \leq \eta,$$

as well as the support condition (3.3), such that

$$W_2(f_\epsilon(0), g_\epsilon(0)) \leq \left[ \exp_4(C\epsilon^{-2}) \right]^{-1}$$

(3.4)

for $C$ sufficiently large with respect to $C_0, C_1$.

• (Convergence of data) $g_\epsilon(0)$ has a limit $g(0)$ in the sense of distributions as $\epsilon \to 0$.

Let $f_\epsilon$ denote the unique solution of (3.1) with bounded density and initial datum $f_\epsilon(0)$. Then there exists a time horizon $T_* > 0$, independent of $\epsilon$ but depending on the collection $\{g_\epsilon(0)\}_\epsilon$, and a solution $g$ of (3.2) on the time interval $[0, T_*]$ with initial datum $g(0)$, such that

$$\lim_{\epsilon \to 0} \sup_{t \in [0, T_*]} W_1(f_\epsilon(t), g(t)) = 0.$$ 

**Remark 4.** The condition (3.3) should be understood as giving the fastest growth rate on the support for which the inverse quadruple exponential is an admissible rate in (3.4). In particular, this would still be the rate achievable by our methods even if the support of the data was uniform in $\epsilon$.

### 3.1.1 Strategy of Proof

The main idea of the proof is to consider the unique bounded density solution $g_\epsilon$ of the VPME system (3.1) with initial datum $g_\epsilon(0)$. Since each $g_\epsilon(0)$ is compactly supported, the fact that a unique $g_\epsilon$ exists is a consequence of the results of Chapter 2. We will use $g_\epsilon$ as an intermediate step between $f_\epsilon$ and a solution $g$ of the KIsE system (3.2).

The quasi-neutral limit for the VPME system (3.1) with uniformly analytic data can be proved using the methods of Grenier [33], with the modifications for the massless electrons case described in [44, Proposition 4.1]. We stated this result above as Theorem 1.20. Grenier’s result gives an $H^4$ convergence of a representation of the VP system as a multi-fluid pressureless Euler system. In [44, Corollary 4.2], it is shown that this implies convergence in $W_1$. We can therefore make use of the following result.
3.2 Estimates on the Electric Field

**Theorem 3.2.** Let $g_\varepsilon(0)$ satisfy the technical conditions stated in Theorem 3.1, and let $g_\varepsilon$ denote the solution of (3.1) with initial datum $g_\varepsilon(0)$. Assume that $g_\varepsilon(0)$ has a limit $g(0)$ in the sense of distributions as $\varepsilon$ tends to zero. Then there exists a time $T_* > 0$ and a solution of (3.2) on the time interval $[0, T_*]$ such that

$$\lim_{\varepsilon \to 0} \sup_{t \in [0, T_*]} W_1(g_\varepsilon(t), g(t)) = 0.$$ 

To show the convergence from $f_\varepsilon$ to $g_\varepsilon$, we use a stability estimate in $W_2$ for solutions of the VPME system. We proved an estimate of this type in Proposition 2.12 of Chapter 2. In the setting of the quasi-neutral limit, what is important is to quantify the dependence of the constants in the estimate on $\varepsilon$. The quantified estimate is Proposition 3.9 stated below in Section 3.3. We use this to show that, under our assumptions on the initial data,

$$\lim_{\varepsilon \to 0} \sup_{t \in [0, T_*]} W_2(f_\varepsilon(t), g_\varepsilon(t)) = 0.$$ 

The combination of these two results will complete the proof.

This chapter is structured as follows. The $W_2$ stability estimate is proved in Section 3.3. The proof relies on regularity estimates for the electric field, which are proved in Section 3.2. The stability estimate also relies on bounds on the mass density of the solutions. We quantify the dependence of these bounds on $\varepsilon$ in Section 3.4. The proof of Theorem 3.1 is completed in Section 3.5.

### 3.2 Estimates on the Electric Field

In this section we revisit the regularity estimates on the electric field that we proved in Section 2.4, with the aim of quantifying their dependence with respect to $\varepsilon$. Once again, we use
the decomposition of the electrostatic potential into two parts:

\[ U_\varepsilon = \bar{U}_\varepsilon + \hat{U}_\varepsilon, \]

where \( \bar{U}_\varepsilon \) and \( \hat{U}_\varepsilon \) are solutions of the equations

\[ \varepsilon^2 \Delta \bar{U}_\varepsilon = 1 - \rho [f_\varepsilon], \quad \varepsilon^2 \Delta \hat{U}_\varepsilon = \varepsilon \bar{U}_\varepsilon + \varepsilon \hat{U}_\varepsilon - 1. \]

We will use the notation \( \bar{E}_\varepsilon = -\nabla \bar{U}_\varepsilon \) and \( \hat{E}_\varepsilon = -\nabla \hat{U}_\varepsilon \).

### 3.2.1 Regularity

The following is a version of Proposition 2.4 with quasi-neutral scaling. We will give the proof of these estimates below.

**Proposition 3.3** (Regularity estimates on \( \bar{U}_\varepsilon \) and \( \hat{U}_\varepsilon \)). Let \( d = 2, 3 \). Let \( h \in L^\infty \cap L^{d+\frac{1}{2}} (T^d) \).

Then there exist unique \( \bar{U}_\varepsilon \in W^{1,2}(T^d) \) with zero mean and \( \hat{U}_\varepsilon \in W^{1,2} \cap L^\infty (T^d) \) satisfying

\[ \varepsilon^2 \Delta \bar{U}_\varepsilon = 1 - h, \quad \varepsilon^2 \Delta \hat{U}_\varepsilon = \varepsilon \bar{U}_\varepsilon + \varepsilon \hat{U}_\varepsilon - 1. \]

Moreover we have the following estimates for some constant \( C_{\alpha,d} > 0 \):

\[
\begin{align*}
\| \bar{U}_\varepsilon \|_{C^{0,\alpha}(T^d)} & \leq C_{\alpha,d} \varepsilon^{-2} \left( 1 + \| h \|_{L^{d+\frac{1}{2}}(T^d)} \right), & \alpha \in \begin{cases} (0, 1) & \text{if } d = 2 \\ (0, \frac{1}{2}) & \text{if } d = 3 \end{cases} \\
\| \hat{U}_\varepsilon \|_{C^{1,\alpha}(T^d)} & \leq C_{\alpha,d} \varepsilon^{-2} \left( 1 + \| h \|_{L^\infty(T^d)} \right), & \alpha \in (0, 1) \\
\| \hat{U}_\varepsilon \|_{C^{1,\alpha}(T^d)} & \leq C_{\alpha,d} \exp \left( C_{\alpha,d} \varepsilon^{-2} \left( 1 + \| h \|_{L^{d+\frac{1}{2}}(T^d)} \right) \right), & \alpha \in (0, 1) \\
\| \hat{U}_\varepsilon \|_{C^{2,\alpha}(T^d)} & \leq C_{\alpha,d} \exp_2 \left( C_{\alpha,d} \varepsilon^{-2} \left( 1 + \| h \|_{L^{d+\frac{1}{2}}(T^d)} \right) \right), & \alpha \in \begin{cases} (0, 1) & \text{if } d = 2 \\ (0, \frac{1}{3}) & \text{if } d = 3. \end{cases}
\end{align*}
\]

#### 3.2.1.1 Regularity of \( \hat{U}_\varepsilon \)

For the singular part of the potential \( \hat{U}_\varepsilon \), the dependence on \( \varepsilon \) can be deduced using the fact that the Poisson equation is linear, that is, that

\[ \Delta (\varepsilon^2 \hat{U}_\varepsilon) = 1 - h. \]

By applying Lemma 2.5 from Chapter 2 to \( \varepsilon^2 \hat{U}_\varepsilon \), we deduce the following estimates:
3.2 Estimates on the Electric Field

(i) If $h \in L^{d+2}(\mathbb{T}^d)$, then for all $\alpha \in (0,1)$, if $d = 2$, or $\alpha \in (0, \frac{1}{3}]$ if $d = 3$, there exists a constant $C_{\alpha,d} > 0$ such that

$$\|\bar{U}_\varepsilon\|_{C^{0,\alpha}} \leq C_{\alpha,d} \varepsilon^{-2} \left(1 + \|h\|_{L^{d+2}(\mathbb{T}^d)}\right)$$

(ii) If $h \in L^\infty(\mathbb{T}^d)$, then for any $\alpha \in (0,1)$, there exists a constant $C_{\alpha,d}$ such that

$$\|\bar{U}_\varepsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d} \varepsilon^{-2} \left(1 + \|h\|_{L^\infty(\mathbb{T}^d)}\right)$$

We can also deduce the following quantified version of Lemma 2.6.

**Lemma 3.4 (Log-Lipschitz regularity of $\bar{E}_\varepsilon$).** Let $\bar{U}_\varepsilon$ be a solution of

$$\varepsilon^2 \Delta \bar{U}_\varepsilon = h$$

for $h \in L^\infty(\mathbb{T}^d)$. Then

$$|\nabla \bar{U}_\varepsilon(x) - \nabla \bar{U}_\varepsilon(y)| \leq \varepsilon^{-2} C \|h\|_{L^\infty} |x - y| \left(1 + \log \left(\frac{\sqrt{d}}{|x - y|}\right) \frac{1}{|x - y|} \right)_{|x - y| \leq \sqrt{d}}.$$

### 3.2.1.2 Regularity of $\hat{U}_\varepsilon$

In Section 2.4.2, we proved the existence of a unique $W^{1,2}(\mathbb{T}^d)$ solution $\hat{U}$ of the equation

$$\Delta \hat{U} = e^\hat{U} + \hat{U} - 1,$$

under the assumption that $\hat{U} \in L^\infty(\mathbb{T}^d) \cap W^{1,2}(\mathbb{T}^d)$. We showed that this solution in fact belongs to the Hölder space $C^{1,\alpha}(\mathbb{T}^d)$ for $\alpha \in (0,1)$. Furthermore, if $\bar{U} \in C^{0,\alpha}(\mathbb{T}^d)$, then $\bar{U} \in C^{2,\alpha}(\mathbb{T}^d)$. The method of proof also applies for general $\varepsilon$. We will revisit part of the proof here in order to quantify how the constants depend on $\varepsilon$.

**Lemma 3.5.** Consider the nonlinear Poisson equation

$$\varepsilon^2 \Delta \hat{U}_\varepsilon = e^{\hat{U}_\varepsilon} + \hat{U}_\varepsilon - 1. \quad (3.5)$$

Assume that $\hat{U}_\varepsilon \in L^\infty(\mathbb{T}^d) \cap W^{1,2}(\mathbb{T}^d)$ with

$$\|\hat{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} \leq M_1. \quad (3.6)$$
Then the unique $W^{1,2}(\mathbb{T}^d)$ solution $\hat{U}_\varepsilon$ of (3.5) belongs to $C^{1,\alpha}(\mathbb{T}^d)$ for all $\alpha \in (0, 1)$, with the estimate
\[
\|\hat{U}_\varepsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C\varepsilon^{-2} \left( e^{2M_1} + 1 \right).
\]

If, in addition, $\bar{U}_\varepsilon$ is Hölder regular with the estimate
\[
\|\bar{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2
\]
for some $\alpha \in (0, 1)$, then $\hat{U}_\varepsilon \in C^{2,\alpha}(\mathbb{T}^d)$ with the estimate
\[
\|\hat{U}_\varepsilon\|_{C^{2,\alpha}(\mathbb{T}^d)} \leq [M_2 + C\varepsilon^{-2} \left( e^{2M_1} + 1 \right)] \exp \left[ C\varepsilon^{-2} \left( e^{2M_1} + 1 \right) \right].
\]

Proof: The idea is to prove $L^p(\mathbb{T}^d)$ estimates on the right hand side of (3.5), in particular on $e^{U_\varepsilon}$. The estimates on $\hat{U}_\varepsilon$ are then deduced using standard regularity estimates for the Poisson equation.

Since $\hat{U}_\varepsilon$ is already controlled in $L^\infty$ by assumption (3.6), it is enough to estimate $e^{\hat{U}_\varepsilon}$. We prove an a priori estimate using the equation satisfied by $\hat{U}_\varepsilon$:
\[
\varepsilon^2 \Delta \hat{U}_\varepsilon = e^{\bar{U}_\varepsilon} + \hat{U}_\varepsilon - 1.
\]

We use the function $e^{(p-1)\hat{U}_\varepsilon}$ as a test function in the weak form of this equation. Then
\[
\int_{\mathbb{T}^d} e^{(p-1)\hat{U}_\varepsilon} \, dx = \varepsilon^2 (p - 1) \int_{\mathbb{T}^d} |\nabla \hat{U}_\varepsilon|^2 \, e^{\hat{U}_\varepsilon} \, dx + \int_{\mathbb{T}^d} e^{\hat{U}_\varepsilon} \cdot e^{p\hat{U}_\varepsilon} \, dx,
\]
and so
\[
\int_{\mathbb{T}^d} e^{\bar{U}_\varepsilon} \cdot e^{p\hat{U}_\varepsilon} \, dx \leq \int_{\mathbb{T}^d} e^{(p-1)\hat{U}_\varepsilon} \, dx.
\]

We can make this estimate rigorous by using a truncation argument, as described in the proof of Lemma 2.9. Since
\[
\|\hat{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} \leq M_1,
\]
we have
\[
\|e^{\hat{U}_\varepsilon}\|_{L^p(\mathbb{T}^d)} \leq e^{M_1} \|e^{\hat{U}_\varepsilon}\|_{L^{p-1}(\mathbb{T}^d)}^{p-1},
\]
(3.7)

Note that the constants in this estimate do not depend on $\varepsilon$. We therefore deduce an estimate for all $p < \infty$ by induction, in the same way as we did in Lemma 2.9.

First, since
\[
0 = \varepsilon^2 \int_{\mathbb{T}^d} \Delta \hat{U}_\varepsilon \, dx = \int_{\mathbb{T}^d} (e^{U_\varepsilon} - 1) \, dx,
\]
for any $\varepsilon$ we still have
\[
\|\varepsilon U_\varepsilon\|_{L^1(\mathbb{T}^d)} = 1.
\]
Then
\[
\|\varepsilon \tilde{U}_\varepsilon\|_{L^1(\mathbb{T}^d)} \leq e\|\tilde{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} \leq e^{M_1}.
\]
By induction, using (3.7), we conclude that for all integer $p$,
\[
\|\varepsilon \tilde{U}_\varepsilon\|_{L^p(\mathbb{T}^d)} \leq e^{M_1}. 	ag{3.8}
\]
By interpolation, this extends to any $p < \infty$.

Next, we use these estimates to deduce regularity for $\tilde{U}_\varepsilon$. By Calderón-Zygmund estimates for the Poisson equation,
\[
\|\tilde{U}_\varepsilon\|_{W^{2,n}(\mathbb{T}^d)} \leq C_{n,d}e^{-2}\|\varepsilon \tilde{U}_\varepsilon + \tilde{U}_\varepsilon\|_{L^n(\mathbb{T}^d)} \leq C_{n,d}e^{-2}(e^{2M_1} + 1).
\]
By Sobolev embedding with $n$ sufficiently large, for any $\alpha \in (0, 1),$
\[
\|\tilde{U}_\varepsilon\|_{C^{1,\alpha}(\mathbb{T}^d)} \leq C_{\alpha,d}e^{-2}(e^{2M_1} + 1).
\]
Now assume that for some $\alpha \in (0, 1),$
\[
\|\varepsilon \tilde{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2.
\]
Then $U_\varepsilon \in C^{0,\alpha}(\mathbb{T}^d)$, with
\[
\|U_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq \|\tilde{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} + \|\varepsilon \tilde{U}_\varepsilon\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq M_2 + C\varepsilon^{-2}(e^{2M_1} + 1).
\]
Since
\[
\|e^{U_\varepsilon(x)} - e^{U_\varepsilon(y)}\| \leq e^{|U_\varepsilon(x) - U_\varepsilon(y)|} |U_\varepsilon(x) - U_\varepsilon(y)|,
\]
it follows that
\[
\|e^{U_\varepsilon}\|_{C^{0,\alpha}(\mathbb{T}^d)} \leq e^{\max\{U_\varepsilon(x),U_\varepsilon(y)\}} |U_\varepsilon(x) - U_\varepsilon(y)| \exp\left[C\varepsilon^{-2}(1 + e^{2M_1})\right].
\]
By Schauder estimates [30, Chapter 4],
\[
\|\tilde{U}_\varepsilon\|_{C^{2,\alpha}(\mathbb{T}^d)} \leq C\left(\|\tilde{U}_\varepsilon\|_{L^\infty(\mathbb{T}^d)} + \varepsilon^{-2}\|e^{U_\varepsilon} - 1\|_{C^{0,\alpha}(\mathbb{T}^d)}\right) 
\leq [M_2 + C\varepsilon^{-2}(1 + e^{2M_1})] \exp\left[C\varepsilon^{-2}(1 + e^{2M_1})\right],
\]
3.2.2 Stability

We are also interested in the stability of \( U_\varepsilon \) with respect to the charge density. The proposition below is a quantitative version of Proposition 2.11.

**Proposition 3.6.** For each \( i = 1, 2 \), let \( \bar{U}_\varepsilon^{(i)} \) be a zero-mean solution of

\[
\varepsilon^2 \Delta \bar{U}_\varepsilon^{(i)} = h_i - 1,
\]

where \( h_i \in L^\infty \cap L^{d+2} / d (T^d) \). Then

\[
||\nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)}||^2_{L^2(T^d)} \leq \varepsilon^{-4} \max_i ||h_i||_{L^=(T^d)} W^2_2 (h_1, h_2). \tag{3.9}
\]

Now, in addition, let \( \hat{U}_\varepsilon^{(i)} \) be a solution of

\[
\varepsilon^2 \Delta \hat{U}_\varepsilon^{(i)} = \hat{U}_\varepsilon^{(i)} + \bar{U}_\varepsilon^{(i)} - 1.
\]

Then

\[
||\nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)}||^2_{L^2(T^d)} \leq \exp \left[ C_d \varepsilon^{-2} \left( 1 + \max_i ||h_i||_{L^{(d+2)/d}(T^d)} \right) \right] \times \max_i ||h_i||_{L^=(T^d)} W^2_2 (h_1, h_2). \tag{3.10}
\]

For the stability of \( \nabla U_\varepsilon \), we use a result proved originally by Loeper [65] in the whole space \( \mathbb{R}^d \), and adapted to the torus \( T^d \) in [43].

**Lemma 3.7** (Loeper-type estimate for Poisson’s equation). For each \( i = 1, 2 \), let \( \hat{U}_\varepsilon^{(i)} \) be a solution of

\[
\varepsilon^2 \Delta \hat{U}_\varepsilon^{(i)} = h_i - 1,
\]

where \( h_i \in L^\infty (T^d) \). Then

\[
||\nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)}||^2_{L^2(T^d)} \leq \varepsilon^{-4} \max_i ||h_i||_{L^=(T^d)} W^2_2 (h_1, h_2).
\]

For \( \hat{U}_\varepsilon \) we use a version of Proposition 2.11 in which we quantify the dependence of the constants on \( \varepsilon \).
Lemma 3.8. For each \( i = 1, 2 \), let \( \hat{U}_\varepsilon^{(i)} \in W^{1,2} \cap L^\infty(\mathbb{T}^d) \) be a solution of

\[
e^2 \Delta \hat{U}_\varepsilon^{(i)} = e^{\hat{U}_\varepsilon^{(i)} + \bar{U}_\varepsilon} - 1,
\]

for some given potentials \( \bar{U}_\varepsilon^{(i)} \in L^\infty(\mathbb{T}^d) \). Then

\[
e^2 \| \nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2 \leq C \varepsilon \| \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2,
\]

where \( C \) depends on the \( L^\infty \) norms of \( \hat{U}_\varepsilon^{(i)} \) and \( \bar{U}_\varepsilon^{(i)} \). More precisely, \( C \varepsilon \) can be chosen such that

\[
C \varepsilon \leq \exp \left[ C \left( \max_i \| \hat{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \right) \right],
\]

for some sufficiently large constant \( C \), independent of \( \varepsilon \).

Proof. We look at the equation solved by the difference \( \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \). By subtracting the two equations (3.11), we find that

\[
e^2 \Delta (\hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)}) = e^{\hat{U}_\varepsilon^{(1)} + \bar{U}_\varepsilon} - e^{\hat{U}_\varepsilon^{(2)} + \bar{U}_\varepsilon}.
\]

By taking \( \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \) as a test function, we find that

\[-e^2 \int_{\mathbb{T}^d} |\nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)}|^2 \, dx = e^{\hat{U}_\varepsilon^{(1)} + \bar{U}_\varepsilon} - e^{\hat{U}_\varepsilon^{(2)} + \bar{U}_\varepsilon} \int_{\mathbb{T}^d} \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \, dx.
\]

In the proof of Proposition 2.11, we showed that for any \( \bar{U}, \bar{V}, \hat{V} \in L^\infty(\mathbb{T}^d) \),

\[- \int_{\mathbb{T}^d} \left( e^{\bar{U} + \bar{V}} - e^{\hat{U} + \hat{V}} \right) (\hat{U} - \hat{V}) \, dx \leq C_{U,V} \| \bar{U} - \hat{V} \|_{L^2(\mathbb{T}^d)}^2,
\]

where

\[
C_{U,V} \leq \exp \left\{ C \left[ \| \hat{U} \|_{L^\infty(\mathbb{T}^d)} + \| \bar{U} \|_{L^\infty(\mathbb{T}^d)} + \| \bar{V} \|_{L^\infty(\mathbb{T}^d)} + \| \hat{V} \|_{L^\infty(\mathbb{T}^d)} \right] \right\}.
\]

Thus

\[
\| \nabla \hat{U}_\varepsilon^{(1)} - \nabla \hat{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2 \leq C \varepsilon \| \hat{U}_\varepsilon^{(1)} - \hat{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2,
\]

where

\[
C \varepsilon \leq \exp \left[ C \left( \max_i \| \hat{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \right) \right].
\]

\( \square \)
Proof of Proposition 3.6. It suffices to prove (3.10), since (3.9) follows immediately from Lemma 3.7. By the Poincaré inequality for zero-mean functions,

\[ \| \bar{U}_\varepsilon^{(1)} - \bar{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2 \leq C \| \nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2. \]

By Lemma 3.7,

\[ \| \nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2 \leq \varepsilon^{-4} \max_i \| h_i \|_{L^\infty(\mathbb{T}^d)} \, W^2_2(h_1, h_2). \]

Then, by Lemma 3.8,

\[ \| \nabla \bar{U}_\varepsilon^{(1)} - \nabla \bar{U}_\varepsilon^{(2)} \|_{L^2(\mathbb{T}^d)}^2 \leq C_\varepsilon \varepsilon^{-6} \max_i \| h_i \|_{L^\infty(\mathbb{T}^d)} \, W^2_2(h_1, h_2), \]

for

\[ C_\varepsilon \leq \exp \left[ C \left( \max_i \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} + \max_i \| \tilde{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \right) \right]. \]

For the \( L^\infty(\mathbb{T}^d) \) estimates, we use Proposition 3.3:

\[ \| \bar{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \leq C_d \varepsilon^{-2} \left( 1 + \| h_i \|_{L^{\frac{d+2}{d-2}}} \right) \]

\[ \| \tilde{U}_\varepsilon^{(i)} \|_{L^\infty(\mathbb{T}^d)} \leq C_d \exp \left[ C_d \varepsilon^{-2} \left( 1 + \| h_i \|_{L^{\frac{d+2}{d-2}}} \right) \right]. \]

Hence

\[ C_\varepsilon \leq \exp_2 \left[ C_d \varepsilon^{-2} \left( 1 + \max_i \| h_i \|_{L^{\frac{d+2}{d-2}}} \right) \right], \]

which implies (3.10).

\[ \square \]

### 3.3 Wasserstein Stability

To prove the quasi-neutral limit, we will need a quantified stability estimate between solutions of the VPME system (3.1). The following proposition is an \( \varepsilon \)-dependent version of Proposition 2.12. We revisit the proof here, keeping track of how all the constants depend on \( \varepsilon \).

**Proposition 3.9** (Stability for solutions with bounded density). For \( i = 1, 2 \), let \( f^{(i)}_\varepsilon \) be solutions of (3.1) satisfying for some constant \( M \) and all \( t \in [0, T] \),

\[ \rho[f^{(i)}_\varepsilon(t)] \leq M. \]
Then there exists a constant $C_\varepsilon$ such that, for all $t \in [0, T]$,
\[
W_2\left( f^{(1)}_\varepsilon(t), f^{(2)}_\varepsilon(t) \right) \leq \beta \left( t, W_2\left( f^{(1)}_\varepsilon(0), f^{(2)}_\varepsilon(0) \right) \right),
\]
where $\beta$ denotes the function
\[
\beta(t, x) = \begin{cases} 
16de \exp \left[ (1 + \log \frac{x}{16d}) e^{-C_\varepsilon t} \right] & t \leq T_0 \\
(d \vee x) e^{C_\varepsilon (1+\log 16)(t-T_0)} & t > T_0,
\end{cases}
\]
where
\[
T_0 = \inf \left\{ t > 0 : 16de \exp \left[ (1 + \log \frac{x}{16d}) e^{-C_\varepsilon t} \right] > d \right\}.
\]
If in addition, for some constant $C_0$,
\[
\sup_{t \in [0, T]} \| f^{(i)}_\varepsilon(t, \cdot, \cdot) \|_{L^\infty} \leq C_0, \quad \sup_{t \in [0, T]} E^{\text{ME}}_{\varepsilon} [f^{(i)}_\varepsilon](t) \leq C_0, \tag{3.12}
\]
then $C_\varepsilon$ may be chosen to satisfy
\[
C_\varepsilon \leq \exp_2 (C e^{-2})(M + 1).
\]

**Proof.** The $W_2$ distance is defined as an infimum over couplings (Definition 4). Thus it suffices to estimate the $L^2$ distance corresponding to a particular coupling of $f^{(1)}_\varepsilon$ and $f^{(2)}_\varepsilon$. To do this we will first represent $f^{(i)}_\varepsilon$ as the pushforward of $f^{(i)}_\varepsilon(0)$ along the characteristic flow induced by $f^{(i)}_\varepsilon$. That is, consider the following system of ODEs for $Z^{(i)}_z = (X^{(i)}_z, V^{(i)}_z) \in T^d \times \mathbb{R}^d$:
\[
\begin{aligned}
X^{(i)}_z(t) &= V^{(i)}_z(t) \\
V^{(i)}_z(t) &= E^{(i)}_\varepsilon(X^{(i)}_z(t)) \\
(X^{(i)}_z(0), V^{(i)}_z(0)) &= (x, v) = z,
\end{aligned}
\tag{3.13}
\]
where the electric field $E^{(i)}_\varepsilon$ is given by
\[
E^{(i)}_\varepsilon = -\nabla U^{(i)}_\varepsilon,
\]
\[
e^2 \Delta U^{(i)}_\varepsilon = e^{U^{(i)}_\varepsilon} - \rho^{(i)}_\varepsilon := e^{U^{(i)}_\varepsilon} - \rho[f^{(i)}_\varepsilon].
\]
Since $f^{(i)}_\varepsilon$ has bounded mass density, Proposition 3.3 and Lemma 3.4 imply that $E^{(i)}_\varepsilon$ is a log-Lipschitz vector field, with a constant uniform on $[0, T]$. This regularity is enough to imply that there exists a unique solution of (3.13) for every initial condition $z$, resulting in a
well-defined characteristic flow. Since the characteristic flow is unique, by [1, Theorem 3.1] the linear Vlasov equation

\[
\begin{aligned}
\left\{ \begin{array}{l}
\partial_t g + v \cdot \nabla_x g + E^{(i)}_e(x) \cdot \nabla_y g = 0, \\
g|_{t=0} = f^{(i)}_e(0) \geq 0
\end{array} \right.
\end{aligned}
\] (3.14)

has a unique solution. Moreover, this solution can be represented, in weak form, by the relation

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \, g_t(\text{d}z) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(i)}_e \right) f^{(i)}_e(0)(\text{d}z),
\] (3.15)

for all \( \phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d) \). Since \( f^{(i)}_e(0) \) is certainly a solution of (3.14), we deduce that \( g = f^{(i)}_e \) and so \( f^{(i)}_e \) has the representation (3.15). We will use this representation to define a coupling between \( f^{(1)}_e \) and \( f^{(2)}_e \).

Fix an arbitrary initial coupling \( \pi_0 \in \Pi \left[ f^{(1)}_e(0), f^{(2)}_e(0) \right] \). We define \( \pi_t \) to follow the corresponding characteristic flows: for \( \phi \in C_b(\mathbb{T}^d \times \mathbb{R}^d)^2 \), let

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(z_1, z_2) \, d\pi_t(z_1, z_2) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(1)}_e, Z^{(2)}_e \right) \, d\pi_t(z_1, z_2).
\]

We can verify that \( \pi_t \) is indeed a coupling of \( f^{(1)}_e \) and \( f^{(2)}_e \) by checking the marginals:

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(z_i) \, d\pi_t(z_1, z_2) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(i)}_e(t) \right) \, d\pi_t(z_1, z_2)
= \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi \left( Z^{(i)}_e(t) \right) f^{(i)}_e(0)(\text{d}z) = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(z) f^{(i)}_e(t)(\text{d}z).
\] (3.16)

Next, we define a functional which is greater than (or equal to) the squared Wasserstein distance between \( f^{(1)}_e \) and \( f^{(2)}_e \). Let

\[
D(t) = \int_{\mathbb{T}^d \times \mathbb{R}^d} |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t(z_1, z_2).
\]

Since the Wasserstein distance is an infimum over couplings, while \( \pi_t \) is a particular coupling, \( D \) must control the squared Wasserstein distance:

\[
W^2_2(f^{(1)}_e, f^{(2)}_e) \leq D.
\]
To prove our stability estimate, it therefore suffices to estimate $D$. We will do this using a Grönwall estimate. Taking a time derivative, we find

$$\dot{D} = 2\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left( X_{z_1}^{(1)}(t) - X_{z_2}^{(2)}(t) \right) \cdot \left( V_{z_1}^{(1)}(t) - V_{z_2}^{(2)}(t) \right)
+ \left( V_{z_1}^{(1)}(t) - V_{z_2}^{(2)}(t) \right) \cdot \left( E_\varepsilon^{(1)}(t, X_{z_1}^{(1)}(t)) - E_\varepsilon^{(2)}(t, X_{z_2}^{(2)}(t)) \right) \, d\pi_0(z_1, z_2).$$

Using the Cauchy-Schwarz inequality, we obtain

$$\dot{D} \leq D + \sqrt{D} \left( \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| E_\varepsilon^{(1)}(t, X_{z_1}^{(1)}(t)) - E_\varepsilon^{(2)}(t, X_{z_2}^{(2)}(t)) \right|^2 \, d\pi_0(z_1, z_2) \right)^{1/2}.$$

In other words,

$$\dot{D} \leq D + \sqrt{D} \left( \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| E_\varepsilon^{(1)}(t, x_1) - E_\varepsilon^{(2)}(t, x_2) \right|^2 \, d\pi_0(z_1, z_2) \right)^{1/2}.$$

We split the electric field term into the form

$$\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| E_\varepsilon^{(1)}(t, x_1) - E_\varepsilon^{(2)}(t, x_2) \right|^2 \, d\pi_0(z_1, z_2) \leq \sum_{i=1}^{4} I_i,$$

where

$$I_1 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| \hat{E}_\varepsilon^{(1)}(t, x_1) - \hat{E}_\varepsilon^{(1)}(t, x_2) \right|^2 \, d\pi_0, \quad I_2 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| \hat{E}_\varepsilon^{(1)}(t, x_2) - \hat{E}_\varepsilon^{(2)}(t, x_2) \right|^2 \, d\pi_0,$$

$$I_3 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| \hat{E}_\varepsilon^{(1)}(t, x_1) - \hat{E}_\varepsilon^{(2)}(t, x_1) \right|^2 \, d\pi_0, \quad I_4 := \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \left| \hat{E}_\varepsilon^{(1)}(t, x_2) - \hat{E}_\varepsilon^{(2)}(t, x_2) \right|^2 \, d\pi_0.$$

**Control of $I_1$:** To estimate $I_1$, observe that by Lemma 3.4,

$$I_1 \leq C \varepsilon^{-4} \left\| \rho_\varepsilon^{(1)} \right\|^2_{L^\infty(\mathbb{T}^d)} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 \left( 1 + \log \left( \frac{\sqrt{d}}{|x_1 - x_2|} \right) 1_{|x_1 - x_2| \leq \sqrt{d}} \right)^2 \, d\pi_0.$$

As in Lemma 2.15, we use the function

$$H(x) := \begin{cases} x \left( \log \frac{x}{16} \right)^2 & \text{if } x \leq d \\ d \left( \log 16 \right)^2 & \text{if } x > d, \end{cases}$$
which is concave on $\mathbb{R}_+$. Then

$$I_1 \leq C \varepsilon^{-4} \|ho_\varepsilon^{(1)}\|_{L^\infty(\mathbb{T}^d)}^2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} H(|x_1 - x_2|^2) \, d\pi_t.$$  

By Jensen’s inequality,

$$I_1 \leq C \varepsilon^{-4} \|ho_\varepsilon^{(1)}\|_{L^\infty(\mathbb{T}^d)}^2 H \left( \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 \, d\pi_t \right) \leq C \varepsilon^{-4} M^2 H(D).$$

**Control of $I_2$:** For $I_2$, observe that

$$I_2 \leq \int_{\mathbb{T}^d} |\tilde{E}_\varepsilon^{(1)}(x) - \tilde{E}_\varepsilon^{(2)}(x)|^2 \rho_\varepsilon^{(2)}(dx) \leq \|ho_\varepsilon^{(2)}\|_{L^\infty(\mathbb{T}^d)} \|\tilde{E}_\varepsilon^{(1)} - \tilde{E}_\varepsilon^{(2)}\|_{L^2(\mathbb{T}^d)}^2.$$

We apply the Loeper stability estimate (Lemma 3.7) to obtain

$$I_2 \leq \varepsilon^{-4} \max_i \|ho_\varepsilon^{(i)}\|_{L^\infty(\mathbb{T}^d)}^2 W_2^2(\rho_\varepsilon^{(1)}, \rho_\varepsilon^{(2)}) \leq C \varepsilon^{-4} M^2 D.$$  

**Control of $I_3$:** To estimate $I_3$, we recall a regularity estimate on $\tilde{U}_\varepsilon^{(1)}$ from Proposition 3.3:

$$\|\tilde{E}_\varepsilon^{(1)}\|_{C^1(\mathbb{T}^d)} \leq \|\tilde{U}_\varepsilon^{(1)}\|_{C^2(\mathbb{T}^d)} \leq C_d \exp_2 \left( C_d \varepsilon^{-2} \left( 1 + \|ho_\varepsilon^{(1)}\|_{L^{d+2}(\mathbb{T}^d)} \right) \right).$$

Under condition (3.12), by Lemma 1.12,

$$\|ho_\varepsilon^{(1)}\|_{L^{d+2}(\mathbb{T}^d)} \leq C$$

for some $C$ depending on $C_0$ only. Therefore

$$I_3 \leq \|\tilde{E}_\varepsilon^{(1)}\|_{C^1(\mathbb{T}^d)}^2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x_1 - x_2|^2 \, d\pi_t \leq \exp_2(C \varepsilon^{-2})D,$$

for some $C$ depending on $C_0$ and $d$ only. If (3.12) does not hold, we can use the fact that

$$\|ho_\varepsilon^{(1)}\|_{L^{d+2}(\mathbb{T}^d)} \leq \|ho_\varepsilon^{(1)}\|_{L^\infty(\mathbb{T}^d)} \leq M$$

and complete the proof in the same way, to find a constant depending on $M$. 

3.3 Wasserstein Stability

Control of $I_4$: First, note that

$$I_4 = \int_{\mathbb{T}^d} |\hat{\rho}_e^{(1)}(x) - \hat{\rho}_e^{(2)}(x)|^2 \, dx \leq \|\rho_e^{(2)}\|_{L^\infty(\mathbb{T}^d)} \|\hat{\rho}_e^{(1)} - \hat{\rho}_e^{(2)}\|^2_{L^2(\mathbb{T}^d)}.$$

We apply the stability estimate on $\hat{\rho}_e^{(1)}$ from Proposition 3.6 to find

$$\|\hat{\rho}_e^{(1)} - \hat{\rho}_e^{(2)}\|^2_{L^2(\mathbb{T}^d)} \leq \exp \left[ C_d \epsilon^{-2} \left( 1 + \max_i \|\rho_i^{(1)}\|_{L^{d+2} / d(\mathbb{T}^d)} \right) \right] \times \max_i \|\rho_i^{(1)}\|_{L^\infty(\mathbb{T}^d)} W_2^2(\rho_e^{(1)}, \rho_e^{(2)}),$$

Once again, if condition (3.12) holds then

$$\|\hat{\rho}_e^{(1)} - \hat{\rho}_e^{(2)}\|^2_{L^2(\mathbb{T}^d)} \leq \exp \left[ C_d \epsilon^{-2} \max_i \|\rho_i^{(1)}\|_{L^\infty(\mathbb{T}^d)} W_2^2(\rho_e^{(1)}, \rho_e^{(2)}) \right]$$

for some $C$ depending on $C_0$ and $d$ only. Thus

$$I_4 \leq \exp^2 \left( C \epsilon^{-2} \right) M^2 D.$$

Altogether we find that

$$\dot{D} \leq \begin{cases} 
C_\epsilon D \left( 1 + \|\log \frac{D}{16d}\| \right) & \text{if } D < d \\
C_\epsilon (1 + \log 16) D & \text{if } D \geq d.
\end{cases}$$

If (3.12) holds, then $C_\epsilon$ may be chosen to satisfy

$$C_\epsilon \leq C \epsilon^{-2} M + \exp^2 (C \epsilon^{-2}) + \exp^2 (C \epsilon^{-2}) M \leq \exp^2 (C \epsilon^{-2}) (M + 1).$$

We conclude that

$$D(t) \leq \beta(t, D(0)),$$

following the argument used in the proof of Lemma 2.14. 

$\square$
3.4 Growth Estimates

In this section we will study how the support of a solution of the VPME system grows in time. We present two different proofs for the two and three dimensional case, respectively in Sections 3.4.1 and 3.4.2. The result we obtain is the following:

**Proposition 3.10** (Mass bounds). Let \( f_\varepsilon \) be a solution of (3.1) satisfying for some constant \( C_0 \),

\[
\| f_\varepsilon \|_{L^\infty([0,T] \times \mathbb{T}^d \times \mathbb{R}^d)} \leq C_0, \quad \sup_{t \in [0,T]} \varepsilon^{ME} f_\varepsilon(t) \leq C_0.
\]

Assume that \( \rho f_\varepsilon \in L^\infty([0,T];L^\infty(\mathbb{T}^d)) \). Let \( R_0 \) be any constant such that the support of \( f_\varepsilon(0,\cdot,\cdot) \) is contained in \( \mathbb{T}^d \times B_{R_0}(0) \).

(i) If \( d = 2 \), then:

\[
\sup_{t \in [0,T]} \| \rho f_\varepsilon(t) \|_{L^\infty(\mathbb{T}^2)} \leq C_T \varepsilon^{2} \left[ R_0 + \varepsilon^{-2} \right]^2.
\]

The constant \( C \) depends on \( C_0 \) only, while \( C_T \) depends on \( C_0 \) and \( T \).

(ii) If \( d = 3 \), then:

\[
\sup_{t \in [0,T]} \| \rho f_\varepsilon(t) \|_{L^\infty(\mathbb{T}^3)} \leq \max\{T^{-81/8}, C(R_0^3 + \varepsilon^{-2} T^6)\}.
\]

The constant \( C \) depends on \( C_0 \) only.

3.4.1 Proof of Proposition 3.10 in the two dimensional case

In this section, we prove an estimate on the mass density \( \rho f_\varepsilon \) in the case \( d = 2 \). Observe first that if the support of \( f_\varepsilon \) is contained in the set \( \mathbb{T}^2 \times B_{R_t}(0;R_t) \), then

\[
\| \rho f_\varepsilon(t) \|_{L^\infty(\mathbb{T}^d)} \leq CR_t^2,
\]

where \( C \) is a constant depending on \( \| f_\varepsilon(0) \|_{L^\infty(\mathbb{T}^2 \times \mathbb{R}^2)} \). Our argument will rely on controlling the growth of the support of \( f_\varepsilon \). To do this we will find a bound on the growth rate of the velocity component of the characteristic trajectories. Since any characteristic trajectory \((X_t,V_t)\) satisfies

\[
\dot{V}_t = E_\varepsilon(X_t),
\]

we look for a uniform estimate on the electric field \( E_\varepsilon \).
By Proposition 3.3, for the smooth part $\hat{E}_\varepsilon$ we have the estimate
\[
\|\hat{E}_\varepsilon\|_{L^\infty(\mathbb{T}^2)} \leq \exp\left\{ C\varepsilon^{-2} \left( 1 + \|\rho_\varepsilon\|_{L^2(\mathbb{T}^2)} \right) \right\} \leq \exp\left\{ C\varepsilon^{-2} \right\},
\]
where the constant $C$ depends only on a bound on the initial energy. However, for the singular part $\bar{E}_\varepsilon$, Proposition 3.3 only gives us the estimate
\[
\|\bar{E}_\varepsilon\|_{L^\infty(\mathbb{T}^2)} \leq C\varepsilon^{-2} \left( 1 + \|\rho_\varepsilon\|_{L^\infty(\mathbb{T}^2)} \right),
\]
which depends on an $L^\infty$ bound on the mass density. If we use this estimate in combination with (3.17), this results in a bound on the size of the support of the form
\[
R_t \leq R_0 + \exp\left\{ C\varepsilon^{-2} \right\} t + C\varepsilon^{-2} \int_0^t R_s^2 \, ds. \tag{3.18}
\]

The solution of the ODE
\[
\dot{y} = C(1 + y^2)
\]
blooms up in finite time and so the differential inequality (3.18) is not enough to imply a bound on $R_t$. We need to use a more careful estimate on $\bar{E}_\varepsilon$. In dimension two, we can make use of the fact that the conservation of energy gives us a uniform bound on $\|\rho_\varepsilon\|_{L^2(\mathbb{T}^2)}$, by Lemma 1.12, and use an interpolation argument.

**Lemma 3.11.** Let $\rho \in L^1 \cap L^\infty(\mathbb{T}^2)$ satisfy the bounds
\[
\|\rho\|_{L^1(\mathbb{T}^2)} = 1, \quad \|\rho\|_{L^2(\mathbb{T}^2)} \leq C_0, \quad \|\rho\|_{L^\infty(\mathbb{T}^2)} \leq M.
\]
Let $\bar{E}_\varepsilon = -\nabla \bar{U}_\varepsilon$, where $\bar{U}_\varepsilon$ is the unique $W^{1,2}(\mathbb{T}^2)$ solution of the Poisson equation
\[
\varepsilon^2 \Delta \bar{U}_\varepsilon = 1 - \rho.
\]
Then there exists a constant $C$ depending only on $C_0$ such that
\[
\|\bar{E}_\varepsilon\|_{L^\infty(\mathbb{T}^2)} \leq C\varepsilon^{-2} \left( 1 + \log M \right)^{1/2}.
\]

**Proof.** We use the representation
\[
\bar{E}_\varepsilon = \varepsilon^{-2} K_{\text{per}} \ast (\rho - 1) = C\varepsilon^{-2} \int_{[-1/2,1/2]^2} \frac{y}{|y|^2} (\rho(x - y) - 1) \, dy + \varepsilon^{-2} K_0 \ast (\rho - 1),
\]
where $K_0$ is a $C^1(T^2)$ function. By Young’s inequality,

$$
\|K_0 \ast (\rho - 1)\|_{L^\infty(T^2)} \leq \|K_0\|_{L^\infty(T^2)} \|\rho - 1\|_{L^1(T^2)} \leq C.
$$

We split the integral term into a part where $|y|$ is small and a part where $|y|$ is large:

$$
\int_{[-\frac{1}{2}, \frac{1}{2}]^2 \frac{y}{|y|^2} (\rho(x-y) - 1) \ dy = \int_{|y| \leq l} \frac{y}{|y|^2} (\rho(x-y) - 1) \ dy + \int_{2|y| \geq l} \frac{y}{|y|^2} (\rho(x-y) - 1) \ dy.
$$

For the part where $|y|$ is large, we use Young’s inequality with the $L^2$ control on $\rho$:

\[
\left| \int_{2|y| \geq l} \frac{y}{|y|^2} (\rho(x-y) - 1) \ dy \right| \leq \left| \int_{2|y| \geq l} \frac{1}{|y|} |\rho(x-y) - 1| \ dy \right| \\
\leq \left\| \frac{1}{|y|} \mathbf{1}_{2|y| \geq l} \ast |\rho - 1| \right\|_{L^\infty(T^2)} \\
\leq \left( \int_{2|y| \geq l} \frac{1}{|y|^2} \ dy \right)^{1/2} \|\rho - 1\|_{L^2(T^2)} \\
\leq C(C_0 + 1) |\log l|^{1/2}.
\]

Where $|y|$ is small, we use Young’s inequality with the $L^\infty$ control on $\rho$:

\[
\left| \int_{|y| \leq l} \frac{y}{|y|^2} (\rho(x-y) - 1) \ dy \right| \leq \left| \int_{|y| \leq l} \frac{1}{|y|} |\rho(x-y) - 1| \ dy \right| \\
\leq \left\| \frac{1}{|y|} \mathbf{1}_{|y| \leq l} \ast |\rho - 1| \right\|_{L^\infty(T^2)} \\
\leq \|\rho - 1\|_{L^\infty(T^2)} \int_{|y| \leq l} \frac{1}{|y|} \ dy \\
\leq CM.\]

Altogether we obtain

\[
\|\tilde{E}_\epsilon\|_{L^\infty(T^2)} \leq C\epsilon^{-2} \left[ 1 + C_0 |\log l|^{1/2} + Ml \right].
\]

We choose $l = M^{-1}$ and conclude that

\[
\|\tilde{E}_\epsilon\|_{L^\infty(T^2)} \leq C\epsilon^{-2} \left( 1 + |\log M|^{1/2} \right),
\]

where $C$ depends on $C_0$ only.
By using this estimate, we can deduce a differential inequality on $R_t$ that can be closed.

**Lemma 3.12.** Let $f_\epsilon$ be a solution of (3.1) with bounded energy and compact support contained in $\mathbb{T}^2 \times B_{\mathbb{R}^2}(0;R_t)$ at time $t$. Then $R$ satisfies the estimate

$$R_t \leq e^{C\epsilon^{-2}} t \left( 1 + R_0 + (\log t \vee 0) \right).$$

**Proof.** We consider the velocity coordinate $V_t(x,v)$ of an arbitrary characteristic trajectory starting from $(x,v)$ at time $t = 0$. We have

$$|V_t(x,v)| \leq |v| + \int_0^t \| E_\epsilon \|_{L^\infty(T^2)} ds$$

$$\leq |v| + \int_0^t \| \tilde{E}_\epsilon \|_{L^\infty(T^2)} + \| \tilde{E}_\epsilon \|_{L^\infty(T^2)} ds$$

$$\leq |v| + \int_0^t \exp \left( C\epsilon^{-2} \right) + C\epsilon^{-2} \left( 1 + |\log R_s|^{1/2} \right) ds$$

The size of the support is controlled by the modulus of the furthest-reaching characteristic trajectory that starts within the support of $f_\epsilon(0)$:

$$R_t \leq \sup_{(x,v) \in \mathbb{T}^2 \times B_{\mathbb{R}^2}(0;R_0)} |V_t(x,v)|$$

$$\leq \sup_{(x,v) \in \mathbb{T}^2 \times B_{\mathbb{R}^2}(0;R_0)} \left\{ |v| + \int_0^t \exp \left( C\epsilon^{-2} \right) + C\epsilon^{-2} \left( 1 + |\log R_s|^{1/2} \right) ds \right\}$$

$$\leq R_0 + \int_0^t \exp \left( C\epsilon^{-2} \right) + C\epsilon^{-2} |\log R_s|^{1/2} ds.$$

We compare this with the function

$$z(t) = (1 + 2Ct) \left[ R_0 + \log (1 + 2Ct) \right].$$

By Lemma A.1, this satisfies

$$\dot{z} \geq C(1 + \log (1 + z)).$$

We deduce that

$$R_t \leq e^{C\epsilon^{-2}} t \left( \epsilon^{-2} + R_0 + (\log t \vee 0) \right).$$

\[\Box\]
Proof of Proposition 3.10, case \(d = 2\). We combine Lemma 3.12 with the elementary estimate (3.17): for all \(t \in [0, T]\),
\[
\|\rho(t)\|_{L^\infty(T^d)} \leq CR_t^2 \\
\leq e^{Ct} (\varepsilon^{-2} + R_0 + (\log t \vee 0))^2 \\
\leq C_T e^{Ct} (R_0 + \varepsilon^{-2})^2.
\]

3.4.2 Proof of Proposition 3.10 in the three dimensional case

In this section, we prove a mass bound in the case \(d = 3\). In this case, the conservation of energy gives us a uniform bound on \(\|\rho\|_{L^{5/3}(T^3)}\). This integrability is not enough to allow us to use the elementary interpolation approach that we used in the the two dimensional case. Instead, we will adapt estimates devised by Batt and Rein [10] for the classical Vlasov-Poisson equation on \(T^3 \times \mathbb{R}^3\). We used this approach in Chapter 2 to prove the existence of solutions of the VPME system with bounded density. Here we focus on identifying how the bounds on \(\|\rho\|_{L^\infty(T^3)}\) depend on \(\varepsilon\).

As in the two dimensional case, Batt and Rein’s argument relies on controlling the mass density using the characteristic trajectory with velocity component of greatest Euclidean norm starting within the support of \(f_\varepsilon(0)\) at time zero. They prove a bootstrap estimate on the convolution integral defining the singular part of the electric field. We recall this estimate in the following technical lemma.

Lemma 3.13. Let \((X(t; s, x, v), V(t; s, x, v))\) denote the solution at time \(t\) of an ODE
\[
\begin{align*}
\dot{X}(t) &= a(t, X(t), V(t)), \\
\dot{V}(t) &= V,
\end{align*}
\]
where \(a\) is of the form
\[
a(t, X, V) = \begin{pmatrix} V \\ a_2(t, X, V) \end{pmatrix},
\]
for some vector-field \(a_2 : [0, T] \times T^3 \times \mathbb{R}^3 \to \mathbb{R}^3\).

Assume that, for \(t \in [0, T]\), \(f = f(t, x, v)\) is the pushforward of \(f_0\) along the associated characteristic flow; that is, for all \(\phi \in C_b(T^3 \times \mathbb{R}^3)\),
\[
\int_{T^3 \times \mathbb{R}^3} f(t, x, v) \phi(x, v) \, dx \, dv = \int_{T^3 \times \mathbb{R}^3} f(s, x, v) \phi(X(t; s, x, v), V(t; s, x, v)) \, dx \, dv.
\]
Assume that there exists $C_* > 1$ such that

$$\|f\|_{L^\infty([0,T] \times \mathbb{T}^3 \times \mathbb{R}^3)} \leq C_*,$$

and

$$\sup_{t \in [0,T]} \|f_t|v|^2\|_{L^1(\mathbb{T}^3 \times \mathbb{R}^3)} \leq C_*.$$

Also, suppose that, for some $\beta \in (0,1)$,

$$h_\eta(t,\Delta) \leq C_* h_\rho(t)^\beta \Delta \quad \text{for all } h_\rho(t)^{-\beta} \leq \Delta \leq t,$$

where $h_\rho, h_\eta$ are defined as in (2.47). Then for all $0 \leq t_1 < t_2 \leq t$ with $t_2 - t_1 \leq \Delta$, if

$$h_\rho(t)^{-\beta/2} \leq \Delta \leq t$$

then

$$\int_{t_1}^{t_2} \int_{\mathbb{T}^3} \left| X(s) - y \right|^{-2} \rho_f(s,y) \, dy \, ds \leq C \left( h_\rho(t)^{2\beta/3} + h_\rho(t)^{1/6} \right) \Delta,$$

where $C$ depends only on $C_*$. We complete the proof of Proposition 3.10 by combining Lemma 3.13 with the estimates on $\hat{E}_\varepsilon$ from Proposition 3.3.

**Proof of Proposition 3.10, case $d = 3$.** For any characteristic trajectory $(X_t, V_t)$, we have for any $0 \leq t_1 < t_2 \leq T$,

$$|V_{t_1} - V_{t_2}| \leq \int_{t_1}^{t_2} |E_\varepsilon(X_s)| \, ds.$$

We can write the total force $E_\varepsilon$ in the form

$$E_\varepsilon(x) = \varepsilon^{-2} [K_0 * (\rho_\varepsilon - 1)](x) + C \varepsilon^{-2} \int_{\mathbb{T}^3} \frac{x - y}{|x - y|^3} \rho_\varepsilon(y) \, dy + \hat{E}_\varepsilon.$$

Since $K_0$ is a $C^1(\mathbb{T}^3)$ function and $\rho_\varepsilon$ has unit mass, the first term satisfies the bound

$$|\varepsilon^{-2} [K_0 * (\rho_\varepsilon - 1)](x)| \leq \varepsilon^{-2} \|K_0\|_{L^\infty(\mathbb{T}^3)} \|\rho_\varepsilon - 1\|_{L^1(\mathbb{T}^3)} \leq C \varepsilon^{-2}.$$

For the last term, we use Proposition 3.3:

$$|\hat{E}_\varepsilon| \leq \exp \left[ C \left( 1 + \|\rho_\varepsilon\|_{L^{5/3}(\mathbb{T}^3)} \right) \right] \leq \exp (C \varepsilon^{-2}).$$
Therefore,

$$|V_{t_1} - V_{t_2}| \leq \int_{t_2}^{t_1} \left[ \exp(C\varepsilon^{-2}) + C\varepsilon^{-2} \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \right] \, ds. \quad (3.20)$$

From [50, Lemma 4.5.4] we have the estimate

$$\int_{\mathbb{T}^3} |x - y|^{-2} \rho_\varepsilon(s, y) \, dy \leq C \|\rho_\varepsilon(s, \cdot)\|_{L^{5/3}(\mathbb{T}^3)} \|\rho_\varepsilon(s, \cdot)\|_{L^{\infty}(\mathbb{T}^3)},$$

where $C$ depends only on $\|f(0)\|_{L^\infty(\mathbb{T}^3 \times \mathbb{R}^3)}$ and the initial energy.

By (3.20), we have

$$h_\eta(t, \Delta) \leq \left( C\varepsilon^{-2} h_\rho(t)^{4/3} + e^{C\varepsilon^{-2}} \right) \Delta.$$

Since $\rho_\varepsilon$ has total mass 1, $h_\rho \geq 1$. Thus

$$h_\eta(t, \Delta) \leq e^{C\varepsilon^{-2}} \Delta h_\rho(t)^{4/3}.$$

This means that condition (3.19) is satisfied with $C_* = e^{C\varepsilon^{-2}}$. We apply Lemma 3.13 to improve our bound on

$$\int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \leq C C_*^{4/3} \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta.$$

Feeding this new estimate into (3.20), we obtain

$$h_\eta(t, \Delta) \leq C\varepsilon^{-2} C_*^{4/3} \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta + (C\varepsilon^{-2} + C e^{C\varepsilon^{-2}}) \Delta \leq e^{C\varepsilon^{-2}} h_\rho(t)^{4/27} \Delta,$$

as long as

$$h_\rho(t)^{-2/9} \leq \Delta \leq t.$$

We will iterate this process until we achieve the lowest possible exponent for $h_\rho$, i.e. $\frac{1}{6}$.

Applying Lemma 3.13 a second time, we obtain

$$\int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \leq C C_*^{4/3} \left( h_\rho(t)^{2/3} + h_\rho(t)^{1/6} \right) \Delta,$$

with $C_* = e^{C\varepsilon^{-2}}$, provided that

$$h_\rho(t)^{-4/27} \leq \Delta \leq t.$$
and therefore
\[ h_\eta(t, \Delta) \leq C e^{-2} C_*^{4/3} \left( h_\rho(t) \frac{3}{2} \frac{8}{27} + h_\rho(t)^{1/6} \right) \Delta + (C e^{-2} + C e^{C_*^{4/3}}) \Delta \leq e^{C e^{-2}} h_\rho(t)^{16 \pi \Delta}. \]

Applying Lemma 3.13 once more, we obtain
\[ \int_{\mathbb{T}^3} |X(s) - y|^{-2} \rho_\varepsilon(y) \, dy \leq C_*^{4/3} \left( h_\rho(t) \frac{3}{2} \frac{16^2}{27} + h_\rho(t)^{1/6} \right) \Delta, \]
with \( C_* = e^{C e^{-2}} \), provided that
\[ h_\rho(t) \frac{8}{81} \leq \Delta \leq t, \]
and therefore
\[ h_\eta(t, \Delta) \leq C e^{-2} C_*^{4/3} \left( h_\rho(t) \frac{3}{2} \frac{16^2}{27} + h_\rho(t)^{1/6} \right) \Delta + (C e^{-2} + C e^{C_*^{4/3}}) \Delta \leq e^{C e^{-2}} h_\rho(t)^{16 \pi \Delta}, \] (3.21)
since \( \frac{32}{233} < \frac{1}{6} \) and \( h_\rho \geq 1 \).

Finally, we use this new growth estimate on characteristic trajectories to control the mass density. Assuming that \( f_\varepsilon(0) \) is supported in \( \mathbb{T}^3 \times B_{\mathbb{R}^d}(0; R_0) \), we have
\[ h_\rho \leq C \| f_\varepsilon \|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} (R_0 + h_\eta(t, t))^3 \]
Since we work with \( L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) solutions, we have a uniform bound on \( \| f_\varepsilon \|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \) depending only on the initial data. Therefore, using (3.21), we find that if \( h_\rho(t) \frac{8}{81} \leq t, \)
\[ h_\rho \leq C (R_0 + h_\eta(t, t))^3 \leq C \left( R_0 + e^{C e^{-2}} h_\rho(t)^{1/2} t^3 \right) \]
\[ \leq C R_0^3 + e^{C e^{-2}} h_\rho(t)^{1/2} t^3 \leq C R_0^3 + \frac{(e^{C e^{-2}} t^3)^2 + h_\rho(t)}{2}.
\]
Hence
\[ h_\rho \leq C \left( R_0^3 + e^{C e^{-2}} t^6 \right). \]
If instead \( h_\rho(t) \frac{8}{81} \geq t, \) then
\[ h_\rho(t) \leq t^{-81 \pi}. \]
Therefore, we may conclude that
\[ h_\rho(t) \leq \max \{ t^{-81/8}, C (R_0^3 + e^{C e^{-2}} t^6) \}. \]
3.5 Quasi-Neutral Limit

In this section, we complete the proof of Theorem 3.1.

Proof of Theorem 3.1. Let $g_\varepsilon$ denote the solution of (3.1) with data $g_\varepsilon(0)$. We will use $g_\varepsilon$ to interpolate between the solution $f_\varepsilon$ of (3.1) starting from $f_\varepsilon(0)$ and the solution $g$ of (3.2) starting from $g(0)$. By the triangle inequality,

$$W_1(f_\varepsilon(t), g(t)) \leq W_1(f_\varepsilon(t), g_\varepsilon(t)) + W_1(g_\varepsilon(t), g(t)).$$

By Theorem 3.2, there exists a solution $g$ of (3.2) such that

$$\lim_{\varepsilon \to 0} \sup_{t \in [0, T^*)} W_1(g_\varepsilon(t), g(t)) = 0.$$

To deal with the first term of (3.22), we use a stability estimate around $g_\varepsilon$ for the VPME system. By the monotonicity property of Wasserstein distances (1.38) and Proposition 3.9,

$$W_1(f_\varepsilon(t), g_\varepsilon(t)) \leq W_2(f_\varepsilon(t), g_\varepsilon(t))$$

$$\leq \begin{cases} 
C \exp \left[ C \left( 1 + \log \frac{W_2(f_\varepsilon(0), g_\varepsilon(0))}{4\sqrt{d}} \right) e^{-C_1 t} \right] & \text{if } W_2(f_\varepsilon(0), g_\varepsilon(0)) \leq d \\
W_2(f_\varepsilon(0), g_\varepsilon(0)) e^{C_1 t} & \text{if } W_2(f_\varepsilon(0), g_\varepsilon(0)) > d.
\end{cases}$$

where $C_\varepsilon$ may be chosen to satisfy

$$C_\varepsilon \leq e^{\exp_2(Ce^{-2})(M + 1)}.$$

for any $M$ satisfying

$$\sup_{[0, T^*]} \| \rho_{f_\varepsilon}(t) \|_{L^\infty}, \quad \sup_{[0, T^*]} \| \rho_{g_\varepsilon}(t) \|_{L^\infty} \leq M.$$

By Proposition 3.10, we may take $M$ such that

$$M \leq Ce^{Ce^{-2}}.$$

The constant $C$ depends on $T_*, C_0$, the dimension $d$, and $C_1$, the rate of growth of the initial support. We emphasise again that the appearance of an exponential rate here is a consequence of the form of the equation rather than because condition (3.3) allows fast growth of the initial
It follows that we may estimate

\[ C_{\varepsilon} t \leq C \exp_2(C\varepsilon^{-2}) \]

for all \( t \in [0, T_*] \). Hence we have convergence if

\[ \left| \log \frac{W_2(f_{\varepsilon}(0), g_{\varepsilon}(0))}{\exp_4(C\varepsilon^{-2})} \right| \to \infty \]

as \( \varepsilon \) tends to zero. This holds if

\[ W_2(f_{\varepsilon}(0), g_{\varepsilon}(0)) \leq (\exp_4(C\varepsilon^{-2}))^{-1} \]

for sufficiently large \( C \). In this case, it follows by (3.24) that

\[ \lim_{\varepsilon \to 0} \sup_{t \in [0, T_*]} W_1(f_{\varepsilon}(t), g_{\varepsilon}(t)) = 0. \]

Combined with (3.23) and (3.22), this completes the proof.
Chapter 4

Derivation of the VPME System from a System of Extended Ions

4.1 Introduction

In this chapter, we derive the VPME system (2.1) from a microscopic particle system. The VPME system is a model for the ions in a plasma, assuming that the electrons are instantaneously thermalised. A possible choice of microscopic system would therefore be a system of $N$ ions, modelled as point charges, in a background of thermalised electrons. On the torus, this is described by the following system of ODEs:

$$
\begin{align*}
\dot{X}_i &= V_i \\
\dot{V}_i &= \frac{1}{N} \sum_{j \neq i}^N K_{\text{per}}(X_i - X_j) - K_{\text{per}} \ast e^U,
\end{align*}
$$

(4.1)

where $U$ satisfies

$$
\Delta U = e^U - \frac{1}{N} \sum_{i=1}^N \delta_{X_i}.
$$

The formal limit of this particle system, as $N$ tends to infinity, is the VPME system, which reads as follows on the torus:

$$
(VPME) := \begin{cases}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f = 0, \\
E = -\nabla U, \\
\Delta_x U = e^U - \int_{\mathbb{R}^d} f \, dv = e^U - \rho, \\
f|_{t=0} = f_0 \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f_0 \, dx \, dv = 1.
\end{cases}
$$

(4.2)
In fact, we will not be able to derive VPME from the point charge system (4.1). This is due to the singularity of the Coulomb interaction, as discussed in Section 1.6. Instead, we will consider a limit from a regularised system. We use a regularisation method inspired by the work of Lazarovici [61] for the classical VPME system. The idea of the proof is to use a model consisting of ‘extended charges’. Instead of modelling the ions as point charges, we replace these with delocalised packets of charge. We define this system in detail in Subsection 4.1.1 below.

4.1.1 The Extended Ions Model

In this section, we introduce the extended ions model. We fix a smooth, radially symmetric function $\chi: \mathbb{R}^d \to [0, +\infty)$ with unit mass and compact support contained within the unit ball in $\mathbb{R}^d$. Define

$$\chi_r(x) = r^{-d} \chi \left( \frac{x}{r} \right). \quad (4.3)$$

We then consider a microscopic system describing the dynamics of a system of ‘delocalised ions’ of shape $\chi_r$. For $1 \leq i \leq N$, let $(X_i, V_i)$ denote the position and velocity of the centre of the $i$th delocalised ion. The system is described by the following system of ODEs:

$$\begin{cases}
\dot{X}_i = V_i \\
\dot{V}_i = \frac{1}{N} \sum_{j \neq i} \chi_r * K_{\text{per}} * \chi_r (X_i - X_j) - \chi_r * K_{\text{per}} * e^U,
\end{cases} \quad (4.4)$$

where $U$ satisfies

$$\Delta U(x) = e^{U(x)} - \frac{1}{N} \sum_{i=1}^{N} \chi_r(x - X_i)$$

and $K_{\text{per}}$ denotes the Coulomb kernel on $\mathbb{T}^d$, defined in (1.44). That is, $K_{\text{per}} = -\nabla G_{\text{per}}$, where $G_{\text{per}} = G + G_0$ for $G_0$ a smooth function and $G$ the Coulomb potential on $\mathbb{R}^d$, defined by (1.42).

Note that we can rewrite the velocity equation as

$$\dot{V}_i = -\chi_r * \nabla U(t, X_i),$$

and the equation for $U$ as

$$\Delta U = e^{U} - \chi_r * \mu_{n},$$
where $\mu_r^N$ denotes the empirical measure as defined in (1.58). This is valid because $\chi_r \ast K_{\text{per}} \ast \chi_r(0) = 0$, and so

$$
\frac{1}{N} \sum_{j \neq i} \chi_r \ast K_{\text{per}} \ast \chi_r(X_i - X_j) = \frac{1}{N} \sum_{j=1}^{N} \chi_r \ast K_{\text{per}} \ast \chi_r(X_i - X_j) = \chi_r \ast K_{\text{per}} \ast \chi_r \ast \mu_r^N(X_i).
$$

Indeed, since $K_{\text{per}}$ is odd and $\chi_r$ is even, we have

$$
\chi_r \ast K_{\text{per}} \ast \chi_r(0) = \int_{\mathbb{T}^d \times \mathbb{T}^d} \chi_r(-x) K_{\text{per}}(x-y) \chi_r(y) \, dx \, dy
= \int_{\mathbb{T}^d \times \mathbb{T}^d} \chi_r(-y) K_{\text{per}}(y-x) \chi_r(x) \, dx \, dy
= -\int_{\mathbb{T}^d \times \mathbb{T}^d} \chi_r(y) K_{\text{per}}(y-x) \chi_r(-x) \, dx \, dy
= -\chi_r \ast K_{\text{per}} \ast \chi_r(0).
$$

### 4.2 Statement of Results

The main result of this chapter is the following theorem.

**Theorem 4.1** (Regularised mean field limit). Let $d = 2, 3$, and let $f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d)$ be a compactly supported choice of initial datum for (4.2). Then, for all $T_\ast > 0$, there exists a constant $C = C(f_0, T_\ast)$ such that the following holds. Assume that $r = r_N$ and the initial configurations for (4.4) are chosen such that the corresponding empirical measures satisfy,

$$
\limsup_{r \to 0} \frac{W_2^2(f(0), \mu_r^N(0))}{r^{d+2+C|\log r|^{-1/2}}} < 1. \tag{4.5}
$$

Then the empirical measure associated to the particle system dynamics starting from this configuration converges to $f$:

$$
\lim_{r \to 0} \sup_{t \in [0, T_\ast]} W_2(f(t), \mu_r^N(t)) = 0.
$$

**Remark 5.** This result in fact holds for any choice of initial data for which there exists a constant $M > 0$ such that for all $r > 0$,

$$
\|\rho_f\|_{L^\infty([0, T_\ast] \times \mathbb{T}^d)}, \sup_{r > 0} \|\rho_f_r\|_{L^\infty([0, T_\ast] \times \mathbb{T}^d)} \leq M.
$$

In this case, the constant $C(f_0, T_\ast) = C_{M, T_\ast}$ in fact depends only on $M$ and $T_\ast$. 
For Theorem 4.1 to be useful, we need to check whether the condition (4.5) is reasonable. This is dealt with in the following result. We consider data chosen randomly, by drawing independent samples from $f_0$. A generalised Glivenko–Cantelli theorem - a law of large numbers result for measures - implies that $\mu^N(0)$ chosen in this way will converge to $f_0$ almost surely as $N$ tends to infinity. With a suitable choice of parameters, the rate of this convergence will be fast enough to satisfy (4.5).

**Theorem 4.2 (Typicality).** Let $d = 2$ or $3$, and let $f_0$ be a choice of initial datum for (4.2) satisfying the assumptions of Theorem 4.1 and having a finite $k$th moment for some $k > 4$:

$$\int_{\mathbb{T}^d \times \mathbb{R}^d} (|x|^k + |v|^k) f_0(\text{d}x \text{d}v) < +\infty.$$  

Let $r = cN^{-\gamma}$ for some $\gamma$ satisfying

$$\gamma < \frac{1}{d + 2} \min \left\{ \frac{1}{d}, 1 - \frac{4}{k} \right\}. \quad (4.6)$$

For each $N$, select initial configurations for the regularised $N$-particle system (4.4) by taking $N$ independent samples from $f_0$. Then with probability 1, this gives an admissible set of configurations for Theorem 4.1, i.e. the regularised mean field limit holds:

$$\lim_{N \to \infty} \sup_{t \in [0, T^*]} W_2(\mu_r^N(t), f(t)) = 0.$$  

**Remark 6.** It is worth noticing that our assumptions on $r$ are the same as the ones found by Lazarovici for the classical Vlasov–Poisson system in [61].

### 4.2.1 Strategy

The overall strategy is to apply the approach of Lazarovici [61] for the Vlasov–Poisson system, with appropriate modifications to adapt it to the VPME case. In this section, we briefly outline this approach.

The regularised mean field limit is proved in two stages. As an intermediate step between the particle system (1.63) and VPME, we introduce the following regularised version of the VPME system (4.2):

$$\begin{align*}
\partial_t f_r + v \cdot \nabla_x f_r + E_r \cdot \nabla_v f_r &= 0, \\
E_r &= -\chi_r \ast \nabla U_r, \\
\Delta U_r &= e^{U_r} - \chi_r \ast \rho[f_r], \\
f_r|_{t=0} &= f(0) \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f(0) \text{d}x \text{d}v = 1.
\end{align*} \quad (4.7)$$
We studied this equation in Section 2.8 and proved that it has a unique solution \( f_r \) for any \( f(0) \in L^1 \cap L^{\infty}(\mathbb{T}^d \times \mathbb{R}^d) \). The convergence of \( \mu_N^r \) to \( f \) will be proved as a two-stage limit, passing via \( f_r \).

\[
\mu_N^r \xrightarrow{N \to \infty} f_r \quad \text{as } r \to 0
\]

Fig. 4.1 Strategy for the proof of Theorem 4.1.

First, as \( N \) tends to infinity with \( r \) fixed, \( \mu_N^r \) converges to \( f_r \), the solution of (2.57) with initial datum \( f(0) \). This holds because the force in (2.57) is regular enough that the equation has a stability property even in the class of measures, as investigated for example by Dobrushin [27]. However, the rate of this convergence will degenerate in the limit as \( r \) tends to zero, because the regularised force will converge to a singular force in this limit. The goal is therefore to quantify this convergence in \( W_2 \), optimising the constants so as to minimise the rate of blow-up as \( r \) tends to zero. This step will be carried out in Section 4.4.

As in the article of Lazarovici [61], the technique we use to do this is to consider an anisotropic version of the \( W_2 \) distance. For some parameter \( \lambda > 0 \), we consider

\[
W_2^{(\lambda)}(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{T}^d \times \mathbb{R}^d} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi(x_1, v_1, x_2, v_2) \right)^{\frac{1}{2}}.
\]

For this anisotropic distance, we will prove a differential inequality of Grönwall type, with a growth constant \( C_{\lambda} \) depending on \( \lambda \). We then allow \( \lambda \) to depend on \( r \), and optimise with respect to \( r \) in order to achieve the smallest \( C_{\lambda} \) possible. The optimal value of \( \lambda \) will lead to a rate of convergence as \( r \) tends to zero that will allow us to close the estimate.

In the second step, we must show that \( f_r \) converges to \( f \) as \( r \) tends to zero. We already showed that this holds if \( f(0) \in L^1 \cap L^{\infty}(\mathbb{T}^d \times \mathbb{R}^d) \) with compact support, in Section 2.9 when we constructed global solutions of the VPME system. In this chapter we will show that this convergence can be quantified, in the second order Wasserstein distance \( W_2 \), again aiming to optimise the rate in \( r \).

By combining these two limits, we will identify a regime for the initial data in which \( \mu_N^r \) converges to \( f \).
The main difference in adapting the proof to the VPME case is to include the additional part of the electric field $\vec{E} = -\nabla \vec{U}$, where

$$\Delta \vec{U} = e^{\vec{U} + \vec{\tilde{U}}} - 1, \quad -\Delta \vec{U} = \rho[f] - 1,$$

and the analogous part of the electric field for the regularised equation (4.7). This is accomplished by making use of the regularity and stability estimates on the electric field from Sections 2.4 and 2.5.

### 4.3 Preliminary Estimates

#### 4.3.1 Behaviour of the Wasserstein distance under regularisation

We recall some useful results on the behaviour of Wasserstein distances under regularisation by convolution. See [83, Proposition 7.16] for proofs. The first observation is that regularising two measures cannot increase the Wasserstein distance between them.

**Lemma 4.3.** Let $\mu, \nu$ be probability measures, $r > 0$ any positive constant and $\chi_r$ a mollifier as defined in (4.3), where $\chi \in C_c^\infty(\mathbb{R}^d; [0, +\infty))$ has total mass one. Then

$$W_p(\chi_r * \mu, \chi_r * \nu) \leq W_p(\mu, \nu).$$

We also have an explicit control on the Wasserstein distance between a measure and its regularisation:

**Lemma 4.4.** Let $\mu$ be a probability measure and $r > 0$. Let $\chi_r$ be a mollifier as defined in (4.3), where $\chi \in C_c^\infty(\mathbb{R}^d; [0, +\infty))$ has support contained in the unit ball and total mass one. Then

$$W_p(\chi_r * \mu, \mu) \leq r.$$

If a measure $\nu$ is close to an $L^p$-function in Wasserstein sense, then it is possible to estimate the $L^p$-norm of the regularised measure $\chi_r * \nu$ in a way that exploits this fact. We will use this in our estimates to control the regularised mass density $\chi_r * \rho_{\mu}$. The following estimate is shown in the whole space for $p = \infty$ in [61, Lemma 4.3] (see also [13] for similar estimates), but it is straightforward to adapt it to the case of the torus with general $p$. We revisit the proof here for completeness.
Lemma 4.5. Let $\nu$ be a probability measure on $\mathbb{T}^d$ and $h \in L^p(\mathbb{T}^d)$ a probability density function, for some $p \in [1, +\infty]$. Then there exists a constant $C_{d, \lambda, p}$, depending on the dimension $d$, the integrability exponent $p$ and $\|\chi\|_{L^\infty(\mathbb{T}^d)}$, such that for all $r \in (0, \frac{1}{2}]$, $q \in [1, +\infty)$,

$$
\|\chi_r \ast \nu\|_{L^p(\mathbb{T}^d)} \leq C_{d, \lambda, p} \left( \|h\|_{L^p(\mathbb{T}^d)} + r^{-(q+d)} W_q^q(h, \nu) \right).
$$

Proof. Throughout the proof, we identify functions and measures defined over the flat torus $\mathbb{T}^d$ with $\mathbb{Z}^d$-periodic functions and measures defined on $\mathbb{R}^d$.

We give the proof in the case where the Wasserstein distance $W_p$ is defined using the toroidal distance

$$
d_{\mathbb{T}^d}(x, y) := \inf_{k \in \mathbb{Z}^d} |x - y + k|.
$$

Note that $d_{\mathbb{T}^d}$ is less than or equal to the distance $d_{\mathbb{Q}^d}$ induced by the identification of the torus $\mathbb{T}^d$ with the unit cube $\mathbb{Q}^d = [-\frac{1}{2}, \frac{1}{2}]^d$. The same result will therefore also apply to Wasserstein distances defined using $d_{\mathbb{Q}^d}$.

Step 1: Kantorovich Duality. The proof is based on the characterisation of Wasserstein distances in terms of Kantorovich duality, which was stated in Lemma 1.6. In particular this means that for all pairs of functions $(\phi, \psi) \in L^1(\mathbb{T}^d, \nu) \times L^1(\mathbb{T}^d, h)$ such that

$$
\phi(x) - \psi(y) \leq d_{\mathbb{T}^d}(x, y)^q
$$

the following inequality holds:

$$
W_q^q(h, \nu) \geq \int_{\mathbb{T}^d} \phi(x) \nu(dx) - \int_{\mathbb{T}^d} \psi(y) h(y) dy.
$$

In particular this holds if we choose $\psi = \phi^*$, where $\phi^*$ is the conjugate function of $\phi$ with respect to the cost function $d_{\mathbb{T}^d}(x, y)^q$:

$$
\phi^*(x) := \sup_{y \in \mathbb{T}^d} \{ \phi(y) - d_{\mathbb{T}^d}(x, y)^q \}.
$$

Now consider the mollification $\chi_r \ast \nu$. We make use of the identification of the torus $\mathbb{T}^d$ with the unit cube $\mathbb{Q}_d$. For a fixed $x \in \mathbb{Q}_d$, we may write

$$
\chi_r \ast \nu(x) := \int_{x - \mathbb{Q}_d} r^{-d} \chi \left( \frac{x-y}{r} \right) \nu(dy).
$$
In the expression above, the measure \( \nu \) on \( \mathcal{D}_d \) is identified with its periodic extension to \( \mathbb{R}^d \). The function \( \chi \) is only evaluated over the principal domain \( \mathcal{D}_d \); note that the restriction \( r \leq \frac{1}{2} \) is imposed so that the support of \( \chi_r \) is entirely contained within \( \mathcal{D}_d \). Then

\[
\chi_r \ast \nu(x) = r^{-(d+q)} \int_{x-\mathcal{D}_d} \nu(y) \chi \left( \frac{x-y}{r} \right) dy.
\]

Define a function \( \phi_x : x - \mathcal{D}_d \to \mathbb{R} \) by

\[
\phi_x(y) := r^{q} \chi \left( \frac{x-y}{r} \right).
\]

Note that, for \( r \leq 1/2, \phi_x = 0 \) on the boundary of \( x - \mathcal{D}_d \), and so \( \phi_x \) can be extended periodically to the whole of \( \mathbb{R}^d \), thus inducing a well-defined function on \( \mathbb{T}^d \).

Then we may write \( \chi_r \ast \nu(x) \) in terms of \( \phi_x \) and its conjugate:

\[
\chi_r \ast \nu(x) = r^{-(d+q)} \int_{x-\mathcal{D}_d} \phi_x(y) \nu(dy) = r^{-(d+q)} \left[ \int_{x-\mathcal{D}_d} \phi_x(y) \nu(dy) - \int_{x-\mathcal{D}_d} \phi_x^*(y) h(y) dy \right] + r^{-(d+q)} \int_{x-\mathcal{D}_d} \phi_x^*(y) h(y) dy.
\]

The conjugate function \( \phi_x^* : \mathbb{T}^d \to \mathbb{R} \) is defined by

\[
\phi_x^*(y) := \sup_{z \in x - \mathcal{D}_d} \{ \phi_x(z) - d_{\mathbb{T}^d}(y, z)^q \}.
\]

We wish to use the bound

\[
\chi_r \ast \nu(x) \leq r^{-(d+q)} W_q(h, \nu) + r^{-(d+q)} \int_{x-\mathcal{D}_d} |\phi_x^*(y)| h(y) dy. \tag{4.8}
\]

To make this rigorous, we must check that \( \phi_x \in L^1(\nu) \) and \( \phi_x^* \in L^1(h) \). For \( \phi_x \), we use the fact that

\[
\|\phi_x\|_{L^\infty} \leq r^q \|\chi\|_{L^\infty}.
\]

Thus, since \( \nu \) is a finite measure, \( \phi_x \in L^1(\nu) \). The relevant estimates on \( \phi_x^* \) will be proved in Step 2 below.

It then remains to control the term

\[
r^{-(d+q)} \int_{x-\mathcal{D}_d} |\phi_x^*(y)| h(y) dy.
\]

This is done by studying the support of \( \phi_x^* \).
Step 2: Support of $\phi^*_x$. By definition,

$$
\phi^*_x(y) = \sup_{z \in x - \mathcal{Q}_d} \alpha(z; x, y),
$$

where

$$
\alpha(z; x, y) = r^q \chi \left( \frac{x - z}{r} \right) - d_{T^d}(y, z)^q.
$$

First, we note some global lower and upper bounds. For the lower bound, let $k \in \mathbb{Z}^d$ be such that $y + k \in x - \mathcal{Q}_d$ (such a $k$ always exists), and consider the choice $z = y + k$. We find that

$$
\alpha(y; x, y) = r^q \chi \left( \frac{x - (y + k)}{r} \right) \geq 0,
$$

since the function $\chi$ is non-negative. Thus $\phi^*_x(y) \geq 0$ for all $y \in \mathbb{T}^d$.

For the upper bound, since $\chi$ is a bounded function, we have the estimate

$$
\alpha(z; x, y) \leq r^q \| \chi \|_{L^\infty(T^d)} - d_{T^d}(y, z)^q \leq r^q \| \chi \|_{L^\infty(T^d)}.
$$

Thus

$$
\| \phi^*_x \|_{L^\infty(T^d)} \leq r^q \| \chi \|_{L^\infty(T^d)}. \quad (4.9)
$$

Note that in particular this implies that $\phi^*_x \in L^{p'}(\mathbb{T}^d)$, where $p'$ is the Hölder conjugate of $p$, and so $\phi^*_x$ belongs to $L^1(h)$. Thus the estimate (4.8) is rigorous.

Next we will control the support of $\phi^*_x$. Firstly, since the support of $\chi$ is contained in the unit ball, if $d_{T^d}(x, z) > r$ then

$$
\alpha(z; x, y) = -d_{T^d}(y, z)^q \leq 0.
$$

Secondly, if $d_{T^d}(y, z) > \eta r$ for some $\eta > 0$, then

$$
\alpha(z; x, y) \leq r^q \left[ \| \chi \|_{L^\infty(T^d)} - \eta^q \right].
$$

If we choose $\eta = \| \chi \|_{L^\infty(T^d)}^{\frac{1}{q}}$, then

$$
\alpha(z; x, y) \leq 0.
$$

It follows that, if $\phi^*_x(y) > 0$, then the intersection

$$
B_{T^d}(x; r) \cap B_{T^d}(y; \| \chi \|_{L^\infty(T^d)}^{\frac{1}{q}} r)
$$

(4.10)
must be non-empty. Here $B_{\mathbb{T}^d}(z; r)$ denotes the ball with radius $r$ and centre $z$ on $\mathbb{T}^d$ with respect to $d_{\mathbb{T}^d}$. The set (4.10) is non-empty if and only if

$$d_{\mathbb{T}^d}(x, y) \leq r \left( 1 + \| \chi \|_{L^\infty(\mathbb{T}^d)} \right).$$

We deduce that

$$\text{supp } \phi^*_x \subset B_{\mathbb{T}^d}(x; r \left( 1 + \| \chi \|_{L^\infty(\mathbb{T}^d)} \right)).$$

**Step 3: $L^p$ estimate.** Using the upper bound (4.9), it then follows that, for all $y \in x - \mathcal{Q}_d$,

$$\phi^*_x(y) \leq r^q \| \chi \|_{L^\infty(\mathbb{T}^d)} \frac{4(x - y)}{r(1 + \| \chi \|_{L^\infty(\mathbb{T}^d)})}.$$

where $B_{\mathbb{R}^d}(0; \delta)$ denotes the open ball in $\mathbb{R}^d$ of radius $\delta$ with respect to the Euclidean metric.

Define the function $\Psi_{d, \chi}: \mathcal{Q}_d \to \mathbb{R}$ by

$$\Psi_{d, \chi}(z) := r^q \| \chi \|_{L^\infty(\mathbb{T}^d)} \frac{4z}{r(1 + \| \chi \|_{L^\infty(\mathbb{T}^d)})}.$$

This can be extended periodically to the whole of $\mathbb{R}^d$ and thus induces a well-defined function on $\mathbb{T}^d$.

We may then write

$$\int_{x - \mathcal{Q}_d} |\phi^*_x(y)| h(y) \, dy = \int_{x - \mathcal{Q}_d} \phi^*_x(y) h(y) \, dy \leq \int_{x - \mathcal{Q}_d} \Psi_{d, \chi}(x - y) h(y) \, dy = \Psi_{d, \chi} * h(x).$$

Thus

$$\chi_r * v(x) \leq r^{-(d+q)}W^q(h, v) + r^{-(d+q)}\Psi_{d, \chi} * h(x).$$

Since the torus has finite volume, we then deduce that, for all $p \in [1, +\infty]$,

$$\| \chi_r * v \|_{L^p(\mathbb{T}^d)} \leq C_d r^{-(d+q)}W^q(h, v) + r^{-(d+q)}\| \Psi_{d, \chi} * h \|_{L^p(\mathbb{T}^d)}.$$

The next step is to apply Young’s inequality to the second term:

$$r^{-(d+q)}\| \Psi_{d, \chi} * h \|_{L^p(\mathbb{T}^d)} \leq r^{-(d+q)}\| \Psi_{d, \chi} \|_{L^1(\mathbb{T}^d)} \| h \|_{L^p(\mathbb{T}^d)}.$$
4.3 Preliminary Estimates

The final step is to evaluate $\|\Psi_{d,\chi}\|_{L^1(T^d)}$:

$$\|\Psi_{d,\chi}\|_{L^1(T^d)} = r^d \|\chi\|_{L^\infty(T^d)} \int_{\mathbb{R}^d} \frac{4z}{r(1 + \|\chi\|_{L^\infty(T^d)})} \, dz \leq r^{d+q} \|\chi\|_{L^\infty(T^d)} (1 + \|\chi\|_{L^\infty(T^d)})^d |B_1(0; 1)|$$

$$\leq C_{d,\chi} r^{d+q}.$$

We conclude that

$$\|\chi_r * \nu\|_{L^p(T^d)} \leq C_{d,\chi} r^{-(d+q)} W_{q}^r(h, \nu) + C_{d,\chi} \|h\|_{L^p(T^d)},$$

which completes the proof.

4.3.2 Regularised Kernel

We will need a Lipschitz estimate for the regularised kernel $\chi_r * K$. A suitable estimate is proved in [61, Lemma 4.2(ii)] for the whole space case. The adaptation to the torus is straightforward, since $K_{\text{per}} = K + K_0$, where $K_0$ is smooth. The remainder can therefore be controlled using Lemma 1.1.

Lemma 4.6. (i) Let $h \in L^1 \cap L^\infty(\mathbb{R}^d)$. There exists $C > 0$ such that

$$\|\chi_r * h\|_{L^\infty} \leq C |\log r|(1 + \|h\|_{L^\infty}).$$

(ii) Let $h \in L^\infty(T^d)$. There exists $C > 0$ such that

$$\|\chi_r * K_{\text{per}} * h\|_{L^\infty} \leq C |\log r|(1 + \|h\|_{L^\infty}). \quad (4.11)$$

4.3.3 Estimates for the Regularised System

We make use of the existence result for the regularised system, which we proved in Section 2.8.

Lemma 4.7 (Existence of regularised solutions). For every $f(0) \in \mathcal{P}(T^d \times \mathbb{R}^d)$, there exists a unique solution $f_r \in C([0, \infty); \mathcal{P}(T^d \times \mathbb{R}^d))$ of (2.57).

We recall some basic estimates on these solutions, which are independent of $r > 0$. We have uniform-in-time $L^p(T^d \times \mathbb{R}^d)$ estimates on $f_r$. If $f(0) \in L^p(T^d \times \mathbb{R}^d)$ for some $p \in [1, \infty]$, then for all $t$

$$\|f_r(t)\|_{L^p(T^d \times \mathbb{R}^d)} \leq \|f(0)\|_{L^p(T^d \times \mathbb{R}^d)}.$$
We also recall the definition of the regularised energy, which is conserved by the regularised VPME system:

\[ E_r[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{1}{2} \int_{\mathbb{T}^d} |\nabla U_r|^2 \, dx + \int_{\mathbb{T}^d} U_r e^{U_r} \, dx. \]  
(4.12)

By the same interpolation argument as used for VPME, we can deduce the following uniform-in-time estimate on \( \rho[f_r] \):

\[
\sup_{t \in [0, \infty)} \|\rho[f_r(t)]\|_{L^{d+2}(\mathbb{T}^d)} \leq C (E_r[f(0)] + 1).
\]  
(4.13)

In Theorem 4.1, we assume that the initial datum \( f(0) \) is compactly supported. Using the growth estimates in Section 2.7, we can therefore deduce a \( L^\infty(\mathbb{T}^d) \) estimate on \( \rho[f_r] \). That is, for any \( T > 0 \) there exists \( M > 0 \) such that

\[
\sup_{r > 0} \sup_{t \in [0, T]} \|\rho[f_r(t)]\|_{L^\infty(\mathbb{T}^d)} \leq M.
\]

### 4.4 \( W_2 \) stability for the regularised VPME system

In this section we perform the first step of the strategy outlined in Figure 4.1, showing that \( \mu_r^N \to f_r \) as \( N \) tends to \( \infty \). To do this, we a weak-strong stability estimate for the regularised VPME system introduced in (2.57), in the Wasserstein distance \( W_2 \). This can be applied to \( \mu_r^N \) and \( f_r \) as both are weak solutions of this system. The estimate is optimised to degenerate slowly as \( r \) tends to zero. This will allow us to use solutions of (2.57) as a bridge between the particle system (4.4) and the VPME system (4.2).

**Lemma 4.8** (Weak-strong stability for the regularised equation). For each \( r > 0 \), let \( f_r, \mu_r \) be solutions of (2.57), where the \( f_r \) have uniformly bounded density and initial energy:

\[
\sup_{r > 0} \sup_{t \in [0, T]} \|\rho[f_r(t)]\|_{L^\infty(\mathbb{T}^d)} \leq M,
\]  
(4.14)

\[
\sup_{r > 0} \epsilon_{r, ME}[f_r(0)] \leq C_0,
\]  
(4.15)

for some \( C_0, M > 0 \). Assume that the initial data satisfy, for some sufficiently large constant \( C > 0 \) depending on \( T, C_0, M \) and \( d \),

\[
\limsup_{r \to 0} \frac{W^2_2(f_r(0), \mu_r(0))}{e^{d+2+C|\log r|^{-1/2}}} < 1.
\]
Then
\[ \lim_{r \to 0} \sup_{t \in [0,T]} W_2(f_r(t), \mu_r(t)) = 0. \]

**Proof.** To lighten the notation, we drop the subscript \( r \) from \( f_r \) and \( \mu_r \). Fix an arbitrary coupling of the initial data \( \pi_0 \in \Pi(\mu_0, f_0) \). As in the proof of Lemma 1.8, we define a coupling \( \pi_i \) that follows the characteristic flow of (2.57). We use the notation \( Z(i) \) for the characteristic flows, with \( i = 1, 2 \). They are defined by the following ODE systems:

\[
\begin{align*}
\dot{X}_{i,v}^{(1)} &= V_{i,v}^{(1)}, \\
\dot{V}_{i,v}^{(1)} &= E_r^{(\mu)}(X_{i,v}^{(1)}), \\
(X_{i,v}^{(1)}(0), V_{i,v}^{(1)}(0)) &= (x, v), \\
E_r^{(\mu)} &= -\chi_r * \nabla U_r^{(\mu)}, \\
\Delta U_r^{(\mu)} &= e^{U_r^{(\mu)} - \chi_r * \mu}.
\end{align*}
\]

First, we check that unique global solutions exist for both systems. The same argument applies to both \( \mu \) and \( f \), so we will write it for \( \mu \) only. Observe that since \( \mu \) is a probability measure and \( \chi_r \) is smooth, \( \chi_r * \mu \) is a function with

\[ \| \chi_r * \mu \|_{L^\infty(\mathbb{T}^d)} \leq \| \chi_r \|_{L^\infty(\mathbb{T}^d)}. \]

Hence by the regularity estimates in Proposition 2.4, \( U_r^{(\mu)} \) is a \( C^1 \) function with

\[ \| U_r^{(\mu)} \|_{C^1(\mathbb{T}^d)} \leq \exp \left[ C \left( 1 + \| \chi_r \|_{L^\infty(\mathbb{T}^d)} \right) \right]. \]

Then \( E_r^{(\mu)} = -\chi_r * \nabla U_r^{(\mu)} \) is a smooth function with bounded derivative

\[ \| E_r^{(\mu)} \|_{C^1(\mathbb{T}^d)} \leq \| \chi_r \|_{C^1(\mathbb{T}^d)} \exp \left[ C \left( 1 + \| \chi_r \|_{L^\infty(\mathbb{T}^d)} \right) \right]. \]

Therefore there is a unique \( C^1 \) flow corresponding to (4.16).

We then define
\[
\pi_r = \left( Z^{(1)}(t; 0, \cdot) \otimes Z^{(2)}(t; 0, \cdot) \right) \# \pi_0,
\]
recalling that \# denotes a pushforward (Definition 2). It follows from the discussion in Subsection 1.3.2.2 that \( \pi_r \) is a coupling of \( \mu(t) \) and \( f(t) \).
Using $\pi_t$, we define an anisotropic functional $D$ which controls the squared Wasserstein distance $W_2^2(f_t, \mu_t)$. For $\lambda > 0$, let

$$D(t) = \int_{(T^d \times \mathbb{R}^d)^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t(x_1, v_1, x_2, v_2).$$

(4.19)

We will choose $\lambda$ later in order to optimise the rate obtained in our eventual estimate on $D$. We note some relationships between $D$ and the Wasserstein distance. By Definition 4, since $\pi_t$ is a particular coupling of $\mu_t$ and $f_t$, as long as we choose $\lambda^2 > 1$, we have

$$W_2^2(\mu_t, f_t) \leq D(t).$$

(4.20)

If we only look at the spatial variables, we can get a sharper estimate:

$$W_2^2(\rho_\mu(t), \rho_f(t)) \leq \lambda^{-2} D(t).$$

(4.21)

Since $\pi_0 \in \Pi(\mu_0, f_0)$ was arbitrary we may take the infimum to obtain

$$\inf_{\pi_0} D(0) \leq \lambda^2 W_2^2(\mu_0, f_0).$$

(4.22)

We now perform a Gronwall estimate on $D$. $D$ is differentiable with respect to time, since $E_r$ is uniformly bounded (4.17) and $\mu(0)$ and $f(0)$ have finite second moments. Taking a time derivative, we obtain

$$\dot{D} = 2 \int_{(T^d \times \mathbb{R}^d)^2} \lambda^2 (x_1 - x_2) \cdot (v_1 - v_2) + (v_1 - v_2) \cdot \left( E_r^{(\mu)}(t, x_1) - E_r^{(f)}(t, x_2) \right) \, d\pi_t.$$

Using a weighted Cauchy inequality, we find that for any $\alpha > 0$,

$$\dot{D} = \lambda \int_{(T^d \times \mathbb{R}^d)^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t$$

$$+ \alpha \left( \int_{(T^d \times \mathbb{R}^d)^2} |v_1 - v_2|^2 \, d\pi_t + \frac{1}{\alpha} \int_{(T^d \times \mathbb{R}^d)^2} \left| E_r^{(\mu)}(t, x_1) - E_r^{(f)}(t, x_2) \right|^2 \, d\pi_t \right).$$

Therefore

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha} \sum_{i=1}^4 I_i,$$
We combine this with the mass density estimate (4.24) to obtain

\[ I := \int |\tilde{E}_r^{(\mu)}(t, X_t^{(1)}) - \tilde{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0, \quad I_2 := \int |\tilde{E}_r^{(f)}(t, X_t^{(2)}) - \tilde{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0, \]

\[ I_3 := \int |\tilde{E}_r^{(\mu)}(t, X_t^{(1)}) - \tilde{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0, \quad I_4 := \int |\tilde{E}_r^{(f)}(t, X_t^{(2)}) - \tilde{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0. \]

We have again used the decomposition \( E_r^{(\mu)} = E_r^{(f)} + \hat{E}_r^{(f)} \), and the analogous form for \( E_r^{(\mu)} \).

To estimate these quantities, we first note some basic regularity properties, which follow from Proposition 2.4. First, we wish to control the regularised mass density \( \chi_r \ast \rho_\mu \) with an estimate that behaves well as \( r \) tends to zero. For this we use Lemma 4.5 with \( q = 2 \) and (4.21):

\[
\| \chi_r \ast \rho_\mu \|_{L^p(\mathbb{T}^d)} \leq C_d \left( \| \rho_f \|_{L^p(\mathbb{T}^d)} + r^{-(d+2)} W_2^2 (\rho_\mu, \rho_f) \right) \tag{4.23}
\]

We will use this estimate in the cases \( p = \frac{d+2}{d} \) and \( p = \infty \). For \( p = \infty \), by assumption (4.14) we obtain

\[
\| \chi_r \ast \rho_\mu \|_{L^\infty(\mathbb{T}^d)} \leq C_d \left( M + r^{-(d+2)} \lambda^{-2} D \right). \tag{4.24}
\]

For \( p = \frac{d+2}{d} \), by the initial energy assumption (4.15) and (4.13) we have

\[
\| \rho_f \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C_d,
\]

where \( C_d \) depends on \( C_0 \) and \( d \). Thus

\[
\| \chi_r \ast \rho_\mu \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C_d \left( 1 + r^{-(d+2)} \lambda^{-2} D \right) \tag{4.25}
\]

for \( C_d \) depending on \( C_0 \) and \( d \).

We also wish to control the regularity of \( \hat{\chi}_r^{(\mu)} \). Using (4.25) and Proposition 2.4, we obtain

\[
\| \hat{\chi}_r^{(\mu)} \|_{C^2(\mathbb{T}^d)} \leq C_d \| \rho_\mu \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \left( 1 + r^{-(d+2)} \lambda^{-2} D \right). \tag{4.26}
\]

We estimate \( I_1 \) and \( I_2 \) in the same way as in [61]. For \( I_1 \) we use Lemma 4.6:

\[
\| \chi_r \ast K_{\text{per}} \ast h \|_{L^\infty} \leq C |\log r| (1 + \| h \|_{L^\infty}).
\]

We combine this with the mass density estimate (4.24) to obtain

\[
I_1 \leq C(\log r)^2 \left( M + r^{-(d+2)} \lambda^{-2} D \right)^2 \lambda^{-2} D. \tag{4.27}
\]
For $I_2$, we use Proposition 2.11 and (4.24) to obtain

$$I_2 \leq CM(M + r^{-(d+2)}\lambda^{-2}D)\lambda^{-2}D. \quad (4.28)$$

For $I_3$ we compute:

$$I_3 = \int_{(T^d \times \mathbb{R}^d)^2} |\hat{E}_r^{(\mu)}(t, X_t^{(1)}) - \hat{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0$$

$$= \int_{(T^d \times \mathbb{R}^d)^2} |X_r * (\nabla \hat{U}_r^{(\mu)}(t, x) - \nabla \hat{U}_r^{(\mu)}(t, y))|^2 \, d\pi_t$$

$$\leq \int_{(T^d \times \mathbb{R}^d)^2} \|X_r * \nabla \hat{U}_r^{(\mu)}\|_{L^2}^2 |x - y|^2 \, d\pi_t$$

$$\leq \int_{(T^d \times \mathbb{R}^d)^2} \|\hat{U}_r^{(\mu)}\|_{C^2(T^d)}^2 |x - y|^2 \, d\pi_t.$$

We apply the regularity estimate (4.26) to obtain

$$I_3 \leq C \exp_2 \left[ C_d \left( 1 + r^{-(d+2)}\lambda^{-2}D \right) \right] \int_{(T^d \times \mathbb{R}^d)^2} |x - y|^2 \, d\pi_t$$

$$\leq C \exp_2 \left[ C_d \left( 1 + r^{-(d+2)}\lambda^{-2}D \right) \right] \lambda^{-2}D.$$

For $I_4$ we compute:

$$I_4 = \int_{(T^d \times \mathbb{R}^d)^2} |\hat{E}_r^{(f)}(t, X_t^{(2)}) - \hat{E}_r^{(\mu)}(t, X_t^{(2)})|^2 \, d\pi_0$$

$$= \int_{(T^d \times \mathbb{R}^d)^2} |X_r * (\nabla \hat{U}_r^{(f)}(t, X_t^{(2)}) - \nabla \hat{U}_r^{(\mu)}(t, X_t^{(2)}))|^2 \, d\pi_0$$

$$= \int_{T^d} |X_r * (\nabla \hat{U}_r^{(f)}(t, x) - \nabla \hat{U}_r^{(\mu)}(t, x))|^2 \rho_f(t, x) \, dx$$

$$\leq \|\rho_f\|_{L^\infty(T^d)} \|\nabla \hat{U}_r^{(f)} - \nabla \hat{U}_r^{(\mu)}\|_{L^2(T^d)}^2. \quad (4.30)$$

By Proposition 2.11,

$$\|\nabla \hat{U}_r^{(f)} - \nabla \hat{U}_r^{(\mu)}\|_{L^2(T^d)}^2 \leq C \exp_2 \left[ C_d \left( 1 + r^{-(d+2)}\lambda^{-2}D \right) \right] \|\hat{U}_r^{(f)} - \hat{U}_r^{(\mu)}\|_{L^2(T^d)}^2$$

$$\leq C \exp_2 \left[ C_d \left( 1 + r^{-(d+2)}\lambda^{-2}D \right) \right] (M + r^{-(d+2)}\lambda^{-2}D)\lambda^{-2}D,$$

thus

$$I_4 \leq CM \exp_2 \left[ C_d \left( 1 + r^{-(d+2)}\lambda^{-2}D \right) \right] (M + r^{-(d+2)}\lambda^{-2}D)\lambda^{-2}D.$$

We summarise all these bounds as
\[
\dot{D} \leq (\lambda + \alpha) D + \frac{1}{4\alpha} C (1 + |\log r|)^2 \left( M + r^{-(d+2)} \lambda^{-2} D \right)^2 \lambda^{-2} D
\]
\[
+ C \exp \left[ C_d (1 + r^{-(d+2)} \lambda^{-2} D) \left( 1 + M (M + r^{-(d+2)} \lambda^{-2} D) \right) \lambda^{-2} D \right].
\]

(4.31)

This differential inequality is nonlinear and so the estimate cannot be closed in its current form. To deal with this, we introduce a truncated functional, rescaled to be of order 1:
\[
\hat{D} = 1 \wedge \left( r^{-(d+2)} \lambda^{-2} D \right)
\]

Since \( D \) is differentiable, \( \hat{D} \) is at least Lipschitz. In particular, at almost all times \( t \), \( \hat{D} \) is differentiable, with either
\[
\frac{d}{dt} \hat{D}(t) = 0 \quad \text{or} \quad \frac{d}{dt} \hat{D}(t) = r^{-(d+2)} \lambda^{-2} \frac{d}{dt} D(t).
\]

Thus (4.31) implies that, for almost all \( t \),
\[
\frac{d}{dt} \hat{D} \leq (\lambda + \alpha) \hat{D} + \frac{1}{\alpha} C_d \left[ 1 + |\log r|^2 \right] M^2 \lambda^{-2} \hat{D}.
\]

We then optimise the exponent by choosing
\[
\alpha_* = C_d (1 + |\log r|) M \lambda_*^{-1}, \quad \lambda_* = C_d (1 + |\log r|)^{1/2} \sqrt{M}.
\]

(4.32)

Then
\[
\frac{d}{dt} \hat{D} \leq C_d \lambda_* \hat{D}.
\]

Since \( \hat{D} \) is absolutely continuous,
\[
\hat{D}(t) = \hat{D}(0) + \int_0^t g(s) \, ds,
\]
where the function \( g(t) = \frac{d}{dt} \hat{D}(t) \) wherever this derivative exists, and \( g(t) = 0 \) otherwise. Thus
\[
\hat{D}(t) \leq \hat{D}(0) + C_d \lambda_* \int_0^t \hat{D}(s) \, ds.
\]
Then by Grönwall’s inequality we deduce

\[ \hat{D}(t) \leq \exp(C_d \lambda_+ T) \hat{D}(0) \leq r^{-(d+2)} \lambda_+^{-2} \exp(C_d \lambda_+ T) D(0) \]

\[ \leq C_d \exp \left[ | \log r | \left( (d + 2) + C_d T \sqrt{M} | \log r |^{-1/2} \right) \right] \lambda_+^{-2} D(0). \]

In order to use this estimate to control the Wasserstein distance, we need to ensure that for \( r \) sufficiently small,

\[ \inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) < 1. \tag{4.33} \]

If (4.33) holds, then by (4.20), for all \( t \in [0,T] \),

\[ W_2^2(\mu_t, f_t) \leq r^{d+2} \lambda_+^2 \inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) \leq r^{d+2} \lambda_+^2 \to 0 \]

as \( r \) tends to zero, since \( \lambda_+^2 \) only grows like \( | \log r | \) by definition (4.32). Using (4.22), we obtain for any \( \pi_0 \),

\[ \sup_{[0,T]} \hat{D}(t) \leq C_d \exp \left[ | \log r | \left( (d + 2) + C_d T \sqrt{M} | \log r |^{-1/2} \right) \right] \lambda_+^{-2} \inf_{\pi_0} D(0) \]

\[ \leq C_d \exp \left[ | \log r | \left( (d + 2) + C_d T \sqrt{M} | \log r |^{-1/2} \right) \right] W_2^2(\mu_0, f_0). \]

Since we assumed that the initial data satisfy

\[ \limsup_{r \to 0} \frac{W_2^2(\mu_0, f_0)}{r^{d+2} + C_{d,M,T} | \log r |^{-1/2}} < 1, \]

for large \( C_{d,M,T} \), (4.33) holds for sufficiently small \( r \). This completes the proof. \( \square \)

### 4.5 Convergence from the Regularised System to VPME

**Lemma 4.9** (Approximation of (VPME)). Fix \( f(0) \in L^1 \cap L^\infty(\mathbb{T}^d \times \mathbb{R}^d) \) satisfying a uniform bound on the energy as defined in (4.12):

\[ \sup_{r > 0} \overline{\varepsilon}_r^{ME}[f(0)] \leq C_0, \tag{4.34} \]

for some \( C_0 > 0 \).

For each \( r > 0 \), let \( f_r \) be a solution of (2.57) with initial datum \( f(0) \). Let \( f \) be a solution of (4.2) with the same initial datum \( f(0) \). Assume that \( \{f_r\}_{r>0}, f \) have uniformly bounded
density: \[
\sup_{r > 0} \sup_{t \in [0, T]} \| \rho_f \|_{L^\infty(\mathbb{T}^d)} \leq M, \quad \sup_{t \in [0, T]} \| \rho_f \|_{L^\infty(\mathbb{T}^d)} \leq M
\]
for some \( M > 0 \). Then
\[
\lim_{r \to 0} \sup_{t \in [0, T]} W^2_2(f(t), f_r(t)) = 0.
\]

**Proof.** We fix an initial coupling \( \pi_0 \in \Pi(f(0), f(0)) \) and construct \( \pi_r \in \Pi(f(t), f_r(t)) \) as in (4.18), using the characteristic flows

\[
\begin{cases}
\dot{X}^{(1)}_{t, v} = V^{(1)}_{t, v} \\
\dot{V}^{(1)}_{t, v} = E(X^{(1)}_{t, v}) \\
(X^{(1)}_{0, v}, V^{(1)}_{0, v}) = (x, v) \\
E = -\nabla U \\
\Delta U = e^U - \rho_f
\end{cases}
\quad \begin{cases}
\dot{X}^{(2)}_{t, v} = V^{(2)}_{t, v} \\
\dot{V}^{(2)}_{t, v} = E_r(X^{(2)}_{t, v}) \\
(X^{(2)}_{0, v}, V^{(2)}_{0, v}) = (x, v)
\end{cases}
\tag{4.35}
\]

We define \( D \) as in (4.19). As in Lemma 4.8, we obtain for any \( \alpha > 0 \),
\[
\dot{D} \leq (\alpha + \lambda) D + \frac{C}{\alpha} \sum_{i=1}^{4} I_i,
\]
where
\[
I_1 := \int |\dot{E}_r(t, X^{(1)}_t) - \dot{E}_r(t, X^{(2)}_t)|^2 \, d\pi_0, \quad I_2 := \int |\dot{E}_r(t, X^{(1)}_t) - \dot{E}_r(t, X^{(1)}_t)|^2 \, d\pi_0,
\]
\[
I_3 := \int |\dot{E}_r(t, X^{(1)}_t) - \dot{E}_r(t, X^{(2)}_t)|^2 \, d\pi_0, \quad I_4 := \int |\dot{E}_r(t, X^{(1)}_t) - \dot{E}_r(t, X^{(1)}_t)|^2 \, d\pi_0.
\]

For \( I_1 \) we use the regularity estimate (4.11) to deduce
\[
I_1 \leq |\log r|^2 M^2 \int |X^{(1)}_t - X^{(2)}_t|^2 \, d\pi_0 \leq |\log r|^2 M^2 \lambda^{-2} D. \tag{4.36}
\]

For \( I_2 \) we use the stability estimate from Lemma 2.10:
\[
\| \nabla U - \nabla \bar{U}_r \|_{L^2(\mathbb{T}^d)} \leq \sqrt{M} W_2(\chi_r \ast \rho_f, \rho_f).
\]

By Lemma 4.4,
\[
W_2(\chi_r \ast \rho_f, \rho_f) \leq r + W_2(\rho_f, \rho_f).
\]

Hence
\[
\| \nabla U - \nabla \bar{U}_r \|_{L^2(\mathbb{T}^d)} \leq \sqrt{M}(r + \lambda^{-1} \sqrt{D}). \tag{4.37}
\]
We account for the extra regularisation by elementary methods: first, for \( g \in C^1(\mathbb{T}^d) \),

\[
\| g - \chi \star g \|_{L^2(\mathbb{T}^d)}^2 = \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} \chi(y) [g(x) - g(x-y)] \, dy \, dx \\
\leq \int_{\mathbb{T}^d} \int_{\mathbb{T}^d} y \chi(y) \nabla g(x-hy) \, dh \, dy. 
\]

Hence, by Jensen’s inequality applied to the probability measure \( \chi(y) \, dy \) on \( \mathbb{T}^d \times [0,1] \),

\[
\| g - \chi \star g \|_{L^2(\mathbb{T}^d)}^2 \leq \int_0^1 \int_{\mathbb{T}^d} |y|^2 \chi(y) \int_{\mathbb{T}^d} |\nabla g(x-hy)|^2 \, dx \, dy \, dh \\
\leq r^2 \| \nabla g \|_{L^2(\mathbb{T}^d)}^2 \int_{\mathbb{T}^d} |y|^2 \chi_1(y) \, dy \leq C r^2 \| \nabla g \|_{L^2(\mathbb{T}^d)}^2. 
\] (4.38)

This estimate extends by density to \( g \in W^{1,2}(\mathbb{T}^d) \).

Next, standard estimates for the Poisson equation and \( L^p \) interpolation inequalities imply that

\[
\| \nabla^2 \tilde{U}_r - \chi \star \nabla \tilde{U}_r \|_{L^2(\mathbb{T}^d)} \leq C \| \rho \|_{L^2(\mathbb{T}^d)} \leq C \| \rho \|_{L^{d+2/\alpha}(\mathbb{T}^d)} \leq CM^{d-2}, 
\] (4.39)

since by (4.34) and (4.13) we have

\[
\| \rho \|_{L^{d+2/\alpha}(\mathbb{T}^d)} \leq C
\] (4.40)

for some \( C \) depending on \( d \) and \( C_0 \) only.

Therefore, using (4.38),

\[
\| \nabla \tilde{U}_r - \chi \star \nabla \tilde{U}_r \|_{L^2(\mathbb{T}^d)} \leq C \| \nabla^2 \tilde{U}_r \|_{L^2(\mathbb{T}^d)} \leq CM^{d-2} r,
\]

and we conclude that

\[
I_2 \leq CM^2 (r + \lambda^{-1} \sqrt{D})^2.
\]

The term \( I_3 \) is estimated like \( I_1 \), using the regularity estimate from Proposition 2.4 and (4.40):

\[
\| \tilde{U}_r \|_{C^2(\mathbb{T}^d)} \leq C,
\]

where \( C \) depends only on the constant \( C_0 \) controlling the initial energy in (4.34). We obtain

\[
I_3 \leq C \int |X_{i}^{(1)} - X_{i}^{(2)}|^2 \, d\pi_0 \leq C \lambda^{-2} D.
\]
Finally, $I_4$ is estimated in the same way as $I_2$, using the stability estimate Proposition 2.11, Proposition 2.4 and (4.40):

$$\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(T^d)} \leq C \|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(T^d)} \leq C \sqrt{M}(r + \lambda^{-1} \sqrt{D}).$$

By Proposition 2.4 and (4.40), we have

$$\|U_r\|_{L^\infty} \leq \|\hat{U}_r\|_{C_0(\mathbb{T}^d)} + \|\nabla U_r\|_{C_1(\mathbb{T}^d)} \leq \exp(C(1 + \|\chi_r \ast \rho_r\|_{L^{\frac{d+2}{d}}(T^d)})) \leq C,$$

where $C$ depends on $C_0$ and $d$ only. Hence

$$\|e^{U_r}\|_{L^2(T^d)} \leq C.$$

Since $\Delta \hat{U}_r = e^{U_r} - 1$, by standard regularity results for the Poisson equation this implies that

$$\|D^2 \hat{U}_r\|_{L^2(T^d)} \leq C.$$

Therefore, using (4.38) again,

$$\|\nabla \hat{U}_r - \chi_r \ast \nabla \hat{U}_r\|_{L^2(T^d)} \leq C \|D^2 \hat{U}_r\|_{L^2(T^d)} \leq Cr,$$

and we conclude that

$$I_4 \leq CM^2(r + \lambda^{-1} \sqrt{D})^2.$$

Altogether we have

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha \lambda^2} (\|\log r\|^2 + 1) M^2 D + CM^2 r^2.$$

Optimising the exponent, we deduce that

$$\dot{D} \leq C \lambda_* D + CM^2 r^2,$$

where

$$\lambda_* = \sqrt{M}(1 + \|\log r\|)^{1/4}.$$

Hence

$$D(t) \leq (D(0) + CM^2 r^2) \exp \left[ C \sqrt{M}(1 + \|\log r\|)^{1/4} t \right] \leq (D(0) + CM^2 r^2) e^{C \sqrt{M} \|\log r\| t}.$$
Since $D$ controls the squared Wasserstein distance (4.20),

$$W_2^2(f_r(t), f(t)) \leq (D(0) + CM^2r^2)e^{C\sqrt{|M|\log r}}t.$$  

Then, by (4.22), and since $f$ and $f_r$ share the same initial datum,

$$W_2^2(f_r(t), f(t)) \leq \left(\inf_{r_0} D(0) + CM^2r^2\right)e^{C\sqrt{|M|\log r}}t$$

$$\leq \left(\lambda^2 W_2^2(f(0), f(0)) + CM^2r^2\right)e^{C\sqrt{|M|\log r}}t$$

$$\leq CM^2r^2e^{C\sqrt{|M|\log r}}t.$$  

Since

$$r^2e^{C\sqrt{|M|\log r}}t = r^{2-C\sqrt{|M|\log r}},$$

we conclude that for any compact time interval $[0, T]$,

$$\lim_{r \to 0} \sup_{t \in [0, T]} W_2^2(f_r(t), f(t)) = 0.$$

Finally, we combine these estimates to complete the proof of Theorem 4.1.

**Proof of Theorem 4.1.** Let $f_r$ be the unique solution of (2.57) with initial datum $f_0$. By the triangle inequality for $W_2$, we have

$$\sup_{t \in [0, T]} W_2^2(\mu^N_r(t), f(t)) \leq \sup_{t \in [0, T]} W_2^2(\mu^N_r(t), f_r(t)) + \sup_{t \in [0, T]} W_2^2(f_r(t), f(t)).$$

We apply Lemma 4.8 to the first term using the assumption on the initial configurations and deduce that it converges to zero as $r$ tends to zero. For the second term we apply Lemma 4.9, since $f$ and $f_r$ have the same initial datum. This completes the proof.

$$\square$$

### 4.6 Typicality

In this last section of the chapter, we prove Theorem 4.2 concerning the relation between the choice of parameters in the mean field limit and the initial configurations. Our method follows the approach of Lazarovici [61] for the mean field case.
The idea is based on the following observation. If one constructs a collection of empirical measures \((\nu^N)_N\) by drawing \(N\) independent samples from a reference measure \(\nu\), then, by the Glivenko-Cantelli theorem, almost surely \(\nu^N\) will converge to \(\nu\) as \(N\) tends to infinity, in the sense of weak convergence of measures. The idea is to use a quantitative version of this result to find configurations for which the associated empirical measures converge to our reference data sufficiently quickly to satisfy the assumption (4.5) of Theorem 4.2. A suitable result of this type was proved by Fournier and Guillin in [29], with the distance between \(\nu^N\) and \(\nu\) measured in Wasserstein sense. The following result is from [29, Theorem 2].

**Theorem 4.10.** Let \(\nu\) be a probability measure on \(\mathbb{R}^m\) and let \(\nu^N\) denote the empirical measure of \(N\) independent samples from \(\nu\). Assume that \(\nu\) has a finite \(k\)th moment for some \(k > 2p\):

\[
M_k(\nu) := \int_{\mathbb{R}^m} |x|^k \, d\nu(x) < +\infty.
\]

Then there exist constants \(c, C\) depending on \(p, m\) and \(M_k(\nu)\) such that for any \(x > 0\),

\[
\mathbb{P}\left(W_p^p(\nu^N, \nu) \geq x\right) \leq a(N,x) \mathbb{1}_{\{x \leq 1\}} + b(N,x),
\]

where

\[
a(N,x) = C \begin{cases} 
\exp(-cNx^2) & p > \frac{m}{2} \\
\exp\left(-cN \left[ \frac{x}{\log(2 + \frac{1}{x})} \right]^2 \right) & p = \frac{m}{2} \\
\exp\left(-cNx^{m/p}\right) & p < \frac{m}{2}
\end{cases}
\]

and

\[
b(N,x) = CNx^{-(k-\alpha)/p}
\]

for any \(\alpha \in (0, k)\).

**Proof of Theorem 4.2.** We follow the approach of [61, Theorem 3.3]. The idea of the proof is to show that, for the choice \(r = cN^{-\gamma}\),

\[
\mathbb{P}\left( \limsup_{N \to \infty} \frac{W_2^2(\mu^N_0, f_0)}{r^{d+2+C_{r,m}|\log r|^{-1/2}} < 1} \right) = 1.
\]

(4.42)

Then we may apply Theorem 4.1 to conclude that the mean field limit holds on this full probability event. To prove (4.42), observe that

\[
\bigcup_{n} \bigcap_{N \geq n} A_N^c \subset \left\{ \limsup_{N \to \infty} \frac{W_2^2(\mu^N_0, f_0)}{r^{d+2+C_{r,m}|\log r|^{-1/2}} < 1} \right\},
\]
where $A_N$ is the event

$$A_N := \left\{ W_2^2(\mu_0^N, \nu_0) > \frac{1}{2} r^{d+2} + C_{\gamma, M} |\log r|^{-1/2} \right\}. $$

Since $(\bigcup_{n} \bigcap_{N \geq n} A_N^c)^c = \bigcap_{n} \bigcup_{N \geq n} A_N$, by the Borel-Cantelli lemma it suffices to show that

$$\sum_N P(A_N) < \infty. \quad (4.43)$$

We estimate $P(A_N)$ using Theorem 4.10, with

$$x_N = \frac{1}{2} r^{d+2} + C_{\gamma, M} |\log r|^{-1/2} = cN^{-\gamma(d+2)} - C_{\gamma, M} |\log N|^{-1/2}. $$

Note that $p = 2$ and $m = 2d$. The assumptions on $\gamma$ in (4.6) are chosen such that

$$\sum_N a(N, x_N) + b(N, x_N) < \infty.$$

In this way (4.43) holds and the result follows. \qed
Chapter 5

Particle Derivations for Kinetic Euler Systems

Contents

5.1 Introduction ......................................................... 188
5.2 Statement of Results ............................................. 191
  5.2.1 From Extended Electrons to Kinetic Incompressible Euler .... 191
  5.2.2 From Extended Ions to Kinetic Isothermal Euler .............. 194
5.3 Strategy ............................................................ 195
  5.3.1 General Configurations ........................................ 195
  5.3.2 Typicality ..................................................... 197
5.4 Preliminaries ...................................................... 197
  5.4.1 Regularised Vlasov–Poisson Systems ......................... 197
  5.4.2 Filtering ..................................................... 200
  5.4.3 Quasi-neutral Limit for Classical Vlasov–Poisson .......... 200
5.5 Proof for General Configurations ............................... 201
  5.5.1 Stability for the Regularised Vlasov–Poisson Systems ...... 201
  5.5.2 Stability for Regularised VPME ............................ 204
  5.5.3 Removal of the Regularisation .............................. 209
  5.5.4 Conclusion of the Proof .................................... 217
5.6 Typicality .......................................................... 219
  5.6.1 Concentration Estimates ..................................... 219
5.1 Introduction

This chapter focuses on the derivation of kinetic Euler systems from underlying particle systems. We consider the kinetic incompressible Euler (KInE) (1.16) and kinetic isothermal Euler (KIsE) systems (1.20) introduced in Section 1.2.3.3.

We recall that the KInE system reads as follows:

\[
\begin{align*}
\frac{\partial}{\partial t} g + v \cdot \nabla_x g - \nabla_x U \cdot \nabla_v g &= 0, \\
\rho_g &= 1, \\
g|_{t=0} = g_0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} g_0(x,v) \, dx \, dv = 1,
\end{align*}
\]

(5.1)

The KInE system formally describes the dynamics of the electrons in a plasma in the quasi-neutral regime. The physical situation therefore suggests that an appropriate microscopic model would be a system of interacting electrons. In this chapter, we consider this problem on the torus. Due to the confinement, we may also include a uniform background of ions. This leads to the following model:

\[
\begin{align*}
\dot{X}_i &= V_i \\
\dot{V}_i &= \alpha(N) \sum_{j \neq i} K_{\text{per}}(X_i - X_j).
\end{align*}
\]

(5.2)

Recall that \(K_{\text{per}}\) was defined to be the Coulomb kernel on the torus \(\mathbb{T}^d\).

In order to derive the KInE system from the particle system (5.2), it is necessary to identify an appropriate choice of the scaling \(\alpha(N)\) that connects the two systems. With the choice \(\alpha(N) = \frac{\varepsilon^{-2}}{N}\), for a fixed value of \(\varepsilon\), the formal limit as \(N\) tends to infinity is the Vlasov–Poisson system

\[
\begin{align*}
\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon + E_\varepsilon \cdot \nabla_v f_\varepsilon &= 0, \\
E_\varepsilon &= -\nabla_x U_\varepsilon, \\
-\varepsilon^2 \Delta_x U_\varepsilon &= \rho_{f_\varepsilon} - 1, \\
f_{\varepsilon|_{t=0}} = f_\varepsilon(0) \geq 0, \quad \int_{\mathbb{T}^d \times \mathbb{R}^d} f_\varepsilon(0) \, dx \, dv = 1.
\end{align*}
\]

(5.3)

The quasi-neutral limit \(\varepsilon \to 0\) then connects the Vlasov–Poisson system to the KInE system.

To obtain the KInE system from the particle system (5.2), a possible strategy to identify the correct scaling is to consider a two-stage limit, combining the mean field and and quasi-neutral
limits. This amounts to choosing a scaling of the form

$$\alpha(N) = \frac{\epsilon(N)^{-2}}{N},$$

where $\epsilon$ is now allowed to depend on $N$. We look for a choice of $\epsilon = \epsilon(N)$ such that both limits can be taken simultaneously. The limit should hold in the sense of convergence of the empirical measure, as outlined in Section 1.6. In this chapter, we follow a strategy along these lines.

We have discussed in previous chapters that the mean field limit from the particle system (5.2) to the Vlasov–Poisson system remains an open problem in any dimension $d > 1$. We will therefore not consider limits from the system (5.2) in our derivation of KInE. Instead, we use a regularised system.

We use the same regularisation as was discussed for the mean field limit for VPME in Chapter 4. This represents a system of ‘extended charges’; for KInE, these represent extended electrons. Fixing a smooth non-negative mollifier $\chi \in C_0^\infty(\mathbb{T}^d)$ with mass one, we define the scaled mollifier

$$\chi_r(x) = r^{-d} \chi \left( \frac{x}{r} \right), \quad r > 0.$$ 

We then consider the regularised system

$$\begin{aligned}
    \dot{X}_i &= V_i \\
    \dot{V}_i &= \frac{\epsilon^{-2}}{N} \sum_{j \neq i} \chi_r \ast \chi_r \ast K_{\text{per}}(X_i - X_j).
\end{aligned} \tag{5.4}$$

For this system, the aim is to find a choice $r = r(N), \epsilon = \epsilon(N)$ such that the limit from (5.4) to KInE holds.

We also consider the corresponding problem for the KIsE system, which reads as follows:

$$(KIsE) := \begin{cases} 
    \partial_t g + v \cdot \nabla_x g - \nabla_x U \cdot \nabla v g = 0, \\
    U = \log \rho_g, \\
    g|_{t=0} = g_0, \int_{\mathbb{T}^d \times \mathbb{R}^d} g_0(x,v) \, dx \, dv = 1.
\end{cases} \tag{5.5}$$

This is a model for the ions in a plasma, under the assumption of quasi-neutrality.

For KIsE, the natural microscopic model is a system of $N$ ions, interacting with each other and with a background of thermalised electrons. This is represented by the following system of
ODEs:
\[
\begin{align*}
\dot{X}_i &= V_i \\
V_i &= \frac{\varepsilon^{-2}}{N} \sum_{j \neq i}^N K_{\text{per}}(X_i - X_j) - \varepsilon^{-2} K_{\text{per}} \ast e^U,
\end{align*}
\] (5.6)

where \( U \) satisfies
\[
\varepsilon^2 \Delta U = e^U - \frac{1}{N} \sum_{i=1}^N \delta_{X_i}.
\]

An intermediate step between these systems is the VPME system
\[
(VPME)^\varepsilon := \left\{ \begin{array}{l}
\partial_t f_\varepsilon + v \cdot \nabla_x f_\varepsilon + E \cdot \nabla_x f_\varepsilon = 0, \\
E = -\nabla_x U, \\
\varepsilon^2 \Delta U = e^U - \rho [f_\varepsilon], \\
f_\varepsilon|_{t=0} = f_\varepsilon(0).
\end{array} \right.
\] (5.7)

We also replace the point charges in (5.6) by ‘extended ions’ in this case. This results in the system
\[
\begin{align*}
\dot{X}_i &= V_i \\
\dot{V}_i &= -\chi_r \ast \nabla_x U(X_i),
\end{align*}
\] (5.8)

where \( U \) satisfies
\[
\varepsilon^2 \Delta U = e^U - \frac{1}{N} \sum_{i=1}^N \chi_r(x - X_i).
\]

As for KInE, the goal is to find a relationship \( \varepsilon = \varepsilon(N), r = r(N) \) between the parameters such that the KIsE system (5.5) is obtained from (5.8) in the limit as \( N \) tends to infinity.

**Choice of Initial Configurations.** To prove these limits, it will be necessary to make restrictions on the initial configurations that we specify for the particle systems (5.4) and (5.8). These constraints arise due to the issues that we have discussed regarding the choice of initial data in the mean field and quasi-neutral limits. We need to avoid pathological configurations in the mean field limit as well as avoiding triggering unstable behaviour, such as the two-stream instability, that would obstruct the quasi-neutral limit.

Our strategy will be to choose initial data for the particle systems whose empirical measures approximate, as \( N \) tends to infinity, distributions \( f_\varepsilon(0) \) for which the quasi-neutral limit holds. We will work in the close-to-analytic regime of the quasi-neutral limit, using the results of Han-Kwan–Iacobelli [43] for the electron models, and the results of Chapter 3 for the ion models.
5.2 Statement of Results

5.2.1 From Extended Electrons to Kinetic Incompressible Euler

5.2.1.1 General Configurations

In this section, we state a result concerning the derivation of the KInE system from the extended electrons system (5.4). First, we must make some preliminary definitions.

**Empirical Measure.** Throughout this chapter, we use the notation \( \mu_{N,\varepsilon} \) to denote the empirical measure associated to the solution of the relevant particle system, either (5.4) or (5.8). It is defined by the formula

\[
\mu_{N,\varepsilon}(t) = \frac{1}{N} \sum_{i=1}^{N} \delta_{(X_i(t),V_i(t))}.
\]

**Correctors.** In the quasi-neutral limit for the classical Vlasov–Poisson system, we need to account for the effect of plasma oscillations, as explained in Section 1.5.1.2. The method for dealing with this is to introduce a corrector function \( R_\varepsilon \) that describes the oscillations. The corrector \( R_\varepsilon \) is defined in (1.53). The oscillations can then be removed from \( \mu_{N,\varepsilon} \) by a ‘filtering’ process, which we define below.

**Definition 5.** Let \( \mu \) be a probability measure on \( \mathbb{T}^d \times \mathbb{R}^d \). Let \( R : \mathbb{T}^d \to \mathbb{R}^d \) be given. The corresponding filtered measure \( \tilde{\mu} \) is defined to be the measure such that

\[
\langle \tilde{\mu}, \phi \rangle = \int_{\mathbb{T}^d \times \mathbb{R}^d} \phi(x, v + R(x)) \mu(dx dv)
\]
for all test functions \( \phi \).

We will apply this definition with the choice \( R = R_\varepsilon \).

**Energy.** We define the energy associated to the classical Vlasov–Poisson system (5.3) on the torus, with quasi-neutral scaling. This functional is defined as follows:

\[
E_{\varepsilon}^{VP}[f] := \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f dv dx + \frac{\varepsilon^2}{2} \int_{\mathbb{T}^d} |\nabla_x U_\varepsilon|^2 dx,
\]

where \( U_\varepsilon = \varepsilon^{-2} G_{\text{per}} * (\rho[f] - 1) \). This energy functional is conserved by strong solutions of (5.3).
Reference Data. We will choose the initial data for the particle system (5.4) to approximate given functions $f_\varepsilon(0) \in L^1 \cap L^{\infty}(T \times \mathbb{R}^d)$, which we interpret as possible choices of initial data for the Vlasov–Poisson system (5.3). We assume that $f_\varepsilon(0)$ satisfy the following set of assumptions. These are precisely the assumptions of the quasi-neutral limit for rough data proved in [43].

**Assumption 2 (KInE, $d = 2, 3$).** The data $f_\varepsilon(0)$ satisfy the following:

(i) There exists $C_0$ independent of $\varepsilon$ such that

$$\|f_\varepsilon(0)\|_{L^\infty} \leq C_0, \quad \mathcal{E}_{\varepsilon}^{\text{VP}}(f_\varepsilon(0)) \leq C_0.$$

(ii) (Control of support) For some $\gamma > 0$,

$$f_\varepsilon(0, x, v) = 0 \quad \text{for} \quad |v| > \varepsilon^{-\gamma}. \quad (5.11)$$

(iii) (Perturbation of analytic functions) There exist functions $g_\varepsilon(0)$, satisfying (5.11) and

$$\sup_{\varepsilon \in (0,1)} \sup_{v \in \mathbb{R}^d} (1 + |v|^{d+1}) \|g_\varepsilon(0)(\cdot, v)\|_{B_{\delta_0}} \leq C,$$

such that

$$W_2(f_\varepsilon(0), g_{0,\varepsilon}) \leq \exp\left(\frac{C}{C \varepsilon^{-(2+d\zeta)}}\right)^{-1},$$

for $C > 0$ sufficiently large. The exponent $\zeta = \zeta(\gamma)$ is defined as follows:

- For $d = 2$, we fix any $\delta > 2$ and let

$$\zeta = \max\{\gamma, \delta\}. \quad (5.12)$$

- For $d = 3$ we let

$$\zeta = \max\left\{\gamma, \frac{38}{3}\right\}. \quad (5.13)$$

**Main Result.** Under these assumptions, we have the following theorem, in which the KInE system is derived from the system of extended electrons.

**Theorem 5.1.** Let $d = 2$ or 3. For each $\varepsilon > 0$, let $f_\varepsilon(0)$ satisfy Assumption 2. Suppose that $g_\varepsilon(0)$ has a limit $g(0)$ in the sense of distributions.

Fix $T > 0$ and $\eta > 0$. Then there exists a constant $C_T$ and a weak solution $g(t)$ of (5.1) with initial datum $g_0$ such that the following holds:
Recall the exponent $\zeta$ depending on $f_\varepsilon(0)$ and defined in (5.12)-(5.13) and let $\varepsilon = \varepsilon_N$, $r = r_N$ be chosen such that
\[ r < e^{-C_T \varepsilon^{-2-d\zeta}}. \]

Let the initial configurations $[Z^\varepsilon_i(0)]^N_{i=1}$ for the $N$-particle system (5.4) be chosen such that the corresponding empirical measures satisfy, for some $\eta > 0$,
\[ \limsup_{N \to \infty} \frac{W_2(\mu^N_{\varepsilon}(0), f_\varepsilon(0))}{\varepsilon^{-\gamma r^{1+d/2+\eta/2}}} < \infty. \] (5.14)

Let $[Z^\varepsilon_i(t)]^N_{i=1}$ denote the solution of (5.4) with initial datum $[Z^\varepsilon_i(0)]^N_{i=1}$. Let $\mu^N_{\varepsilon,r}(t)$ denote the corresponding empirical measure. Let $\tilde{\mu}^N_{\varepsilon,r}(t)$ denote the measures constructed by filtering $\mu^N_{\varepsilon,r}(t)$ using the corrector $R_\varepsilon$ defined from $g$ in (1.53), according to Definition 5. Then
\[ \lim_{N \to \infty} \sup_{t \in [0,T]} W_1(\tilde{\mu}^N_{\varepsilon,r}(t), g(t)) = 0. \]

### 5.2.1.2 Typicality

**Theorem 5.2** (KInE, typicality). Let $d = 2$ or $3$. For each $\varepsilon > 0$, let $f_\varepsilon(0)$ satisfy Assumption 2. Suppose that $g_\varepsilon(0)$ has a limit $g(0)$ in the sense of distributions. For fixed $T$, there exists a constants $C_T, A_T > 0$ such that the following holds:

Recall the exponent $\zeta$ defined in (5.12)-(5.13) and let $\varepsilon = \varepsilon_N$, $r = r_N$ be chosen such that
\[ r \geq A_T N^{-\frac{1}{\alpha(d+\eta)}} + \alpha \]
\[ r < e^{-C_T \varepsilon^{-2-d\zeta}} \]

for some $\alpha > 0$. Then, if the initial $N$-particle configurations $[Z^\varepsilon_i(0)]^N_{i=1}$ are chosen by taking $N$ independent samples from $f_\varepsilon(0)$, with probability one the following limit holds:
\[ \lim_{N \to \infty} \sup_{t \in [0,T]} W_1(\tilde{\mu}^N_{\varepsilon,r}(t), g(t)) = 0, \]

where

- $g(t)$ is a weak solution of (5.1) with initial datum $g_0$;
- $\mu^N_{\varepsilon,r}(t)$ denotes the empirical measure corresponding to the solution of (5.4) with initial datum $[Z^\varepsilon_i(0)]^N_{i=1}$;
• \( \tilde{\mu}_{N,r}^N(t) \) is the measure constructed by filtering \( \mu_{e,r}^N(t) \) using the corrector \( R_{\epsilon} \) defined in (1.53), according to Definition 5, using the given choice of \( f_\epsilon(0) \) and \( g(0) \).

## 5.2.2 From Extended Ions to Kinetic Isothermal Euler

### 5.2.2.1 General Configurations

For the KIsE system, we can prove the following limit.

**Theorem 5.3** (From ions to kinetic isothermal Euler). Let \( d = 2 \) or \( 3 \), and let \( f_\epsilon(0), g_\epsilon(0) \) and \( g(0) \) satisfy the assumptions of Theorem 3.1. Given \( \epsilon, r, N \), let \( (Z_{0,i}^{(e,r)})_{i=1}^N \subset (T^d \times \mathbb{R}^d)^N \) be a choice of initial data for the regularised and scaled \( N \)-particle ODE system (5.8). Let \( \mu_{e,r}^N \) denote the empirical measure associated to the solution of (5.8) with this initial data as defined in (5.9).

Let \( T_* \) be the maximal time of convergence from Theorem 3.1. There exists a constant \( C > 0 \) depending on \( \{f_{\epsilon}(0)\}_\epsilon \) such that if the parameters \( (r, \epsilon) = (r(N), \epsilon(N)) \) and the initial data \( \mu_{e,r}^N(0) \) satisfy

\[
\lim_{N \to \infty} W_2 \left( \tilde{\mu}_{e,r}^N(0), f_\epsilon(0) \right) = 0, \quad (5.15)
\]

for some \( \eta > 0 \), then

\[
\lim_{N \to \infty} \sup_{t \in [0,T_*]} W_1(\mu_{e,r}^N(t), g(t)) = 0,
\]

where \( g \) is a solution of the KIE system (5.5) with initial data \( g(0) \) on the time interval \([0, T_*]\).

### 5.2.2.2 Typicality

**Theorem 5.4.** Let \( d = 2 \) or \( 3 \), and \( f_\epsilon(0), g_\epsilon(0) \) and \( g(0) \) satisfy the assumptions of Theorem 3.1. Let \( (r, \epsilon) = (r(N), \epsilon(N)) \) be chosen to satisfy

\[
r \leq \left[ \exp_3(3e^{-2}) \right]^{-1}
\]

where \( C > 0 \) is the constant from Theorem 5.3. Assume that \( r = r(N) \) are chosen such that \( r = cN^{-\gamma} \), where \( c > 0 \) is an arbitrary constant and \( \gamma \) satisfies

\[
0 \leq \gamma < \frac{1}{d(d+2)}.
\]

For each \( N \), let the initial configurations for the particle system (5.8) be chosen by taking \( N \) independent samples from \( f_\epsilon(0) \). Then, with probability one, this procedure selects a set of
configurations for which Theorem 5.3 holds, that is,

$$
\lim_{N \to \infty} \sup_{t \in [0,T_\ast]} W_1(\mu_{N}^{\epsilon}(t), g(t)) = 0,
$$

where $g$ is the solution of (5.5) with initial datum $g(0)$ on the time interval $[0,T_\ast]$ provided by Theorem 3.1.

## 5.3 Strategy

### 5.3.1 General Configurations

For the derivation of the KInE system (Theorem 5.1), the overall strategy of the proof is to combine the regularised mean field limit for Vlasov–Poisson, due to Lazarovici [61], with the quasi-neutral limit from Han-Kwan–Iacobelli [43]. For the KIsE system (Theorem 5.3), the strategy is the same, using the VPME variants of these results, which are Theorems 4.1 and 3.1 of this thesis respectively.

Since we work with a regularised microscopic system, it will be convenient to introduce a regularised version of each Vlasov–Poisson with quasi-neutral scaling. For the electron models, we use the following system:

\[
(VP)_{\epsilon,r} = \begin{cases} 
\partial_t f_{\epsilon,r} + v \cdot \nabla_x f_{\epsilon,r} + E_{\epsilon,r}[f_{\epsilon,r}] \cdot \nabla_v f_{\epsilon,r} = 0, \\
E_{\epsilon,r}[f_{\epsilon,r}] = \epsilon^{-2} \chi_r \ast_x \chi_r \ast_x K_{\text{per}} \ast_x \rho_f, \\
f_{\epsilon,r}(0) = \tilde{f}_\epsilon(0) \geq 0, \int_{T^d \times \mathbb{R}^d} f_{\epsilon}(0,x,v) \, dx \, dv = 1.
\end{cases}
\] (5.17)
For the ion models, we use the following system:

\[(VPM\epsilon)_{\epsilon,r} := \begin{cases} \partial_t f_{\epsilon,r} + v \cdot \nabla_x f_{\epsilon,r} + E_{\epsilon,r} \cdot \nabla_v f_{\epsilon,r} = 0, \\ E_{\epsilon,r} = -\chi_r * \nabla U_{\epsilon,r}, \\ \epsilon^2 \Delta U_{\epsilon,r} = e U_{\epsilon,r} - \chi_r * \rho [f_{\epsilon,r}], \\ f_{\epsilon,r}(0) = f_{\epsilon}(0) \geq 0, \int_{\mathbb{T}^d \times \mathbb{R}^2} f_{\epsilon}(0,x,v) \, dx \, dv = 1. \end{cases}\] (5.18)

The strategy is illustrated in Figure 5.1. The steps of the proof are as follows:

(i) With $\epsilon$ and $r$ fixed, we prove the mean field limit for the regularised system. We show that the empirical measure $\mu_{N_{\epsilon,r}}$ coming from the regularised particle system (5.4) or (5.8) converges to the solution $f_{\epsilon,r}$ of the regularised Vlasov–Poisson system. The key point is to quantify this convergence in the Wasserstein distance $W_2$.

(ii) With $\epsilon$ fixed, we remove the regularisation from the Vlasov–Poisson system. We show that the solution $f_{\epsilon,r}$ of the regularised system converges, as $r$ tends to zero, to the solution $f_{\epsilon}$ of the Vlasov–Poisson system (5.3) or (1.19). Again we quantify the convergence in $W_2$.

(iii) Finally, we use the known results on the quasi-neutral limit ([43] or Theorem 3.1) to conclude that $f_{\epsilon}$ converges to a solution $g$ of the relevant kinetic Euler system, as $\epsilon$ tends to zero.

The main goal of our estimates is to quantify the rates of convergence in steps (i) and (ii). To do this, we again use an anisotropic distance, as we did in Chapter 4. For some parameter $\lambda$, we consider

$$W_2^{(\lambda)}(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{T}^d \times \mathbb{R}^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi(x_1, v_1, x_2, v_2) \right)^{\frac{1}{2}}.$$

We then choose $\lambda$ in order to optimise the rate of convergence we obtain. In this chapter, $\lambda$ will be allowed to depend on both $\epsilon$ and $r$.

The estimates for steps (i) and (ii) are performed using similar methods to those used in Chapter 4. The constants in those estimates depend on $L^\infty(\mathbb{T}^d)$ bounds on the mass densities $\rho [f_{\epsilon,r}]$ and $\rho [f_{\epsilon}]$. The main difference for the estimates in this chapter is that we have to keep track of how this bound depends on $\epsilon$. To do this, in the KInE case we use mass density estimates from [43]. For the KIsE case we proved the necessary estimates in Chapter 3. We recall these estimates below in Section 5.4.1.3.
5.3.2 Typicality

Our strategy for the proof of Theorems 5.2 and 5.4 is the same as used in the proof of Theorem 4.2. We check that, if we choose the initial configurations for the particle system by drawing independent samples from the reference data \( f_\varepsilon(0) \), then the necessary rate of convergence (5.14) or (5.15) occurs with high probability.

To prove this, we use the concentration estimates from Fournier–Guillin [29] on the rate of convergence of the empirical measures in Wasserstein sense. In comparison to the mean field limit, in this chapter we need to deal with the fact that the reference data \( f_\varepsilon(0) \) depend on \( \varepsilon \). It is therefore necessary to keep track of how the constants in the concentration estimate depend on \( \varepsilon \). Our strategy is to use the fact that the reference data \( f_\varepsilon(0) \) are compactly supported, and to use a scaling argument.

5.4 Preliminaries

5.4.1 Regularised Vlasov–Poisson Systems

5.4.1.1 Existence of Solutions

We need to check that solutions of the regularised Vlasov–Poisson systems exist globally in time for our choice of initial data \( f_\varepsilon(0) \). This follows from the fact that each \( f_\varepsilon(0) \in L^1 \cap L^\infty(\mathbb{T}d \times \mathbb{R}d) \) is compactly supported. For the ion model (5.18), this is proved in Section 2.8 of this thesis. For the electron model, we can use the general result for Vlasov equations with Lipschitz kernels (Theorem 1.2), since the function \( \chi_r * \chi_r * K_{\text{per}} \) is Lipschitz.

In both cases, since \( f_{\varepsilon,r} \) solves a transport equation with a divergence free field vector field, we have the a priori estimate

\[
\sup_{t \in [0, \infty)} \| f_{\varepsilon,r}(t) \|_{L^p(\mathbb{T}d \times \mathbb{R}d)} = \| f_{\varepsilon,r}(0) \|_{L^p(\mathbb{T}d \times \mathbb{R}d)}.
\]  

(5.19)

5.4.1.2 Energy

Each of the regularised systems (5.17) and (5.18) has an associated energy functional. For the electron model, it is a regularisation of (5.10):

\[
\mathcal{E}_{\varepsilon,r}^{\text{VP}}[f] := \int_{\mathbb{T}d \times \mathbb{R}d} |v|^2 f \, dx \, dv + \frac{\varepsilon^2}{2} \int_{\mathbb{T}d} |E_{\varepsilon,r}[f]|^2 \, dx.
\]

(5.20)
This functional is conserved by solutions \( f_{\varepsilon,r} \) of (5.17):

\[
\mathcal{E}_{\varepsilon,r}^{\text{VP}}[f_{\varepsilon,r}(t)] = \mathcal{E}_{\varepsilon,r}^{\text{VP}}[f_{\varepsilon}(0)].
\]

For the ion model, we have the following rescaling of (2.58):

\[
\mathcal{E}_{\varepsilon,r}^{\text{ME}}[f] := \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{\varepsilon^2}{2} \int_{\mathbb{T}^d} |\nabla U_{\varepsilon,r}|^2 \, dx + \int_{\mathbb{T}^d} U_{\varepsilon,r} e^{U_{\varepsilon,r}} \, dx.
\]

This functional is conserved by solutions \( f_{\varepsilon,r} \) of (5.18):

\[
\mathcal{E}_{\varepsilon,r}^{\text{ME}}[f_{\varepsilon,r}(t)] = \mathcal{E}_{\varepsilon,r}^{\text{ME}}[f_{\varepsilon}(0)].
\]

The conservation of these functionals implies a uniform-in-time a priori bound on \( \| \rho[f] \|_{L^{1\frac{d}{d+2}}(\mathbb{T}^d)} \) for a solution \( f \) of one of the regularised Vlasov–Poisson systems. For the electron model, this follows from the fact that both terms in (5.20) are non-negative. Thus if \( \mathcal{E}_{\varepsilon,r}^{\text{VP}}[f] \leq C_0 \), then we have an upper bound on the second moment

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv \leq C_0.
\]

For the ion model, since \( xe^x \geq -e^{-1} \), we have a similar estimate: if \( \mathcal{E}_{\varepsilon,r}^{\text{ME}}[f] \leq C_0 \), then

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv \leq C_0 + e^{-1}.
\]

It then follows from the interpolation estimate in Lemma 1.12 that

\[
\| \rho[f] \|_{L^{1\frac{d}{d+2}}(\mathbb{T}^d)} \leq C_1,
\]

where \( C_1 \) depends on \( C_0 \) and \( \| f \|_{L^\infty(\mathbb{T}^d \times \mathbb{R}^d)} \).

For solutions \( f_{\varepsilon,r} \) of the regularised Vlasov–Poisson systems, the uniform \( L^p(\mathbb{T}^d \times \mathbb{R}^d) \) estimate (5.19) on \( f_{\varepsilon,r} \) then implies that \( \| \rho[f_{\varepsilon,r}] \|_{L^{1\frac{d}{d+2}}(\mathbb{T}^d)} \) is bounded uniformly in time for solutions of the regularised Vlasov–Poisson systems.
5.4 Preliminaries

5.4.1.3 Mass Bounds

In our proofs, we will need uniform estimates on the mass density. That is, we use a bound of the form

\[
\sup_{t \in [0,T]} \| \rho[f_\varepsilon(t)] \|_{L^\infty (\mathbb{T}^d)} \leq M_{\varepsilon,T}, \quad \sup_{r \sup_{t \in [0,T]} \| \rho[f_\varepsilon(t)] \|_{L^\infty (\mathbb{T}^d)} \leq M_{\varepsilon,T}.
\] (5.22)

For the classical Vlasov–Poisson system, we can obtain these estimates from [43]. These results are based on controlling the growth of the size of the support of \( f_\varepsilon(t) \) over time, in the style of Batt and Rein [10], quantifying the dependence on \( \varepsilon \). We use the following result.

**Proposition 5.5.** Let \( d = 2, 3 \). Let \( f_\varepsilon \) be a solution of the Vlasov–Poisson system (5.3), for initial data satisfying Assumption 2. Fix \( T > 0 \). Then there exists \( C_{d,T} \) such that for all \( t \in [0,T] \),

\[
\| \rho[f_\varepsilon(t)] \|_{L^\infty (\mathbb{T}^d)} \leq C_{d,T} \varepsilon^{-d} \zeta.
\]

where \( \zeta \) is defined in (5.12)-(5.13).

The same estimate applies to the density \( \rho[f_{\varepsilon,r}] \) for solutions of the regularised system (5.17).

For the VPME system, we use estimates from Chapter 3, in particular Proposition 3.10. Again the same estimates apply to the solution of the regularised system (5.18).

**Proposition 5.6.** Let \( d = 2, 3 \). Let \( f_\varepsilon(0) \in L^1 \cap L^\infty (\mathbb{T}^d \times \mathbb{R}^d) \) be compactly supported, with support contained in \( \mathbb{T}^d \times B_R(0) \), where \( R \leq e^{A \varepsilon^{-2}} \) for some constant \( A \). Then there exists \( C = C(A,d) \) depending on \( A \) and \( d \) and \( C_T \) depending on \( T \) such that

\[
\sup_{t \in [0,T]} \| \rho[f_\varepsilon(t)] \|_{L^\infty (\mathbb{T}^d)} \leq C_T e^{Ce^{-2}}.
\]

5.4.1.4 Empirical measures

Note that, if \( (X_i(t), V_i(t))_{i=1}^N \) is a solution of the extended electrons systems (5.4), then the resulting empirical measure \( \mu_{\varepsilon,r}^N \), defined by (5.9), is a weak solution of the regularised Vlasov–Poisson system (5.17). A similar property holds for (5.8) and the regularised VPME system (5.18).
5.4.2 Filtering

In the derivation of KInE, convergence holds for a version of the empirical measure filtered using the corrector function $R_\varepsilon$. In our estimates, we will need to account for the effect of the filtering on the Wasserstein distance. For this we quote the following lemma from [43]:

Lemma 5.7. Let $\nu_1, \nu_2$ be probability measures on $T^d \times \mathbb{R}^d$, and let $\tilde{\nu}_i$ denote a measure obtained by filtering $\nu_i$ using a given vector field $R : T^d \to \mathbb{R}^d$ (see Definition 5). Then

$$W_1(\tilde{\nu}_1, \tilde{\nu}_2) \leq (1 + \|\nabla_x R\|_{L^\infty}) W_1(\nu_1, \nu_2).$$

In this chapter we will always use the corrector $R_\varepsilon$ defined by (1.53). In this case

$$|\nabla_x R_\varepsilon| \leq |\nabla_x d_+| + |\nabla_x d_-|.$$

Thus there exists $C_T$ independent of $\varepsilon$ such that for $t \in [0, T]$,

$$\|\nabla_x R_\varepsilon\|_{L^\infty(T^d)} \leq C_T.$$

Thus

$$W_1(\tilde{\nu}_1, \tilde{\nu}_2) \leq C_T W_1(\nu_1, \nu_2).$$

5.4.3 Quasi-neutral Limit for Classical Vlasov–Poisson

We recall the quasi-neutral limit for the classical Vlasov–Poisson system proved in [43, Theorem 1].

Theorem 5.8. Let $\gamma$, $\delta_0$, and $C_0$ be positive constants, with $\delta_0 > 1$. Consider a choice $\{f_\varepsilon(0)\}$ of non-negative initial data in $L^1$ satisfying Assumption 2. For all $\varepsilon \in (0, 1)$, consider $f_\varepsilon(t)$ a global weak solution of (VP)$_\varepsilon$ with initial condition $f_\varepsilon(0)$. Define the filtered distribution function

$$\tilde{f}_\varepsilon(t, x, v) := f_\varepsilon(t, x, v - R_\varepsilon)$$

where $R_\varepsilon$ is the corrector defined in (1.53).

There exist $T > 0$ and $g(t)$ a weak solution on $[0, T]$ of (KIE) with initial condition $g_0$ such that

$$\lim_{\varepsilon \to 0} \sup_{t \in [0, T]} W_1(\tilde{f}_\varepsilon(t), g(t)) = 0.$$
5.5 Proof for General Configurations

5.5.1 Stability for the Regularised Vlasov–Poisson Systems

In this section we prove a quantitative estimate of the rate of convergence of the empirical measure of the solution $\mu^N_{\epsilon,r}$ of the scaled and regularised $N$-particle system (5.4), to the solution $f_{\epsilon,r}$ of the mean-field regularised equation (5.17). Our approach is similar to the methods of [61].

**Proposition 5.9.** Fix $T > 0$. For any small $\beta > 0$, there exists $C_{\beta,T}$ such that the following holds: Let $f_{\epsilon,r}$ be a solution of (5.17) and $\mu^N_{\epsilon,r}$ be defined as in (1.58). Let $\epsilon = \epsilon_N$, $r = r_N$ be chosen such that

$$r < e^{-C_{\beta,T} \epsilon^{-2-d_\epsilon}}.$$  \hspace{1cm} (5.23)

Assume that the initial condition for (5.4) is ‘well-placed’ in the sense that there exists $\eta > \beta$ such that

$$\lim_{N \to \infty} W_2(\mu^N_{\epsilon,r}(0), f_{\epsilon}(0)) \epsilon^{-\gamma} r^{1+d/2+\eta/2} = 0. $$  \hspace{1cm} (5.24)

Then for any $\eta' \in (\beta, \eta)$, there exists a constant $C = C(\beta, T, \eta, \eta', \gamma, \zeta)$ such that for all $N$ sufficiently large, for all $t \leq T$ we have

$$W_2^2(\mu^N_{\epsilon,r}(t), f_{\epsilon,r}(t)) \leq C r^{d+2+\eta'-\beta}. $$

**Proof.** We follow the proof of Lemma 4.8, with a quasi-neutral scaling. To lighten the notation, we drop the sub- and superscripts $r, \epsilon, N$ from $f_{\epsilon,r}$ and $\mu^N_{\epsilon,r}$. We define a coupling $\pi_t$ that follows the characteristic flows associated to $f$ and $\mu$:

$$\begin{align*}
X_1 &= V_1 \\
\dot{V}_1 &= E^{(\mu)}_{\epsilon,r}(X_1) \\
(Z_1(0;0,z)) &= z = (x,v) \\
E^{(\mu)}_{\epsilon,r} &= -\chi_r * \nabla U^{(\mu)}_{\epsilon,r} \\
\epsilon^2 \Delta U^{(\mu)}_{\epsilon,r} &= e^{U^{(\mu)}_{\epsilon,r}} - \chi_r * \rho_{\mu} \\

X_2 &= V_2 \\
\dot{V}_2 &= E^{(f)}_{\epsilon,r}(X_2) \\
(Z_2(0;0,z)) &= z = (x,v) \\
E^{(f)}_{\epsilon,r} &= -\chi_r * \nabla U^{(f)}_{\epsilon,r} \\
\epsilon^2 \Delta U^{(f)}_{\epsilon,r} &= e^{U^{(f)}_{\epsilon,r}} - \chi_r * \rho_{f}.
\end{align*}$$

These systems have unique classical solutions by the same arguments as in the proof of Lemma 4.8.

Fixing an arbitrary coupling of the initial data $\pi_0 \in \Pi(\mu_0, f_0)$, we define a coupling $\pi_t \in \Pi(\mu(t), f(t))$ by

$$\pi_t = (Z_1(t;0,\cdot) \otimes Z_2(t;0,\cdot)) \pi_0. $$  \hspace{1cm} (5.25)
Using $\pi_t$, we define an anisotropic functional $D$. For $\lambda > 0$, let

$$D(t) = \int_{(T^d \times \mathbb{R}^d)^2} \lambda^2 |x_1 - x_2|^2 + |v_1 - v_2|^2 \, d\pi_t(x_1, v_1, x_2, v_2). \quad (5.26)$$

We perform a Grönwall estimate on $D$. Following the same steps as in the proof of Lemma 4.8, we obtain

$$\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha} \sum_{i=1}^2 I_i,$$

where

$$I_1 := \int |E^{(\mu)}_{\epsilon, r}(X_t^{(1)}) - E^{(\mu)}_{\epsilon, r}(X_t^{(2)})|^2 \, d\pi_0, \quad I_2 := \int |E^{(f)}_{\epsilon, r}(X_t^{(1)}) - E^{(\mu)}_{\epsilon, r}(X_t^{(2)})|^2 \, d\pi_0.$$

$I_1$ and $I_2$ are estimated in the same way as in the proof of Lemma 4.8, which follows the argument of [61]. Compared to the case $\epsilon = 1$, here we gain an extra factor of $\epsilon^{-4}$ due to the quasi-neutral scaling. The estimates are otherwise the same. We obtain

$$\dot{D} \leq (\lambda + \alpha)D + \frac{\epsilon^{-4}}{4\alpha} C(1 + |\log r|)^2 \left( M + r^{-(d+2)}\lambda^{-2}D \right)^2 \lambda^{-2}D. \quad (5.27)$$

We introduce the truncated functional

$$\hat{D} = \mathbf{1} \wedge \left( r^{-(d+2)}\lambda^{-2}D \right).$$

By the same argument as in the proof of Lemma 4.8, $\hat{D}$ is Lipschitz and therefore differentiable almost everywhere and absolutely continuous, with either

$$\frac{d}{dt} \hat{D}(t) = 0 \quad \text{or} \quad \frac{d}{dt} \hat{D}(t) = r^{-(d+2)}\lambda^{-2} \frac{d}{dt} D(t).$$

Thus (5.27) implies that, for almost all $t$,

$$\frac{d}{dt} \hat{D} \leq (\lambda + \alpha)D + \frac{C\epsilon^{-4}}{\alpha} M^2 |\log r|^2 \lambda^{-2}D.$$

We then optimise the exponent by choosing

$$\alpha_* = C_d \epsilon^{-2}(1 + |\log r|)M\lambda_*^{-1}, \quad \lambda_* = C_d \epsilon^{-1}(1 + |\log r|)^{1/2} \sqrt{M}.$$

Then

$$\frac{d}{dt} \hat{D} \leq C_d \lambda_* \hat{D}.$$
Since \( \hat{D} \) is absolutely continuous, the integrated form of this inequality also holds. Then by Grönwall’s inequality we deduce the following estimate:

\[
\sup_{[0,T]} \hat{D}(t) \leq \exp(C_d\lambda_* T)\hat{D}(0).
\]

(5.28)

Now we must choose \( \varepsilon \) and \( r \) in such a way as to prevent the factor \( \exp(C_d\lambda_* T) \) from exploding too quickly.

First we check that \( \inf_{\pi_0} \hat{D}(0) \to 0 \). For convenience we will define a function \( \omega \) by

\[
\omega(N) = \frac{W_2(\mu^N_\varepsilon(0), f_\varepsilon(0))}{\varepsilon^{-\gamma} r^{1+d/2+\eta/2}};
\]

thus (5.24) implies that \( \omega \) is bounded. Recalling (4.22),

\[
\inf_{\pi_0} D(0) \leq \frac{1}{2} \hat{\lambda} W^2_2(\mu^N_\varepsilon(0), f_\varepsilon(0)).
\]

Thus, since by definition \( \hat{D}(0) \leq \lambda^{-2} r^{-(d+2)} D(0) \), it follows that

\[
\inf_{\pi_0} \hat{D}(0) \leq \frac{1}{2} r^{-(d+2)} W^2_2(\mu^N_\varepsilon(0), f_\varepsilon(0)).
\]

By definition of \( \omega \) we have

\[
\inf_{\pi_0} \hat{D}(0) \leq \frac{1}{2} r^{\eta} e^{-2\gamma \omega(N)^2}.
\]

If (5.23) holds, then \( \epsilon^{-1} \leq C_{\beta,T} |\log r|^{\frac{1}{2+\varepsilon}} \) and thus

\[
\inf_{\pi_0} \hat{D}(0) \leq C r^{\eta} |\log r|^{\frac{2\gamma}{2+\varepsilon}} \omega(N)^2.
\]

Then for any \( \eta' < \eta \) there exists \( C = C_{\beta,T,\eta',\gamma,\varepsilon} \) such that

\[
\inf_{\pi_0} \hat{D}(0) \leq C r^{\eta'}.
\]

Next, we use the Gronwall estimate to get convergence at later times. We can do this by controlling the exponential growth factor in (5.28). Observe that for \( r < 1 \) this factor satisfies

\[
e^{CM^{1/2} \epsilon^{-1} |\log r|^{1/2} T} = r^{-CM^{1/2} \epsilon^{-1} |\log r|^{-1/2} T}.
\]

(5.29)
If $\varepsilon, r$ satisfy (5.23), then by Proposition 5.5,

$$CM^{1/2} e^{-1/2} |\log r|^{-1/2} T \leq CT e^{-1/2} |\log r|^{-1/2} \leq \beta$$

and hence

$$r^{-CM^{1/2} e^{-1/2} T} \leq r^{-\beta}.$$  (5.31)

This implies that for all $t \in [0, T]$

$$\inf_{\pi_0} \hat{D}(t) \leq \inf_{\pi_0} \hat{D}(0) r^{-\beta} \leq C r^{\eta'-\beta}.$$  (5.32)

Upon choosing $\eta' > \beta$, we find that $\inf_{\pi_0} \hat{D}(T) \to 0$ as $N \to \infty$.

For $N$ sufficiently large, we have $\inf_{\pi_0} \hat{D}(T) < 1$. Then

$$\sup_{[0, T]} W_2^2(f, r, \mu_N) \leq \lambda^2 r^{d+2} \inf_{\pi_0} \hat{D}(T).$$  (5.33)

Recall that we chose $\lambda = CM^{1/2} e^{-1} |\log r|^{1/2}$. Thus by (5.30) we have $\lambda \leq C \beta T^{-1} |\log r|$. Hence

$$\lambda^2 r^{d+2} \leq C \beta T |\log r|^2 r^{d+2}.$$  (5.34)

Then by combining (5.33) with (5.32) and (5.34) we obtain

$$\sup_{[0, T]} W_2^2(f, r, \mu_N) \leq C |\log r|^2 r^{d+2+\eta'-\beta}.$$  (5.35)

By adjusting $\eta'$ and $C$ so as to absorb the logarithmic factor, we may conclude that for $N$ sufficiently large,

$$\sup_{[0, T]} W_2^2(f, r, \mu_N) \leq C r^{d+2+\eta'-\beta}.$$  


### 5.5.2 Stability for Regularised VPME

The following lemma is a quantified version of Lemma 4.8.

**Lemma 5.10** (Weak-strong stability for the regularised equation, with quasineutral scaling). Let $f_\varepsilon(0)$ satisfy the assumptions of Theorem 3.1. Let $f_\varepsilon, r$ be the solution of (5.18) with data $f_\varepsilon(0)$. Fix any $T > 0$. Then there exists a constant $A$ depending on $T$ and $\{f_\varepsilon(0)\}$ such that the
Then where (1.66), by (5.21) we obtain for \( C \) depends on \( \mu \).

Proof. We follow the proof of Lemma 4.8, tracking the dependence of the constants on \( \varepsilon \). For ease of notation we drop the subscripts on \( f \) and \( \mu \). Let \( \pi \) be defined as in (5.25), and let \( D \) be defined as in (5.26). Following the same steps as for Lemma 4.8, we obtain

\[
D \leq (\alpha + \lambda) D + \frac{C}{\alpha} \sum_{i=1}^{4} I_i,
\]

where

\[
I_1 := \int |\tilde{E}^{(\mu)}(X_t(1)) - \tilde{E}^{(\mu)}(X_t(2))|^2 \, d\pi_0, \quad I_2 := \int |\tilde{E}^{(f)}(X_t(1)) - \tilde{E}^{(\mu)}(X_t(1))|^2 \, d\pi_0, \quad I_3 := \int |\tilde{E}^{(\mu)}(X_t(1)) - \tilde{E}^{(f)}(X_t(2))|^2 \, d\pi_0, \quad I_4 := \int |\tilde{E}^{(f)}(X_t(1)) - \tilde{E}^{(f)}(X_t(2))|^2 \, d\pi_0.
\]

To estimate these quantities, we first note some basic \( L^p(\mathbb{T}^d) \) estimates on the regularised mass density \( \chi_r \ast \rho \), using (4.23). For \( p = \frac{d+2}{d} \), since \( f(0) \) has uniformly bounded energy (1.66), by (5.21) we obtain

\[
\|\rho_f\|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C,
\]

where \( C \) depends on \( C_0 \) and \( d \) only. Thus

\[
\|\chi_r \ast \rho \|_{L^{\frac{d+2}{d}}(\mathbb{T}^d)} \leq C_d \left(1 + r^{-(d+2)} \lambda^{-2} D \right),
\]

for \( C_d \) depending on \( C_0 \) and \( d \).

For \( p = \infty \) we obtain

\[
\|\chi_r \ast \rho \|_{L^{\infty}(\mathbb{T}^d)} \leq C_d \left(M_{\varepsilon,T} + r^{-(d+2)} \lambda^{-2} D \right),
\]

where \( M_{\varepsilon,T} \) is a constant such that

\[
\sup_{t \in [0,T]} \|\rho_f\|_{L^{\infty}(\mathbb{T}^d)} \leq M_{\varepsilon,T}.
\]
By Proposition 5.6, there exists a constant $C$ depending on $T$ such that

$$\sup_{t \in [0,T]} \|\rho_f\|_{L^\infty(\mathbb{T}^d)} \leq \exp(C\varepsilon^{-2}).$$

Therefore $M_{\varepsilon,T}$ may be chosen to satisfy

$$M_{\varepsilon,T} \leq \exp(C\varepsilon^{-2}). \quad (5.37)$$

The estimate $I_1$ as in (4.27). An extra factor of $\varepsilon^{-4}$ appears due to the quasineutral scaling on the force:

$$I_1 \leq C\varepsilon^{-4}(\log r)^2 \left(M_{\varepsilon,T} + r^{-(d+2)}\lambda^{-2}D\right)^2 \lambda^{-2}D.$$

Similarly, $I_2$ is estimated as in (4.28) using Lemma 2.10 and (5.36) to obtain

$$I_2 \leq C\varepsilon^{-4}M_{\varepsilon,T}(M_{\varepsilon,T} + r^{-(d+2)}\lambda^{-2}D)\lambda^{-2}D.$$

For $I_3$, the same computation as in (4.29) implies that

$$I_3 \leq \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \|\tilde{U}_{\varepsilon,r}^{(\mu)}\|_{C^2(\mathbb{T}^d)}^2 |x-y|^2 d\pi_t.$$

Using (5.35) we apply Proposition 3.3, which is a regularity estimate on $\tilde{U}_{\varepsilon,r}^{(\mu)}$, taking account of the quasi-neutral scaling, to obtain

$$\|\tilde{U}_{\varepsilon,r}^{(\mu)}\|_{C^2(\mathbb{T}^d)} \leq C_d\exp_2 \left(C_d\varepsilon^{-2}\left(1 + r^{-(d+2)}\lambda^{-2}D\right)\right).$$

Thus

$$I_3 \leq C\exp_2 \left[C_d\varepsilon^{-2}(1 + r^{-(d+2)}\lambda^{-2}D)\right] \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x-y|^2 d\pi_t \leq C\exp_2 \left[C_d\varepsilon^{-2}(1 + r^{-(d+2)}\lambda^{-2}D)\right] \lambda^{-2}D.$$

For $I_4$, as in (4.30) we obtain

$$I_4 \leq \|\rho_f\|_{L^\infty(\mathbb{T}^d)} \|\nabla \tilde{U}_{\varepsilon,r}^{(f)} - \nabla \tilde{U}_{\varepsilon,r}^{(\mu)}\|_{L^2(\mathbb{T}^d)}^2.$$
By the stability estimate from Lemma 3.8 and the density bound (5.36),
\[
\| \nabla \bar{U}_{\epsilon, \tau}^{(f)} - \nabla \bar{U}_{\epsilon, \tau}^{(\mu)} \|_{L^2(T^d)}^2 \leq C \epsilon^{-2} \exp_2 \left[ C_d \epsilon^{-2} (1 + r^{-(d+2)} \lambda^{-2} D) \right] \| \bar{U}_{\epsilon, \tau}^{(f)} - \bar{U}_{\epsilon, \tau}^{(\mu)} \|_{L^2(T^d)}^2 \\
\leq C \epsilon^{-6} \exp_2 \left[ C_d \epsilon^{-2} (1 + r^{-(d+2)} \lambda^{-2} D) \right] (M_{\epsilon, T} + r^{-(d+2)} \lambda^{-2} D) \lambda^{-2} D.
\]

Thus
\[
I_4 \leq C \epsilon^{-6} M_{\epsilon, T} \exp_2 \left[ C_d \epsilon^{-2} (1 + r^{-(d+2)} \lambda^{-2} D) \right] (M_{\epsilon, T} + r^{-(d+2)} \lambda^{-2} D) \lambda^{-2} D.
\]

We summarise this as
\[
\dot{D} \leq (\lambda + \alpha) D + \frac{1}{\alpha} C \epsilon^{-4} (1 + |\log r|)^2 \left( M_{\epsilon, T} + r^{-(d+2)} \lambda^{-2} D \right)^2 \lambda^{-2} D \\
+ C \exp_2 \left[ C_d \epsilon^{-2} (1 + r^{-(d+2)} \lambda^{-2} D) \right] \left( 1 + M_{\epsilon, T}(M_{\epsilon, T} + r^{-(d+2)} \lambda^{-2} D) \right) \lambda^{-2} D.
\] (5.38)

We introduce the truncated functional
\[
\hat{D} = 1 \wedge \left( r^{-(d+2)} \lambda^{-2} D \right),
\]
which is Lipschitz and so differentiable almost everywhere. Where the derivative exists, (5.38) implies that
\[
\frac{d}{dt} \hat{D} \leq (\lambda + \alpha) \hat{D} + \frac{1}{4\alpha} C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp_2(C\epsilon^{-2}) \right] M_{\epsilon, T}^2 \lambda^{-2} \hat{D}.
\]

We optimise the exponent by choosing
\[
\alpha_* = C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp_2(C\epsilon^{-2}) \right]^{1/2} M_{\epsilon, T} \lambda_*^{-1} \\
\lambda_* = C_d \left[ \epsilon^{-4} (1 + |\log r|)^2 + \exp_2(C\epsilon^{-2}) \right]^{1/4} \sqrt{M_{\epsilon, T}}.
\] (5.39)

Then
\[
\frac{d}{dt} \hat{D} \leq C_d \lambda_* \hat{D}.
\]

By absolute continuity of \( \hat{D} \), it follows that
\[
\hat{D}(t) \leq \hat{D}(0) + C_d \lambda_* \int_0^t \hat{D}(s) \, ds.
\]
From this we deduce that

\[
\sup_{[0,T]} \dot{D}(t) \leq \exp(C_d \lambda_* T) \dot{D}(0)
\]

\[
\leq r^{-(d+2)} \lambda_*^{-2} \exp(C_d \lambda_* T) D(0)
\]

\[
\leq r^{-(d+2)} \exp(C_d \lambda_* T) D(0)
\]

\[
\leq C_d \exp \left[ |\log r| \left( (d + 2) + C_d T \sqrt{M_{e,T} \epsilon^{-1} |\log r|^{-1/2}} \right) + \sqrt{M_{e,T} \epsilon} \exp(C \epsilon^{-2}) \right] D(0).
\]

By the estimate (5.37) on \(M_{e,T}\), we obtain

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( (d + 2) + C_d T \exp(C \epsilon^{-2}) |\log r|^{-1/2} \right) + \sqrt{M_{e,T} \epsilon} \exp(C \epsilon^{-2}) \right] D(0).
\]

By assumption (5.34) on the relationship between \(\epsilon\) and \(r\),

\[
|\log r|^{-1/2} \leq \exp \left[ -\frac{1}{2} \exp(A \epsilon^{-2}) \right].
\]

Thus we have

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( (d + 2) + \exp(C \epsilon^{-2} - \frac{1}{2} \exp(A \epsilon^{-2})) \right) \right] \exp(C \epsilon^{-2}) D(0).
\]

By assumption on \(W_2(\mu^N_{e,r}(0), f_{e,r}(0))\), for all sufficiently small \(r\) there exists a choice of initial coupling \(\pi_0^{(r)}\) such that

\[
D(0) < r^{d+2+\eta}.
\]

Then

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ |\log r| \left( \exp(C \epsilon^{-2} - \frac{1}{2} \exp(A \epsilon^{-2})) - \eta \right) + \exp(C \epsilon^{-2}) \right].
\]

For sufficiently small \(\epsilon\),

\[
\sup_{[0,T]} \dot{D}(t) \leq C_d \exp \left[ -\frac{1}{2} \eta |\log r| + \exp(C \epsilon^{-2}) \right]
\]

\[
\leq C_d \exp \left[ -\frac{1}{2} \eta \exp(C \epsilon^{-2}) + \exp(C \epsilon^{-2}) \right].
\]
Thus if \( A > C \), then
\[
\sup_{[0,T]} \hat{D}(t) \to 0
\]
as \( \varepsilon \) tends to zero. In particular, for \( \varepsilon \) sufficiently small,
\[
\inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) < 1.
\]
Hence, for \( \varepsilon \) sufficiently small,
\[
\inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) = \inf_{\pi_0} \sup_{t \in [0,T]} \lambda_*^{2} D(t).
\]
Thus
\[
\sup_{t \in [0,T]} W_2^2(\mu_{\varepsilon,r}^N(t), f_{\varepsilon,r}(t)) \leq \inf_{\pi_0} \sup_{t \in [0,T]} D(t) = r^{d+2} \lambda_*^{2} \inf_{\pi_0} \sup_{t \in [0,T]} \hat{D}(t) \leq r^{d+2} \lambda_*^{2}.
\]
By (5.39),
\[
\lambda_*^2 = C_d \left[ \varepsilon^{-4} (1 + |\log r|)^2 + \exp_2(C\varepsilon^{-2}) \right]^{1/2} \exp(C\varepsilon^{-2}).
\]
Hence, for any \( \alpha > 0 \),
\[
r^{d+2} \lambda_*^2 \leq C r^{d+2-\alpha} \exp_2(C\varepsilon^{-2}) \leq C \exp \{ \exp(C\varepsilon^{-2}) - (d+2-\alpha) \exp_2(A\varepsilon^{-2}) \}.
\]
The right hand side converges to zero as \( \varepsilon \) tends to zero. Therefore
\[
\lim_{\varepsilon \to 0} \sup_{t \in [0,T]} W_2^2(f, \mu_r) = 0.
\]

### 5.5.3 Removal of the Regularisation

#### 5.5.3.1 Classical Vlasov–Poisson

In this section, we prove the following Gronwall-type estimate between solutions of the regularised and unregularised Vlasov-Poisson systems.

**Proposition 5.11.** (i) Let \( f_{\varepsilon,r} \) be a solution of (5.17) and \( f_\varepsilon \) a solution of (5.3), both having the same initial datum \( f_\varepsilon(0) \). Let \( M = M_{\varepsilon,T} \) be chosen such that (5.22) is satisfied. Then
there exists a constant $C$, independent of $r$, $M$ and $\varepsilon$, such that for all $t \in [0, T]$

$$W_2(f_{E,r}(t), f_\varepsilon(t)) \leq C\varepsilon^{-3/2}M^{3/4}r|\log r|^{-1/4}e^{C\varepsilon^{-1/2}M^{1/2}|\log r|^{1/2}}.$$ (5.41)

(ii) Let $\{f_\varepsilon(0)\}$ be a set of initial data satisfying Assumption 2. Let $\zeta$ be defined as in (5.12)-(5.13), and let $T > 0$ be fixed. If $\varepsilon = \varepsilon_N$ and $r = r_N$ are chosen to satisfy (5.23) for some $\beta < 1$, then

$$\lim_{N \to \infty} \sup_{t \in [0,T]} W_2(f_{E,r}(t), f_\varepsilon(t)) = 0.$$ (5.40)

Proof. We consider couplings of $f_{E,r}$ and $f_\varepsilon$ that evolve along the characteristic flows of their respective equations. Since $f_{E,r}$ and $f_\varepsilon$ have the same initial datum $f_\varepsilon(0)$, the choice $\pi_0(x,v,y,w) = f_0(x,v)\delta(x-y,v-w)$ is an optimal initial coupling, so that at time $t = 0$ we have

$$W_2^2(f_{E,r}, f_\varepsilon) = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x-y|^2 + |v-w|^2 \, d\pi_0(x,v,y,w)$$

We take $\pi_t$ to solve

$$(\partial_t + v \cdot \nabla_x + w \cdot \nabla_y)\pi_t + (E_{E,r}[f_{E,r}](x) \cdot \nabla v + E_\varepsilon[f_\varepsilon](y) \cdot \nabla w)\pi_t = 0.$$ (5.41)

Then $\pi_t$ is a coupling of $f_{E,r}(t)$ and $f_\varepsilon(t)$ for all times $t$. As before we define an anisotropic distance $D$: let

$$D(t) = \frac{1}{2} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \lambda^2 |x-y|^2 + |v-w|^2 \, d\pi_t(x,v,y,w)$$

for some $\lambda$ to be specified later. Then, as in the proof of Lemma 4.8, we estimate that

$$D'(t) \leq (\lambda + \alpha)D(t) + \frac{1}{2\alpha} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |E_{E,r}[f_{E,r}](x) - E_\varepsilon[f_\varepsilon](y)|^2 \, d\pi_t.$$ (5.42)

By the triangle inequality, the second term in (5.42) may be estimated as follows:

$$\frac{1}{2\alpha} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |E_{E,r}[f_{E,r}](x) - E_\varepsilon[f_\varepsilon](y)|^2 \, d\pi_t \leq \frac{1}{\alpha} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |E_{E,r}[f_{E,r}](x) - E_{E,r}[f_{E,r}](y)|^2 \, d\pi_t \tag{I_1}$$

$$+ \frac{1}{\alpha} \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |E_{E,r}[f_{E,r}](y) - E_\varepsilon[f_\varepsilon](y)|^2 \, d\pi_t \tag{I_2}.$$

The term $I_1$ is estimated using the Lipschitz regularity of the regularised forces (Lemma 4.6):
$I_1 = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |E_{e,r}[\epsilon_{e,r}](x) - E_{e,r}[\epsilon_{e,r}](y)|^2 d\pi$

\[
\leq \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} \|\epsilon^{-2} \chi_r \ast K_{\text{per}} \ast (\chi_r \ast \rho_{f,\epsilon})\|_{L^\infty} |x - y|^2 d\pi
\leq C \epsilon^{-4} |\log r|^2 (1 + \|\chi_r \ast \rho_{f,\epsilon}\|_{L^\infty})^2 \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x - y|^2 d\pi
\leq C \epsilon^{-4} |\log r|^2 M^2 \lambda^{-2} D(t).
\]

For $I_2$, we first observe that since the $y$-marginal of $\pi_t$ is $\rho_{f,\epsilon}(y)\, dy$,

$I_2 = \int_{\mathbb{T}^d} |e^{-2} K_{\text{per}} \ast (\chi_r \ast \chi_r \ast \rho_{f,\epsilon} - \rho_{f,\epsilon})|^2(y) \rho_{f,\epsilon}(y) dy$

\[
\leq M \|e^{-2} K_{\text{per}} \ast (\chi_r \ast \chi_r \ast \rho_{f,\epsilon} - \rho_{f,\epsilon})\|_{L^2(\mathbb{T}^d)}^2,
\]

where (5.42) follows from the fact that $\|\rho_{f,\epsilon}\|_{L^\infty} \leq M$ by definition (recall (5.22)).

We then apply the Loeper stability estimate, Theorem 1.17:

$\|e^{-2} K_{\text{per}} \ast (\chi_r \ast \chi_r \ast \rho_{f,\epsilon} - \rho_{f,\epsilon})\|_{L^2(\mathbb{T}^d)} \leq e^{-2} M^{1/2} W_2(\chi_r \ast \chi_r \ast \rho_{f,\epsilon}, \rho_{f,\epsilon}).$

To control the Wasserstein distance we first apply the triangle inequality:

$W_2(\chi_r \ast \chi_r \ast \rho_{f,\epsilon}, \rho_{f,\epsilon}) \leq W_2(\chi_r \ast \chi_r \ast \rho_{f,\epsilon}, \chi_r \ast \rho_{f,\epsilon}) + W_2(\chi_r \ast \rho_{f,\epsilon}, \rho_{f,\epsilon}) + W_2(\rho_{f,\epsilon}, \rho_{f,\epsilon}).$

The third term can be controlled by $\lambda^{-1} D^{1/2}$ due to (4.21). We apply Lemma 4.4 to each of the first two terms. This results in the estimate

$W_2(\chi_r \ast \chi_r \ast \rho_{f,\epsilon}, \rho_{f,\epsilon}) \leq 2r + \lambda^{-1} D^{1/2}.$

Thus we get the following estimate for $I_2$:

$I_2 \leq C \epsilon^{-4} M^2 (2r + \lambda^{-1} D^{1/2})^2
\leq C \epsilon^{-4} M^2 (r^2 + \lambda^{-2} D).$
Substituting these estimates into (5.41) gives us that
\[
D'(t) \leq \left[ \lambda + \alpha + \frac{1}{\alpha} \epsilon^{-4} M^2 (|\log r|^2 + 1) \lambda^{-2} \right] D(t) + \frac{C}{\alpha} \epsilon^{-4} M^2 r^2 \\
\leq \left[ \lambda + \alpha + \frac{1}{\alpha} \epsilon^{-4} M^2 |\log r|^2 \lambda^{-2} \right] D(t) + \frac{C}{\alpha} \epsilon^{-4} M^2 r^2. 
\]
(5.43)

We will now choose the parameters \(\alpha\) and \(\lambda\) so as to minimise the constant in the exponential part of our Gronwall estimate; that is, the coefficient of \(D\) in (5.43). This has a minimum for \((\alpha, \lambda)\) satisfying
\[
\alpha = \frac{C \epsilon^{-1} \lambda^{-2} M |\log r|}{\alpha}, \\
\lambda = \left( \frac{C \epsilon^{-4} M^2 |\log r|^2}{\alpha} \right)^{1/3},
\]
that is, \(\alpha = \lambda = C \epsilon^{-1} M^{1/2} |\log r|^{1/2}\). With this choice of parameters (5.43) becomes
\[
D'(t) \leq C \epsilon^{-1} M^{1/2} |\log r|^{1/2} D(t) + C \epsilon^{-3} M^{3/2} r^2 |\log r|^{-1/2}.
\]

Since \(D(0) = 0\), the above inequality implies that
\[
D(t) \leq C \epsilon^{-3} M^{3/2} \epsilon^{-2} |\log r|^{-1/2} e^{C \epsilon^{-1} M^{1/2} |\log r|^{1/2}}.
\]

We conclude that
\[
W_2(f_{\epsilon, r}(t), f_{\epsilon}(t)) \leq C \epsilon^{-3/2} M^{3/4} \epsilon^{-1/4} e^{C \epsilon^{-1} M^{1/2} |\log r|^{1/2}}.
\]

Finally, we use this to prove (5.40). Since \(\{f_{\epsilon}(0)\}\) are assumed to satisfy Assumption 2, we may apply Proposition 5.5 to deduce that
\[
M \leq C \epsilon^{-\zeta d},
\]
for \(\zeta\) defined in (5.12)-(5.13). Next, we observe that the relation (5.23) implies that
\[
\epsilon^{-(2+\zeta d)} \leq C_{\beta, r} |\log r|,
\]
for some \(C_{\beta, r}\). Thus
\[
\epsilon^{-1} M^{1/2} \leq C_{\beta, r} |\log r|^{1/2}.
\]
Moreover, by (5.29) and (5.31), we have
\[
e^{-\frac{1}{M}|\log r|^{1/2}} \leq r^{-\beta}.
\]

Thus
\[
\sup_{t \in [0,T]} W_2(f_{\epsilon,r}(t), f_{\epsilon}(t)) \leq C_T r^{1-\beta} |\log r|^{1/2}.
\]

Since \(\beta < 1\), the right hand side converges to 0 as \(N \to \infty\). This completes the proof. \(\Box\)

5.5.3.2 VPME

The next lemma is a quantified version of Lemma 4.9.

**Lemma 5.12** (Approximation of (VPME) in quasineutral scaling). Let \(f_{\epsilon}(0)\) satisfy the assumptions of Theorem 3.1. Let \(f_{\epsilon,r}\) be the solution of the scaled and regularised Vlasov equation (5.18) with initial datum \(f_{\epsilon}(0)\). Let \(f_{\epsilon}\) be the unique bounded density solution of (3.1).

Fix \(T > 0\). Then there exists a constant \(C\) depending on \(T\) and on \(\{f_{\epsilon}(0)\}_\epsilon\) such that the following holds. If \(r\) and \(\epsilon\) satisfy
\[
r \leq \left[\exp_3(C\epsilon^{-2})\right]^{-1},
\]
then
\[
\lim_{r \to 0} \sup_{[0,T]} W_2(f_{\epsilon,r}(t), f_{\epsilon}(t)) = 0.
\]

**Proof.** By (1.66), Lemma 1.12 and (5.21) there exists a constant \(C\) depending on \(C_0\) and \(d\) only such that
\[
\|\rho_{f_{\epsilon}}\|_{L^\infty([0,T];L^\frac{d+2}{d+1}(T^d))}, \|\rho_{f_{\epsilon}}\|_{L^\infty([0,T];L^\frac{d+2}{d+1}(T^d))} \leq C.
\]

By Proposition 3.10, there exists a constant \(C\) depending on the initial data and \(T\) such that
\[
\|\rho_{f_{\epsilon}}\|_{L^\infty([0,T];L^\infty(T^d))}, \|\rho_{f_{\epsilon}}\|_{L^\infty([0,T];L^\infty(T^d))} \leq \exp(C\epsilon^{-2}).
\]

We will control the Wasserstein distance between \(f_{\epsilon,r}\) and \(f_{\epsilon}\) using a particular coupling \(\pi_t\). Since both solutions share the same initial datum, we take \(\pi_0\) to be the trivial coupling \(f_{\epsilon}(0)(x,v)\delta((x,v) - (y,w))\,dx\,dv\,dy\,dw\). We construct \(\pi_t \in \Pi(f_{\epsilon}(t), f_{\epsilon,r}(t))\) as in (2.25), using
the scaled version of the characteristic systems in (4.35):

\[
\begin{align*}
\begin{cases}
    \dot{X}^{(1)}_{x,v} = V^{(1)}_{x,v} \\
    \dot{V}^{(1)}_{x,v} = E(X^{(1)}_{x,v}) \\
    (X^{(1)}_{x,v}(0), V^{(1)}_{x,v}(0)) = (x, v) \\
    E = -\nabla U \\
    \varepsilon^2 \Delta U = e^U - \rho e
    \end{cases}
\end{align*}
\begin{align*}
\begin{cases}
    \dot{X}^{(2)}_{x,v} = V^{(2)}_{x,v} \\
    \dot{V}^{(2)}_{x,v} = E_r(X^{(2)}_{x,v}) \\
    (X^{(2)}_{x,v}(0), V^{(2)}_{x,v}(0)) = (x, v) \\
    E_r = -\chi_r \ast \nabla U_r \\
    \varepsilon^2 \Delta U_r = e^{U_r} - \chi_r \ast \rho_{e,r}.
    \end{cases}
\end{align*}
\]

We define \( D \) as in (4.19). As in Lemma 4.8, we obtain for any \( \alpha > 0 \),

\[
\dot{D} \leq (\alpha + \lambda)D + \frac{C}{\alpha} \sum_{i=1}^{5} I_i,
\]

where

\[
\begin{align*}
I_1 &:= \int |\nabla \tilde{U}_r(X^{(1)}_t) - \nabla \tilde{U}_r(X^{(2)}_t)|^2 \, d\pi_0, \\
I_2 &:= \int |\nabla \tilde{U}_r(X^{(1)}_t) - \nabla \tilde{U}(X^{(1)}_t)|^2 \, d\pi_0, \\
I_3 &:= \int |\nabla \tilde{U}_r(X^{(1)}_t) - \nabla \tilde{U}_r(X^{(2)}_t)|^2 \, d\pi_0, \\
I_4 &:= \int |\nabla \tilde{U}(X^{(1)}_t) - \nabla \tilde{U}_r(X^{(1)}_t)|^2 \, d\pi_0 \\
I_5 &:= \int |\chi_r \ast \nabla U_r(X^{(2)}_t) - \nabla U_r(X^{(2)}_t)|^2 \, d\pi_0.
\end{align*}
\]

\( I_1 \) is estimated as in (4.36). There is an extra factor of \( \varepsilon^{-4} \) due to the quasineutral scaling and the mass bound \( M = M_{e,T} \) depends on \( \varepsilon \):

\[
I_1 \leq C \varepsilon^{-4} |\log r|^2 M_{e,T}^2 \lambda^{-2} D.
\]

We estimate \( I_2 \) as in (4.37), keeping track of the dependence on \( \varepsilon \) in Lemma 2.10:

\[
||\nabla \tilde{U} - \nabla \tilde{U}_r||_{L^2(\mathbb{T}^d)} \leq C \varepsilon^{-2} \sqrt{M_{e,T}} (r + \lambda^{-1} \sqrt{D}).
\]

We conclude that

\[
I_2 \leq C \varepsilon^{-4} M_{e,T}^2 (r + \lambda^{-1} \sqrt{D})^2.
\]

For \( I_3 \), by the regularity estimate from Proposition 2.4 and the uniform \( L^{d+2} (\mathbb{T}^d) \) estimate on the density (5.44) we have

\[
||\tilde{U}_r||_{C^2(\mathbb{T}^d)} \leq \exp_2 (C \varepsilon^{-2}),
\]
where $C$ depends only on $C_0$. We obtain

$$I_3 \leq \exp_2(C\varepsilon^{-2}) \int_{\mathbb{T}^d \times \mathbb{R}^d} |X_t^{(1)}(x) - X_t^{(2)}(x)|^2 \, d\pi_0$$

$$\leq \exp_2(C\varepsilon^{-2}) \lambda^{-2} D.$$ 

For $I_4$ we use the stability estimate from Lemma 3.6 and the $L^{d+2\varepsilon}(\mathbb{T}^d)$ estimate (5.44):

$$\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq \exp_2(C\varepsilon^{-2})\|\nabla \hat{U} - \nabla \hat{U}_r\|_{L^2(\mathbb{T}^d)} \leq \exp_2(C\varepsilon^{-2}) \sqrt{M_{e,T}(r + \lambda^{-1}\sqrt{D})}.$$ 

Hence

$$I_4 \leq \exp_2(C\varepsilon^{-2})M^2_{e,T}(r + \lambda^{-1}\sqrt{D})^2.$$ 

For $I_5$, by (4.38) we have

$$\|\chi_r \nabla U_r - \nabla U_r\|_{L^2(\mathbb{T}^d)}^2 \leq C r^2 \|U_r\|_{W^{2,2}(\mathbb{T}^d)}^2.$$ 

Thus

$$I_5 := \int_{\mathbb{T}^d} |\chi_r \nabla U_r(x) - \nabla U_r(x)|^2 \rho_{f^{(r)}}(dx)$$

$$\leq \|\rho_{f^{(r)}}\|_{L^\infty(\mathbb{T}^d)} \|\chi_r \nabla U_r - \nabla U_r\|_{L^2(\mathbb{T}^d)}^2$$

$$\leq C r^2 M_{e,T} \|U_r\|_{W^{2,2}(\mathbb{T}^d)}^2$$

$$\leq C r^2 e^{-4} M_{e,T} \|e^{U_r} - \rho_{f^{(r)}}\|_{L^1(\mathbb{T}^d)}^2.$$ 

As in (4.39), we have

$$\|\rho_{f^{(r)}}\|_{L^2(\mathbb{T}^d)} \leq \|\rho_{f^{(r)}}\|_{L^{d+2\varepsilon}(\mathbb{T}^d)} \|\rho_{f^{(r)}}\|_{L^{d+2\varepsilon}(\mathbb{T}^d)} \leq CM_{e,T}^{d+2\varepsilon}.$$ 

To estimate $e^{U_r}$, first note that by Proposition 2.4 and (5.44),

$$\|\hat{U}_r\|_{L^\infty(\mathbb{T}^d)} \leq C \varepsilon^{-2}.$$ 

By (3.8),

$$\|e^{\hat{U}_r}\|_{L^2(\mathbb{T}^d)} \leq \exp(C\varepsilon^{-2}).$$ 

Thus

$$\|e^{U_r}\|_{L^2(\mathbb{T}^d)} \leq C \exp\left(\|\hat{U}_r\|_{L^\infty(\mathbb{T}^d)}\right) \|e^{\hat{U}_r}\|_{L^2(\mathbb{T}^d)} \leq \exp(C\varepsilon^{-2}).$$
Therefore
\[ I_5 \leq C r^2 \varepsilon^{-4} M_{\varepsilon,T} \left( M_{\varepsilon,T}^{\frac{d-2}{2}} + e^{C \varepsilon^{-2}} \right). \]

Putting these five estimates together, we obtain
\[
\dot{D} \leq (\alpha + \lambda) D + \frac{C}{\alpha \lambda^2} r^2 \exp_2(C \varepsilon^{-2}) M_{\varepsilon,T}^2 \\
+ \frac{C}{\alpha \lambda^2} \left\{ \exp_2(C \varepsilon^{-2}) M_{\varepsilon,T}^2 + \exp_2(C \varepsilon^{-2}) \right\} D.
\]

By (5.45), we may estimate that
\[ M_{\varepsilon,T} \leq \exp(C \varepsilon^{-2}). \]

From this we deduce
\[
\dot{D} \leq (\alpha + \lambda) D + \frac{C}{\alpha \lambda^2} \left\{ \exp(C \varepsilon^{-2}) \log r |r|^2 + \exp_2(C \varepsilon^{-2}) \right\} D + \frac{C}{\alpha \lambda^2} \exp_2(C \varepsilon^{-2}) r^2.
\]

After choosing \( \alpha \) and \( \lambda \) so as to minimise the constant in front of \( D \) we obtain
\[
\dot{D} \leq C \lambda^* D + \exp_2(C \varepsilon^{-2}) r^2,
\]
where
\[
\lambda^* = \left[ \exp(C \varepsilon^{-2}) \log r |r|^2 + \exp_2(C \varepsilon^{-2}) \right]^{1/4} \geq 1,
\]
for \( r, \varepsilon \) sufficiently small.

Therefore, by a Grönwall estimate
\[
D(t) \leq \left( D(0) + \exp_2(C \varepsilon^{-2}) r^2 \right) \exp[C t \lambda^*].
\]

Since \( \pi_0 \) was trivial, \( D(0) = 0 \). Since \( D \) controls the squared Wasserstein distance,
\[
W_2^2(f_{\varepsilon,r}(t), f_{\varepsilon}(t)) \leq \exp(C \varepsilon^{-2}) r^2 \exp[C t \lambda^*].
\]

Then, by definition of \( \lambda^* \),
\[
\sup_{t \in [0,T]} W_2^2(f_{\varepsilon,r}(t), f_{\varepsilon}(t)) \leq r^2 \exp \left[ \exp(C_T \varepsilon^{-2}) \log r |r|^{1/2} \right] \cdot \exp_3(C_T \varepsilon^{-2}).
\]
If \( r \leq \left[ \exp(A\varepsilon^{-2}) \right]^{-1} \), then
\[
e^{C\varepsilon^{-2}} |\log r|^{-1/2} \leq \exp \left[ C_T\varepsilon^{-2} - \frac{1}{2} \exp(A\varepsilon^{-2}) \right] \to 0
\]
as \( \varepsilon \) tends to zero, for any \( A \geq 0 \). Hence, for any \( \eta > 0 \), for \( \varepsilon \) sufficiently small,
\[
r^2 \exp \left[ \exp(C_T\varepsilon^{-2}) |\log r|^{-1/2} \right] \leq r^2 - \exp(C_T\varepsilon^{-2}) |\log r|^{-1/2}
\]
\[
\leq r^2 - \eta.
\]
Moreover,
\[
r^2 - \eta \exp_3(C_T\varepsilon^{-2}) \leq \exp \left[ \exp_2(C_T\varepsilon^{-2}) - (2 - \eta)\exp_2(A\varepsilon^{-2}) \right],
\]
which converges to zero for any \( \eta < 2 \) as \( \varepsilon \) tends to zero, as long as \( A \geq C_T \).
Therefore, if \( r \leq \left[ \exp_3(A\varepsilon^{-2}) \right]^{-1} \) for \( A \geq C_T \), then as \( \varepsilon \) tends to zero (and so \( r \) also tends to zero),
\[
\sup_{t \in [0,T]} W_2(f_{\varepsilon,r}(t), f_{\varepsilon}(t)) \to 0.
\]

### 5.5.4 Conclusion of the Proof

#### 5.5.4.1 From Extended Electrons to KInE

We combine the previous results to complete the proof of Theorem 5.1. We use \( \tilde{\mu} \) to denote the distribution produced by filtering \( \mu \) using the correctors defined in (1.53), following Definition 5.

**Proof of Theorem 5.1.** In the following, \( \mu^N_{\varepsilon,r} \) denotes the empirical measure associated to the solution of the particle system (5.4), while \( f_{\varepsilon,r} \) denotes the solution of the regularised Vlasov–Poisson system (5.17) with initial datum \( f_{\varepsilon}(0) \). \( f_{\varepsilon} \) denotes the solution of the scaled Vlasov–Poisson system (5.3) with initial datum \( f_{\varepsilon}(0) \). Let \( g \) be the solution of the KInE system (5.1), on some time interval \([0,T_*] \), obtained in the quasineutral limit from \( f_{\varepsilon} \) using Theorem 5.8.

Our aim is to estimate \( W_1(\tilde{\mu}^N_{\varepsilon,r}, g) \). First, we apply the triangle inequality for the Wasserstein distance to get
\[
W_1(\tilde{\mu}^N_{\varepsilon,r}, g) \leq W_1(\tilde{\mu}^N_{\varepsilon,r}, f_{\varepsilon}) + W_1(f_{\varepsilon}, g)
\]
We begin by estimating \( W_1(\tilde{\mu}_{\alpha,r}^N, \tilde{f}_\varepsilon) \). By Lemma 5.7 and the fact that \( W_1 \leq W_2 \),

\[
\sup_{[0,T]} W_1(\tilde{\mu}_{\alpha,r}^N, \tilde{f}_\varepsilon) \leq C_T \sup_{[0,T]} W_1(\mu_{\alpha,r}^N, f_\varepsilon)
\leq C_T \sup_{[0,T]} W_2(\mu_{\alpha,r}^N, f_\varepsilon)
\leq C_T \left( \sup_{[0,T]} W_2(\mu_{\alpha,r}^N, f_{\alpha,r}) + \sup_{[0,T]} W_2(f_{\alpha,r}, f_{\alpha,r}) \right).
\]

Under conditions (5.24) and (5.23), the first term converges to zero by Proposition 5.9. The second term converges by Proposition 5.11. Hence

\[
\lim_{N \to \infty} \sup_{[0,T]} W_1(\tilde{\mu}_{\alpha,r}^N, \tilde{f}_\varepsilon) = 0.
\]

For \( W_1(\tilde{f}_\varepsilon, g) \), we apply Theorem 5.8 to deduce that

\[
\lim_{N \to \infty} \sup_{[0,T]} W_1(\tilde{f}_\varepsilon, g) = 0.
\]

Therefore

\[
\lim_{N \to \infty} \sup_{[0,T]} W_1(\tilde{\mu}_{\alpha,r}^N, g) = 0.
\]

\[\square\]

5.5.4.2 From Extended Ions to KIsE

Proof of Theorem 5.3. In the following, \( \mu_{\alpha,r}^N \) denotes the empirical measure associated to the solution of the particle system (5.8), while \( f_{\alpha,r} \) denotes the solution of the scaled version of (5.18) with initial datum \( f_{\varepsilon}(0) \). \( f_{\varepsilon} \) denotes the solution of the scaled VPME system (5.7) with initial datum \( f_{\varepsilon}(0) \). Let \( g \) be the solution of the KIE system (3.2), on some time interval \([0, T_\ast]\), obtained in the quasineutral limit from \( f_{\varepsilon} \) using Theorem 3.1.

Our aim is to estimate \( W_1(\mu_{\alpha,r}^N(t), g(t)) \). By the triangle inequality for \( W_1 \),

\[
\sup_{t \in [0, T_\ast]} W_1(\mu_{\alpha,r}^N(t), g(t)) \leq \sup_{t \in [0, T_\ast]} W_1(\mu_{\alpha,r}^N(t), f_{\alpha,r}(t))
+ \sup_{t \in [0, T_\ast]} W_1(f_{\alpha,r}(t), f_{\alpha,r}(t)) + \sup_{t \in [0, T_\ast]} W_1(f_{\alpha,r}(t), g(t)).
\] (5.46)

The last term converges to zero as \( \varepsilon \) tends to zero, by Theorem 3.1.
For the other two terms, we first observe that
\[ W_1(\mu^{N}_{\varepsilon,r}(t), f_{\varepsilon,r}(t)) \leq W_2(\mu^{N}_{\varepsilon,r}(t), f_{\varepsilon,r}(t)), \quad W_1(f_{\varepsilon,r}(t), f_{\varepsilon}(t)) \leq W_2(f_{\varepsilon,r}(t), f_{\varepsilon}(t)). \]

Then the second term of (5.46) converges to zero by Lemma 5.10 and the third term of (5.46) converges to zero by Lemma 5.12, provided that (5.34) is satisfied for \( C \) depending on \( T_* \).

5.6 Typicality

5.6.1 Concentration Estimates

To prove the typicality theorems - Theorem 5.2 and Theorem 5.4, we use the same strategy as in Section 4.6. We employ concentration estimates, due to Fournier and Guillin [29], that allow us to quantify the rate of convergence of the empirical measures to the reference data \( f_{\varepsilon}(0) \). For the regularised mean field limit, we used [29, Theorem 2], which we quoted as Theorem 4.10.

In this chapter, for each \( N \) we choose initial configurations by sampling from a different reference distribution \( f^{N}_{\varepsilon}(0) \). To use Theorem 4.10, we would need to track the dependence of the constants \( c, C \) on (the moments of) \( f^{N}_{\varepsilon}(0) \).

Instead, we will make use of the fact that we work with compactly supported data. We will find it more convenient to use a slightly different version of the concentration estimates from Fournier–Guillin [29]. These estimates are designed for compactly supported measures. The following result is from [29, Proposition 10].

**Theorem 5.13.** Let \( \nu \) be a probability measure supported on \((-1, 1]^m\). Let \( \nu^N \) denote the empirical measure of \( N \) independent samples from \( \nu \). Then there exist constants \( c, C \) depending on \( p \) and \( m \) only such that for any \( x > 0 \),

\[
\mathbb{P}(W_\nu^p(\nu^N, \nu) \geq x) \leq a(N, x) \mathbb{1}_{\{x \leq 1\}},
\]

where \( a(N, x) \) is defined, as in (4.41), by

\[
a(N, x) = C \begin{cases} 
\exp\left(-cN\frac{x^2}{2}\right) & p > \frac{m}{2} \\
\exp\left(-cN\left[\frac{x}{\log(2 + \frac{1}{4})}\right]^2\right) & p = \frac{m}{2} \\
\exp\left(-cN\frac{m^p}{p}\right) & p < \frac{m}{2}
\end{cases}
\]
5.6.2 Rescaling of Measures

Our goal is to apply Theorem 5.13 in the case where \( v = f_t(0) \, dx \, dv \), which has support contained in \( \mathbb{T}^d \times B_R \) for some \( R > 0 \). In order to apply the above estimate, we first rescale the velocity variable in order to work with measures supported in \([-1, 1]^d\).

**Definition 6.** Let \( v \) be a measure on \( \mathbb{T}^d \times \mathbb{R}^d \). We define a scaled measure \( \mathcal{S}_R[v] \) such that for any \( X \in \mathcal{B}(\mathbb{T}^d) \) and \( V \in \mathcal{B}(\mathbb{R}^d) \),

\[
\mathcal{S}_R[v](X \times V) = v(X \times RV).
\]

Similarly, let \( v_1 \) and \( v_2 \) be measures on \( \mathbb{T}^d \times \mathbb{R}^d \) and let \( \pi \in \Pi(v_1, v_2) \). Then let \( \mathcal{S}_R^{(2)}[\pi] \) be defined via

\[
\mathcal{S}_R^{(2)}[\pi](X_1 \times V_1 \times X_2 \times V_2) = \pi(X_1 \times RV_1 \times X_2 \times RV_2).
\]

**Remarks 1.**

(i) Note that \( \mathcal{S}_R^{(2)}[\pi] \in \Pi(\mathcal{S}_R[v_1], \mathcal{S}_R[v_2]) \).

(ii) \( \mathcal{S}_R^{(2)} \) gives a bijection between \( \Pi(v_1, v_2) \) and \( \Pi(\mathcal{S}_R[v_1], \mathcal{S}_R[v_2]) \).

We examine the effect of this scaling on the Wasserstein distance.

**Lemma 5.14.** Let \( v_1, v_2 \) be measures on \( \mathbb{T}^d \times \mathbb{R}^d \). Then

\[
W_p(v_1, v_2) \leq RW_p(\mathcal{S}_R[v_1], \mathcal{S}_R[v_2]).
\]

**Proof.** Observe that for any \( \pi \in \Pi(v_1, v_2) \),

\[
\int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x - y|^p + |v - w|^p \, d\pi = \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x - y|^p + R^p |v - w|^p \, d\mathcal{S}_R^{(2)}[\pi] \\
\leq R^p \int_{(\mathbb{T}^d \times \mathbb{R}^d)^2} |x - y|^p + |v - w|^p \, d\mathcal{S}_R^{(2)}[\pi]
\]

Since \( \mathcal{S}_R^{(2)} \) is a bijection, taking infimum over \( \pi \) yields

\[
W_p(v_1, v_2) \leq RW_p(\mathcal{S}_R[v_1], \mathcal{S}_R[v_2]).
\]

\[\square\]

**Remark 7.** Note that, if \( (Z_i^{(1)})_{i=1}^N \) are \( N \) independent samples from \( \mathcal{S}_R[v] \), then \( (Z_i^{(R)})_{i=1}^N \) has the same law as \( (X_i, \frac{1}{R} V_i)_{i=1}^N \), where \( (Z_i)_{i=1}^N = (X_i, V_i)_{i=1}^N \) are \( N \) independent samples from \( v \). We will use this property in the proofs below to identify scaled empirical measures with empirical measures drawn from scaled distributions.
5.6 Typicality

5.6.3 Conclusion of the Proof.

Proof of Theorem 5.2. We follow the strategy of Lazarovici [61], and consider the events where the desired rate of convergence does not hold at \( N \):

\[
A_N := \{ W_2^2(\mu_{\epsilon}^N(0), f_{\epsilon}(0)) \geq C e^{-2\gamma r^{d+2+\eta}} \}
\]

Our goal is to show that \( \sum_N \mathbb{P}(A_N) \) is finite for some choice of \( C \) and \( \eta \). By the Borel-Cantelli lemma, this will imply that the probability that these events occur infinitely often is zero. In other words, with probability one, there exists \( N \) such that \( A^c_n \) occurs for all \( n \geq N \). This means precisely that the desired rate of convergence holds. We estimate \( \mathbb{P}(A_N) \) using the concentration inequality from Theorem 5.13 and the scaling argument described above.

By Lemma 5.14,

\[
\mathbb{P}(A_N) \leq \mathbb{P}\left( e^{-2\gamma W_2^2(\mathcal{S}_{\epsilon-\gamma}[\mu_{\epsilon}^N(0)], \mathcal{S}_{\epsilon-\gamma}[f_{\epsilon}(0)])} \geq C e^{-2\gamma r^{d+2+\eta}} \right).
\]

By Remark 7, \( \mathcal{S}_{\epsilon-\gamma}[\mu_{\epsilon}^N(0)] \) has the same law (as a random measure) as the empirical measure of \( N \) independent samples from \( \mathcal{S}_{\epsilon-\gamma}[f_{\epsilon}(0)] \). Since the scaled measures have support contained in \([-1, 1]^{2d}\), we may apply Theorem 5.13 to deduce the existence of constants \( \kappa, c, C \) depending only on \( d \) such that

\[
\mathbb{P}\left( W_2^2(\mathcal{S}_{\epsilon-\gamma}[\mu_{\epsilon}^N], \mathcal{S}_{\epsilon-\gamma}[f_{\epsilon}(0)]) \geq \kappa r^{d+2+\eta} \right) \leq C \begin{cases} \exp\left( -cN \left( \frac{r^{d+\eta}}{\log(2 + r^{(4+\eta)})} \right)^2 \right) & \text{for } d = 2 \\ \exp\left( -cN r^3(5+\eta) \right) & \text{for } d = 3. \end{cases}
\]

Using this we deduce that

\[
\mathbb{P}(A_N) \leq C \begin{cases} \exp\left( -cN^{8\alpha+\eta}(2\alpha-\frac{1}{3}) \left( \log \left( 2 + N^{-\frac{1}{2}} + 4\alpha+\eta(\alpha-\frac{1}{8}) \right) \right)^{-2} \right) & \text{for } d = 2 \\ \exp\left( -cN^{15\alpha+\eta(3\alpha-\frac{1}{6})} \right) & \text{for } d = 3. \end{cases}
\]

Thus \( \sum_N \mathbb{P}(A_N) \) is finite for

\[
\eta < \frac{\alpha}{d(d+2)^2} \left( \frac{1}{1 - \alpha d(d+2)} \right),
\]

which completes the proof.

Proof of Theorem 5.4. We use the same strategy as for Theorem 5.2. Recall that we already assumed that \( f_{\epsilon}(0) \) were compactly supported with the support in velocity growing no faster.
than $e^{Ce^{-2}}$ for some $C$. It is enough to show that
\begin{equation}
\sum_N \mathbb{P}(A_N) < \infty, \tag{5.47}
\end{equation}
where $A_N$ denotes the event
\[ A_N := \left\{ W_2^2(\mathcal{S}_{e^{-Ce^{-2}}} N \mu_N(0), \mathcal{S}_{e^{-Ce^{-2}}} \mu_N(0)) > \frac{1}{2} r^{d+2+\eta} \exp(-2C e^{-2}) \right\}. \]

We observe that the assumption
\[ r < \left[ \exp_3(A e^{-2}) \right]^{-1}, \]
implies that
\[ \exp(-C e^{-2}) > c (\log \log N)^{-\zeta} > c N^{-\alpha} \]
for $\zeta$ depending on $C$ and $A$, any $\alpha > 0$ and $c$ depending on $\alpha$, $C$ and $A$. We then apply Theorem 5.13 with the choice
\[ x_N = c N^{-(d+2+\gamma)-\alpha}. \]
The assumption (5.16) on $\gamma$ implies that it is possible to find $\eta > 0$ such that
\[ \sum_N a(N, x_N) < \infty. \]
This yields (5.47), which completes the proof. \qed
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Appendix A

Differential Inequalities

Lemma A.1. Let $K, C > 0$, and define

$$z(t) = (1 + 2Ct)[K + \log (1 + 2Ct)].$$

Then

$$\dot{z} \geq C(1 + \log (1 + z)).$$

Proof. By direct computation,

$$\dot{z} = 2C[(K + 1) + \log (1 + 2Ct)].$$

Secondly,

$$\log (1 + z) = \log [1 + (1 + 2Ct)[K + \log (1 + 2Ct)]] \leq \log [(1 + 2Ct)[(K + 1) + \log (1 + 2Ct)]].$$

Thus, since $\log (1 + x) \leq x$,

$$\log (1 + z) = \log (1 + 2Ct) + \log [K + 1 + \log (1 + 2Ct)] \leq \log (1 + 2Ct) + \log [K + 1 + 2Ct]$$
$$\leq \log (1 + 2Ct) + \log [(K + 1)(1 + 2Ct)] = 2\log (1 + 2Ct) + \log (K + 1).$$

Therefore

$$1 + \log (1 + z) \leq 2\log (1 + 2Ct) + K + 1 \leq \frac{1}{C}\dot{z},$$

which completes the proof.