Search for direct production of electroweakinos in final states with missing transverse momentum and a Higgs boson decaying into photons in pp collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector
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ABSTRACT: A search for a chargino-neutralino pair decaying via the 125 GeV Higgs boson into photons is presented. The study is based on the data collected between 2015 and 2018 with the ATLAS detector at the LHC, corresponding to an integrated luminosity of 139 fb$^{-1}$ of pp collisions at a centre-of-mass energy of 13 TeV. No significant excess over the expected background is observed. Upper limits at 95% confidence level for a massless $\tilde{\chi}_1^0$ are set on several electroweakino production cross-sections and the visible cross-section for beyond the Standard Model processes. In the context of simplified supersymmetric models, 95% confidence-level limits of up to 310 GeV in $m(\tilde{\chi}_1^\pm/\tilde{\chi}_2^0)$, where $m(\tilde{\chi}_1^0) = 0.5$ GeV, are set. Limits at 95% confidence level are also set on the $\tilde{\chi}_1^\pm \tilde{\chi}_2^0$ cross-section in the mass plane of $m(\tilde{\chi}_1^\pm/\tilde{\chi}_2^0)$ and $m(\tilde{\chi}_1^0)$, and on scenarios with gravitino as the lightest supersymmetric particle. Upper limits at the 95% confidence-level are set on the higgsino production cross-section. Higgsino masses below 380 GeV are excluded for the case of the higgsino fully decaying into a Higgs boson and a gravitino.
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1 Introduction

Theoretical and experimental arguments suggest that the Standard Model (SM) is an effective theory valid up to a certain energy scale. The SM Higgs boson, denoted by $h$, is observed by the ATLAS and CMS collaborations [1–4]. The Higgs boson mass is strongly sensitive to quantum corrections from physics at very high energy scales and demands a high level of fine-tuning, known as the hierarchy problem [5–8]. Supersymmetry (SUSY) [9–14] resolves the hierarchy problem by introducing, for each known particle state, a new partner (superpartner) that shares the same mass and internal quantum numbers with the exception of spin if supersymmetry is unbroken. However, these superpartners have not been observed, so SUSY must be a broken symmetry and the mass scale of the supersymmetric particles is as yet undetermined. The possibility of a supersymmetric dark matter candidate [15, 16] is closely related to the conservation of $R$-parity [17]. Under the $R$-parity conservation hypothesis, the lightest supersymmetric particle (LSP) is stable. If the LSP is weakly interacting, it may provide a viable dark matter candidate. The nature
Figure 1. Signal diagrams illustrating (a) $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2$ production, and (b) a higgsino production mode from a GMSB model: $\tilde{\chi}^0_1 \to h\tilde{G}$. For $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2$ production, the lightest chargino ($\tilde{\chi}^\pm_1$) and next-to-lightest neutralino ($\tilde{\chi}^0_2$) are nearly mass degenerate. In the higgsino models, the two lightest neutralinos, $\tilde{\chi}^0_1$ and $\tilde{\chi}^0_2$, and the lightest chargino $\tilde{\chi}^+_1$ are approximately mass degenerate, and the $\tilde{\chi}^0_1$ is the lightest of the four nearly degenerate higgsino states, $x$ is the particle with low momentum from the promptly decay of $\tilde{\chi}^+_1$ and $\tilde{\chi}^0_2$.

of the LSP is defined by the mechanism that spontaneously breaks supersymmetry and the parameters of the chosen theoretical framework.

In the SUSY scenarios considered as a first benchmark in this paper, the LSP is the lightest of the neutralinos $\tilde{\chi}^0_j$ ($j = 1, 2, 3, 4$) that, together with the charginos $\tilde{\chi}^\pm_i$ ($i = 1, 2$), represent the mass eigenstates formed from the mixture of the $\gamma$, $W$, $Z$ and Higgs bosons’ superpartners (the winos, binos and higgsinos). The neutralinos and charginos are collectively referred to as electroweakinos. Specifically, the electroweakino mass eigenstates are designated in order of increasing mass. Naturalness considerations [18, 19] suggest that the lightest of the charginos and neutralinos have masses near the electroweak scale. Their direct production may be the dominant mechanism at the Large Hadron Collider (LHC) if the superpartners of the gluons and quarks are heavier than a few TeV. In SUSY models where the heaviest (pseudoscalar, charged) minimal supersymmetric Standard Model (MSSM) Higgs bosons and the superpartners of the leptons have masses larger than those of the lightest chargino and next-to-lightest neutralino, the former might decay into the $\tilde{\chi}^1_1$ and a $W$ boson ($\tilde{\chi}^+_1 \to W\tilde{\chi}^0_1$), while the latter could decay into the $\tilde{\chi}^0_1$ and the lightest MSSM Higgs boson or $Z$ boson ($\tilde{\chi}^0_2 \to h/Z\tilde{\chi}^0_1$) [17, 20, 21]. The decay via the Higgs boson is dominant for many choices of parameters as long as the mass-splitting between the two lightest neutralinos is larger than the Higgs boson mass and the higgsinos are heavier than the winos. SUSY models of this kind could provide a possible explanation for the discrepancy between measurements of the muon’s anomalous magnetic moment $g - 2$ and SM predictions [22–25].

This paper presents a search in proton-proton ($pp$) collisions produced at the LHC at a centre-of-mass energy $\sqrt{s} = 13$ TeV for the direct pair production of electroweakinos that promptly decay into the LSP, producing at least one Higgs boson, decaying into two photons in each event. The primary model, for which the search is optimised, involves the production of a chargino in association with a next-to-lightest neutralino, which promptly decay as $\tilde{\chi}^\pm_1 \to W\tilde{\chi}^0_1$ and $\tilde{\chi}^0_2 \to h\tilde{\chi}^0_1$ respectively (see figure 1a), the $\tilde{\chi}^0_1$ in the final state
leading to a signature of missing transverse momentum, whose magnitude is denoted by $E_{\text{miss}}^T$. A simplified SUSY model [26, 27] is considered for the optimisation of the search and the interpretation of results. The $\tilde{\chi}_1^+ \rightarrow W\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0 \rightarrow h\tilde{\chi}_1^0$ decays are each assumed to have a 100% branching fraction. The Higgs boson branching fractions are assumed to be the same as in the SM [28]. The result from the CMS experiment using an integrated luminosity of 77.5 fb$^{-1}$ of $pp$ collision data is given in ref. [29]. Although the branching fraction of the SM Higgs boson decaying into a pair of photons is small, the diphoton system presented in this paper falls in a narrower mass range around the Higgs boson mass than in refs. [30, 31] where the SM Higgs boson decaying into a pair of $b$-quarks. With the diphoton trigger, this channel is more sensitive in the low $E_{\text{miss}}^T$ region than the channel with the SM Higgs boson decaying into a pair of $b$-quarks, which relies on the high $E_{\text{miss}}^T$ trigger. In addition, a prior search from ATLAS [32] for this process making use of 36.1 fb$^{-1}$ of $pp$ collision data, based purely on leptonic decays of the $W$ boson, observed a small excess of events above the SM prediction. This prior search is also updated to the full Run 2 data, and referred to as ‘follow-up’ analysis.

The analysis optimised for the search for $\tilde{\chi}_1^+ \tilde{\chi}_2^0$ production is also used to search for a gauge-mediated supersymmetry breaking (GMSB) [33-35] scenario featuring direct production of pairs of higgsinos [36-38], collectively denoted by $\tilde{\chi}\tilde{\chi}$. In this model, the two lightest neutralinos, $\tilde{\chi}_1^0$ and $\tilde{\chi}_2^0$, and the lightest chargino $\tilde{\chi}_1^\pm$ are approximately mass degenerate, and the $\tilde{\chi}_1^0$ is the lightest of the four nearly degenerate higgsino states. The masses are assumed to be related by $m(\tilde{\chi}_1^\pm) = m(\tilde{\chi}_2^0) = m(\tilde{\chi}_1^0) + 1$ GeV. The effective cross-section for higgsino production is a combination of the cross-sections for $\tilde{\chi}_1^+ \tilde{\chi}_2^0$, $\tilde{\chi}_2^0 \tilde{\chi}_1^+\tilde{\chi}_1^0\tilde{\chi}_1^+$ and $\tilde{\chi}_1^+ \tilde{\chi}_2^0 \tilde{\chi}_1^0 \tilde{\chi}_1^+$ production. In the GMSB scenarios considered (figure 1b), a 100% branching fraction for $\tilde{\chi}_1^0 \rightarrow h\tilde{G}$ is assumed, where $\tilde{G}$ indicates the gravitino (the superpartner of the graviton). This scenario is denoted by $h\tilde{G}h\tilde{G}$ in the following. In this scenario, $\tilde{G}$ in the final state is stable, weakly interacting, and nearly massless, which leads to an $E_{\text{miss}}^T$ signature.

The general strategy of the analysis is to search for beyond the Standard Model (BSM) events by using a simultaneous signal-plus-background fit to the full $m_{\gamma\gamma}$ spectrum for different categories. The paper is organised as follows. Section 2 presents a brief description of the ATLAS detector. Section 3 introduces the data, the signal and background Monte Carlo (MC) simulation samples used. Section 4 outlines the event reconstruction, while section 5 explains the optimisation of the event selection and categorisation. Section 6 discusses the signal and background modelling. Section 7 summarises the experimental and theoretical systematic uncertainties that affect the results. Section 8 describes the results and their interpretations, and conclusions are drawn in section 9.

2 ATLAS detector

The ATLAS detector [39] is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and nearly 4$\pi$ coverage in solid angle.\(^1\) The inner tracking

\(^1\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector. The positive $x$-axis is defined by the direction from the interaction point to the
detector (ID) consists of pixel and microstrip silicon detectors covering the pseudorapidity region $|\eta| < 2.5$, surrounded by a transition radiation tracker that enhances electron identification in the region $|\eta| < 2.0$. A new inner pixel layer, the insertable B-layer [40, 41], was added at a mean radius of 3.3 cm during the period between Run 1 and Run 2 of the LHC.

The inner detector is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic field and by a lead/liquid-argon electromagnetic (EM) sampling calorimeter covering $|\eta| < 3.2$, with a fine-granularity region up to $|\eta| = 2.5$. A steel/scintillator-tile hadronic sampling calorimeter provides coverage in the central pseudorapidity range ($|\eta| < 1.7$). The endcap and forward regions ($1.5 < |\eta| < 4.9$) of the hadronic calorimeter are made of liquid-argon active layers with either copper or tungsten as the absorber material. A muon spectrometer with an air-core toroid magnet system surrounds the calorimeters.

Three layers of high-precision tracking chambers provide coverage in the range $|\eta| < 2.7$, while dedicated fast chambers allow triggering in the region $|\eta| < 2.4$. The ATLAS trigger system consists of a hardware-based first-level trigger followed by a software-based high-level trigger [42].

3 Data and simulation samples

The analysis uses $pp$ collision data with a bunch crossing interval of 25 ns, collected from 2015 to 2018 at $\sqrt{s} = 13$ TeV. Only events that were recorded in stable beam conditions, when relevant detector components were functioning properly, are considered. A diphoton trigger [43] was used to collect the events by requiring two reconstructed photon candidates with transverse energies ($E_T$) of at least 35 GeV and 25 GeV for the $E_T$-ordered leading and subleading photons respectively. The trigger efficiency relative to the offline-reconstructed photons was 99%. The data sample corresponds to an integrated luminosity of $139.0 \pm 2.4 \, \text{fb}^{-1}$. There are, on average, 25 to 38 interactions in the same bunch crossing (in-time pile-up) in the data sample.

The MC simulation of signal and background processes is used to optimise the selection criteria, estimate uncertainties and study the shapes of the signal and background diphoton invariant mass ($m_{\gamma\gamma}$) distributions. Signal events were generated with up to two additional partons in the matrix element using MADGRAPH_aMC@NLO 2.6.2 [44] at leading order (LO) in quantum chromodynamics (QCD) using the NNPDF3.0LO [45] parton distribution function (PDF) set and CKKW-L merging scheme. Parton showering and hadronisation were handled by the PYTHIA 8.230 [46] event generator with the A14 [47] set of tuned parameters (tune), using the NNPDF2.3LO PDF set [48]. MC samples for the $\tilde{\chi}_1^0\tilde{\chi}_2^0$ production were generated assuming $m(\tilde{\chi}_1^0) = m(\tilde{\chi}_2^0)$ for a range of values of $m(\tilde{\chi}_1^0)$. As shown in figure 2a, the transverse momentum ($p_T$) distribution of the $\tilde{\chi}_1^0\tilde{\chi}_2^0$ system is broader for higher values of the difference $m(\tilde{\chi}_1^0/\tilde{\chi}_2^0) - m(\tilde{\chi}_1^0)$. The $p_T$ distributions of centre of the LHC ring, with the positive y-axis pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ by $\eta = -\ln \tan(\theta/2)$. Rapidity is defined as $y = 0.5 \ln((E + p_z)/(E - p_z))$ where $E$ denotes the energy and $p_z$ is the component of the momentum along the beam direction. The angular distance $\Delta R$ is defined as $\sqrt{(\Delta y)^2 + (\Delta \phi)^2}$.
the $\tilde{G}\tilde{G}$ system for the higgsino production of $h\tilde{G}\tilde{G}$ are presented in figure 2b. The MC samples include $\tilde{1}_1^0\tilde{1}_1^0$, $\tilde{1}_1^0\tilde{1}_1^\pm$, $\tilde{1}_2^0\tilde{1}_2^\pm$, and $\tilde{1}_1^0\tilde{1}_1^\mp$ production. The kinematic distributions depend strongly on the mass of the $\tilde{1}_1^0$, where the mass of the $\tilde{G}$ is assumed to be 1 MeV.

Signal cross-sections were calculated to NLO in the strong coupling constant, $\alpha_S$, adding the resummation of soft gluon emission at next-to-leading-logarithm accuracy (NLO+NLL) [49–53]. The nominal cross-section and its uncertainty are taken from an envelope of cross-section predictions using different PDF sets and factorisation and renormalisation scales, as described in ref. [54].

The dominant backgrounds are resonant SM $h \rightarrow \gamma\gamma$ processes, and non-resonant processes that include $\gamma\gamma$, $\gamma$+jets, $V\gamma$ ($V=W, Z$) and $V\gamma\gamma$ production. Both the shape and normalisation of the total non-resonant background are obtained directly from data, as described in section 6. Simulation events for the total non-resonant background are used in figure 3 and for the choice of background analytic parametrisation as described in section 6. For the production of the resonant SM Higgs boson, events from the $Wh$ and $Zh$ processes were generated with PYTHIA 8.186 with the A14 tune and the NNPDF2.3LO PDF set. The gluon-gluon fusion (ggF) and vector-boson fusion (VBF) samples were generated with POWHEG-BOX v2 [55–59] interfaced to PYTHIA 8.186 with the AZNLO [60] tune and the CT10 PDF set [61]. Samples of $t\bar{t}h$ events were generated with MadGraph5_aMC@NLO 2.2.3 interfaced to PYTHIA 8.186 with the NNPDF3.0LO PDF set. Samples of $b\bar{b}h$ events were generated with MadGraph5_aMC@NLO 2.2.3 interfaced to PYTHIA 8.186 with the A14 tune and the NNPDF2.3LO PDF set. The non-resonant diphoton processes with associated jets were generated using SHERPA 2.2.4 [62]. Matrix elements (ME) were calculated with up to three partons at LO and merged with the SHERPA 2.2.4 parton shower (PS) [63] using the ME+PS@LO prescription [64]. The CT10 PDF set was used in conjunction with a dedicated parton-shower tuning developed by the authors of SHERPA 2.2.4. The $V\gamma$ and $V\gamma\gamma$ samples were generated using SHERPA 2.2.4 with the CT10 PDF set.

The cross-sections for the SM Higgs boson processes were calculated at next-to-leading order (NLO) in electroweak theory and next-to-next-to-leading order (NNLO) in QCD for the VBF, $Zh$ and $Wh$ samples [28, 65–71] and next-to-next-to-next-to-leading order plus...
Figure 3. The distribution of $S_{E_{T}^{miss}}$ after the selection of diphoton candidates with $120 < m_{\gamma\gamma} < 130 \text{ GeV}$. Expected distributions are shown for the $\tilde{\chi}_{1}^{\pm} \tilde{\chi}_{2}^{0} \rightarrow W^{\pm} \tilde{\chi}_{1}^{0} h_{1}^{0}$ signal with $m(\tilde{\chi}_{1}^{\pm} / \tilde{\chi}_{2}^{0}) = 200 \text{ GeV}$ and $m(\tilde{\chi}_{1}^{0}) = 0.5 \text{ GeV}$, and the $h\tilde{G}\tilde{G}$ signal with $m(\tilde{\chi}_{1}^{0}) = 150 \text{ GeV}$ and $m(\tilde{G}) = 1 \text{ MeV}$. These overlaid signal points are representative of the model kinematics. The sum in quadrature of the MC statistical and experimental systematic uncertainties in the total background is shown as the hatched bands, while the theoretical uncertainties in the background normalisation are not included. The $tt\gamma$ and $tt\gamma\gamma$ processes have a negligible contribution and are not represented. Overflow events are included in the rightmost bin. The lower panel shows the ratio of the data to the background, called “bkg”.

next-to-next-to-leading logarithm ($N^{3}\text{LO+NNLL}$) in QCD for the ggF sample [28, 72–75]. The $t\bar{t}h$ cross-section was calculated with NLO accuracy in QCD with NLO electroweak corrections [76–79]. The $b\bar{b}h$ cross-section was obtained by matching the five-flavor scheme cross section accurate to NNLO in QCD with the four-flavor scheme cross section accurate to NLO in QCD [80–82]. The SM Higgs boson mass was set to 125.09 GeV [3] and its branching fraction to decay into two photons was 0.227% [28].

Different pile-up conditions from same and neighbouring bunch crossings as a function of the instantaneous luminosity were simulated by overlaying minimum-bias events, generated with PYTHIA 8.186 with the MSTW2008LO PDF set [83] and the A3 [84] tune, onto all hard-process events. Differences between the simulated and observed distributions of the number of interactions per bunch crossing were corrected for by applying weights to simulated events. Detector effects were simulated using a full simulation [85] performed using GEANT4 [86] for the signals, SM Higgs boson processes, $V\gamma$ and $V\gamma\gamma$ backgrounds. The diphoton continuum background and some of the signal samples were simulated using a fast simulation of the calorimeter based on ATLFASTII [85].

4 Event reconstruction

Photons are reconstructed in the region $|\eta| < 2.37$, excluding the EM calorimeter transition region $1.37 < |\eta| < 1.52$, from clusters of energy deposits in the EM calorimeters. Clusters
without a matching track or reconstructed conversion vertex in the ID are classified as unconverted photons. Those with a matching reconstructed conversion vertex or with a matching track, consistent with originating from a photon conversion, are classified as converted photons. The reconstruction efficiency is 99% for photons and the conversion reconstruction efficiency is 70% [87]. The photon energy is calibrated using a multivariate regression algorithm trained with fully reconstructed MC samples and then corrected using data-driven techniques [87]. The overall energy scale in data and the difference in the constant term on the resolution between data and simulation are estimated from using a sample with $Z$ boson decays into electrons [87]. The photon direction is estimated using either EM calorimeter longitudinal segmentation (if unconverted) or the conversion vertex position (if converted), together with constraints from the $pp$ collision point.

To reduce the misidentification of hadronic jets containing a high-$p_T$ neutral hadron (e.g. $\pi^0$) decaying into two photons, `Tight’ identification criteria [87] are applied. The photon identification is based on the lateral profile of the energy deposits in the first and second layers of the EM calorimeter, and on the shower leakage fraction in the hadronic calorimeter. The selection requirements are tuned for converted and unconverted photon candidates, separately. The identification efficiency for unconverted and converted photons ranges from 85% to 99% between 30 GeV and 250 GeV [87]. Corrections are applied to the EM shower-shape variables for simulated photons, to account for small differences between data and simulation.

To further suppress hadronic backgrounds, requirements on two photon isolation variables are applied. The first variable, $E^{\text{iso}}_T$, calculates the sum of the transverse energies deposited in topological clusters [88] in the calorimeter within a cone of size $\Delta R = 0.2$ around each photon. The photon cluster energy and an estimate of the energy deposited by the photon outside its associated cluster are also subtracted from this sum. To reduce underlying-event and pile-up effects, $E^{\text{iso}}_T$ is further corrected using the method described in refs. [89–91]. The second variable expresses track-based isolation, defined as the scalar sum of the transverse momenta of all tracks with $p_T > 1$ GeV and consistent with originating from the primary vertex (PV) within a cone of size $\Delta R = 0.2$ around each photon. The isolation efficiency for photons, which is mostly independent of their kinematic variables, is about 90%.

Events are required to have at least one PV, defined as a vertex associated with at least two tracks with $p_T > 0.5$ GeV. In each event, the PV most likely to be the origin of the diphoton, selected from the PV candidates using a neural network [92], is required to be consistent with the PV with the highest sum of squared transverse momenta of associated tracks. The neural network algorithm selects a diphoton vertex within 0.3 mm of the true $h \rightarrow \gamma \gamma$ production vertex in 79% of simulated gluon-gluon fusion events. For the other Higgs production modes this fraction ranges from 84% to 97%, increasing with jet activity or the presence of charged leptons [92].

Electrons are reconstructed from energy deposits measured in the EM calorimeter that are matched to tracks from ID [87]. They are required to satisfy $|\eta| < 2.47$, excluding the EM calorimeter transition region $1.37 < |\eta| < 1.52$, and to have $p_T > 10$ GeV. The electrons are identified using a likelihood-based algorithm that uses track and shower-shape variables.
The ‘MediumLLH’ criteria are applied, providing an identification efficiency varying from 85% to 95% as a function of $E_T$ [87]. Loose calorimeter and track isolation requirements are applied to electrons. The efficiency of the isolation requirements is 98% [93].

Muons are reconstructed from high-quality track segments in the muon spectrometer. In the region $|\eta| < 2.5$, they must be matched to ID tracks. They are required to have $p_T > 10 \text{ GeV}$ and $|\eta| < 2.7$. The muon ‘medium’ criteria are applied with a 96% [94] identification efficiency. The muon candidates must also satisfy loose calorimeter and track isolation criteria. The combined isolation efficiency varies from 95% to 99% as a function of $p_T$ from 25 GeV to 60 GeV [94].

The significance of the track’s transverse impact parameter relative to the PV is required to be $|d_0|/\sigma_d < 5$ (3) for electrons (muons). The longitudinal impact parameter $z_0$ must satisfy $|z_0| \sin \theta < 0.5 \text{ mm}$ for electrons and muons.

Jets are reconstructed from three-dimensional topological clusters using the anti-$k_t$ algorithm [95, 96] with a radius parameter of $R = 0.4$. The jets are required to have $p_T > 20 \text{ GeV}$ and $|\eta| < 4.5$ for the $E_T^{\text{miss}}$ calculation and $p_T > 25 \text{ GeV}$ and $|\eta| < 4.4$ for the event selection. Jets with $|\eta| < 2.4$ and $p_T < 60 \text{ GeV}$ must satisfy the jet vertex tagger (JVT) selection [97], in which a jet is identified as originating from the PV depending on a likelihood value calculated from the track information. In addition, quality criteria are applied to the jets, and events with jets consistent with noise in the calorimeter or non-collision backgrounds are rejected [98].

Reconstruction ambiguities between photons, electrons, muons, and jets are resolved using an ‘overlap removal’ procedure among all the objects in the following order. First, electrons, muons, and jets found within $\Delta R = 0.4$ of a photon are removed. Next, jets found within $\Delta R = 0.2$ of an electron are removed. Lastly, electrons and muons within $\Delta R = 0.4$ of the remaining jets are removed. A different overlap removal strategy was used in the previous study [32] and the selection is discussed in section 5.2. It was motivated by the prioritisation of electrons, as opposed to photons. The results show no significant difference in sensitivity between these two strategies.

Jets containing a $b$-hadron are identified using the MV2c10 [99, 100] multivariate discriminant built with information from track impact parameters and the presence of reconstructed secondary vertices, which applies a multi-vertex fitter to reconstruct the hadron decay chain $b \to c$. A value of the discriminating variable is chosen such that it provides a $b$-tagging efficiency of 70% in simulated $t\bar{t}$ events. The rejection for $c$-jets and jets originating from gluons or light ($u, d, s$) quarks are 8.9 and 300 [99], respectively. An additional energy correction is applied to $b$-jets to account for the presence of muons in the jet [99].

The $E_T^{\text{miss}}$ is calculated as the magnitude of the negative vectorial sum of the transverse momenta of calibrated photons, electrons, muons and jets associated with the PV. The transverse momenta of all remaining tracks that originate from the PV but are not already used in the $E_T^{\text{miss}}$ calculation are summed and taken into account in the $E_T^{\text{miss}}$ calculation. This term is defined as the track-based soft term [101]. In this way, the $E_T^{\text{miss}}$ is adjusted for the best calibration of the jets and the other identified physics objects above, while maintaining pileup independence in the soft term.
5 Event selection

5.1 Baseline selection

Each event is first required to contain at least two photons with \( p_T > 22 \text{ GeV} \). The photons are ordered by their \( p_T \). The leading and subleading photons are then required to have \( p_T > m_{\gamma\gamma} > 0.35 \) and 0.25, respectively, where \( m_{\gamma\gamma} \) is the invariant mass of the leading and subleading photon pair. The signal region is defined as \( 105 < m_{\gamma\gamma} < 160 \text{ GeV} \), where \( m_{\gamma\gamma} \) is calculated using the photon momentum vectors recomputed relative to the PV. The selected events are divided into 12 categories based on the number of leptons \((N_l)\), number of jets \((N_j)\), the invariant mass of the two highest-\( p_T \) jets \((m_{jj})\), and the \( E_T^{\text{miss}} \) significance \( S_{E_T^{\text{miss}}} = E_T^{\text{miss}}/\sqrt{\sum E_T} \). The total transverse energy \( \sum E_T \) is calculated from the scalar sum of the transverse momenta of the calibrated photons, electrons, muons and jets used in the \( E_T^{\text{miss}} \) calculation described in section 4, as well as the tracks not associated with these but consistent with originating from the PV. Because both the \( E_T^{\text{miss}} \) and \( \sum E_T \) resolutions increase linearly with the number of pileup events, \( S_{E_T^{\text{miss}}} \) is more resilient to pileup than \( E_T^{\text{miss}} \). No \( b \)-jet veto is applied in the baseline selection. The 12 categories are defined in table 1. The \( \chi_{1}^{\pm}, \chi_{0}^{0} \) signal sample with \( m(\chi_{1}^{\pm}/\chi_{2}^{0}) = 150 \text{ GeV} \) and \( m(\chi_{1}^{0}) = 0.5 \text{ GeV} \) is used to optimise the boundary of each category to maximise the significance when combining all 12 categories. This signal point has low \( E_T^{\text{miss}} \), where the diphoton channel is expected to have a better sensitivity than the channel with the SM Higgs boson decaying into a pair of \( b \)-quarks [30, 31]. The ‘Leptonic’ and ‘Hadronic’ categories are used to accommodate the most clearly identifiable leptonic and hadronic decays of the \( W \) boson, while the ‘Rest’ category retains all additional signal topologies. The signal \( \chi_{1}^{\pm}, \chi_{2}^{0} \rightarrow W^{\pm}, \chi_{1}^{0}, h_{\chi_{1}^{0}} \) has the highest expected significance in the Leptonic categories, and the \( hGh \) signals have the highest expected significance in the Rest categories. Because the different signal models and mass points have different \( p_T \) distributions as shown in figure 2, and since \( p_T \) and \( S_{E_T^{\text{miss}}} \) distributions are highly correlated, each region is divided into \( S_{E_T^{\text{miss}}} \) bins to improve the sensitivity. The regions do not change significantly if a different mass point is used for optimisation.

Figure 3 shows the distribution of \( S_{E_T^{\text{miss}}} \) after the selection of diphoton candidates with \( 120 < m_{\gamma\gamma} < 130 \text{ GeV} \), where signal dominates. The shapes and normalisations of the \( V\gamma \) and \( V\gamma\gamma \) contributions are obtained from the MC simulation. The shape of the \( \gamma\gamma \) contribution is obtained from the MC simulation while the normalisation is fixed to the yields in the sidebands (\( 105 < m_{\gamma\gamma} \leq 120 \text{ GeV}, 130 \leq m_{\gamma\gamma} < 160 \text{ GeV} \)) of the data multiplied by the diphoton purity among all the backgrounds. The diphoton purity is measured in the data, using a two-dimensional sideband technique by counting the number of events in which one or both photons satisfy or fail to satisfy the identification or isolation requirements [102]. The diphoton purity varies from 65% to 93% for different categories. The shape of the \( \gamma+jets \) contribution is obtained using the data distribution in a control region where the event selection is the same as for the signal region but one of the photons fails to satisfy the identification criteria, after subtracting the contamination from \( \gamma\gamma, V\gamma \) and \( V\gamma\gamma \) using MC simulation. Its normalisation is fixed to the \( \gamma+jets \) purity and varies from 34% to 7% of the total yield in different categories.
Channels | Names | Selection |
---|---|---|
Category 1 | 0 $< S_{ET}^{miss} \leq 2$, $N_\ell \geq 1$ |
Category 2 | 2 $< S_{ET}^{miss} \leq 4$, $N_\ell \geq 1$ |
Category 3 | 4 $< S_{ET}^{miss} \leq 6$, $N_\ell \geq 1$ |
Category 4 | $S_{ET}^{miss} > 6$, $N_\ell \geq 1$ |
Category 5 | 5 $< S_{ET}^{miss} \leq 6$, $N_\ell = 0$, $N_j \geq 2$, $m_{jj} \in [40, 120]$ GeV |
Category 6 | 6 $< S_{ET}^{miss} \leq 7$, $N_\ell = 0$, $N_j \geq 2$, $m_{jj} \in [40, 120]$ GeV |
Category 7 | 7 $< S_{ET}^{miss} \leq 8$, $N_\ell = 0$, $N_j \geq 2$, $m_{jj} \in [40, 120]$ GeV |
Category 8 | $S_{ET}^{miss} > 8$, $N_\ell = 0$, $N_j \geq 2$, $m_{jj} \in [40, 120]$ GeV |
Category 9 | $6 < S_{ET}^{miss} \leq 7$, $N_\ell = 0$, $N_j < 2$ or ($N_j \geq 2$, $m_{jj} \notin [40, 120]$ GeV) |
Category 10 | 7 $< S_{ET}^{miss} \leq 8$, $N_\ell = 0$, $N_j < 2$ or ($N_j \geq 2$, $m_{jj} \notin [40, 120]$ GeV) |
Category 11 | 8 $< S_{ET}^{miss} \leq 9$, $N_\ell = 0$, $N_j < 2$ or ($N_j \geq 2$, $m_{jj} \notin [40, 120]$ GeV) |
Category 12 | $S_{ET}^{miss} > 9$, $N_\ell = 0$, $N_j < 2$ or ($N_j \geq 2$, $m_{jj} \notin [40, 120]$ GeV) |

Table 1. Criteria used in the categorisation.

5.2 Follow-up selection

To check the small excess of events observed in the previous search from ATLAS using 36.1 fb$^{-1}$ of $pp$ collision data [32], two signal regions (‘SR1L$\gamma\gamma$-a’ and ‘SR1L$\gamma\gamma$-b’) defined in the previous search are reused in this analysis. Events are required to have exactly one lepton with $p_T > 25$ GeV and exactly two photons with $p_T > 40$ (30) GeV for the leading (subleading) photon. The invariant mass of the two photons is required to be $105 < m_{\gamma\gamma} < 160$ GeV, with $E_{T}^{miss} > 40$ GeV. The difference in azimuthal angle in the transverse plane between the diphoton system and the lepton plus $E_T^{miss}$ vector is required to be greater than 2.25 radians. To reduce contributions from $t\bar{t}h$, a $b$-jet veto is used in both the signal regions.

To further reduce contributions from SM backgrounds, the transverse mass $m_T^{W}$ [32] of the lepton and $E_T^{miss}$, and the three-body transverse mass $m_T^{W\gamma_i}$ [32] of the lepton, $E_T^{miss}$ and the $i^{th}$ photon ordered by $p_T$ are used to define the two orthogonal signal regions. For both signal regions, events are required to have $m_T^{W\gamma_1} > 150$ GeV and $m_T^{W\gamma_2} > 80$ GeV. The first signal region, ‘SR1L$\gamma\gamma$-a’, selects events with $m_T^{W} > 110$ GeV and $m_T^{W\gamma_2} > 140$ GeV while the events that fail to satisfy these requirements define the second signal region (‘SR1L$\gamma\gamma$-b’).

6 Signal and background parameterisation

The signals and the SM Higgs boson background mass distributions are described independently using double-sided Crystal Ball functions (as defined in ref. [103]). The parameter values for the functions are extracted by fitting the diphoton invariant mass distributions of the MC simulation for each category. The expected normalisations are calculated from
the theoretical cross-sections multiplied by the acceptance and efficiency from the MC simulation.

The normalisation and shape of the non-resonant background are extracted by fitting the diphoton invariant mass distribution in data for each category. Following the method used in the measurement of the SM Higgs boson decaying into two photons [104], several candidate analytic functions are chosen for the non-resonant background parameterisation: the exponential functions of different-order polynomials, Bernstein polynomials of different order, and an adapted dijet function [105]. The potential bias, denoted by $\Delta N_{\text{bkg}}^{\text{non-res}}$, from the functional form modelling the continuum background in each category is estimated. It is defined as the maximal signal yield extracted from the fit to a continuum-background-only diphoton invariant mass distribution. This distribution is taken from MC simulations and is normalised to the integrated luminosity of 139 fb$^{-1}$, with small statistical uncertainty, using a signal-plus-background model. The Higgs boson mass varies from 115 GeV to 135 GeV [104]. This is to ensure the bias from choosing different background models is conservatively estimated. For categories 2 to 12, the functional form with $\Delta N_{\text{bkg}}^{\text{non-res}}$ less than 20% of the statistical uncertainty in data and with the fewest free parameters is chosen as the nominal background function. In the case of Category 1, with large MC statistical uncertainty, none of the functional forms satisfies the criterion on the fraction of the statistical uncertainty in data, thus the functional form with the smallest $\Delta N_{\text{bkg}}^{\text{non-res}}$ is chosen. The $\Delta N_{\text{bkg}}^{\text{non-res}}$ value of the chosen functional form is taken as the non-resonant background modelling uncertainty in each category and is shown in table 2.

7 Systematic uncertainties

Uncertainties from experimental and theoretical sources that affect the signal efficiency and the SM Higgs boson background yield are estimated from the MC simulation. The non-resonant background is obtained directly from the fit to the data. The only systematic uncertainty in the non-resonant background is the potential bias in $\Delta N_{\text{bkg}}^{\text{non-res}}$ from the choice of background modelling. A summary of the experimental and theoretical uncertainties in the yield from the SM Higgs boson background processes, non-resonant background, and signal production is shown in table 3.

The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [106], obtained using the LUCID-2 detector [107] for the primary luminosity measurements.

The efficiency of the diphoton trigger used to select events is evaluated in MC simulation using a trigger matching technique and in data using a bootstrap method [43]. The uncertainty in the trigger efficiency for events with $105 < m_{\gamma\gamma} < 160$ GeV is found to be 0.4%.

The uncertainty in the vertex selection efficiency is assessed by comparing the efficiency of finding photon-pointing vertices in $Z \rightarrow e^+ e^-$ events in data with that in MC simulation [108]. The resulting uncertainty is found to be negligible in the inclusive photon selection.

The systematic uncertainties due to the photon energy scale and resolution are obtained from ref. [87]. The uncertainty in the energy scale has an effect below 1% on the
Table 2. The analytic functions used to model the non-resonant background, the extracted signals from the background-only fits ($\Delta N_{\text{non-res}}$) to the MC and the relative uncertainty in the non-resonant background within $120 < m_{\gamma\gamma} < 130$ GeV ($\Delta N_{\text{bkg}}^{\text{non-res}}/N_{\text{bkg}}^{\text{non-res}}$) for each category. The variable $x$ is defined as $m_{\gamma\gamma} / \sqrt{s}$ while $a$ and $b$ are parameters of the background functions. The $C_{3}^{j}$ are binomial coefficients and the $b_{j,3}$ are the fitted parameters for the third order Bernstein polynomial parameterization.

<table>
<thead>
<tr>
<th>Category</th>
<th>Function</th>
<th>$\Delta N_{\text{bkg}}$</th>
<th>$\Delta N_{\text{bkg}}^{\text{non-res}}/N_{\text{bkg}}^{\text{non-res}}$</th>
<th>[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(1 - x^{1/3})^{b} \cdot x^{a}$</td>
<td>5.5</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\sum_{j=0}^{3} C_{3}^{j} x^{j}(1 - x)^{3-j} b_{j,3}$</td>
<td>1.8</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$\exp(a \cdot x)$</td>
<td>0.6</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$\exp(a \cdot x)$</td>
<td>0.3</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$\exp(a \cdot x)$</td>
<td>1.6</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$\exp(a \cdot x)$</td>
<td>0.5</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$\exp(a \cdot x)$</td>
<td>0.3</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$\exp(a \cdot x)$</td>
<td>0.2</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$\exp(a \cdot x)$</td>
<td>1.5</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$\exp(a \cdot x)$</td>
<td>0.6</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$\exp(a \cdot x)$</td>
<td>0.4</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$\exp(a \cdot x)$</td>
<td>0.4</td>
<td>3.0</td>
<td></td>
</tr>
</tbody>
</table>

The analytic functions used to model the non-resonant background, the extracted signals from the background-only fits ($\Delta N_{\text{non-res}}$) to the MC and the relative uncertainty in the non-resonant background within $120 < m_{\gamma\gamma} < 130$ GeV ($\Delta N_{\text{bkg}}^{\text{non-res}}/N_{\text{bkg}}^{\text{non-res}}$) for each category. The variable $x$ is defined as $m_{\gamma\gamma} / \sqrt{s}$ while $a$ and $b$ are parameters of the background functions. The $C_{3}^{j}$ are binomial coefficients and the $b_{j,3}$ are the fitted parameters for the third order Bernstein polynomial parameterization.

normalisation of the signals and the SM Higgs boson background in the $p_T$ range of the photons used in the analysis. The uncertainty in the energy resolution has an effect below 2% on the normalisation of the signals and the SM Higgs boson background. The uncertainties affecting the signal and the SM Higgs boson background mass distributions due to the photon energy scale and resolution are also evaluated. The uncertainties vary from below 1% to 20% for different categories and for different SM Higgs boson production processes. Overall, they amount to less than 3% of the total SM Higgs boson background.

Uncertainties in photon identification and isolation efficiencies are estimated [87], and their impact on the number of events in each category is quantified. The photon identification uncertainty varies in the range 1%–3% for the SM Higgs boson background and 1%–2% for the signals in all categories. The uncertainty in the photon calorimeter isolation efficiency is calculated from efficiency differences between applying and not applying corrections derived from inclusive photon events to the isolation variables in simulation. The measurements of the efficiency correction factors using inclusive photon events are used to derive the uncertainty in the photon track isolation efficiency. The photon isolation efficiency uncertainty is found to be in the range 1%–3% for the SM Higgs boson background and 1%–2% for the signals.

Migration of events among categories occurs if the energies of identified particles, jets and the $E_T^{\text{miss}}$, are varied within their uncertainties. The uncertainties in the jet energy scale, resolution [109] and jet vertex tagger are propagated to the $E_T^{\text{miss}}$ calculation. In
addition, the uncertainties in the scale and resolution of the $E_T^{\text{miss}}$ soft term are estimated by using the method described in ref. [101]. The overall jet and $E_T^{\text{miss}}$ uncertainties in the SM Higgs boson processes vary from 1.0% to 34% for each category and for different SM Higgs boson production processes. Overall, they amount to 0.4%–14% for the total SM Higgs boson background. For the signal processes, the overall jet and $E_T^{\text{miss}}$ uncertainties range from 0.2% to 3.3%. An uncertainty in the pile-up modelling in MC simulation is accounted for. This results in an uncertainty of 0.3%–1.8% in the signal yield and 1.3%–1.5% in the SM Higgs boson yield. The uncertainties related to the $b$-tagging of jets are typically less than 1.5% in the SM Higgs boson yield used in the ‘follow-up’ analysis.

The predicted cross-sections of the SM Higgs boson and signal processes are affected by uncertainties due to missing higher-order terms in perturbative QCD. These uncertainties are estimated by varying the factorisation and renormalisation scales up and down from their nominal values by a factor of two, recalculating the cross-section in each case, and taking the largest deviation from the nominal cross-section as the uncertainty. The acceptance uncertainty related to the renormalisation and factorisation scales is less than

<table>
<thead>
<tr>
<th>Source</th>
<th>Signals [%]</th>
<th>Backgrounds [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SM Higgs boson</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2–3.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3–1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2–2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0–0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; 0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3–1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 3. Breakdown of the dominant systematic uncertainties. The uncertainties (in %) in the yield of signals, the background from the SM Higgs boson processes and non-resonant background are shown. All production modes of the SM Higgs boson are considered together. A “—“ indicates that the systematic uncertainty is not applicable to the corresponding sample. If a given source has a different impact on the various categories, the given range corresponds to the smallest and largest impacts among categories or among the different signal models used in the analysis. In addition, the potential bias coming from non-resonant background modelling is shown relative to the background in the signal region $120 &lt; m_{\gamma\gamma} &lt; 130$ GeV.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1% for the signal and 3.7%-5.9% for the SM Higgs boson processes [28]. The normalisation uncertainty of the SM Higgs boson processes is 1.7% to 2.8%. For the signal processes, the effect of PDF and $\alpha_S$ uncertainties in the acceptance times selection efficiency is below 6.6%. It is estimated by using the recommendations of PDF4LHC [28]. Both the intra-PDF and inter-PDF uncertainties are extracted. Intra-PDF uncertainties are obtained by varying the parameters of the NNPDF3.0LO PDF set, while inter-PDF uncertainties are estimated by using alternative PDF sets (CT14 [110] at LO and MMHT2014 [111] at LO). The final inter-PDF uncertainty is the maximum deviation among all the variations from the central value obtained using the NNPDF3.0LO PDF set. In the case of the SM Higgs boson processes, the acceptance effect of $\alpha_S$ and the choice of PDFs ranges from 2.1% to 2.9%, and its normalisation effect is 2.5% to 5.7%. The uncertainty in the branching fraction of $h \to \gamma\gamma$ is 1.73% [28]. The uncertainty in the effect of multiple parton-parton interactions is estimated by switching them on and off in PYTHIA in the production of the ggF SM Higgs boson and signal samples. The resulting uncertainty in the number of events in this sample conservatively reaches 1% for all the categories.

8 Results

The results are derived from an unbinned likelihood fit to the $m_{\gamma\gamma}$ distributions in the range $105 < m_{\gamma\gamma} < 160$ GeV in each category simultaneously. The impact of the SM Higgs boson mass uncertainty is negligible. The signal strength and the background shape parameters are free parameters. The SM Higgs boson yields are taken from the SM predictions as discussed in section 3. The systematic uncertainty in each nuisance parameter is taken into account by multiplying the likelihood by a Gaussian penalty function centred on the nominal value of this parameter with a width set to its uncertainty. The nominal value of each SM Higgs boson background nuisance parameter (including its yield) is taken from the simulation normalised to the SM theoretical predictions.

Figures 4, 5 and 6 show the $m_{\gamma\gamma}$ distribution as well as the analytical signal-plus-background fits, for all 12 signal categories. The total background contains the non-resonant background and the predicted SM Higgs boson contribution. The fit results combining the $\tilde{\chi}_1^0\tilde{\chi}_2^0 \to W^\pm X_1^0 hX_1^0$ signal with $m(\tilde{\chi}_1^0/\tilde{\chi}_2^0) = 200$ GeV and $m(\tilde{\chi}_1^0) = 0.5$ GeV, SM Higgs boson and non-resonant background are shown as the solid curves. A small excess of around two standard deviations is seen in Category 4, however it is consistent with a statistical fluctuation of the SM prediction.

The event yields in the range $120 < m_{\gamma\gamma} < 130$ GeV for data, the signal models, the SM Higgs boson background and non-resonant background in the 12 categories are shown in table 4. The signal samples shown correspond to the $\tilde{\chi}_1^0\tilde{\chi}_2^0 \to W^\pm X_1^0 hX_1^0$ signal with $m(\tilde{\chi}_1^0/\tilde{\chi}_2^0) = 200$ GeV and $m(\tilde{\chi}_1^0) = 0.5$ GeV, and the $hGhG$ signal with $m(h) = 150$ GeV and $m(G) = 1$ MeV. The yields for the non-resonant background and the SM Higgs boson are obtained from a simultaneous background-only fit to the full $m_{\gamma\gamma}$ spectrum for the 12 categories. For the ‘Leptonic’ categories, the $Wh$ process is the largest SM Higgs boson process and occupies 38%-55% of total events. The $t\bar{t}h$ events dominate in the ‘Hadronic’ categories, which account for 36%-41% of total SM Higgs boson process events. In the
Figure 4. Diphoton invariant mass spectra and the corresponding fitted signal and background in the Leptonic categories (a) 1, (b) 2, (c) 3, and (d) 4. The signal samples shown correspond to the $\tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W^{\pm} \tilde{\chi}_1^0 \tilde{\chi}_2^0$ signal with $m(\tilde{\chi}_1^\pm / \tilde{\chi}_2^0) = 200$ GeV and $m(\tilde{\chi}_1^0) = 0.5$ GeV. The non-resonant background (dashed curve), the SM Higgs boson (dotted curve), and the signal (dash-dotted curve) are obtained from a simultaneous signal-plus-background fit to the full $m_{\gamma \gamma}$ spectrum for the 12 categories. The total of these contributions is shown by the solid curves.

‘Rest’ categories, events from the $Zh$ process dominates and holds 37%–58% of total SM Higgs boson contribution. The yields for the signals are estimated from the simulation and normalized to the NLO+NLL predicted cross-sections. The uncertainties correspond to the statistical and systematic uncertainties summed in quadrature. For all the categories, data and background predictions agree within the statistical and systematic uncertainties.

The independently fitted $m_{\gamma \gamma}$ distributions for the ‘follow-up’ signal regions are shown in figure 7. No significant excess of events is seen in either of the two regions. In ‘SR1L$\gamma\gamma$-a’, two events are observed with $3.1 \pm 0.8$ non-resonant background events and $0.5^{+0.2}_{-0.4}$ SM Higgs boson events expected in the range $120 < m_{\gamma \gamma} < 130$ GeV. In the case of ‘SR1L$\gamma\gamma$-b’, 31 events are observed, whereas $16.6 \pm 1.9$ events from non-resonant background and $8.6^{+1.3}_{-2.1}$ events from the SM Higgs boson are expected in the range $120 < m_{\gamma \gamma} < 130$ GeV.

8.1 Limits on the visible cross-section
The observed yields agree with the background predictions, as shown in table 4, and no significant excess of events is observed. Upper limits are set on the visible cross-section
Table 4. Event yields in the range $120 < m_{\gamma\gamma} < 130$ GeV for data, the signal models, the SM Higgs boson background and non-resonant background in each analysis category, for an integrated luminosity of 139 fb$^{-1}$. The signal samples shown correspond to the $\tilde{\chi}_1^\pm \tilde{\chi}_0^0 \rightarrow W^\pm h\tilde{\chi}_1^0$ signal with $m(\tilde{\chi}_1^\pm / \tilde{\chi}_0^0) = 200$ GeV and $m(\tilde{\chi}_0^0) = 0.5$ GeV, and the $h\tilde{G}h\tilde{G}$ signals with $m(\tilde{\chi}_1^0) = 150$ GeV and $m(\tilde{G}) = 1$ MeV. The yields for the non-resonant background and SM Higgs boson are obtained from a simultaneous background-only fit to the full $m_{\gamma\gamma}$ spectrum for the 12 categories. The yields for the signals are estimated from the simulation. The uncertainties correspond to the statistical and systematic uncertainties summed in quadrature.

$$
\sigma_{\text{vis}}^{\text{BSM}} \equiv (A \times \epsilon \times \sigma)^{\text{BSM}} 
$$

for BSM physics processes producing $E_T^{\text{miss}}$ and an SM Higgs boson decaying into two photons, where $A$ and $\epsilon$ are the acceptance and the efficiency for the signal, respectively. The limits are extracted by performing a fit to the non-resonant background and SM Higgs boson background, individually for each category, each time injecting a signal with the same mass distribution as the SM Higgs boson but with a free normalisation. Figure 8 shows the observed and expected 95% confidence level (CL) upper limits on $\sigma_{\text{vis}}^{\text{BSM}}$ for each of the 12 different categories, which are calculated using a one-sided profile-likelihood ratio and the CL$_s$ formalism [112] with the asymptotic approximation described in ref. [113]. The statistical uncertainty is dominant for all categories.

8.2 Interpretation of the wino-like $\tilde{\chi}_1^\pm \tilde{\chi}_0^0 \rightarrow W^\pm h\tilde{\chi}_1^0$ model

Since no significant excess is observed, fit results are interpreted in terms of 95% CL exclusion limits on the production cross-section of the wino-like $\tilde{\chi}_1^\pm \tilde{\chi}_0^0 \rightarrow W^\pm h\tilde{\chi}_1^0$ model [26, 27]. Upper limits on the contribution of events from the considered processes are computed by using the modified frequentist CL$_s$ approach based on asymptotic formulae [112, 113]. Figure 9 shows 95% CL exclusion limits on the production cross-section of $\tilde{\chi}_1^\pm \tilde{\chi}_0^0 \rightarrow W^\pm h\tilde{\chi}_1^0$ as a function of $m(\tilde{\chi}_1^0 / \tilde{\chi}_0^0)$. The observed 95% CL upper limits on the production cross-section vary from 1.92 pb to 0.16 pb for $m(\tilde{\chi}_1^0 / \tilde{\chi}_0^0)$ from 150 GeV to 600 GeV. The expected 95% CL upper limits range from 1.43 pb to 0.11 pb for the same range. A 95% CL lower limit of 310 GeV in $m(\tilde{\chi}_1^0 / \tilde{\chi}_0^0)$, where $m(\tilde{\chi}_1^0) = 0.5$ GeV, is set.
Figure 5. Diphoton invariant mass spectra and the corresponding fitted signal and background in the Hadronic categories (a) 5, (b) 6, (c) 7, and (d) 8. The signal samples shown correspond to the $\tilde{\chi}_1^\pm\tilde{\chi}_2^0 \rightarrow W^\pm\tilde{\chi}_1^0 h\tilde{\chi}_1^0$ signal with $m(\tilde{\chi}_1^\pm/\tilde{\chi}_2^0) = 200$ GeV and $m(\tilde{\chi}_1^0) = 0.5$ GeV. The non-resonant background (dashed curve), the SM Higgs boson (dotted curve), and the signal (dash-dotted curve) are obtained from a simultaneous signal-plus-background fit to the full $m_{\gamma\gamma}$ spectrum for the 12 categories. The total of these contributions is shown by the solid curves.

The observed and expected exclusion contours at 95% CL for the $\tilde{\chi}_1^\pm\tilde{\chi}_2^0$ production in the $m(\tilde{\chi}_1^\pm/\tilde{\chi}_2^0)-m(\tilde{\chi}_1^0)$ plane are shown in figure 10.

8.3 Interpretation of the higgsino-like $h\tilde{G}h\tilde{G}$ model

As a second SUSY scenario, a GMSB model where the two lightest neutralinos and the lightest chargino are higgsinos is considered [36–38]. The $\tilde{\chi}_1^\pm$, $\tilde{\chi}_1^0$, and $\tilde{\chi}_2^0$ are almost mass degenerate in this model, with $\tilde{\chi}_1^0$ being the lightest of the three states. The LSP is a gravitino. In figure 11, the observed and expected 95% CL upper limits, with uncertainties, on the higgsino production cross-section in the $h\tilde{G}h\tilde{G}$ models for different $m(\tilde{\chi}_1^0)$ masses are presented. The levelling off of expected limits at low $m(\tilde{\chi}_1^0)$ masses is due to the acceptance times efficiency in this region. The theoretical prediction includes the $\tilde{\chi}_1^0\tilde{\chi}_2^0$, $\tilde{\chi}_1\tilde{\chi}_1^\pm$, $\tilde{\chi}_2\tilde{\chi}_1^\pm$, and $\tilde{\chi}_1^\pm\tilde{\chi}_2^\pm$ production modes, where $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^\pm$ promptly decay into the $\tilde{\chi}_1^0$ and particles that have too low momentum to be detected. In the $h\tilde{G}h\tilde{G}$ model, higgsino masses below 380 GeV are excluded at 95% CL.
Figure 6. Diphoton invariant mass spectra and the corresponding fitted signal and background in the Rest categories (a) 9, (b) 10, (c) 11, and (d) 12. The signal samples shown correspond to the $\tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W^\pm \tilde{\chi}_1^0 h \tilde{\chi}_1^0$ signal with $m(\tilde{\chi}_1^\pm / \tilde{\chi}_2^0) = 200$ GeV and $m(\tilde{\chi}_1^0) = 0$ GeV. The non-resonant background (dashed curve), the SM Higgs boson (dotted curve), and the signal (dash-dotted curve) are obtained from a simultaneous signal-plus-background fit to the full $m_{\gamma\gamma}$ spectrum for the 12 categories. The total of these contributions is shown by the solid curves.

9 Conclusion

A search for a chargino and a neutralino decaying via the 125 GeV Higgs boson into photons is presented. This study is based on the full data collected between 2015 and 2018 with the ATLAS detector at the LHC, corresponding to an integrated luminosity of 139 fb$^{-1}$ of $pp$ collisions at a centre-of-mass energy of 13 TeV. No significant excess over the expected background is observed. Upper limits at 95% confidence level are set on the $\tilde{\chi}_1^\pm \tilde{\chi}_2^0$ and higgsino production cross-section, and the visible cross-section for beyond the Standard Model physics processes. For the $\tilde{\chi}_1^\pm \rightarrow W^\pm \tilde{\chi}_1^0 h \tilde{\chi}_1^0$ model, the observed 95% confidence-level upper limits on the production cross-section vary from 1.92 pb to 0.16 pb for $m(\tilde{\chi}_1^\pm / \tilde{\chi}_2^0)$ from 150 GeV to 600 GeV, where $m(\tilde{\chi}_1^0)$ is set to 0.5 GeV. The expected 95% confidence-level upper limits range from 1.43 pb to 0.11 pb for the same mass interval. A 95% confidence-level lower limit of 310 GeV in $m(\tilde{\chi}_1^\pm / \tilde{\chi}_2^0)$, where $m(\tilde{\chi}_1^0) = 0.5$ GeV, is set. Upper limits at the 95% confidence-level are set on the higgsino production cross-section. Higgsino masses
Figure 7. Diphoton invariant mass spectra and the corresponding fitted signal and background in the signal regions (a) ‘SR1Lγγ-a’ and (b) ‘SR1Lγγ-b’. The signal samples shown correspond to the $\chi_{1}^\pm \chi_2^0 \rightarrow W^\pm \chi_1^0 h_{\chi_1}$ signal with $m(\chi_{1}^\pm / \chi_2^0) = 200 \text{ GeV}$ and $m(\chi_1^0) = 0.5 \text{ GeV}$. The non-resonant background (dashed curve), the SM Higgs boson (dotted curve), and the signal (dash-dotted curve) are obtained from a signal-plus-background fit to the full $m_{\gamma\gamma}$ spectrum in ‘SR1Lγγ-a’ (a) and ‘SR1Lγγ-b’ (b) separately. The total of these contributions is shown by the solid curves.

Figure 8. The 95% CL model-independent upper limits computed from individual fits in each of 12 categories on the visible cross-section $\sigma_{\text{vis}}^\text{BSM} = \sigma \times A \times \epsilon$ for any $pp \rightarrow h_{125 \text{ GeV}} + E_T^{\text{miss}} \rightarrow \gamma\gamma + E_T^{\text{miss}}$ BSM processes.
\[ \frac{\chi}{W} \rightarrow \chi h, \quad \text{BR}(\chi^0 \rightarrow W^0 h) = 100\% \]

\[ m(\chi^0) = 0.5 \text{ GeV} \]

**Figure 9.** Expected and observed 95% CL exclusion upper limits on the production cross-section of \( \chi^\pm \chi^0 \rightarrow W^\pm \chi^0 h \chi_1^0 \) as a function of \( m(\chi^+_1/\chi^0_2) \).

\[ \chi^\pm \chi^0 \rightarrow \chi^\pm W^\mp \chi^0 h, \quad \text{BR}(\chi^0 \rightarrow W^0 h) = 100\% \]

\[ 1 \text{ fb}^{-1} \]

**Figure 10.** The observed (solid line) and expected (dashed lines) exclusion limit contours at 95% CL for the \( \chi^\pm \chi^0 \) production in the \( m(\chi^+_1/\chi^0_2)-m(\chi^0_1) \) plane. The dotted lines represent the \( \pm 1 \sigma \) theoretical uncertainty for the observed limit. The \( \pm 1 \sigma \) expected exclusion limit contour is shown as the shaded band. The expected limit for the 36.1 fb\(^{-1} \) analysis [32] is also shown for comparison in the dash-dotted line.
below 380 GeV are excluded for the case of the higgsino fully decaying into a Higgs boson and a gravitino.
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