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Abstract

This thesis presents the experimental investigation of the effect of double diffusion on the dynamics of turbulent plumes and jets. Although it consists of seven distinct chapters, the work presented here can be broadly broken down into two parts.

The first part addresses the effect of double diffusion on the rate of entrainment in turbulent plumes in the salt-fingering configuration. Plumes over a range of source buoyancy fluxes $B_0$ and source density ratios $R_\rho$ are examined experimentally using two experimental methods. The first method is based on the filling-box technique introduced by Baines (1983), which allows the plume volume flux to be measured directly. The second method uses PIV and LIF to obtain simultaneous two-dimensional measurements of the velocity and scalar fields within the flow. The results obtained using both techniques reveal that when the plumes are double-diffusive ($R_\rho > 0$) the rate of turbulent entrainment is not constant, with an up to 20% reduction in the value of the entrainment coefficient from the value found for single-diffusive plumes, i.e. plumes with $R_\rho = 0$. The scale of reduction is found to be in direct relation to the source density ratio and is inversely related to the distance travelled by the plume, indicating that double-diffusive effects decrease as the plume evolves. Ultimately, double-diffusive plumes attain self-similarity and resemble the behaviour of single-diffusive plumes. We propose an explanation for the observed reduction in the entrainment coefficient on the basis of differential diffusion hindering large-scale engulfment at the edge of the plume.

For the second part, we investigate the effect of double diffusion on the dynamics of initially neutrally-buoyant warm and salty turbulent jets discharged horizontally into stationary cooler freshwater ambient. Jets over a range of source Reynolds numbers and source temperature/salinity combinations are examined. In all cases, we observed sinking jet trajectories and the formation of salt fingers along the lower surface. Increasing the source concentration of both scalar properties led to more pronounced jet sinking trajectories and earlier formation of salt fingers, demonstrating the significance of the double-diffusive processes. We propose that it is the differential double-diffusive fluxes across the jet-ambient turbulent/non-turbulent interfaces that causes the build-up of negative buoyancy and hence the sinking motion. In addition, we make predictions on the onset point of the salt fingers based on the balance between diffusive processes and the jet entrainment, and compare them with the experimental observations.
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# Nomenclature

## Roman Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>Buoyancy flux</td>
<td>$[L^4T^{-3}]$</td>
</tr>
<tr>
<td>$b$</td>
<td>Plume/jet radius</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration</td>
<td>$[LT^{-2}]$</td>
</tr>
<tr>
<td>$g'$</td>
<td>Buoyancy</td>
<td>$[LT^{-2}]$</td>
</tr>
<tr>
<td>$Fr$</td>
<td>Froude number</td>
<td>[-]</td>
</tr>
<tr>
<td>$Le$</td>
<td>Lewis number</td>
<td>[-]</td>
</tr>
<tr>
<td>$M$</td>
<td>Momentum flux</td>
<td>$[L^4T^{-2}]$</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass</td>
<td>$[L^4T^{-2}]$</td>
</tr>
<tr>
<td>$N$</td>
<td>Buoyancy frequency</td>
<td>$[T^{-1}]$</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
<td>[-]</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
<td>$[ML^{-1}T^{-2}]$</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td>[-]</td>
</tr>
<tr>
<td>$Q$</td>
<td>Volume flux</td>
<td>$[L^3T^{-1}]$</td>
</tr>
<tr>
<td>$R$</td>
<td>Stability ratio</td>
<td>[-]</td>
</tr>
<tr>
<td>$r$</td>
<td>Radial co-ordinate</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$Ra$</td>
<td>Rayleigh number</td>
<td>[-]</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td>[-]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
<td>Units</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>-------</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Richardson number</td>
<td>[-]</td>
</tr>
<tr>
<td>$S_c$</td>
<td>Schmidt number</td>
<td>[-]</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>[$\Theta$]</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>[$T$]</td>
</tr>
<tr>
<td>$u$</td>
<td>Radial velocity component</td>
<td>[$LT^{-1}$]</td>
</tr>
<tr>
<td>$w$</td>
<td>Streamwise velocity component</td>
<td>[$LT^{-1}$]</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume</td>
<td>[$L^3$]</td>
</tr>
<tr>
<td>$z_{vo}$</td>
<td>Virtual origin correction</td>
<td>[L]</td>
</tr>
</tbody>
</table>

**Greek Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Entrainment coefficient</td>
<td>[-]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Volumetric expansion coefficient</td>
<td>[-]</td>
</tr>
<tr>
<td>$\eta_B$</td>
<td>Batchelor length scale</td>
<td>$L$</td>
</tr>
<tr>
<td>$\eta_K$</td>
<td>Kolmogorov length scale</td>
<td>$L$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Plume Richardson number</td>
<td>[-]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Double-diffusive flux ratio</td>
<td>[-]</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Coefficient of molecular diffusivity</td>
<td>[$L^2T^{-1}$]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Kinematic viscosity</td>
<td>[$L^2T^{-1}$]</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Gradient operator</td>
<td>[$L^{-1}$]</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Dynamic viscosity</td>
<td>[$ML^{-1}T^{-1}$]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Plume/jet density</td>
<td>[$ML^{-3}$]</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>Ambient density</td>
<td>[$ML^{-3}$]</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>Reference density</td>
<td>[$ML^{-3}$]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Non-dimensional time scale</td>
<td>[-]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Vorticity</td>
<td>[$T^{-1}$]</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Buoyant flows

From the great diversity of fluid flows that we encounter every day in our lives an astonishing variety are induced by buoyancy. The buoyancy force, which drives the fluid motion, arises from the density differences, which in turn originate from inhomogeneities in various properties, most commonly temperature and concentration of chemical species. Buoyancy-driven flows can be found everywhere and at all scales, from within the molten Earth’s core, to our oceans, lakes and atmosphere. Specific examples include the descending motions of downdrafts in the atmosphere, the rise and fall of volcanic ash clouds, or the propagation of smoke in free or enclosed spaces (Hunt, 1991). The ability to accurately predict the mixing and ultimate state of the released fluid in these and other relevant scenarios is critical in environmental and industrial applications. Considerable research attention has therefore been paid to the dynamics of turbulent buoyant releases in a variety of flow configurations.

Depending on the force fields, flow geometries and boundary conditions, there are a multiplicity of buoyancy-driven flows, including gravity currents, thermals, and arguably the two most common: plumes and buoyant jets. It is these two types of free shear flows that will be the focus of this study, which explores the dynamics of turbulent plumes and jets under the influence of double-diffusive processes.

Below we provide a brief account of jets and plumes, outlining their characteristic features, similarities and distinctions. A brief summary of the mechanism of turbulent entainment and the basics of double-diffusive convection are laid out in sections 1.2.2 and 1.3, respectively. An overview of a rather limited relevant literature on double-diffusive plumes and jets is presented in section 1.4. We conclude this Chapter by formulating the problem and the key objectives for this work in section 1.5.
1.2 Plumes & jets

Fig. 1.1 Photographs of: (a) thermal plume generated by a fire that destroyed Barcelona’s Gran Teatro del Liceo (from Time, February 14, 1994. Courtesy of Gamma-Imaginechina); (b) high-Reynolds-number turbulent jet produced by the test of a rocket (courtesy of Lockheed Martin).

1.2.1 Background

Plumes are convective flows with predominantly vertical motion, which occur whenever buoyant fluid is persistently released from a localised source. In an ideal case of a pure plume, motion is driven by the buoyancy force alone. In contrast, pure jets originate from localised continuous sources of momentum. Although visual features of plumes and jets are rather similar, with examples of both shown in figures 1.1a and 1.1b respectively, their motions originate from and are driven by these two different mechanisms. That is, perhaps, the main distinction between these two types of flows.

Plumes and jets are common in a wide variety of natural and industrial circumstances, with their length scales ranging over several orders of magnitude. In most cases of practical interest plumes and jets are turbulent, exhibiting chaotic motion and having a high Reynolds number $Re = UL/\nu$, where $U$ is a velocity scale of the plume/jet, $L$ a characteristic length scale, e.g. the plume/jet radius, and $\nu$ the kinematic viscosity of the fluid. In nature, examples of turbulent plumes include, but are not limited to, seafloor hydrothermal vents, known as ‘black-smokers’, plumes of freshwater formed by melting of glaciers and icebergs and, most energetic of all,
plumes due to explosive volcanic eruptions (Carazzo et al., 2006). Recent examples of rather dramatic environmental events involving plumes are the eruption of the Icelandic volcano Eyjafjallajökull in 2010 and the Deepwater Horizon oil leak in the Gulf of Mexico in the same year (Burridge et al., 2016). In some extreme cases, plumes can be formed by large explosions or nuclear accidents (Hunt and Van den Bremer, 2010). Examples of turbulent jets due to industrial human activities include jet engines discharging hot gas into the atmosphere and effluent from submerged cooling water outlets of fossil-fuelled power plants.

Pure plumes and jets have received considerable research attention since 1930s. In one of the earliest studies, Schmidt (1941) proposed similarity solutions for steady plumes. Earlier still, Tollmien (1926) had developed similarity solutions for a pure turbulent jet. A little later, Priestley and Ball (1955) developed a plume model based on energy conservation of the mean flow. At around the same time, Morton et al. (1956) developed similarity solutions for pure plumes on the basis of conservation of volume, momentum and buoyancy.

Although of great theoretical interest, the idealised cases considered in these studies are rather uncommon. In particular, in the aforementioned real world scenarios, plumes are rarely driven by the buoyancy force alone. Similarly, it is rather uncommon to encounter a pure jet flow, with no buoyant scalar component within it. Instead, in most practical cases, plume/jet flows are driven by some combination of both buoyancy and momentum. Such flows are commonly termed ‘forced plumes’ or ‘buoyant jets’. These less idealistic fluid flows are normally differentiated on the basis of a flux-balance parameter introduced by Morton (1959), quantifying the balance between buoyancy and momentum, with purely buoyant plumes and pure momentum jets being the two limiting states. One example of a buoyant jet is the discharge of thermal effluent from a steam-electric power plant. The effluent is often warmer and thus lighter than the water in the reservoir it is discharged into, resulting in a rising jet motion. The ability to predict the evolution and ultimate fate of buoyant jet fluid is of crucial importance for ecological, environmental and industrial reasons, and has motivated various authors to investigate the dynamics of buoyant jets theoretically (Chen and Rodi, 1980; Hirst, 1971; Jirka, 2004) and experimentally (Bloomfield and Kerr, 2002; Lane-Serff et al., 1993; Roberts et al., 1997).

Common to both plumes and jets is the process of turbulent entrainment of ambient fluid into the flow. The entrainment process largely determines the dynamics of a jet/plume, and therefore is discussed in detail in the next section. For a basic
Turbulent plumes and jets are characterised by the presence of strong eddying motions occurring at various length and time scales. These turbulent eddies interact with each other and the surrounding fluid, causing the gradual advancement of turbulent flow into the non-turbulent ambient fluid via the process of turbulent entrainment.

Turbulent entrainment in jets and plumes is generally believed to be a multiple-stage process (Turner 1986; Philip and Marusic 2012), as illustrated schematically in figure 1.2. Considering the instantaneous region between the two vertical blue lines, the non-turbulent ambient fluid is first induced towards the turbulent boundary of a plume/jet and engulfed by the motions of large-scale eddies. The engulfed fluid, shown as the shaded regions in the figure, is then ‘nibbled’ across the turbulent/non-turbulent interface (TNTI) by the action of viscous diffusion of small-scale eddies and is thereby made turbulent.

Although it is generally agreed that both large- and small-scale processes play an important role in the process of turbulent entrainment, there exists an on-going debate on which of the two is the dominant mechanism. Contradictory to the results
in support of ‘nibbling’ obtained in some recent numerical simulations (Mathew and Basu, 2002) and experiments (Westerweel et al., 2005), a significant amount of early (Gartshore 1966; Townsend 1970; Brown and Roshko 1974) and recent (Burridge et al., 2017) experimental studies suggest that engulfment is the dominant process.

For most practical applications, the variety of scales present in the process of turbulent entrainment makes it impossible (at the current stage) to fully resolve the entrainment process. This in turn, creates the need for effective entrainment modelling techniques. The classical approach to modelling turbulent entrainment, formulated by Morton et al. (1956), takes the profiles of time-averaged vertical velocity (and buoyancy force in the case of a plume) in horizontal sections of turbulent plumes/jets to be of similar form at all heights from the source. From this hypothesis of geometric self-similarity, it follows that in a uniform environment the rate of entrainment at the edge of turbulent plumes/jets is a constant fraction of some characteristic velocity at that height, called the ‘entrainment coefficient’ $\alpha$. The development and applications of this entrainment assumption to various geophysical flows is discussed in depth by Turner (1986). To date, the exact numerical value of $\alpha$ cannot be obtained theoretically and has to be determined from other considerations, such as laboratory experiments or numerical simulations.

Determination of the numerical value of the entrainment constant for turbulent jet and plumes has received continuous attention over the past 65 years. The reported values from various experimental investigations, aggregated from Linden (2000) and Carazzo et al. (2006), are presented in table 1.1. These measurements show that under the top-hat representation, for which plume/jet properties are taken to be constant within the plume and zero outside, the typical ranges of values for $\alpha_T$ in jets and plumes are $0.065 < \alpha_T^j < 0.084$ and $0.10 < \alpha_T^p < 0.16$, respectively. The origin of this rather high variability remains unexplained. Among the commonly suggested reasons for such large discrepancies are the differences between measurement techniques, the nature of fluids and the particular geometries of the nozzles used (Carazzo et al., 2006). To the contrary, George (1989) argued that the differences in the measured values of $\alpha$ should not be attributed to the experimental errors, but instead explained by the inability of the concept of universal self-similarity to capture the multiplicity of self-preserving states determined by initial conditions. Despite the scatter, previous experimental measurements strongly suggest that $\alpha^p > \alpha^j$. The systematic difference between the entrainment values measured for jets and plumes suggests that it is likely to be caused by buoyancy-enhanced turbulence (List 1982; Kaminski et al. 2005).
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Forstall and Gaylord (1955) J L w 0.070
Wang and Law (2002) J L l 0.075
Papanicolaou and List (1988) J L l 0.074
Rosensweig et al. (1961) J G w 0.076
Panchapakesan and Lumley (1993) J G w 0.095
Ruden (1933) J G w 0.070
Papanicolaou and List (1988) P L l 0.124
Wang and Law (2002) P L l 0.124
Rouse et al. (1952) P G w 0.120
George et al. (1977) P G w 0.159
Shabbir and George (1994) P G w 0.154
Baines (1983) P L f 0.104
Ezzamel et al. (2015) P G p 0.141
Nakagome and Hirata (1980) P - - 0.170

Table 1.1 Experimentally measured values of the ‘top-hat’ entrainment coefficient for plumes and jets, aggregated from Linden (2000) and Carazzo et al. (2006). Flow: J = jet, P = plume; Fluid: L = liquid, G = gas; Method: w = hot-wire probe anemometers; l = laser-Doppler anemometry and laser-induced fluorescence concentration technique; p = particle image velocimetry; f = ‘filling-box’ technique by Baines (1983).

1.2.3 Origin of buoyancy

In many cases, the density difference, which gives rise to the buoyancy force that drives the plume/buoyant jet fluid motion, originates from the difference in concentration of only one scalar quantity, e.g. temperature or salinity. In this thesis, we refer to such flows as ‘single-diffusive’. However, it is not uncommon for a plume/jet fluid to contain two (or more) scalar components which contribute to its density and diffuse at different rates, e.g. heat and salt. We refer to such flows as ‘double diffusive’, with one example being a plume of freshwater rising along a wall of a melting iceberg. The plume is double diffusive since the freshwater produced is normally colder than the saline ocean water and thus is different in both temperature and salinity. An example of a double-diffusive plume in an industrial context is the discharge of waste brine from a seawater desalination facility into the ocean (Del Bene et al., 1994). The injected brine is double-diffusive as it is typically warmer and saltier than the ambient ocean. Given that the purpose of this work is to investigate the effect of double diffusion on the dynamics of turbulent plumes/jets, we now turn to a brief overview of the field of double-diffusive convection.
1.3 Double-diffusive convection

The existence of an overall statically stable density distribution does not guarantee stability in a fluid system that consists of multiple scalar properties (Turner, 1979). Double-diffusive convection may occur if the density field is produced by two or more components with different molecular diffusivities (e.g. heat and salt), which make opposing contributions to the vertical density gradient (Huppert and Turner 1981; Hunt and Linden 2001a). This comparatively recent field of fluid mechanics was originally motivated by oceanographic field observations of layered thermohaline structures, and was later extended to applications in geology, metallurgy and astrophysics. As part of the early attempts to explain the nature of nearly discontinuous thermohaline oceanic structures, a number of theoretical and experimental studies have been performed. In one of the first experimental studies on the subject, Turner and Stommel (1964) observed various instabilities, arising in an initially hydrodynamically stable liquid column, but in which a stable gradient in one property (salinity or temperature) was counteracted by the distribution of the other property. Their experiments revealed that depending on whether the faster or slower component is unstably distributed, double diffusive processes can lead to two distinct types of instabilities. These two distinct cases are described in detail below.

1.3.1 Diffusive convection

In the situation where the faster diffusing component \((T)\) is unstably distributed (e.g. when a layer of cold fresh water lies above warm salty water), the so-called ‘diffusive’ configuration is formed. Such a case was first considered on theoretical grounds by Stern (1960), and was for the first time observed experimentally by Turner and Stommel (1964). Their experiments showed that water, stabilised by an initially smooth linear salt gradient and then heated from below, convects in layers which are separated by thin stable interfaces. The layers formed through a turbulent convective mechanism, sustained by a more rapid vertical diffusive transport of heat relative to salt, and referred to as ‘diffusive convection’. The thin interfaces that separated these layers were termed ‘diffusive’, as the heat and salt across the interfaces was transported by molecular diffusion alone. Diffusive interfaces can be frequently found in the oceans, for example where cold, Arctic water formed by the melting of sea ice interacts with the warmer, saltier water from the Atlantic (Schmitt, 1994). They can also be found during replenishment of some magma chambers Turner and Campbell (1986) and within industrial solar ponds (Newell and Boehm, 1982).
The phenomenological processes driving convection across the diffusive interface were described by Turner (1965), with the general idea that heat and salt are transferred by conduction until breaking of a wave occurs, followed by mixing through molecular processes. In this process, buoyancy associated with the temperature field is used to lift the salt elements. In line with Turner’s view, later, Linden and Shirtcliffe (1978) proposed a theory in which heat and salt are diffused across a stable core region between the two layers and are carried away by convective elements that periodically break away from the edge of the core. Their model, which extended ideas proposed by Howard (1964) for high-Rayleigh-number convection, centres on the idea of a cyclical process, in which the boundary layers separating the diffusive core from the well-mixed layers grow by diffusion until a local critical Rayleigh number is exceeded, causing eruption and restoring the layers to their initial state. In general, among other factors, the dynamics of double-diffusive processes depends on the parameter \( R_\rho = \beta_T \Delta T / \beta_S \Delta S \), commonly referred to as ‘density’ or ‘stability’ ratio, where \( \beta_T \) and \( \beta_S \) are the expansion coefficients for the faster-diffusing component \( T \) and the slower-diffusing component \( S \), respectively and \( \Delta \) refers to the difference in the quantity with respect to the ambient. Note that throughout this thesis we will follow the convention of \( R_\rho = \beta_T \Delta T / \beta_S \Delta S = 1/R_\rho^* \). Linden and Shirtcliffe (1978) suggested that at large values of the density ratio \( R_\rho \), where \( \beta_T \Delta T \) and \( \beta_S \Delta S \) are relative effects of temperature and salt on the total departure from a reference fluid density \( \rho_r \), the cyclical eruption cannot return the layers to their initial state, leading to a build-up of heat and salt at the edges of the diffusive core, which cannot be removed by convection.

Within a certain range of governing parameters, diffusive processes can lead to an oscillatory diffusive instability. This range is narrow, owing to the fact that oscillatory modes can be easily damped by viscous drag (Linden, 2000). The process leading to an instability is described as follows. Consider a two-layered stratification with a layer of warm and salty fluid below one which is cold and fresh. Imagine a small parcel of warm and salty fluid displaced vertically upwards into the ambient which is fresh and cold. Heat will diffuse away from the parcel much faster than salt, leading to a build-up of negative buoyancy within the parcel. Reaching its terminal displacement, the negative buoyancy will generate vertical motion in the direction opposite to the initial perturbation. Upon its return to the original position, the parcel will find itself heavier than its surroundings, as well as itself originally. Thus, on its return to the initial position, the parcel experienced a buoyancy force greater than on its way up. This difference provides the parcel with some extra energy, making it overshoot its original equilibrium position. Below the equilibrium level, the parcel again quickly regains
1.3 Double-diffusive convection

Fig. 1.3 A field of salt fingers formed by setting up a stable temperature gradient and pouring salt solution on top (Huppert and Turner, 1981).

temperature but not salinity, making it now fresher and therefore lighter than the surrounding fluid. In a similar fashion, gravity forces it upwards, the parcel overshoots, and the process repeats. The energy gained by the particle during each cycle leads to a gradual growth of the amplitude of oscillations, resulting in the so-called ‘overstable’ mode of instability.

1.3.2 Salt-fingering convection

The first hints of the possibility of convection in the opposite configuration to that described above were laid out by Stommel et al. (1956) in their work on the perpetual salt fountain. The authors realised that if a narrow heat-conducting pipe was inserted into a tank with a linear stratification of stable temperature and unstable salt, a salt fountain can be formed. The proposed explanation was that heat conduction through the pipe walls would rapidly equilibrate the temperature of water inside the pipe, while keeping it fresher (and therefore lighter) in the absence of salt diffusion. Shortly after, Stern (1960) realised that the presence of a physical boundary stopping salt diffusion is not a necessary condition, and that an instability can arise due to the difference between the molecular diffusivities of salt and temperature, as explained below.

Consider a two-layered stratification with warm and salty water lying on top of a cold and fresh layer. If a small parcel of warm salty fluid is perturbed to find itself in the lower layer, both heat and salt diffusion across its interface will ensue. The $O(100)$ times faster temperature diffusion will lead to rapid adjustment of the parcel temperature to that of its surroundings, but it will still retain most of its salt. The
parcel therefore ends up being denser than the ambient fluid and will start to sink. At the same time the adjacent fluid parcel raised into the upper layer will continue rising, as it will continue gaining heat but remain relatively fresh. In this manner, lateral diffusion processes will induce horizontal density variations, leading to convection in the form of ‘salt fingers’, shown in figure 1.3.

The diffusive nature of the origin of salt fingers implies that the spatial scale of convection cells is controlled by the diffusivity of the faster-diffusing component. This was confirmed by Stern using linear growth-rate calculations, showing that the fastest-growing convective cells are tall and thin. The obtained lengthscale of the salt fingers was based on the balance between the destabilising diffusive processes and stabilising viscous effects. Qualitatively, wide fingers do not lose enough heat laterally to fully engage double-diffusive mechanics and therefore they cannot grow as fast as intermediate width fingers. Overly thin fingers are damped by viscosity and ultimately by salt diffusion.

Visual observations (similar to that presented in figure 1.3) confirm that salt fingers normally take the form of long narrow convection cells moving alternately up and down through the fluid. The first indication of such finger structures came from an experiment of Stommel and Faller, cited in Stern (1960). Later, in an experimental study with two homogeneous layers of liquid, Turner (1967) presented an experimental photograph, which gave a good indication of the columnar nature of the salt fingers. Turner’s experiment was performed with heat and salt and the two diffusing components. Only a few years later, Stern and Turner (1969) noted that the same phenomenon would occur if the fluid consisted of two solutes with much closer molecular diffusivities (e.g. sugar above a salt solution). Shirtcliffe and Turner (1970) obtained shadowgraphs showing the planforms of the fingers which existed between a layer of sugar solution above a layer of salt solution.

An important factor that may hinder the development and subsequent motion of salt fingers is turbulence. Motivated by the observations of layered structures in the ocean, where turbulence levels are generally high, Linden (1971) posed a question of whether salt finger convection may be altered by the presence of turbulence. In search for an answer, he investigated the nature of salt finger convection exposed to grid-generated turbulence within a two-layered stratification in a salt-fingering configuration within a tank containing stirring grids. His finding showed that unsteady shearing, produced by stirring on both sides of the interface, can rapidly disrupt the fingering interface, leading to a decrease of the vertical salt flux. An extension to this result was made by Linden (1974), where he performed a similar investigation in presence of a steady
1.4 Double-diffusive plumes and jets

Given their commonality, it is somewhat surprising that, unlike single-diffusive plumes and jets, details of which have been studied in considerable detail, availability of literature on their double-diffusive equivalents is rather limited: we have found no studies addressing the dynamics of entrainment in turbulent double-diffusive plumes, and only a few works on related phenomena in plumes and jets, which are described below. This gap in the literature could be the result of the extrapolation of a widespread assumption that for flows at high Reynolds numbers and Péclet numbers ($Pe = UL/\kappa$,
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where $\kappa$ is molecular diffusivity), slow molecular diffusive processes have little effect on the overall dynamics of the flow (Hunt and Van den Bremer, 2010). Although this assumption is valid for single-diffusive turbulent flows, demonstrated through previously noted agreement between heat-only and salt-only turbulent plumes at various scales (Briggs, 1982), as will be shown later in this work, double diffusion can have a considerable effect on the dynamics of turbulent free shear flows.

Turner and Chen (1974) conducted a series of exploratory, mostly qualitative, laboratory experiments, among which were, to the best of my knowledge, the first experiments with a double-diffusive plume. These involved horizontal injections of a sugar solution through a small (2 mm diameter) nozzle positioned at the mid-depth of the experimental tank into an initially homogeneous salt solution of the same nominal density. In this configuration, the faster-diffusing component $T$ is salt and the slower-diffusing component $S$ is sugar. Despite the slow injection flow rate, which in the case of salt-fresh water system would produce a laminar flow, the observed behaviour was significantly more violent. In particular, under the action of double-diffusive processes, the plume ‘split’ into two vertical motions, both upwards and downwards. The authors attributed this observation to the differences in molecular diffusivities of salt and sugar. In particular, they reasoned that the faster diffusion of ambient salt into the plume fluid was making the latter heavier, while the immediate surroundings were becoming lighter. This, in turn, rapidly generated vertical plume motions in opposite directions. Turbulence, developing in the plumes, acted to increase the concentration gradients and thus the rates of diffusion, further strengthening their vertical motions.

Later, McDougall (1983) conducted a similar, but more comprehensive experimental study (i.e. the buoyancy flux from the source was non-zero), in which the behaviour of heat-salt and salt-sugar doubly-diffusive plumes and their surroundings in confined and unconfined environments was investigated. The first part of his study addressed the influence of double-diffusive convection on the turbulent plume itself. For the qualitative description of plume behaviour, the author adopted a ‘parcel argument’, in which he assumed that although buoyancy is the driver of plume motion, the plume fluid parcels can exchange their scalar properties with the environment, leading to changes in their buoyancy. In some particular configurations with an unstable distribution of the faster-diffusing component, the action of double-diffusion reversed the initial buoyancy of a fluid parcel, making it move in the opposite direction to that of the main plume. McDougall (1983) captured this striking feature during a release of a slightly denser salt plume into sugar solution (see figure 1.4a).
Turner and Veronis (2000) studied experimentally the two-dimensional double-diffusive processes, motivated by the observations of layering and intrusions in the ocean reported by Schmitt (1994) and Carmack et al. (1997). Motivated to provide some explanation for some of the effects observed in a series of their experiments, the authors performed experiments with a plume of sugar flowing slowly into a homogenous salt solution. Their result, once again confirmed the earlier observations of plume splitting and motivated Turner to perform a more structured sequence of investigations, covering a wider range of possible plume/ambient configurations.

Consequently, Turner (2001) conducted laboratory experiments in which sugar plumes were fed into a homogeneous tank of salt solution, and salt plumes into a sugar solution, over a range of density ratios \( R_{\rho} \). The experimental tank was fitted with a partition at mid-depth, which could be closed at the end of a known period of input so that the concentration changes above and below the source could be deduced. The resulting upward and downward transports of the two properties were thereby measured directly in both cases. The authors found large differences between the upward and downward transport of the two properties, which was again attributed to the difference in the rates of diffusion of salt and sugar in and out of the plumes, and to the subsequent transports through the interfaces that formed as the plumes spread out along the top and bottom boundaries.

The preliminary results of Turner (2001) were extended later in Turner (2003), where additional experiments were carried out to complement the existing measurements. The author concluded that sugar and salt plumes flowing into a homogeneous tank of the other solution with a small difference in density produce systematically different vertical transports. These results were depicted graphically and the reader is referred to Turner (2003) for details. In a particular case of density ratio \( R_{\rho} = \beta_T \Delta T / \beta_S \Delta S \) close to 1, a salt plume produced nearly equal upward and downward transports of salt, whereas at the same density ratio a sugar plume experienced a much larger downward flux of sugar. Equal upward and downward transports of sugar occurred only when the sugar plume was substantially lighter than the ambient fluid in the tank.

In addition to investigating the dynamics of double-diffusive plumes, McDougall (1983) also studied the double-diffusive filling-box process, where a negatively buoyant plume was flowing into a confined environment from above. Here the author investigated double-diffusive convection within the environment, rather than in the plume itself. One of his observations was that, in contrast with the ordinary filling-box behaviour, the plume fluid did not always reach the base of the box and instead spread out at intermediate depths. Similar behaviour was reported earlier by Turner (1978).
who observed the formation of horizontal intrusions produced by localised releases of salt or sugar into a salinity gradient. Consequently, the stratified region below the first front could break up into a series of well-mixed layers and sharp density interfaces. The double-diffusive nature of these layers, their interaction and the consequent interface structures were extensively studied. In addition, McDougall (1983) suggested that double-diffusive processes in the lower layer may have an effect on the upper layer, potentially reducing its density. This, in turn, could have an effect on the plume behaviour, as the plume would entrain lighter fluid initially, later to find itself surrounded by denser fluid below the first front.

In application to jets, the importance of double-diffusive processes was first demonstrated by Thangam and Chen (1981) in their experimental investigation of two-dimensional surface discharges of heated and/or saline jets into a stable salinity gradient. They observed that for the case of heated saline buoyant discharges, temperature and salinity were able to spread significantly deeper as compared to an analogous heated jet, which was attributed to the action of salt-fingering convection. More recent observation of the presence of salt fingers in turbulent double-diffusive jets was made by Law et al. (2004). In this work they also reported that initially neutrally-buoyant round jets sink and found qualitative features that inspired us to explore this topic more quantitatively. Recent developments in the field of double-diffusive jet flows focus on modelling the discharges of concentrated brine from desalination facilities, where one of the major concerns is the localised increase in salinity of the near-field seawater due to poor initial mixing and consequent formation of layers inhibiting exchange of water mass (Del Bene et al., 1994).

More broadly, other related studies include the experimental investigations of double-diffusive lock-exchange flows (Yoshida et al., 1987) and gravity currents (Maxworthy, 1983). More recently, detailed numerical investigations of double-diffusive effects in gravity currents were performed by Konopliv and Meiburg (2016) and Penney and Stastna (2016).

We conclude this section by stating that although the influence of double diffusion on different aspects of plume and jet dynamics has been looked at in some detail, providing valuable insights into their behaviour, there seems to exist a significant gap in our understanding of the influence of double-diffusive processes on the dynamics of turbulent plumes and jets in a homogeneous environment. This is particularly true for double diffusive turbulent jets, which arguably have received even less research attention than plumes.
1.5 Problem formulation

The general motivation for this work is to enhance our understanding of the effect of double diffusion on turbulent free shear flows, restricting our attention to plumes and jets. To that end, we first study experimentally the role of double molecular diffusion on the dynamics of high-Péclet-number turbulent plumes. In particular, we focus on investigating the effect of double diffusion on the rate of turbulent entrainment. Previous investigations of single-diffusive plumes driven by temperature or solute concentration differences showed that, despite orders of magnitude difference in the molecular diffusivity $\kappa$ of the scalar – in the case of heat or a solute in water the values of $\kappa$ differ by a factor of order 100 – for high-Péclet-number $Pe = UL/\kappa$ turbulent single-diffusive plumes the rate of entrainment is a constant and independent of $Pe$ (Partridge and Linden, 2013). However, the absence of relevant literature makes it unclear whether this constant value will remain valid for plumes which contain two scalar properties which diffuse at different rates.

Measurements are first made using the ‘filling-box’ technique, details of which are provided in section 3.1. These results are then complemented by high-resolution simultaneous velocity and scalar field measurements, obtained using Particle Image Velocimetry (PIV) and Laser Induced Fluorescence (LIF) techniques, respectively. Together, this part of our investigation aims to not only increase our understanding of the dynamics of turbulent double-diffusive plumes, but to potentially bring another viewpoint on the debate around the nature of the entrainment process itself, by which the irrotational fluid outside a sharp boundary of a turbulent buoyant fluid becomes rotational and is incorporated into the plume, as discussed in section 1.2.2.

In the second part of this study we investigate experimentally the effect of double diffusion on the dynamics of turbulent round jets discharged into a quiescent fresh ambient. In addition to being of relevance within the broader context of double diffusion in the presence of turbulence, this problem is of particular relevance to a number of industrial applications involving waste discharges. As mentioned earlier in this chapter, an example of such an application is the discharge of hot and salty brine from a water desalination facility into the cooler and fresher ocean water. In this particular context, the ability to predict the dynamics and ultimate fate of buoyant jet fluid is of crucial importance for near-coastal ecological and environmental considerations.

To simplify the experimental procedure and the subsequent analysis, we restrict our attention to initially neutrally-buoyant jets discharged horizontally with the only control parameters being the source scalar concentrations and the source Reynolds number.
Given the shortage of relevant literature on the subject matter, our investigation focuses on providing the answers to a number of seemingly basic questions. In particular, we examine whether double-diffusive effects are significant enough to alter the trajectory of a high-Reynolds-number and high-Péclet-number turbulent jet. Our further aim is to understand the processes leading to the observed trajectory deviations and to assess the relative importance of double-diffusive processes on the resulting jet behaviour.

Another objective of this study is to investigate whether salt-fingering and/or diffusive instabilities are able to develop along the jet-ambient interfaces. Salt fingers are of particular interest, as they could lead to significantly enhanced transport of the scalar components contained with a double-diffusive jet. This could be either desirable or undesirable, depending on the context. In the case of brine discharges, the slow-diffusing scalars would include various chemicals (such as copper and chlorine) used for water treatment at various stages of the desalination process, whose high-concentrations and premature contact with the coastal flora and fauna are definitely undesirable. It is therefore important to understand the mechanism of formation and the subsequent dynamics of both types of instabilities in the current context.

1.6 Outline

The rest of this thesis is structured as follows. Chapter 2 introduces the basic underlying theory used in our analysis. The details of the experimental techniques and apparatus used in gathering experimental data are laid out in chapter 3. Chapter 4 presents the results of direct measurements of the entrainment coefficient using emptying-filling box experimental technique, described in 3.1. Corresponding velocity and scalar field measurements of double-diffusive plumes are presented in chapter 5. Results of the investigation of double-diffusive jets are laid out in chapter 6. Finally, chapter 7 draws conclusions from this work and provides our vision for future work in this field.

At the time of submission of this thesis, the majority of the contents presented in chapter 4 had been published in the Journal of Fluid Mechanics (Dadonau, M. & Partridge, J. L.& Linden P. F. 2020 The effect of double diffusion on entrainment in turbulent plumes. *J. Fluid Mech.* 884, A6). In addition, the work presented in chapter 6 had been accepted and was, at the time, in preparation for publication in the Journal of Fluid Mechanics. A third paper on the basis of the findings presented in chapter 5 was in preparation.
Chapter 2

Fundamentals

This chapter introduces the fundamental concepts and governing equations relevant to the problem outlined in chapter 1 and studied in chapters 4, 5 and 6. An outline of the buoyancy force and the governing equations for fluid flow are presented first. We then introduce the non-dimensional parameters relevant to turbulent buoyant flows, providing their physical meaning, as these will be referred to frequently in the discussion of results. The chapter then proceeds to a brief derivation of the governing equations for plumes and jets. Finally, we provide a short outline of previous measurements of the fluxes across double-diffusive interfaces.

2.1 Buoyancy force

Given that this work is primarily focused on buoyant fluid flows, the terms ‘buoyancy’ and ‘buoyant force’ will arise frequently in our discussions, and hence it is necessary to provide a sound definition of what they are physically and mathematically.

Consider a parcel of fluid, shown pictorially in figure 2.1, whose density $\rho$ depends on temperature $T$, the concentration of some scalar component $S$, and on the static pressure $p$, that is $\rho(T, S, p)$. In a gravitational field of strength $g$, a local region of density $\rho$, surrounded by a quiescent ambient environment of higher density $\rho_a$, will be subject to an upward buoyancy force $B$. Under the condition that this buoyancy force is able to overcome the retarding viscous forces and diffusive processes, the fluid element will be set in motion. This motion arises from the imbalance between the hydrostatic pressure gradient in the ambient $d\rho_a/dz = -\rho_a g$ and the localised pressure variations $dp/dz = -\rho g$ in the region of lower density $\rho$. The difference in the pressure gradients induces a buoyancy force, which drives fluid motion. Positive density differences result in vertical rising motion, whereas negative density difference results in sinking.
The magnitude of the buoyancy force per unit volume is calculated as $B = g(\rho_a - \rho)$, which is the difference between two body forces. The normal convention is to take $B$ as positive if it, and hence the resulting flow, is upward. However, since most of the flows we will be describing in this work are negatively buoyant, for convenience we will change the definition of the buoyancy force to $B = g(\rho - \rho_a)$. Under this new definition, the buoyancy force resulting in downward motion is positive and this convention is used herein.

The modified gravitational acceleration $g'$, commonly referred to as the ‘reduced gravity’ or ‘buoyancy’, quantifies the buoyancy force per unit mass and is defined as

$$g' = g \frac{\rho - \rho_r}{\rho_r} = g \frac{\Delta \rho}{\rho_r},$$

where $\rho_r$ is the reference fluid density. Throughout this work, the reference density is taken to be the fixed density of the unstratified ambient, i.e. $\rho_a \equiv \rho_r$.

### 2.2 Governing equations

#### Conservation of mass

For a fluid flow the rate of change of mass in a system is equal to the difference between the rates at which mass enters and leaves the system. This principle can be formulated in the differential form of the mass conservation equation as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$  

(2.2)
2.2 Governing equations

<table>
<thead>
<tr>
<th>Property</th>
<th>Diffusivity</th>
<th>Value, m²s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentum</td>
<td>( \nu )</td>
<td>( 1.0 \times 10^{-6} )</td>
</tr>
<tr>
<td>Temperature</td>
<td>( \kappa_T )</td>
<td>( 1.4 \times 10^{-7} )</td>
</tr>
<tr>
<td>Salt</td>
<td>( \kappa_S )</td>
<td>( 1.5 \times 10^{-9} )</td>
</tr>
<tr>
<td>Sugar</td>
<td>( \kappa_C )</td>
<td>( 0.5 \times 10^{-9} )</td>
</tr>
</tbody>
</table>

Table 2.1 Values of key diffusivity constants (Shirtcliffe, 1973).

where \( t \) is time and \( \mathbf{u} \) is the velocity field. Equation (2.2) can be expanded as

\[
\frac{\partial \rho}{\partial t} + \mathbf{u} \cdot \nabla \rho + \rho \nabla \cdot \mathbf{u} = 0. \tag{2.3}
\]

For incompressible fluids, we take the fluid density \( \rho \) to be a constant, implying that the total derivative is zero and yielding the incompressible mass continuity equation

\[
\nabla \cdot \mathbf{u} = 0. \tag{2.4}
\]

The assumption of incompressibility is valid provided the flow speed remains much less than the speed of sound. This is the case throughout our laboratory experiments and for most environmental flows. For a complete derivation of the continuity equation in differential form, the reader is referred to appendix A.

**Conservation of momentum**

The governing equations describing the conservation of momentum for an incompressible fluid with constant viscosity can be written as

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \rho \mathbf{g} + \mu \nabla^2 \mathbf{u}, \tag{2.5}
\]

where \( \mu \) is the dynamic viscosity of the fluid. For fluid flows with negligible viscosity, the last term on the right-hand side (rhs) of the above equation may be dropped, leading to the incompressible Euler equations.

**Conservation of temperature/solute**

In an unsteady flow containing two scalar components (e.g. heat and salt), diffusing at constant rates, the transport of temperature \( T \) and salinity \( S \) within the flow can be
formulated using the unsteady advection-diffusion equations in the following form

\[
\left( \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \right) T = \kappa_T \nabla^2 T, \tag{2.6}
\]

\[
\left( \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \right) S = \kappa_S \nabla^2 S, \tag{2.7}
\]

where \( \kappa_T \) and \( \kappa_S \) are the molecular diffusion coefficients for heat and salt, respectively. Table 2.1 summarises the key diffusivity coefficients used in this work. Note that the molecular diffusivity of heat is \( O(100) \) times greater than that of salt. Contrast this with the \( O(1) \) ratio between the diffusivities of salt and sugar.

**Conservation of vorticity**

The curl of a velocity field gives rise to a quantity \( \mathbf{\omega} = \nabla \times \mathbf{u} \), which describes the circulation density in a fluid, commonly termed as vorticity. With this in mind, taking the curl of the momentum conservation equation (2.5), and noting that \( \mathbf{u} \cdot \nabla \mathbf{u} = \nabla (\frac{1}{2} \mathbf{u} \cdot \mathbf{u}) - \mathbf{u} \times \mathbf{\omega} \), we obtain the vorticity conservation equation in the form

\[
\frac{\partial \mathbf{\omega}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{\omega} = \underbrace{\mathbf{\omega} \cdot \nabla \mathbf{u}}_{\text{Vortex stretching}} + \underbrace{\frac{1}{\rho} \nabla \rho \times \nabla p}_{\text{Baroclinic torque}} + \nu \nabla^2 \mathbf{\omega}, \tag{2.8}
\]

where \( \nu = \mu / \rho \) denotes the kinematic viscosity. We follow the convention of anticlockwise vorticity being positive and denote its magnitude as \( \psi = |\mathbf{\omega}| \). The middle term on the rhs of (2.8), called the baroclinic torque, is a vorticity generating mechanism. This buoyancy-induced vorticity term is non-zero, giving rise to the baroclinic torque, if the stratification gradients do not lie along surfaces of constant pressure (Linden, 2000). An example of such a situation is a stationary hydrostatic fluid with horizontal density variations. It is the action of the baroclinic torque that is widely believed to result in the increased rate of turbulent entrainment in plumes compared to jets, as discussed in section 1.2.2.

### 2.3 Boussinesq approximation

For all flows discussed in this work, the density differences between the flow fluid and the ambient are small compared to \( \rho_r \), and we use the Boussinesq assumption to describe fluid motion. To obtain the equations of motion under the Boussinesq approximation,
originally formulated by Boussinesq (1903), we start with the momentum equations, rewritten for convenience in tensor notation

\[ \rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = \frac{\partial p}{\partial x_i} + \rho g_i + \mu \frac{\partial^2 u_i}{\partial x_j^2} \]  \hspace{1cm} (2.9)\]

For a fluid of uniform density \( \rho_r \) at rest in a gravitational field \( g = (0,0,-g) \), the pressure at any location is given by the weight of the fluid above. This statement is known as the hydrostatic condition and can be formulated as

\[ 0 = -\frac{\partial p_r}{\partial z} + \rho_r (-g). \]  \hspace{1cm} (2.10)\]

Any small perturbations to the pressure and density fields can be represented using the modified Reynolds decomposition as

\[ p(x_i, t) = p_r(x_i) + p'(x_i, t) \quad \text{and} \quad \rho(x_i, t) = \rho_r(x_i) + \rho'(x_i, t). \]  \hspace{1cm} (2.11)\]

Substituting the above expression into the conservation of momentum equation we get

\[ (\rho_r + \rho') \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = -\frac{\partial (p_r + p')}{\partial x_i} + (\rho_r + \rho') g_i + \mu \frac{\partial^2 u_i}{\partial x_j^2}. \]  \hspace{1cm} (2.12)\]

Expanding the brackets on the rhs and using the hydrostatic condition, we obtain

\[ (\rho_r + \rho') \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = - \frac{\partial p'}{\partial x_i} + \rho' g_i + \mu \frac{\partial^2 u_i}{\partial x_j^2}. \]  \hspace{1cm} (2.13)\]

Assuming that \( \rho' \ll \rho_r \) we take the density differences to have negligible effect on the inertial term on the lhs. Dividing through by \( \rho_r \), we get

\[ \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = - \frac{1}{\rho_r} \frac{\partial p'}{\partial x_i} + \rho' g_i + \nu \frac{\partial^2 u_i}{\partial x_j^2}. \]  \hspace{1cm} (2.14)\]

The equation above represents the momentum conservation equation under the Boussinesq approximation, which can be rewritten using general vector notation as

\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho_r} \nabla p' + \mathbf{g} + \nu \nabla^2 \mathbf{u}, \]  \hspace{1cm} (2.15)\]

where \( \mathbf{g}' = (0,0,g') \). These equations are the starting point for deriving the plume conservation equations, presented in section 2.7.
2.4 Equations of state

For a Boussinesq fluid, the effects of temperature \( T \) and some scalar property, e.g. salt \( S \), on the departure of the fluid density \( \rho = \rho(T, S) \) from its reference value \( \rho = \rho_r \) can be approximated using the linearised equation of state in the form

\[
\rho = \rho_r (1 - \beta_T \Delta T + \beta_S \Delta S),
\]

(2.16)

where \( \beta_T \) and \( \beta_S \) are linear volumetric expansion coefficients defined as

\[
\beta_T = -\left( \frac{1}{\rho} \frac{\partial \rho}{\partial T} \right), \quad \beta_S = \left( \frac{1}{\rho} \frac{\partial \rho}{\partial S} \right).
\]

(2.17)

The above coefficients give the change in density per unit change in temperature or scalar concentration. Note that under the Boussinesq approximation, \( \beta_{T,S} \) are constants (Spiegel and Veronis, 1960). The linear equations of state are only valid for small changes in temperature and/or solute concentration. When these differences are large, or extra precision is needed, the cross term between temperature and solute concentration, along with higher order terms should be included in the equations of state. For our experiments we therefore used the equations of state with higher order terms, which are provided by Ruddick and Shirtcliffe (1979).

2.5 Non-dimensionalisation & key parameters

In order to demonstrate the nature and origins of key parameters governing the motion of fluid flow, we non-dimensionalise the full set of relevant equations in terms of characteristic quantities. It is convenient to make (2.5)–(2.7) dimensionless using the following (starred) non-dimensional variables

\[
\begin{align*}
    u &= U_0 u^*, \quad L = L_0 L^*, \quad t = \frac{L_0}{U_0} t^*, \quad p = \rho_0 U_0^2 p^*, \quad T = T_0 T^*, \quad S = S_0 S^*.
\end{align*}
\]

(2.18)

Replacing all variables in (2.5)–(2.7) with their non-dimensional equivalents yields

\[
\begin{bmatrix}
    U_0 \\
    \frac{L_0}{U_0}
\end{bmatrix}
\begin{bmatrix}
    \frac{\partial}{\partial t^*} + u^* \cdot \nabla^* \\
    \nabla^* p^{**} + g^* + \left[ \frac{L_0}{T_0} \right] \nu \nabla^2* u^* \\
    \left[ \frac{T_0}{L_0} \kappa_T \nabla^2* T^* \\
    \frac{T_0}{S_0} \kappa_S \nabla^2* S^*
\end{bmatrix}
\begin{bmatrix}
    U_0 \\
    T_0 \\
    S_0
\end{bmatrix}
\]

(2.19)
which can be rewritten as

\[
\left( \frac{\partial}{\partial t^*} + \mathbf{u}^* \cdot \nabla^* \right) \begin{pmatrix} \mathbf{u}^* \\ T^* \\ S^* \end{pmatrix} = \begin{pmatrix} -\nabla^* p^* + Ri + Re^{-1} \nabla^2 \mathbf{u}^* \\ Re Pr \nabla^2 T^* \\ Re Sc \nabla^2 S^* \end{pmatrix}.
\]

The set of non-dimensionalised equations (2.20) gives rise to a number of non-dimensional governing parameters, including the Reynolds number \(Re\), Prandtl number \(Pr\), Schmidt number \(Sc\) and Richardson number \(Ri\). Alternatively, the three governing equations can be non-dimensionalised using a different set of non-dimensional variables, defined as

\[
u = L_0^{-1} \kappa_T \mathbf{u}^*, \quad L = L_0 L^*, \quad t = L_0^2 \kappa_T^{-1} t^*, \quad p = \rho_0 \kappa_T^2 p^*, \quad T = T_0 T^*, \quad S = S_0 S^*.
\]

Using these non-dimensional variables gives rise to additional non-dimensional parameters, including the Rayleigh number \(Ra\) and the Lewis number \(Le\), which are particularly relevant for double-diffusive buoyancy driven flows. Definitions and brief explanation of the meaning of these non-dimensional parameters are provided below.

**Reynolds number**

The Reynolds number is a key parameter for characterising the fluid flow, and arises from balancing viscous and advective terms upon non-dimensionalisation of the momentum equation. This non-dimensional parameter provides a measure of the relative significance of inertial and viscous effects in a fluid flow and is defined as

\[
Re = \frac{UL}{\nu},
\]

where \(U\) and \(L\) are the characteristic velocity and length scales, respectively. At large Reynolds numbers, flow is generally turbulent and inertia dominates, meaning that the effects of viscosity may be ignored in the momentum equation.

For the plume/jet flows studied in this work, the source Reynolds numbers based on the source exit velocity \(U_0\) and source radius \(r_0\) were \(300 < Re_0 < 1500\), which is not large enough for the flow field to be confidently treated as fully turbulent at the source. However, with the use of a specially-designed nozzle, described in section 3.6, it was possible to sufficiently excite the flow prior to discharge, thus ensuring that a turbulent flow is developed at the plume/jet source.
The relative importance of the buoyancy-induced destabilising effects, which lead to convective motions, and the stabilising viscous and molecular diffusive processes is quantified using the Rayleigh number, defined as

$$ Ra = \frac{g' H^3}{\nu K}, $$

(2.23)

where $H$ is the vertical scale of interest. This non-dimensional parameter is commonly used as an indicator of whether convection, taking place in the region of interest, is laminar or turbulent. In most cases of practical interest, the density differences and length scales characterising the flow result in $Ra \gg 1$. For $Ra > O(10^5)$, convection is generally considered to be fully turbulent, and thus independent of the Rayleigh number.

Taking $H \sim O(10^{-1})$ m to be the height of the experimental tank filled with water for our experiments, and using the value of the temperature difference $\Delta T \sim O(10)$ °C, we get $Ra_T \sim O(10^8)$ implying that any thermally-driven convection in our experiments was turbulent. For an equivalent experimental configuration, the value of the salt-based Rayleigh number is $Ra_S \sim O(10^{10})$, implying that salt-driven convection in the tank was also turbulent.

**Richardson & Froude numbers**

In general, the Richardson number $Ri$ is the dimensionless number that expresses the ratio of the buoyancy term to the flow shear term, and is defined as

$$ Ri = \frac{g'L}{U^2}. $$

(2.24)

In the context of plumes and buoyant jets, $Ri$ represents the relative importance of natural convection, driven by the density difference, and forced convection, driven by the source momentum flux. An alternative version of this non-dimensional parameter is the Froude number, defined as $Fr = 1/\sqrt{Ri}$. For a neutrally-buoyant ($\rho = \rho_a$) momentum-driven flow $Ri \rightarrow 0$ and $Fr \rightarrow \infty$. Conversely, the limits of $Ri \rightarrow \infty$ and $Fr \rightarrow 0$ correspond to a flow which is dominated by buoyancy. The two cases correspond to a pure jet and plume, respectively. Buoyant jets, forced and lazy plumes exist at intermediate values of the Richardson and Froude numbers.
**Péclet number**

The balance between the advective and diffusive transfer of heat/solute is given by the Péclet number, defined as

\[ Pe = \frac{UL}{\kappa}. \]  \( (2.25) \)

For a high-Péclet-number flow, advective transport dominates, leading to an assumption that the diffusive effects are insignificant. In the context of plumes, the insignificant role of diffusive transport has been demonstrated by Partridge and Linden (2013), who showed that despite two orders of magnitude difference in the molecular diffusivity \( \kappa \), for high-Péclet-number plumes driven by temperature or solute concentration difference the rate of entrainment is constant. For buoyancy-driven flows, taking \( h \sim H \), the velocity scales as \( U \sim \sqrt{g' H} \) and the expression for the Péclet number can be reconstructed as

\[ Pe = \frac{\sqrt{g' H^3}}{\kappa}. \]  \( (2.26) \)

Using this definition, in the case of our plume experiments the typical values of Péclet numbers were \( O(10^3) \).

**Prandtl, Schmidt & Lewis numbers**

Finally, we arrive at the ratios between the diffusivities involved in a particular fluid flow, including, respectively, the Prandtl, Schmidt and Lewis numbers defined as

\[ Pr = \frac{\nu}{\kappa_T}, \quad Sc = \frac{\nu}{\kappa_S}, \quad Le = \frac{\kappa_T}{\kappa_S}. \]  \( (2.27) \)

Since all our experiments were conducted in water, the value of Prandtl number was fixed at \( Pr \approx 7 \). The value of the Schmidt number depends on the choice of the solute used in the experiments. In the case of salt, \( Sc \approx 700 \). For a heat-salt flow combination, the value of the Lewis number is \( Le \approx 100 \).

### 2.5.1 Kolmogorov length scale

In a turbulent flow, motions occur over a wide range of length and time scales. While the largest eddies in the flow are normally constrained by their physical boundaries, the length scales of the smallest eddies are determined by viscosity. For a statistically steady turbulent flow, the energy supplied by the large eddies must equal the energy dissipated at the small scales by viscous effects. The only factors influencing the smallest eddies...
are viscous diffusivity $\nu$ and the kinetic energy dissipation rate $\epsilon$ (Kolmogorov, 1941). Although the rate of dissipation is independent of viscosity, the length and time scales at which energy dissipation occurs depends on both $\epsilon$ and $\nu$, and can be defined as

$$\eta_K = \left( \frac{\nu^3}{\epsilon} \right)^{1/4} \quad \text{and} \quad \tau_K = \left( \frac{\nu}{\epsilon} \right)^{1/2}.$$ \hspace{1cm} (2.28)

The length scale $\eta_K$ is referred to as the Kolmogorov length scale, and is the smallest velocity length scale in a turbulent flow, below which viscosity damps out any inhomogeneities in the velocity field. The time scale $\tau_K$ is the associated time scale for the energy in the smallest eddy to be dissipated by viscosity.

For a jet/plume flow emanating from a source with radius $r_0$ at velocity $U_0$, the scaling for the associated energy dissipation rate can be constructed as

$$\epsilon = \mathbf{u} \cdot \nu \nabla^2 \mathbf{u} \sim \nu \frac{U_0^2}{(2r_0)^2}.$$ \hspace{1cm} (2.29)

For plumes, the typical source exit velocities were $U_0 \approx 0.2$ m s$^{-1}$ and the source radius was $r_0 = 2.5 \times 10^{-3}$ m s$^{-1}$. Using these values, the energy dissipation rate was $\epsilon \approx 1.6 \times 10^{-3}$ m$^2$ s$^{-3}$ and hence the Kolmogorov length scale was $\eta_K \approx 1.6 \times 10^{-4}$ m.

### 2.5.2 Batchelor length scale

Analogously to the Kolmogorov scale, the smallest length scale associated with the scalar field, the Batchelor scale, is determined by the molecular diffusivity $\kappa$. In our work, $\nu > \kappa$ and therefore velocity fluctuations will be dampened out at scales larger than those for the scalar, i.e. $\eta_K > \eta_B$. In this case, the appropriate time scale is the Kolmogorov time scale. From the scaling implied by the diffusion equation, $\eta_B^2 \sim \kappa \tau_K$ and using the Kolmogorov scale, $\eta_K = (\nu^3/\epsilon)^{1/4}$, we can construct the Batchelor scale as

$$\frac{\eta_B}{\eta_K} = (\kappa_S/\nu)^{1/2} = Sc^{-1/2}.$$ \hspace{1cm} (2.30)

Using the value of the Kolmogorov length scale estimated above, the value of the Batchelor length scale for salt in our experiments was $\eta_B \approx 6 \times 10^{-6}$ m. Replacing the Schmidt number in (2.30) with the Prandtl number for water, we obtain the Batchelor length scale for temperature $\eta_B \approx 6 \times 10^{-5}$. 

Fig. 2.2 A schematic representation of the time-average vertical velocity distribution $\bar{w}(r)$ in a turbulent jet/plume at some distance $z$ from the source. The blue arrows indicate the orientation of the shear-induced vorticity of strength $\psi = |\omega|$ within the flow. Note that the radial distribution of salinity $S$ and temperature $T$ in the case of salt-only and heat-only plumes, respectively, follow similar Gaussian profiles.

### 2.6 Plume/jet radial profiles

Turbulent plumes and jets in a uniform environment are geometrically self-similar, taking a mean conical shape (Turner 1979). More specifically, measurements made by Rouse et al. (1952), Ricou and Spalding (1961) and Papanicolaou and List (1988) demonstrate that the radial dependence of the time-averaged vertical velocity in jets and plumes can be well-approximated by a Gaussian profile of the form

$$ w(r, z) = w_c(z) \exp\left(\frac{r^2}{b(z)^2}\right), $$

(2.31)

where $w_c(z)$ is the centreline vertical velocity, $b(z)$ is the mean plume width at a given distance from the source $z$, and $r$ is the plume radial coordinate. The nature of the observed time-average Gaussian distribution is mainly a result of the meandering motions of the flow rather than the actual physical velocity distribution.

There is an on-going debate on whether in a turbulent plume the ratio of radial distribution of buoyancy matches that of the vertical velocity. While measurements made by Papanicolaou and List (1988) suggest that the relative width of the buoyancy profile is greater than that of velocity, Shabbir and George (1994) reported an opposite observation. However, since all previously measured values of the buoyancy and velocity radii are close to unity, for simplicity, we will assume that the scalar distribution in a turbulent plume matches that of vertical velocity for every distance $z$. 
Fig. 2.3 A schematic representation of radial velocity distribution under the Gaussian and the ‘top-hat’ assumptions.

Shown schematically in figure 2.2, the non-uniform vertical velocity distribution in plumes and jets induces shear, which in turn generates vorticity. As explained in chapter 1, vortex dynamics is an important aspect of turbulent entrainment, since the entrainment process is largely dependent on the engulfment of ambient fluid by large-scale turbulent eddies.

2.6.1 Top-Hat vs. Gaussian representation

Given the experimental evidence, it is natural to use the Gaussian representation to describe integral properties of plume and jet flows. However, it is often more convenient to replace the Gaussian representation with a top-hat profile, in which the flow properties are assumed constant within the flow and zero outside. The two common representations of plume/jet radial distribution of the mean vertical velocity $\overline{w}(r)$ are therefore

$$\overline{w}(r) = \overline{w}_G \exp(-r^2/b_G^2) \quad \text{for } 0 \leq r \leq \infty, \quad (2.32a)$$

$$\overline{w}(r) = \begin{cases} \overline{w}_T & 0 \leq r \leq \overline{b}_T \\ 0 & r > \overline{b}_T \end{cases}, \quad (2.32b)$$

where $\overline{w}_G$ and $\overline{b}_G$ are the centreline vertical velocity and radius under the Gaussian representation, and $\overline{w}_T$ and $\overline{b}_T$ are the centreline vertical velocity and radius under the top-hat representation. Using these definitions, the plume volume flux under the
2.7 Plume theory

Gaussian representation $\bar{Q}_G$ is

$$\bar{Q}_G = \int_0^{2\pi} \int_0^\infty \frac{w_G}{2\pi} \exp\left(-\frac{r^2}{b_G^2}\right) r \, dr \, d\theta = 2\pi w_G \int_0^\infty \frac{1}{2} \exp\left(-\frac{r^2}{b_G^2}\right) dr^2 = \pi w_G \left[ \exp\left(-\frac{r^2}{b_G^2}\right) \right]^\infty_0 = \pi w_G b_G^2. \quad (2.33)$$

For the top-hat representation, the mean plume/jet volume flux $\bar{Q}_T$ can be written as

$$\bar{Q}_T = \int_0^{2\pi} \int_0^{b_T} \frac{w_T}{r} r \, dr \, d\theta = 2\pi w_T \int_0^{b_T} \frac{1}{2} \, dr^2 = \pi w_T b_T^2. \quad (2.34)$$

In a similar fashion, the mean momentum flux of a plume/jet under the Gaussian representation can be written as

$$\bar{M}_G = \int_0^{2\pi} \int_0^\infty \left[ \frac{w_G}{2\pi} \exp\left(-\frac{r^2}{b_G^2}\right) \right]^2 r \, dr \, d\theta = 2\pi \frac{w_G^2}{2\pi} \int_0^\infty \frac{1}{2} \exp\left(-2\frac{r^2}{b_G^2}\right) dr^2 = \frac{1}{2} \pi \frac{w_G^2}{2\pi} b_G^2, \quad (2.35)$$

and under the top-hat representation as

$$\bar{M}_T = \int_0^{2\pi} \int_0^{b_T} \frac{w_T}{r} r \, dr \, d\theta = \pi w_T b_T^2. \quad (2.36)$$

Since using either representation, both the volume and momentum fluxes must be the same, i.e. $\bar{Q}_G = \bar{Q}_T$ and $\bar{M}_G = \bar{M}_T$, using the above expressions for the volume and momentum fluxes, we can establish the following relationships between the plume/jet velocity, radius and the entrainment coefficient

$$w_G = 2w_T, \quad b_G = b_T/\sqrt{2} \quad \text{and} \quad \alpha_G = \alpha_T/\sqrt{2}. \quad (2.37)$$

2.7 Plume theory

For an steady axisymmetric plume flow of an incompressible fluid with no diffusion of mass and momentum, under the Boussinesq assumption (density differences are small compared with the ambient density), and with a velocity field $u = (u, 0, w)$ in
cylindrical polar coordinates \((r, \theta, z)\), the Navier-Stokes equations can be written as

\[
\begin{align*}
    r : & \quad u \frac{\partial u}{\partial r} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho_a} \frac{\partial p}{\partial r}, \quad (2.38a) \\
    z : & \quad u \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_a} \frac{\partial p}{\partial z} - g \frac{\rho}{\rho_a}, \quad (2.38b) \\
    \text{Continuity} : & \quad \frac{1}{r} \frac{\partial (ur)}{\partial r} + \frac{\partial w}{\partial z} = 0. \quad (2.38c)
\end{align*}
\]

In the above equations \(w \to 0\) as \(r \to \infty\), signifying that the vertical motion is confined to the plume. This assumption will be important in further derivations.

Using Reynolds decomposition, each variable in a turbulent plume can be broken down into a sum of a time-averaged profile and a fluctuating component,

\[w = \bar{w} + w', \quad \text{where} \quad \bar{w} = \frac{1}{t_T} \int_0^{t_T} w \, dr, \quad (2.39)\]

where \(t_T\) is the total time for averaging. In our subsequent analysis we assume that the turbulent fluctuations are small compared to the mean values and the plume variables can therefore be replaced by their time-mean values. For simplicity we drop the overbar notation to signify the time-mean.

The dynamics of turbulent plumes are determined by the fluxes of mass, momentum, and the force arising from buoyancy. For high-Péclet-number, incompressible, Boussinesq plumes, conservation of mass can be approximated by conservation of volume, and the density changes are only important for determining the buoyancy force. We can therefore rewrite the aforementioned physical fluxes as the fluxes of volume \(Q\), specific momentum \(M\) and buoyancy \(B\) in terms of time-averaged plume velocity \(w(r,z)\), density \(\rho(r,z)\) and buoyancy \(g'(r,z) = g(\rho(r,z) - \rho_a)/\rho_a\) as

\[
\begin{align*}
    Q & = 2\pi \int_0^\infty r w(r,z) \, dr, \quad (2.40a) \\
    M & = 2\pi \int_0^\infty r w^2(r,z) \, dr, \quad (2.40b) \\
    B & = 2\pi \int_0^\infty r w(r,z) g'(r,z) \, dr, \quad (2.40c)
\end{align*}
\]

where \(\rho_a\) is the ambient fluid density. To model the process of turbulent entrainment and mixing of the ambient fluid into the plume we use the ‘entrainment assumption’, formulated by Morton et al. (1956), which takes the entrainment velocity of ambient fluid at the plume edge at a given height \(u_e(z)\) to be proportional to the vertical velocity in the plume at that height by the entrainment coefficient \(\alpha_P\).
Using this model for self-similar plumes in a uniform environment under the top-hat representation, for which plume properties are taken to be constant within the plume and zero outside, and neglecting turbulent transport terms, which are small (Burridge et al., 2016), the solutions to (2.38) yield the plume conservation equations, which can be written as

\[ \frac{dQ}{dz} = 2\pi b_T u_e = 2\pi^{1/2} \alpha_P^P M^{1/2}, \quad \frac{dM}{dz} = \pi b_T^2 g'_T = \frac{BQ}{M}, \quad \text{and} \quad \frac{dB}{dz} = 0, \tag{2.41} \]

where \( b_T, g'_T \) and \( \alpha_P^P \) denote the top-hat plume radius, buoyancy and entrainment coefficient, respectively. For a complete derivation of similarity solutions to the conservation equations for a plume rising in a uniform environment from a point source of buoyancy with zero source volume and momentum fluxes, that is a pure plume, the reader is referred to appendix B. For the current purposes we will straightaway provide the solutions for a pure plume in their final form:

\[ b_T(z) = \frac{6}{5} \alpha_P^P z, \tag{2.42a} \]
\[ w_T(z) = \frac{5}{6 \alpha_T^P} \left( \frac{9 \alpha_P^P}{10} \right)^{1/3} \pi^{-1/3} B_0^{1/3} z^{-1/3}, \tag{2.42b} \]
\[ g'_T(z) = \frac{5}{6 \alpha_T^P} \left( \frac{9 \alpha_P^P}{10} \right)^{-1/3} \pi^{-2/3} B_0^{2/3} z^{-5/3}, \tag{2.42c} \]
\[ Q(z) = \frac{6 \alpha_P^P}{5} \left( \frac{9 \alpha_P^P}{10} \right)^{1/3} \pi^{2/3} B_0^{1/3} z^{5/3}, \tag{2.42d} \]
\[ M(z) = \left( \frac{9 \alpha_P^P}{10} \right)^{2/3} \pi^{1/3} B_0^{2/3} z^{4/3}, \tag{2.42e} \]

where the subscript ‘0’ denotes the quantity at the physical plume source.

### 2.7.1 Plume parameter

Solutions of the conservation equations yield a dimensionless parameter, the plume Richardson number \( \Gamma_0 \), also referred to as the ‘plume parameter’, which represents the balance of volume flux, momentum flux and buoyancy flux at the plume source as

\[ \Gamma_0 = \frac{5}{8 \sqrt{2 \alpha_P^G \pi^{1/2}}} \frac{Q_0^2 B_0}{M_0^{5/2}} = \frac{5}{8 \alpha_T^P \pi^{1/2}} \frac{Q_0^2 B_0}{M_0^{5/2}}. \tag{2.43} \]
Introduced by Morton (1959), the plume Richardson number can be used to classify the plume source conditions. A value of $\Gamma_0 = 0$ corresponds to a pure momentum jet with no buoyancy, and values of $\Gamma_0 < 0$ are characteristic for a fountain, i.e. where the source momentum flux opposes the buoyancy flux (Turner, 1966). For idealised point sources of buoyancy with no momentum flux and no volume flux at the source, $\Gamma_0=1$. This type of plume is referred to as a ‘pure’ plume.

If the flow has initially more momentum than a pure plume, it is referred to as a ‘forced’ plume, with the source plume parameter $0 < \Gamma_0 < 1$ (Morton, 1959). To ‘correct’ the excess momentum flux, this flow initially entrains more ambient fluid and decelerates, converging towards the self-similar plume. The length scale of this adjustment corresponds to the distance travelled over which the plume develops momentum comparable in magnitude to the initial momentum, and hence begins to lose memory of the source conditions. Morton (1959) showed that this vertical distance scales with the momentum jet-length $L_M$, given by

$$L_M = \left(4\pi^{1/2} \alpha F \right)^{-1/2} \frac{M_0^{3/4}}{B_0^{1/2}}.$$  \hspace{1cm} (2.44)

Plumes with an initial deficit of momentum are referred to as ‘lazy’ plumes, and are defined by $\Gamma_0 > 1$ (Hunt & Kaye, 2001, 2005). The flow compensates for an initial momentum deficit by entraining less fluid. During that time excess buoyancy acts to generate momentum flux to correct the imbalance. The flow therefore accelerates and converges to the natural self-similar solution. Hunt and Van den Bremer (2010) showed that the adjustment length of lazy plumes is shorter than that of forced plumes, and in this case scales with the distance

$$L_Q = \frac{5}{6\alpha T \pi^{1/2}} \frac{Q_0^{3/5}}{B_0^{1/5}},$$  \hspace{1cm} (2.45)

over which the plume entrains a mass comparable to the initial mass. Hunt and Kaye (2001) showed that the plume parameter can be rearranged in terms of the source area ($\pi r_0^2$) and the initial reduced gravity $g'_0$, giving

$$\Gamma_0 \sim \left(\pi r_0^2\right)^{5/2} g'_0 \frac{g'_0}{Q_0^{5/2}}.$$  \hspace{1cm} (2.46)

In this form it is clearly seen that highly buoyant slow releases from large area sources result in lazy plumes. Conversely, forced plumes are obtained when the source plume
Forced $\Gamma_0 < 1$

Lazy $\Gamma_0 > 1$

Fig. 2.4 Schematic representation of the virtual origin location $z_{vo}$ for a forced ($\Gamma_0 < 1$) and a lazy ($\Gamma_0 > 1$) plume emanating downwards from a point source. Note that in the case of a lazy plume, the virtual origin in ‘front’ of the physical source.

fluid of low buoyancy is released at high flow rate from a small opening. In addition, for circular sources, $\Gamma_0 \sim r_0^5$, and thus the source plume parameter is highly sensitive to the choice of the source area size.

### 2.7.2 Virtual origin correction

In our experiments, as in most cases of practical interest (e.g. smoke plumes from chimneys), plumes had non-zero volume and/or momentum fluxes at the source, i.e. $\Gamma_0 \neq 1$. Therefore, in order to be able to use the similarity solutions (2.42) for accurate prediction of the flow evolution, a correction to the source position, called ‘virtual origin correction’ needs to be applied. We define the virtual origin correction $z_{vo}$ as the distance from a physical plume source to a virtual location, from which an ideal point source pure plume, of buoyancy only, would develop fluxes identical to those in a real plume.

Hunt and Kaye (2001) extensively discussed a number of approaches to determining the virtual origin correction, for both forced and lazy plumes. These techniques, ranging from simple geometric methods, such as tracing the conical plume outline far from the source back to a point, to analytical methods using solutions for the plume fluxes to calculate the virtual origin, were grouped into four different categories: (i) corrections based on empirical measurements; (ii) ‘conical’ source correction; (iii) jet-length based correction; and (iv) source correction based on the source plume fluxes.
In the case of a plume emanating from a point source with an imbalance of source fluxes, the virtual origin can be located either ‘in front of’ or ‘behind’ the physical source, as illustrated schematically in figure 2.4. As discussed in the previous section, in the case of a forced plume the entrainment is greater in the early stages of the flow development and therefore the virtual source is located behind the physical source. Conversely, lazy plumes entrain less at the start, and therefore the virtual source is located in front of the actual source. However, these considerations are only valid for a flow coming from a point source. For any source of finite size, as in our experiments, an additional correction for the source volume flux needs to be applied.

In our calculations, we used the two-step source correction (iv) based on the initial properties of the plume \((B_0, M_0, Q_0)\) developed by Morton (1959), which is particularly useful as it can be applied to lazy \((\Gamma_0 < 1)\) and forced \((\Gamma_0 > 1)\) plumes, both of which were present in our experiments. The first step involves replacing the general source \((B_0, M_0, Q_0)\) with a virtual point source forced plume with no source volume flux of modified strength \((B_0, \chi M_0, 0)\) located at \(z = z_1\). The second step relates the flow above this modified source to a pure buoyancy source \((B, 0, 0)\) at a distance \(z = z_2\). Combining the two steps, the far-field flow produced by the general source may be related to the flow from a point source of buoyancy at the virtual origin \(z_{vo} = z_1 + z_2\), which scales on the plume jet-length \(L_M\). The exact calculations of the virtual origin depend on the value of plume parameter \(\Gamma_0\), and are provided in detail by Hunt and Kaye (2001).

### 2.8 Jet theory

Derivation of the similarity solutions for a pure jet is analogous to those for a pure plume, with the major difference being the absence of a buoyancy term. This implies that in a homogeneous environment, the jet momentum flux is conserved. Neglecting turbulent transport terms, the equations describing steady, incompressible and inviscid jet flow with a velocity field \(\mathbf{u} = (u, 0, w)\) in cylindrical polar coordinates \((r, \theta, x)\) are

\[
\begin{align*}
x: & \quad u \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial x} = 0, \quad (2.47a) \\
\text{Continuity:} & \quad \frac{1}{r} \frac{\partial (ru)}{\partial r} + \frac{\partial w}{\partial x} = 0. \quad (2.47b)
\end{align*}
\]

As for plumes, to model the process of turbulent entrainment and mixing of the ambient fluid into the jet we use the ‘entrainment assumption’, formulated by Morton et al. (1956), with the jet entrainment coefficient denoted as \(\alpha^J\). Using this model for
self-similar jets in a uniform environment under the Gaussian representation, neglecting turbulent transport terms, yields the jet volume and momentum conservation equations

$$\frac{d}{dx}2\pi \int_0^\infty rw(r,x)dr = 2\pi b(\alpha_G^J w_G) \quad \text{and} \quad \frac{d}{dx}2\pi \int_0^\infty rw^2(r,x)dr = 0. \quad (2.48)$$

Substituting the Gaussian profile of mean radial velocity distribution

$$w(r) = w_G \exp\left(-\frac{r^2}{b_G^2}\right) \quad (2.49)$$

into (2.48) yields

$$b_G(x) = 2\alpha_G^J x \quad \text{and} \quad w_G(x) = w_0 \frac{1}{\sqrt{2\alpha_G^J}} \frac{r_0}{x}, \quad (2.50)$$

where $r_0$ and $w_0$ are the source bore radius horizontal exit velocity, respectively.

### 2.9 Fluxes across double-diffusive interfaces

The motion in diffusive and salt-fingering double-diffusive systems is driven by the release of potential energy stored in the unstably stratified component. This potential energy is released through fluxes of heat and salt, determining the behaviour and properties of the layers and the interface that separates them. In this section we provide a brief outline of the flux measurements for double-diffusive systems.

#### 2.9.1 4/3 flux law

In general, the term convection represents the total transfer of heat/mass by diffusion and advection. In the case of heat transfer, diffusion is replaced by conduction, and the relative magnitude of total heat transfer with respect to conductive transport can be measured by the Nusselt number

$$Nu = \frac{F_T}{k_T \Delta T H^{-1}}, \quad (2.51)$$

where $F_T$ is the actual heat flux, $k_T = \rho C_p k_T$ is the thermal conductivity, $C_p$ is the specific heat capacity of the fluid, and $\Delta T$ is the temperature drop across the warm fluid layer of depth $H$. In the case of $Nu = 1$, heat transport is purely by conduction, whereas for cases where $Nu > 1$, the total heat transport is a result of some combination of conduction and advection.
As stated earlier, the strength of convection is governed by the Rayleigh number. For high $Ra$, the flow is turbulent and the heat flux is independent of fluid layer depth, implying, from dimensional considerations, that $Nu \sim Ra^{1/3}$. Despite the demonstrated effectiveness of this functional relationship in a number of previous experimental studies (Turner, 1965, 1967), the exact value of the scaling exponent continues to be the subject of an ongoing debate. As such, numerous experimental investigations and simulations with $Pr = O(1)$ yielded the values of the scaling exponent ranging between 0.27 and 0.40 (Ahlers et al., 2009; Roche et al., 2010). Although no universal agreement on the exact choice of the power has been reached to date, the alternatively proposed values are not substantially dissimilar from the value of $1/3$. In addition, none of our calculations in this work rely sensitively on the exact choice of the power law used. Hence, for the purposes of our work, we decided to stick with the conventional $1/3$ power law, allowing the turbulent heat flux into a deep layer to be written as

$$F_T = c_F k_T \left( \frac{\beta_T g}{\kappa_T \nu} \right)^{1/3} \Delta T^{4/3}.$$  

(2.52)

where $c_F$ is a dimensionless constant for a fixed Prandtl number fluid. The value of this constant has been obtained experimentally by several authors, with the best estimate being $c_F = 0.085$ (Chandrasekhar, 1961). Note that the expression for heat flux does not involve fluid layer depth, which is consistent with the idea that the depth of the fluid layer in unimportant. The dependence of heat flux on $\Delta T^{4/3}$ is the ‘four-thirds’ law.

### 2.9.2 Diffusive double-diffusive fluxes

Turner (1965) conducted the first experiment measuring the values of heat and salt flux across a double-diffusive diffusive interface. He used dimensional analysis to reason that the diffusive heat flux transferred across such an interface is

$$F_T = c_F k_T \left( \frac{\beta_T g}{\kappa_T \nu} \right)^{1/3} \Delta T^{4/3} f(R^*_p, Le, Pr).$$  

(2.53)

where $R^*_p = (\beta_S \Delta S)/(\beta_T \Delta T)$. For a given physical system, for which $Le$ and $Pr$ are constants, a single functional relationship between $F_T$ and $R^*_p$ was sought. His work, along with some other more recent experiments by (Shirtcliffe 1973; Marmorino and Caldwell 1976; Stamp et al. 1998) has shown support of this functional form at low to moderate stability ratios $R^*_p < 10$. In particular, Turner’s experiments demonstrated that both the heat flux and the relative rates of transfer of salt and heat through a
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Fig. 2.5 The ratio of the potential energy changes due to the transfer of salt and heat across an interface between a hot salty layer below a cooler fresher layer, plotted as a function of the density ratio $R^*_\rho = \frac{\beta_S \Delta S}{\beta_T \Delta T}$ (Turner, 1965).

stable interface heated from below depend systematically on the stability ratio of the interface. For low values of stability ratios ($1 < R^*_\rho < 2$), the heat transfer normalised by an equivalent solid plate value was decreasing from $\sim 10$ to $\sim 1$, which was attributed to the effect of a wavy, breaking interface. At higher stability ratios, the heat flux was below the value appropriate to a solid surface, due to the inhibiting need for lifting of salt by the thermally driven motion.

Another important feature of the diffusive interface, shown in figure 2.5, is that the upward heat flux $\alpha F_T$ is larger than the downward flux of salt and becomes a constant of around 0.15 for $R^*_\rho > 2$. That implies that the potential energy of the system, consisting of cold and fresh fluid above a hot and salty layer, decreases and the density difference between the two layers increases in time. The net effect is such that the upward buoyancy flux is greater than that downwards. Note that the opposite process occurs in an analogous system with only one component contributing to density.

2.9.3 Salt-fingering double-diffusive fluxes

As with the diffusive interface, the first quantitative measurement of the fluxes of heat and salt carried by salt fingers across a density interface was performed by Turner (1967). Measurements were made with a layer of cold fresh water lying underneath a layer of warm and salty solution. Both layers were kept uniform by mechanical stirring.
Fig. 2.6 Salt-finger flux ratio $\frac{\beta_T F_T}{\beta_S F_S}$ as a function of the stability ratio $R_\rho = \frac{\beta_T \Delta T}{\beta_S \Delta S}$. Symbols are experimental values, and the solid curves represent the theoretical estimate based on the fastest growing finger model (from Radko (2013)).

using vertically oscillating grids positioned at the centre of each layer. Measurements of temperature and salinity within both layers were used to estimate the values of heat and salt fluxes across the interface.

Symmetry between the two types of interfaces (‘diffusive’ and ‘finger’) allows many of the overall properties of the finger interface to be described using minor modifications to the dimensional results obtained for the diffusive interface (Turner, 1979). The important difference is that in this case the driving component across the interface is salt ($\Delta S$), so that, for a given fluid with constant $Le$ and $Pr$, the salt flux is

$$F_S = k_S \left( \frac{\beta_S g}{\kappa_S \nu} \right)^{1/3} \Delta S^{3/4} f(R_\rho),$$

where $R_\rho = (\beta_T \Delta T)/(\beta_S \Delta S)$. Turner (1967) found that: (i) like in the ordinary Rayleigh-Benard convection with no-slip impermeable boundary condition, the rate of transfer of salt depends mainly on the salinity difference; (ii) as for the diffusive interface, the salt flux is a function of the density ratio, reducing for larger values of $R_\rho$. The most striking feature of this result was the large magnitude of the ratio $F_S/F_S^*$, where $F_S^*$ represents the solid plate diffusive salt flux for an equivalent $\Delta S$. This is, perhaps, not very surprising, since advective motion, evident from visual observations of the salt fingering process (as shown in figure 1.3), suggest that fingers are a much more efficient means of transferring salt than a solid plane diffusive interface. Turner
was unable to make measurements for $R_\rho < 1.5$, as the experiment “run away” so rapidly that reliable measurements could not be made.

The ratio of the density fluxes $\gamma = \beta_T \frac{F_T}{\beta_S F_S}$ measured experimentally was found to be constant, $\gamma = 0.56$, over a wide range of density ratios, as shown in figure 2.6. This value is in agreement with more recent experimental measurements by Schmitt (1979), Taylor and Veronis (1996), and Shen (1993), despite that Turner (1979) supposed that this value could be much smaller as the conditions in his experiment were unsteady. Such a high flux ratio is particularly remarkable, as it implies that salt fingers are a very efficient means for transporting heat in the vertical. In fact, salt fingers are a much more efficient means for transporting heat than the heat flux is for transporting salt in the case where the relative density contributions are reversed.
Chapter 3

Methodology

The following chapter provides a summary of the experimental techniques and apparatus used to perform the collection of experimental data in accordance with the objectives outlined in the introduction chapter. For the exact experimental procedures (based on the techniques and using the apparatus described below) followed to collect the relevant data, the reader is referred to chapters 4, 5 and 6 individually.

3.1 Experimental techniques

3.1.1 Baines’ emptying-filling box technique

One way of determining the entrainment coefficient $\alpha$ is using an experimental method first described and verified by Baines (1983), which allows direct measurement of the volume flux in a turbulent plume. The procedure involves the release of a plume into an enclosure through which a known ventilation flux $Q_v$ is imposed on the ambient fluid via input openings at the top of the enclosure and removed through openings at the bottom. A turbulent, negatively buoyant plume initiated at the top of the enclosure descends and spreads out on reaching the bottom of the enclosure to form a dense layer. This dense bottom layer continues to increase in depth until the volume flux $Q(z)$, supplied by the plume into the dense layer at a distance $z$ from the physical source, is balanced by the ventilation flux $Q_v$. At this point a steady-state is established with the interface at the top of the dense layer located at a fixed distance $\hat{z}$, measured from the plume virtual origin, as illustrated schematically in figure 3.1. In this schematic each distance from the source virtual origin to the interface $\hat{z}_i$ corresponds to a specific value of ventilation volume flux $Q_{vi}$. In steady state, there is no flow across the interface other than in the plume itself and, therefore, the imposed ventilation flow rate $Q_v$.
Fig. 3.1 A schematic representation of the ‘filling-box’ experimental technique. Larger values of ventilation volume fluxes $Q_v$, correspond to the lower positions of the interface $\hat{z}$, as the plume needs longer distance to develop an equal volume flux. Note that $\hat{z}_i = z_i + z_{vo}$.

equals the plume volume flux. Consequently, the plume volume flux can be determined as a function of distance from the source from measurements of the interface position and, therefore, the entrainment rate into the plume can be calculated directly.

Hence, in order to determine the value of the entrainment coefficient, we located the steady-state interface position $\hat{z}$ for a specific ventilation volume flux $Q_v$, which equals the plume volume flux at that distance $Q(\hat{z})$. This procedure was repeated for different source buoyancy fluxes $B_0$ (calculated as the product of the source volume flux $Q_0$ and source buoyancy $g'_0$) and ventilation volume fluxes to measure the plume volume flux at various distances from the source. By substituting the obtained values of the interface position and plume volume flux, the top-hat value of entrainment coefficient $\alpha$ was determined using (2.42d), rearranged to solve for $\alpha$ as

$$\alpha = \left( \frac{5}{6} \left( \frac{10}{9} \right)^{1/3} \pi^{-2/3} \right)^{3/4} Q(\hat{z})^{3/4} B_0^{-1/4} \hat{z}^{-5/4}.$$  

(3.1)

### 3.1.2 Shadowgraph technique

Visualisation of flows with spatio-temporal density variations can be done effectively using the shadowgraph technique. The technique is based on the effect of localised variations in the refractive index (in our case induced by the variations in heat and/or salt concentration) on the direction of light beams. In particular, as shown schematically
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in figure 3.2, rays of light passing though a fluid patch are deflected according to the refractive properties of that fluid. Projection of the light source onto a screen (in our case a sheet of tracing paper attached to the front surface of the tank wall) produces a visible pattern. The position where the undeflected ray should have arrived becomes dark, while the position where the deflected ray arrives appears brighter than the undisturbed environment. The resulting pattern is a long-path-integrated result of the individual deflections across the entire thickness of the tank.

The technique has a wide range of applications and has been used for studying various effects in aerodynamics Weinberg and Weinberg (1963), combustion Holder and North (1963), as well as geophysical flows Turner (1979). For an extensive summary of the development of this technique, including examples of its applications to various fields of fluid mechanics the reader is referred to Settles (2012). In our work, this method was used to qualitatively visualise the flow only; it was not used for quantitative measurements of the density structures developed within the filling box/ambient tank during our experiments.

3.1.3 Particle Image Velocimetry

Particle image velocimetry or ‘PIV’ is a non-intrusive laser optical measurement technique used for determining the instantaneous velocity fields of a global (2D or 3D) flow with high accuracy. As follows from the name, PIV uses visual measurements, containing the temporal evolution of the positions of small tracer particles to extract the local fluid velocity.

In order to function, PIV requires four basic components: (1) an optically transparent test section containing the flow seeded with tracer particles; (2) a light source
Provided these four basic requirements are met, the PIV procedure is typically executed as follows. A camera (in our case Camera A described in section 3.2.8) captures a sequence of images of the flow field seeded with small particles at regular time intervals. The bright dots, present on the obtained images, are the result of the light being scattered from seeding particles in the plane of the laser sheet. Pairs of subsequent images are then used to calculate local displacement vectors for a known time step $\Delta t$ using a matching algorithm.

The algorithm typically breaks down an image into a number of small regions (hereafter referred to as “interrogation windows”) and interrogates the movement of small groups of particles within them. As such, a pattern matching algorithm uses a correlation function to determine the optimal pixel displacement shift sequentially for each interrogation window. The obtained displacement measurements are then used in conjunction with the camera calibration described in section 3.2.8 to construct velocity fields. This process is illustrated schematically in figure 3.3, where the white circles represent the seeding particles. Performing accurate, high-resolution PIV measurements depends on a number of factors, including the dynamical and optical properties of the particles used, the particle seeding density, the camera setup and the properties of the light sheet, all of which are discussed in detail in section 3.2.

### 3.1.4 Laser Induced Fluorescence

Laser Induced Fluorescence (LIF) is a non-intrusive spectroscopic measurement method, in which the spontaneous emission of light is triggered by exciting a molecule to a higher energy level using a laser. Depending on the thickness of the laser sheet, the obtained data can be typically treated as 2-dimensional, representing the instantaneous
planar scalar field within a flow. Similarly to PIV, the technique requires a light source (typically a laser), fluorescent dye (e.g. Rhodamine 6G), visual recording device (CCD camera) and a computer for image processing. This signal captured by the camera can be related to the concentration of the dye, and subsequently to the density field of the flow, by calibration.

Combined with PIV, these two techniques allow for simultaneous measurements of the velocity and the scalar fields within a flow, provided that the diffusivities of the dye and of the scalar quantities are similar. For example, in the context of turbulent plumes Burridge et al. (2017) performed simultaneous PIV and LIF measurements to combine the information about the scalar salinity edge of the flow with its velocity field and perform conditional analysis of plume properties.

3.1.5 Dye attenuation

Dye attenuation is a non-intrusive technique that allows measurements of either the concentration of dye in a fluid, or the depth of a dyed fluid patch. The method is based on an image processing routine developed by Dalziel in 1989 as part of the image processing system DigImage (Dalziel, 1992) and is explained in detail by Cenedese and Dalziel (1998). The technique uses Beer-Lambert theory of light absorption and requires a thorough calibration. The calibration used for our experiments is laid out in appendix F. A short summary of the theoretical underpinnings for this technique are laid out below.

According to the classical light absorption theory of Lambert-Beer, the rate of change of the intensity $I(y, c)$ of a beam of light, travelling in the $y$-direction through a dyed fluid of concentration $c$, is given by

$$\frac{dI}{dy} = -\xi I,$$

where $\xi$ is the rate of absorption and is some function of dye concentration $\xi = \xi(c)$. Supposing that the concentration along a ray of light is a constant, i.e. $c(y) = c$, integration of (3.2) along the ray gives

$$I(h, c) = \hat{I}_0 e^{\xi(c)h},$$

where $h$ is the total distance a ray of light has travelled through the dyed water and $\hat{I}_0$ is the illuminating light intensity before it has travelled through the tank. The absorbency of the dye $\xi$ is assumed to be a function of dye concentration only, and has
to be determined using calibration experiments. Provided that the dye concentration is low, the absorbency function $\xi(c)$ can be approximated to be linear in concentration

$$\xi(c) = Ac + b, \quad \text{with} \quad A, b > 0,$$

where constant $A$ determines how increasing the concentration affects the attenuation, and constant $b$ is the attenuation of the undyed water. By using $I_0 = I(h, 0) = \hat{I}_0 e^{-bh}$, we may, in practice, take

$$\frac{I}{I_0} = e^{-Ach},$$

where $I_0$ factors in any of the light attenuated by such factors as air, tank walls and ambient water.

In our experiments we used methylene blue, which is a common choice for dye attenuation measurements for multiple reasons. Most importantly, this dye is safe and its concentration can be controlled manually between batches, since unlike other dyes, such as food colouring, it can be hand-made in the laboratory.

Accurate measurements using the dye attenuation technique rely greatly on appropriate choice of the background light for a given choice of dye. As shown in figure 3.4, the peak in the absorption spectrum of methylene blue $\xi(c, \lambda)$ occurs at the wavelengths of $\lambda \sim 660$ nm. In principle, large values of absorption are preferred, since that would only require a small amount of dye to provide strong differences in the signal received by the visual recording device. In addition, linear approximation of the absorption function only works for a limited range of low values of dye concentration. Given the choice of methylene blue as the working dye, in order to maximise contrast, we therefore used red colour background lights to illuminate the field of view.
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3.2.1 Plume nozzle

The entrainment model of Morton et al. (1956) is only valid for fully turbulent flows. It was therefore essential for our experiments to ensure that the flow becomes turbulent immediately at the source. A simple way of promoting turbulence at the outlet is to increase the flow speed and hence the source Reynolds number. This method, however, would create a problem of introducing excessive momentum into the flow, shifting the balance of buoyancy and momentum, captured in the plume Richardson number ($\Gamma_0$), towards a momentum-dominated buoyant jet rather than a plume. This, in turn, would have direct implications on the accuracy of the entrainment coefficient measurements, and thus had to be avoided.

The solution to this problem, was to eject the fluid through a plume nozzle, specifically designed to promote turbulence within the flow. The nozzle, originally designed by Professor Paul Cooper and illustrated schematically in Hunt and Linden (2001a), achieves this by passing the flow through a ‘pin-hole’ (diameter 1 mm) and then into a wide expansion chamber (diameter 10 mm) before exiting through the nozzle bore (diameter 5 mm). The sharp expansion acts to excite turbulent flow in the chamber prior to discharge from the nozzle. Figure 3.5 demonstrates visually the effect of using the Professor Cooper’s nozzle design.

Fig. 3.5 Shadowgraph images showing turbulent plumes ($Re_0 = 220$) produced by two different nozzle designs: (a) a cylindrical tube of constant cross-section with a fine mesh at the outlet and (b) nozzle based on Dr Paul Cooper’s design Hunt and Linden (2001a). The vertical distance from the source to the point at which the plume becomes turbulent is approximately 3 source diameters in (a) and 1 source diameter in (b).
A schematic diagram of the modified version of the original nozzle design, used for our experiments with turbulent plumes is shown in Figure 3.6. The nozzle was made up of three distinct sections: supply channel, expansion chamber and nozzle outlet. The internal dimensions of the expansion chamber and nozzle outlet are shown separately in Figure 3.6. The modular design allowed for easy nozzle cleaning and agile design modifications, such as changing the bore radius. The final design had a circular bore of radius $r_0 = 2.5\text{ mm}$. Despite the moderate source Reynolds numbers for typical experiments ($Re_0 = M_0^{1/2}/\nu \approx 300$), the additional excitation of the flow prior to discharge ensured that the vertical distance from the source to the point at which the plume becomes turbulent was approximately one source diameter. This distance was deemed sufficiently low for the entrainment assumption to be used.

The nozzle design used for the jet experiments was based on the nozzle design described above in this section with a few minor modifications specific for the experiment. For further details on the jet nozzle design, the reader is referred to chapter 6.

### 3.2.2 Water bath

Warming up a salt solution for both plumes and jets experiments to a set temperature of up to $80.0 \pm 0.1 \degree\text{C}$ was performed using a 1 kW Grant LTC4 water bath. For our experimental setup, 80.0 \degree\text{C} was the highest temperature that could be safely supplied through the pumps to the nozzle. The total capacity of the water bath of 201 was...
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Fig. 3.7 Calibration plots for: (a) peristaltic pump at five different flow rates and two temperatures, with the experimental error of ±0.1 ml s⁻¹; (b) gear pump at a constant reference flow rate for six different temperatures of the fluid in the water bath, with the experimental error of ±0.045 ml s⁻¹.

sufficient to run an experiment continuously without resupply for ≈90 min. This was more than sufficient for the jet experiments. However, to perform multiple experiments with double-diffusive plumes at a known constant density without running out of warm fluid, the reservoir had to be continuously resupplied with the salt solution from a large tank at ambient temperature by a small peristaltic pump. The resupply flow rate was equal to the volume flux at the plume source, effectively setting up a ventilation flow. The flow rate of the incoming fluid was small (a minute of continuous resupply amounts to ≈ 0.5% of the total reservoir capacity), and therefore did not have any noticeable effect on the temperature of the salt solution in the water bath and hence the source plume fluid.

3.2.3 Supply, resupply & extraction pumps

Fluid supply, resupply and extraction (ventilation) was performed by means of a gear pump and two peristaltic pumps, respectively. The supply pump used for the ejection of source fluid in both plume and jet experiments consisted of a Cole-Parmer Masterflex Digital Pump System connected to a Micropump gear head with a resolution of 0.316 ml/rev. The ventilation pump used in the Baines’ filling-box experiments was the Watson-Marlow 520Du Peristaltic Pump. An additional multi-channel peristaltic pump Watson-Marlow 505U was used for replenishment of the fluid in the water bath at a flow rate matching the flow rate of the supply pump.
The choice of using the higher precision gear pump for plume/jet fluid supply was based on the extreme sensitivity of flow dynamics to the source conditions, which thus had to be controlled with extra care. In addition to the lower instrumental error, in comparison to the peristaltic pump, the gear pump did not have the disadvantage of producing noticeable pulsation in the flow even at low volume fluxes. Although pulsations were inevitably produced by the gear pump as well, their amplitude was significantly lower, with the associated frequency being significantly higher, making the flow effectively uniform and continuous.

All pumps were carefully calibrated over the range of volume fluxes used. Calibration for the extraction peristaltic pump is shown in figure 3.7a, with the typical error of $\pm 0.1 \text{ ml s}^{-1}$ ($\pm 0.5 \%$), estimated as the average of two standard deviations about the mean values of calibration measurements. The gear pump was calibrated using a built-in calibration feature. Despite having rather high accuracy and repeatability, the pump had an important drawback in that the flow rate it produced was sensitive to the pressure difference between the points of intake and supply. For that reason, calibrations were performed in conditions closely matching an actual experiment, i.e. water bath full and the nozzle positioned at the correct height inside the experimental tank. Performed in this manner, the typical error of the source flow rate did not exceed $\pm 0.045 \text{ ml s}^{-1}$ ($\pm 0.3 \%$), estimated as two standard deviations about the mean values of the flow rate measurements during calibration. The resupply peristaltic pump was the least repeatable, with the typical error of $\pm 0.3 \text{ ml s}^{-1}$ ($\pm 20 \%$). It was, however, arguably the least critical component of the experimental setup, and therefore such level of uncertainty was tolerable.

We also observed a dependence of the pump volume flux output on the fluid temperature. In particular, for extreme cases of temperature in the water bath at $80 ^\circ \text{C}$, we observed as much as 10% reduction in the volume flux, as shown in figure 3.7b. Such drastic reduction could not be accounted for by effects of volumetric thermal expansion, causing the fluid to reduce in volume on the way from the water bath to the supply nozzle. Experiments with thermohaline plumes therefore required additional volume flow rate calibrations at different fluid temperatures. Great care was taken to perform these calibrations before each experiment at a new temperature.

Temperature calibration of the extraction pump was performed at a fluid temperature of $24 ^\circ \text{C}$, which was $0.5 ^\circ \text{C}$ greater than the highest temperature difference ever observed in the bottom layer of the filling-box. As shown in figure 3.7a, such low temperature variations did not produce any noticeable deviations in the volume flux outputs.
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3.2.4 Conductivity probe

We used an aspirating conductivity probe to measure the salinity stratification within the filling-box, and to consequently determine the location of the salinity interface. Shown schematically in figure 3.8, the probe consisted of two long concentric conductive cylinders, separated by an insulator, and connected to a 15 mm long conical probe tip, made of Delrin (acetal resin). The tip has a very narrow (0.3 mm diameter) hole which allows the ambient fluid to be siphoned through. This probe design originated at DAMTP in around 1995, and was subsequently modified to its current state, as used by Holford and Linden (1999).

The principle of operation of the conductivity probe is based on the direct relationship between electrical conductivity of a fluid and the concentration (and mobility) of the ionized solutes within it. When the fluid is siphoned through the probe, an electrical circuit is established between the inner and outer cylinders via the ambient fluid. Since the resistivity of the fluid at the tip is much larger than anywhere else within the probe, the conductivity between the inner and outer cylinders is dominated by the fluid currently at the tip. The measured values of conductivity can then be converted into salinity through an established calibration curve, and hence, assuming a single solute, to fluid density.

During measurements, the ambient fluid in the vicinity of the tip of the probe was siphoned through the head and subsequently expelled from the device at a rate of...
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Fig. 3.9 Conductivity probe’s voltage output for a range of solution densities $1.01 < \rho < 1.08 \text{ g cm}^{-3}$. Figure shows the increasing non-linearity of the voltage output for greater density, indicating the need for multiple calibrations over short density intervals. The typical error for these measurements was ±0.05 V, estimated as one standard deviation of the temporal fluctuations of the voltage readings taken at a fixed fluid salinity.

$\approx 0.1 \text{ mls}^{-1}$. Given the miniature tip channel width, such siphoning volume flux is sufficient to move the fluid parcels through the head at $O(1 \text{ m s}^{-1})$, thus allowing for a rapid response to any changes in salinity.

In our experiments, we used NaCl solution (containing dissolved Na$^+$ and Cl$^-$ ions) as our conductive fluid for its availability, however, in principle any other conducting solute could be used. Probe calibration was performed by measuring the changes in the resistivity of the fluid for known changes in the concentration of NaCl. Care was taken to ensure no contamination of test beakers with other solutes, so as to relate fluid conductivity to its density directly. Figure 3.9 demonstrates an example of such calibration curve for solution densities of $1.01 < \rho < 1.08 \text{ g cm}^{-3}$. It is clear from that figure that over a large range of densities, the voltage response to an increase in the solute concentration is nonlinear. This means that using a single calibration curve would yield a poor signal-to-noise ratio for large density fluids. We therefore performed multiple calibrations, shown in appendix D, ‘zooming’ into the specific sections of the density range to maximise the noise-to-signal ratio. The selection of a calibration file for a specific experiment was based on the approximate predicted maximum salinity within the stratification.

The conductivity of salt water is also temperature dependent. However, given that we were only interested in large spatial changes in salinity, rather then their absolute values, and that the temperature variations during our experiments never exceeded 3.5°C, the effect of temperature on conductivity was negligible.
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3.2.5 T-type thermocouples

For experiments with plumes and jets, temperature data was recorded at 5 Hz using seven T-type thermocouples connected to National Instruments equipment (NI 9213). The choice of type T was based on its stability and repeatability within a temperature range from -200 °C to 200 °C. The thermocouples were calibrated in DigiFlow by placing them in a water bath over an appropriate temperature range (20–80 °C). The obtained calibration curve, presented in figure 3.10a, shows a linear behaviour of the thermocouples over the entire temperature range and is well approximated using a linear fit with an accuracy of within ±0.05 °C. Figure 3.10b shows the time series output of three thermocouples tested inside a water bath at 70 °C for 350 s upon calibration. The figure shows that the thermocouples had a stable signal, with their time-averaged readings being well within the calibration uncertainty. Shown in figure 3.10b, the temporal temperature signal had considerable level of noise, present for all thermocouples. We therefore used ±0.1 °C, which represents two standard deviations around the mean of the temporal temperature fluctuations averaged for all thermocouples, as a measure of uncertainty of temperature readings.

3.2.6 Tracer particles

The ability to make robust PIV measurements relies critically on the appropriate choice of the tracer particles, with the two major considerations being the particle size $d_p$ and density $\rho_p$. First, particles should be small enough to follow closely the fluid flow, yet large enough to be clearly seen by the camera, i.e. taking up to 2-3 pixels...
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in the obtained image (Prasad et al., 1992). The tendency of the particles to follow the fluid streamlines is described by the Stokes number, which, as discussed by Xu and Bodenschatz (2008), for particles smaller than the Kolmogorov lengthscale $\eta_K$, is commonly defined as

$$St = \frac{1}{18} \left( \frac{\rho_p}{\rho_a} \right) \left( \frac{d_p}{\eta_K} \right)^2. \quad (3.6)$$

Second, particle density should be close to that of the ambient, to minimise buoyancy-induced motion, otherwise particles will either quickly rise to the surface or sink down to the bottom of the tank, prohibiting the use of PIV. For spherical particles at low $Re$, the associated buoyancy-induced particle settling velocity is given by the Stokes settling velocity

$$U_p = g d_p^2 \left( \frac{\rho_p - \rho_a}{18 \mu} \right). \quad (3.7)$$

With these considerations in mind, we chose to use spheroidal polyamide particles (Orgasol 2002 ES5 NAT 3) in our experiments, with diameter $d_p = 50\,\mu m$. Particle density was determined by adding a small patch of particles into a linear stratification created within a measuring tube. By sampling the fluid density around the particles settlement locations, we identified a narrow bi-modal density distribution, with strong peaks at $\rho_{p-} = 1.023\,\text{kg m}^{-3}$ and $\rho_{p+} = 1.025\,\text{kg m}^{-3}$. We therefore approximate the particles density as the average of the two measurements, i.e. $\rho_p = 1.024\,\text{kg m}^{-3}$.

Using the estimate for the Kolmogorov lengthscale made in section 2.5.1, and assuming that the density of the particles matches that of the ambient fluid, we obtain $St \sim O(10^{-4}) \ll 1$. This implies that the selected particles acted as passive tracers in the flow, closely following the fluid motion. In addition, taking the difference between the density of the particles and that of the ambient fluid as $(\rho_p - \rho_a) \sim O(10)$ kg m$^{-3}$, the resulting particle settling velocity is $U_p \sim O(10^{-5})$ m s$^{-1}$. Such a low value of settling velocity means that it would take a particle positioned at mid-height of the experimental tank $O(10)$ hours to settle to the bottom of the tank with depth of $O(1)$ m. In addition, the value of $U_p$ is substantially smaller than the typical velocity scales of the fluid flow in our experiments, further validating our choice.

3.2.7 Laser

We used two frequency-doubled dual-cavity Litron Nano L100 Nd:YAG pulsed lasers with wavelength 532 nm, operated at a frequency of 70 Hz, to create a light sheet with a thickness of $1-2\,\text{mm}$ for the simultaneous PIV/LIF measurements of velocity and scalar fields of single- and double-diffusive plume flows, presented in chapter 5.
3.2.8 Cameras

Collection of visual data was done by means of three cameras. The first was the 12 megapixel ISVI B/W CXP digital CoaXPress camera, producing 8-bit output. Images were taken at a frame rate of 15 frames per second. This camera was used for visual measurements of experiments with plumes and jets described in chapters 4 and 6.

Two other cameras (Allied Vision Technologies, Bonito CMC-4000) were used to record the plume flow in the light sheet for the experiments summarised in chapter 5. Each camera had a resolution of 4 megapixels and was equipped with a 50 mm Nikon lens. One camera (referred to as "Camera A") was used to obtain PIV measurements (details of which are provided in section 3.1.3), and the other camera (referred to as "Camera B") was used to obtain LIF measurements (details of which are provided in section 3.1.3). The cameras were triggered simultaneously with the lasers via DigiFlow, allowing for precise synchronisation between the laser pulses and frame capture.

In an ideal case, one would want both cameras to be positioned at a single point, both looking perpendicularly onto the light sheet. However, due to the non-negligible physical dimensions of the cameras, this could not be achieved in practice. With this restriction, care was taken to position the two cameras in a way so to maximise the overlapping area in their field of view. We chose to position Camera A (taking the images for PIV) normal to the light sheet. This was done to collect higher quality images for the PIV measurements, as the accuracy of the obtained PIV measurements is significantly more sensitive to the quality of the input images than for the LIF measurements. In particular, by placing Camera A perpendicular to the light sheet, it was easier to focus the camera over the region of interest for the acquisition of high resolution data. Camera B was consequently facing the light sheet at a small angle to the normal, which was corrected for in subsequent image processing.

3.3 Conclusion

Equipped with the modern measurement instruments described in section 3.2, the multiplicity of experimental techniques outlined in section 3.1 allowed us to collect a range of repeatable and accurate experimental measurements, in line with the objectives summarised in chapter 1. The only significant experimental limitation related to the simultaneous PIV/LIF measurements was the inability to refractive index match the plume and ambient fluids in the presence of strong, simultaneous temperature and salinity gradients. This will be discussed in greater detail in chapter 5.
Chapter 4

Direct Measurements of Entrainment in Plumes

In this chapter we investigate experimentally the effect of double diffusion in the salt-fingering configuration on the rate of entrainment in turbulent plumes. Plumes over a range of source buoyancy fluxes $B_0$ and source density ratios $R_ρ$ are examined. Measurements of the entrainment coefficient for single- and double-diffusive plumes were performed using the Baines’ filling-box technique, described in section 3.1.1. In addition, we present visual observations of the flow made using simple dye visualisations and the shadowgraph technique described in section 3.1.2.

4.1 Introduction

Many of the previous experimental investigations on double-diffusive plumes (Turner and Chen (1974); McDougall (1983); Turner (2003)) were performed using salt-sugar combinations. Working with salt and sugar solutions is practical in many ways: both agents are cheap and readily available, they are safe to use and do not require special handling, and, unlike heat, are conserved in a physically-closed system. These attributes motivated us to perform initial experiments with sugar plumes in a salt environment. However, our preliminary test experiments uncovered a number of critical disadvantages of using this combination for turbulent plume experiments, as outlined below.

The first effect is associated with the unexpected and undesirable behaviour of the conductivity probe, in presence of strong sugar content. In theory, the signal obtained using the conductivity probe should not be affected by the presence of sugar molecules, since no ions are formed when sugar is dissolved in water. However, our test measurements showed a measurable effect. Fig.4.1 demonstrates the dependence
Fig. 4.1 The dependence of the voltage output of the conductivity probe vs the concentration of sugar (a) in fresh water at a constant total solution mass of 300 g, with the experimental error of ±0.1 mV; (b) in a salt solution at a constant total solution mass of 300 g, with the experimental error of ±0.05 V.

of the conductivity probe output in volts on the sugar content by weight in fresh water and salt solution. Two cases were considered, (i) sugar in fresh water at a constant total solution mass (300 g); (ii) sugar in salt solution at a constant total solution mass (300 g). All solutions were prepared and left overnight to fully dissolve and equilibrate in temperature prior to measurements. As shown in figure 4.1, in all cases, the voltage output drops linearly with increase in the sugar content. This linear decrease could be the consequence of an increased number of sugar molecules in the solution which impede the motion of conductive ions, thereby reducing conductivity and hence voltage output. Given such behaviour, it was impossible to perform reliable measurements of the density structures within the filling-box without additional calibrations for the dependence on sugar concentration.

The second, perhaps more critical observation is associated with the effect of sugar content on fluid viscosity. The relatively low Lewis number for salt-sugar configuration ($\kappa_S/\kappa_C = 3$), implies that for the double-diffusive processes to have a significant effect, the concentration gradients of both scalars have to be high. However, using a relatively high concentration (> 20% wt) sugar solution had an undesirable side effect of increasing the fluid viscosity, which, in turn had a drastic effect on the plume behaviour in the early stages of its development. Visual inspection of sugar plumes around the source revealed that the flow was considerably less turbulent than for a salt only plume at equivalent source volume/buoyancy flux. This effect is shown in figure 4.2, where salt and sugar plumes with equivalent source conditions were ejected through the nozzle designed by Professor Paul Cooper and described in section 3.6, which acts to
promote turbulence at the source. The lack of source turbulence in the case of the sugar plume, clearly seen in figure 4.2b, is likely to be a result of a $\approx 3.2$ increase in viscosity at 30% sugar concentration (Swindells, 1958). Attempts were made to create additional excitation of plume fluid at the ejection point by changing the mesh and using mechanical vibrations. However, these did not provide a satisfactory improvement of the plume behaviour. Experiments at lower sugar concentrations could be performed, but for lower source concentration gradients the effects of double diffusion would be less pronounce, and even if sufficient to still make a difference to plume behaviour, we would not have had certainty that they are not due to the effect of viscosity. Therefore, for our experiments we chose to work with the aqueous heat-salt ("thermohaline") system in which a hot, salty plume descends into cooler, fresher water. For this combination, the component with the larger molecular diffusivity $\kappa_T$ is temperature $T$ and that with the smaller molecular diffusivity $\kappa_S$ is salinity $S$. The ratio $\kappa_T/\kappa_S$ is $O(100)$, and therefore for large concentration gradients of both components the system is strongly doubly-diffusive.

The rest of this chapter is structured as follows. In section 4.2, we describe the experimental procedure that was followed to collect the experimental data. We then derive a simple analytical model describing the filling box process and use it to validate the experimental procedure by comparing the analytical predictions against three test experiments in section 4.3. In section 4.4 we summarise and discuss the key observations and results, highlighting the differences in entrainment between single-diffusive and double-diffusive plumes. We also propose explanation for the observed differences. Finally, in section 4.5 a series of conclusions is drawn.
4.2 Experimental procedure

All filling-box experiments were conducted in a clear Perspex (acrylic) tank, shown schematically in figure 4.3, submerged in a larger ‘environmental’ tank, measuring 2.5 m x 0.7 m x 0.8 m (L x W x H), filled with uniform ambient fluid. The submerged experimental tank, herein called the ‘filling-box’, had five identical circular openings with diameter of 20 mm on each side at the top and bottom, which were used for fluid drainage and resupply. The bottom openings of the filling-box were connected to a peristaltic pump, which extracted the dense bottom layer fluid during the experiment at a known constant volume flow rate in the range 21.8 – 32.4 ± 0.1 mls⁻¹, where the error represents two standard deviations about the mean of the calibration measurements. To conserve volume, the top inlets were left open, allowing the ambient fluid to freely replace the extracted fluid at the same constant flow rate. Over this range of ventilation flow rates the maximum vertical velocity averaged over the area of the filling-box was less than 0.8 mm s⁻¹, which was much less than the typical plume velocities at the source of ∼80 mm s⁻¹ and had no effect on the plume itself. We also assumed that the filling-box is well-insulated, as verified in Appendix C. The entire experimental setup is shown schematically in figure 3.1.

Plumes were created by steadily ejecting negatively buoyant solution though the specifically designed plume nozzle located at the top of the filling-box using a gear pump. The pump was carefully calibrated over the range of volume fluxes used, i.e. 1.3 ≤ Q₀ ≤ 1.6 mls⁻¹ mls⁻¹. For the details of nozzle design and pump calibration, the reader is referred to subsection 3.2.1. Note that the plume source flow rate was approximately 5% of the ventilation rate and was accounted for using the virtual origin correction, described in section 2.7.2. As shown in table 4.2 the values of zvo range from 10 – 31 mm which is small compared with the distance to the interface,
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Fig. 4.4 A schematic representation of the ‘filling-box’ experimental setup.

Typically 100 – 150 mm where measurements were taken. Validation of this correction was confirmed as we obtained a constant entrainment coefficient value for a range of interface heights of salt-only experiments (see section 4.4.2).

Thermohaline source fluid was created by heating a solution of known salt concentration to a set temperature of up to $80.0 \pm 0.1 ^\circ C$ using the 1 kW Grant LTC4 heater bath. For our experimental setup, $80.0 ^\circ C$ was the highest temperature that could be safely supplied to the nozzle. The inevitable heat losses, occurring during the supply of the plume fluid from the heater bath to the discharge point, were reduced by thermally insulating the connecting pipework and minimising the total distance from the heater bath to the nozzle. Nevertheless, even the slightest variations in the ambient conditions created unavoidable fluctuations in the plume temperature at the discharge point, which thus had to be monitored. This was done by means of two T-type thermocouples inserted into the nozzle. The insertion of the thermocouples into the nozzle was done via a 3D printed custom designed V-connector, shown schematically in figure 4.5. The connector allowed to merge the plume fluid supply and the thermocouples into a single pipe, connected to the supply nozzle. Done in this way, the thermocouple tips were submerged fully into the fluid flow, minimising the noise temperature signal from the ambient, and had precise and secure positioning. These thermocouples were positioned with 10 mm vertical spacing, with the distance upstream from the nozzle outlet to the furthest thermocouple fixed at 35 mm. The geometry of the nozzle did not allow
closer positioning of the thermocouples to the source outlet. The temperature at the point of discharge was then estimated by linearly extrapolating the temperature loss over the 10 mm spacing between the thermocouples to the nozzle outlet. As well as measuring the temperature within the nozzle, the readings were used to check that the supply temperature remained constant throughout an experimental run. Another four thermocouples were located in the environmental tank around the experimental tank inlets to monitor the temperature of the incoming ambient fluid. For the details of the heater bath and thermocouples calibration, the reader is referred to subsections 3.2.2 and 3.2.5, respectively.

The densities of the saline plume fluid and the ambient fluid were measured using the Anton Paar DMA5000 densitometer with the accuracy of $\pm 1 \mu g cm^{-3}$, and, using the source volume flux, the source buoyancy flux was determined for the single-diffusive plumes. In the case of heat-salt combinations, the source density of the supply fluid was evaluated using the equations of state of Ruddick and Shirtcliffe (1979) from the known values of salinity and temperature at the source.

A probe, consisting of a conductivity sensor and a thermocouple (identical to the fixed thermocouples) was mounted on a traverse mechanism that was used to obtain vertical profiles of temperature $T(z)$ and conductivity $S(z)$ in the ambient fluid away from any regions directly affected by the plume. For greater detail on the conductivity sensor’s principle of operation and calibrations, the reader is referred to section 3.2.4. Since the temperature variations in the ambient fluid were at most 3.5°C in all experiments, the effect of temperature on conductivity was negligible compared to that of salt, and the conductivity measurements could be considered as a good
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Fig. 4.6 A schematic representation of the visualisation procedure of the filling-box experiment using dye and/or shadowgraph technique. In the case of shadowgraph, the flow within the box was projected onto a 2-dimensional screen (tracing paper) attached to the frontal glass surface of the tank.

analogue for the salinity of the system, and therefore were used to identify the salinity interface. For all experiments traversing was initiated simultaneously with starting the plume fluid supply into the box. The traversing mechanism was driven by a UEI data acquisition card, to send pulses to a stepper motor, which was controlled via DigiFlow. The stepper motor was pulsed at 125 Hz and took approximately 3 min to traverse 241 mm through the tank. This traverse speed was chosen to minimise the lag associated with the conductivity probe and thermocouple. Reducing the speed of the stepper motor further made no difference to the density and temperature profiles recorded.

The majority of the experiments were visualised by adding dye to the brine, merely for the purpose of visual control of the experiment during its run. Additional visualisations, aimed at investigating qualitatively the processes occurring inside the box and making visual distinctions between those for single- and double-diffusive cases were performed using the shadowgraph technique, described in subsection 3.1.2. A schematic of the experimental setup for these visual experiments is shown in figure 4.6. Images were collected by a video camera (for details see section 3.2.8) at a frequency of 15 frames per second, and post-processed to remove background lighting and enhance the contrast between regions of mixing in the plume and the surrounding fluid. The light source and the camera were positioned approximately 8.5 m and 2.5 m from the screen, respectively.
Fig. 4.7 A schematic representation of the ‘semi-confined’ filling box experiment, in which the bottom negatively buoyant layer is extracted at a constant ventilation flow rate $Q_v$.

4.3 Validation of the filling-box method

In this section we present the validation of the Baines’ emptying-filling box experimental technique using a modified theoretical model, based on the work of Kaye and Hunt (2004). As in their work, this model predicts the temporal evolution of bottom layer depth $h$, with the modification that in our case the bottom layer fluid is extracted at a constant flow rate (using a pump), rather than outflowing due to the buoyancy difference with the ambient fluid. The plume flow described below is ‘semi-confined’, as the fluid within the box is exchanging with the external ambient fluid through openings.

The structure of this section is as follows. First, we derive a simple analytical solution for the problem, illustrated schematically in figure 4.7, predicting the transient evolution and steady state position of the interface between the two fluid layers. The obtained predictions are then validated against three experiments, which were performed at different source buoyancy fluxes. Once validated, the analytical model was used to estimate, for given experimental parameters, how long it would take for the emptying-filling box flow to reach a steady-state, i.e. $h = const$. From these estimates, we gain an insight into how long a typical experiment should last for in order to ensure that sufficient data is collected during the steady state.
4.3 Validation of the filling-box method

4.3.1 Analytical model derivation

Assuming that diffusive transport is negligible, the rate of change of the depth of the bottom layer $h$ is controlled by the difference between the volume flux supplied by the plume $Q_p$ at the level of interface and the volume flux extracted by the pump $Q_v$. By mass conservation, for an incompressible fluid (i.e. $\rho = \text{const}$), this may be written as

$$\frac{dV}{dt} = Q_p - Q_v, \quad (4.1)$$

where $V$ is the volume of the bottom negatively buoyant layer. For an enclosure of height $H$ and base area $S$, the volume of the bottom layer can be written as

$$V = Sh = S(H - z) = S(\hat{H} - \hat{z}), \quad (4.2)$$

where $z$ and $\hat{z}$ are the distance from plume source and plume virtual origin to the interface, respectively, and $\hat{H} = H + z_{vo}$, as illustrated schematically in figure 4.7.

Using the similarity solution for the volume flux of an axisymmetric plume, it is possible to rewrite the rate of change of bottom layer depth as

$$\frac{d}{dt}(\hat{H} - \hat{z}) = \frac{1}{S} \left( CB_0^{1/3} (z + z_{vo})^{5/3} - Q_v \right). \quad (4.3)$$

This can be simplified to

$$\frac{d}{dt} \frac{\hat{z}}{\hat{H}} = \frac{1}{S} \left( Q_v - CB_0^{1/3} \hat{z}^{5/3} \right), \quad (4.4)$$

where $\hat{z} = z + z_{vo}$. We can now introduce the non-dimensional interface height and distance to the interface, respectively, as

$$\zeta_h = \frac{h}{\hat{H}} \quad \text{and} \quad \hat{\zeta} = \frac{\hat{z}}{\hat{H}}, \quad \text{where} \quad \zeta_h = 1 - \hat{\zeta}. \quad (4.5)$$

Dividing both sides by $\hat{H}$, we get the following relation

$$\frac{d\hat{\zeta}}{dt} = \frac{1}{T_d} - \frac{1}{T_f} \hat{\zeta}^{5/3}, \quad (4.6)$$

which gives rise to the two governing timescales $T_d$ and $T_f$, defined as

$$T_d = \frac{S\hat{H}}{Q_v} \quad \text{and} \quad T_f = \frac{S}{CB_0^{1/3} \hat{H}^{2/3}}, \quad (4.7)$$
Fig. 4.8 Numerical predictions using (4.9) for (a) the interface depth $\zeta_h$ evolution over a range of the timescale ratios $\mu = T_f/T_d$; (b) the non-dimensional time $\tau_{ss}$ it takes to reach a steady state as function of the timescale ratio $\mu = T_f/T_d$.

The ‘filling time’ $T_f$, first identified by Baines and Turner (1969) in their paper on ‘fully confined’ plumes, provides a timescale for the process of filling an unventilated box with buoyant fluid at a constant source buoyancy flux. The timescale $T_d$, called the ‘draining time’, represents the amount of time required to drain completely a box full of fluid using an external pump alone at a constant rate $Q_v$. It is somewhat analogous to the draining timescale obtained by Linden et al. (1990), with the difference being that in their analysis, it was the buoyancy difference between the buoyant layer and the ambient that drove the draining/ventilation flow.

We now can fully non-dimensionalise the equation describing the evolution of the interface position by introducing the non-dimensional timescale $\tau$ and parameter $\mu$ as

$$\tau = t/T_f \quad \text{and} \quad \mu = T_f/T_d,$$

(4.8)

transforming (4.6) into

$$\frac{d\hat{\zeta}}{d\tau} = \mu - \hat{\zeta}^{5/3}.$$  

(4.9)

The single parameter $\mu$ is the ratio of the two competing timescales for filling and draining the box. For a fixed geometry box (which is the case throughout this work), $\mu$ is a function of $B_0$ and $Q_v$ only. In the case of a large $\mu$, the time it takes to fill the box is greater than to drain it, and therefore we expect the lower layer to stay relatively thin. In the opposite case of $T_d > T_f$, the filling volume flux is large in comparison with...
4.3 Validation of the filling-box method

Table 4.1 Experimental parameters for test experiments conducted with salt plumes. The source volume flux for all experiments was \( Q_0 = 1.4 \times 10^{-6} \text{ m}^3\text{s}^{-1} \).

<table>
<thead>
<tr>
<th>Exp</th>
<th>Solution</th>
<th>( B_0 )</th>
<th>( \Gamma_0 )</th>
<th>( z_{vo} )</th>
<th>( L_m )</th>
<th>( Q_v )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Salt</td>
<td>32.3</td>
<td>0.64</td>
<td>0.019</td>
<td>0.010</td>
<td>27.4</td>
<td>0.32</td>
</tr>
<tr>
<td>2</td>
<td>Salt</td>
<td>76.3</td>
<td>1.31</td>
<td>0.015</td>
<td>0.007</td>
<td>27.4</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>Salt</td>
<td>143.8</td>
<td>2.48</td>
<td>0.013</td>
<td>0.005</td>
<td>27.4</td>
<td>0.21</td>
</tr>
</tbody>
</table>

\( Q_v \) and thus the bottom layer will grow to a substantial thickness before the drainage flux can balance the fluid supply provided by the plume.

For our numerical solutions we take the time \( \tau = 0 \) as the instant when the plume fluid first touches the bottom of the box. In that case \( \zeta(\tau = 0) = 1 \). To calculate the plume volume flux we took the value of the entrainment coefficient \( \alpha_T = 0.13 \).

Numerical solution of (4.9) using these initial conditions is presented in figure 4.8a for 5 particular cases of \( \mu \) in the range of realistic parameters relevant to our experiments. These were obtained using a simple first order numerical scheme. The figure shows that as \( \mu \) increases, the time it takes to reach a steady state decreases, and so does the interface height. This correlates with the physical intuition that for larger \( \mu \), the relative effect of draining is greater and so the plume is unable to build a fluid layer of considerable depth.

Figure 4.8b shows how the time to reach a steady state varies as a function of \( \mu \). In this case we define the state state as the time when the interface position has reached 99% of its theoretical steady-state value. The figure shows a non-linear relationship between \( \tau_{ss} \) and \( \mu \). As expected, as the value of \( \mu \) increases, the steady-state fluid depth decreases and is reached in less time. For \( \mu \geq 1 \), \( \tau = 0 \), indicating that the steady state is reached immediately, as the volume flux supplied by the plume is always smaller than the drainage volume flux and no fluid layer can form. The two particular cases marked as \( \mu_{\text{max}} \) and \( \mu_{\text{min}} \) provide the range of values that are relevant for our experiments, given the limitations of the pumps and the typical buoyancy fluxes \( B_0 \).

4.3.2 Model validation

Validation of the model was performed for three experiments with single-diffusive salt-only plumes. Table 4.1 summarises all three test experiments and their respective parameters. Determining the location of the interface was performed by means of a conductivity probe described in section 3.2.4 and following the procedure explained in
Fig. 4.9 (a) Comparison between the model predictions (shown as dashed lines) and the measured positions of the interface for three experiments; (b) theoretical prediction of the physical time to reach a steady state $t_{ss}$ against the source buoyancy flux. Note that the error bars for the measurements presented in subfigure (a) are smaller than the marker sizes and are therefore omitted.

Fig. 4.9 (a) demonstrates the temporal evolution of the bottom layer fluid depth for three experiments. Each point in this plot represents a single measurement of the interface location. Predictions made by the model for each experiment, shown as dashed lines, are in a good agreement with both the observed temporal evolution and the final steady-state interface positions. This, therefore, validates the undertaken experimental procedure.

We performed all future experiments at five regular drainage flow rates spanning the range of $21.8 < Q_v < 32.4$ ml s$^{-1}$. Figure 4.9b shows the prediction of the physical time for the interface to reach a steady height as function of the source buoyancy flux $B_0$ for these five drainage volume fluxes. These predictions were made on the basis of the model, which at this stage has been validated against experimental measurements. The figure shows that in the worst case scenario over the range of possible experimental parameters the experiment should not take more than $t_{ss} = 12$ min to reach a steady state. With that in mind, we performed all our experiments for at least 30 min to ensure that we obtain a sufficient number of measurements in the steady state.

We now proceed to presenting the actual experimental results obtained for single- and double-diffusive plumes. Note that, for simplicity, throughout this chapter we will denote the top-hat entrainment coefficient of a turbulent plume $\alpha_P$ as $\alpha$. 
Fig. 4.10 A series of images from a typical experiment (salt only in this case). The initial descent of the plume is shown in (a); (b, c) show the impact of the fluid on the base and its subsequent rise toward the source, and (d) final steady state with two uniform layers separated by the density interface.
4.4 Experimental results

Figure 4.10 shows a visualisation of a typical single-diffusive experiment, performed using simple blue food colouring and recorded using DigiFlow. The instant when the negatively buoyant axisymmetric turbulent plume, introduced into a fresh stationary ambient from the top, reached the base of the filling-box is shown in figure 4.10a. During its descent the plume entrained ambient fluid and thus grew in radius. Upon reaching the bottom of the box, the plume spread radially outwards as a gravity current and hit the walls, as shown in figure 4.10b. At this moment, the denser fluid began to exit through the bottom opening and was replaced by an equal volume (less source volume flux) of fresh ambient fluid, entering through the upper openings, to conserve volume. As the volume flux supplied by the plume initially exceeded that imposed by the drainage pump, a layer of salt solution began to form and grew in height, as shown in figure 4.10c. This layer continued to increase in depth and density until a steady-state flow was established. Figure 4.10d demonstrates that the steady flow consisted of a two-layer stratification: a fresh upper layer and a well-mixed lower layer of salt solution, separated by a horizontal interface.

As shown in figure 4.10, the interface between the two layers was not perfectly flat and horizontal throughout the experiment. The disturbances introduced by the plume caused interfacial waves between the fresh and saline layers. As the interface moved closer to the plume source, the amplitude of these interfacial waves reduced, but remained significant compared to the thickness of the interface. Since the fluctuations were oscillatory in time, it was necessary to perform multiple measurements of the interface position to average out any temporal variations. These measurements are discussed in detail in the next section.

Table 4.2 provides a summary of all experiments and their respective parameters. Each experiment was performed at five ventilation volume fluxes $Q_v$, with the values presented in table 4.2 being the averages over these five runs. The range of $Q_v$ gave a range of steady-state interface heights $85 \text{ mm} \leq \hat{z} \leq 190 \text{ mm}$. Altogether 13 experiments (making a total of 65 runs) were performed, three with single-diffusive plumes (S1-S3), with the values of $R_\rho$ being close to 0, and ten double-diffusive (HS4-HS13). Since for all double-diffusive experiments, the faster diffusing component (heat) was stably distributed and the slower diffusing component (salt) was unstable, as mentioned above the plumes were in the salt-fingering regime.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Title</th>
<th>Source Solution</th>
<th>$T_0$ (°C)</th>
<th>$\Delta T_0$ (°C)</th>
<th>$B_0 \times 10^{-8}$ m$^4$s$^{-3}$</th>
<th>$\Gamma_0$</th>
<th>$z_{vo}$ (m)</th>
<th>$L_m$ (m)</th>
<th>$R_\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S1</td>
<td>Salt</td>
<td>20.8</td>
<td>0.7</td>
<td>65.6</td>
<td>0.92</td>
<td>0.017</td>
<td>0.008</td>
<td>0.004</td>
</tr>
<tr>
<td>2</td>
<td>S2</td>
<td>Salt</td>
<td>21.9</td>
<td>1.7</td>
<td>90.5</td>
<td>1.15</td>
<td>0.016</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>3</td>
<td>S3</td>
<td>Salt</td>
<td>20.9</td>
<td>1.3</td>
<td>33.8</td>
<td>0.47</td>
<td>0.021</td>
<td>0.011</td>
<td>0.014</td>
</tr>
<tr>
<td>4</td>
<td>HS4</td>
<td>Heat-Salt</td>
<td>67.7</td>
<td>47.7</td>
<td>133.2</td>
<td>1.94</td>
<td>0.014</td>
<td>0.006</td>
<td>0.100</td>
</tr>
<tr>
<td>5</td>
<td>HS5</td>
<td>Heat-Salt</td>
<td>40.8</td>
<td>20.4</td>
<td>65.1</td>
<td>0.82</td>
<td>0.017</td>
<td>0.008</td>
<td>0.101</td>
</tr>
<tr>
<td>6</td>
<td>HS6</td>
<td>Heat-Salt</td>
<td>55.8</td>
<td>35.6</td>
<td>51.3</td>
<td>0.72</td>
<td>0.018</td>
<td>0.009</td>
<td>0.186</td>
</tr>
<tr>
<td>7</td>
<td>HS7</td>
<td>Heat-Salt</td>
<td>68.6</td>
<td>48.1</td>
<td>55.1</td>
<td>1.04</td>
<td>0.016</td>
<td>0.008</td>
<td>0.198</td>
</tr>
<tr>
<td>8</td>
<td>HS8</td>
<td>Heat-Salt</td>
<td>56.2</td>
<td>36.1</td>
<td>35.3</td>
<td>0.47</td>
<td>0.020</td>
<td>0.011</td>
<td>0.253</td>
</tr>
<tr>
<td>9</td>
<td>HS9</td>
<td>Heat-Salt</td>
<td>54.3</td>
<td>34.4</td>
<td>28.0</td>
<td>0.37</td>
<td>0.022</td>
<td>0.013</td>
<td>0.291</td>
</tr>
<tr>
<td>10</td>
<td>HS10</td>
<td>Heat-Salt</td>
<td>55.8</td>
<td>35.3</td>
<td>17.8</td>
<td>0.31</td>
<td>0.024</td>
<td>0.014</td>
<td>0.371</td>
</tr>
<tr>
<td>11</td>
<td>HS11</td>
<td>Heat-Salt</td>
<td>67.2</td>
<td>47.9</td>
<td>20.8</td>
<td>0.30</td>
<td>0.024</td>
<td>0.014</td>
<td>0.404</td>
</tr>
<tr>
<td>12</td>
<td>HS12</td>
<td>Heat-Salt</td>
<td>61.1</td>
<td>41.1</td>
<td>12.6</td>
<td>0.17</td>
<td>0.029</td>
<td>0.019</td>
<td>0.492</td>
</tr>
<tr>
<td>13</td>
<td>HS13</td>
<td>Heat-Salt</td>
<td>67.4</td>
<td>47.7</td>
<td>9.5</td>
<td>0.14</td>
<td>0.031</td>
<td>0.021</td>
<td>0.572</td>
</tr>
</tbody>
</table>

Table 4.2 Experimental parameters for all experiments conducted with single- and double-diffusive plumes.
4.4.1 Conductivity and temperature measurements

Figure 4.11 shows the outputs of the conductivity probe and thermocouple traversed through the box during the filling process of experiment HS9. Such profiles were typical for all experiments. The chronological order of the measurements is indicated by the darkness of the lines, with the darker ones corresponding to later profiles. The salinity profiles, shown in figure 4.11a can be roughly broken down into three sections from the top-down: (i) a region of constant low salinity (top layer); (ii) an intermediate region where the salinity increases to that of the bottom layer and (iii) a high salinity region (bottom layer). The sequence of profiles shows that the bottom layer grew in height and salinity during the filling process, until the steady state was reached with the salinity interface fluctuating around its mean position. The associated temperature profiles, shown in figure 4.11b, exhibit a similar behaviour, typical for all conducted thermohaline experiments, wherein the temperature of the bottom layer grew until reaching the steady state.

Two important observations about the profiles have to be made here. First, in comparison to the salinity profiles, the outputs of temperature measurements are considerably more diffuse, which cannot be explained by the slow response time of the thermocouple, as further reduction of the traversing speed did not make any noticeable
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Fig. 4.12 Evolution of the salinity interface in time $t$ normalised with drainage timescale $T_d$: (a) for four individual experiments normalised by box height $H$; (b) for all 13 experiments, conducted at the lowest ventilation volume flux for each experiment, normalised by their respective maximum interface heights $h_{\text{max}}$.

difference to the obtained shape. Such diffuse temperature profiles make the definition of the temperature interface position ambiguous and, therefore, unsuitable for locating the interface. For that reason, salinity profiles only were used to locate the interface. Second, figures 4.11a and 4.11b demonstrate a small but persistent gradual increase in the salinity and temperature of the upper layer, respectively. While the salinity profiles appear to be nearly uniform at all times, the temperature in the upper layer forms a stable stratification.

This increase in both scalar properties could be a result of either double-diffusion acting across the plume, indicative of the counterbuoyancy flux observed by McDougall (1983) and Turner (2003), and/or double-diffusive convection occurring along the interface between the layers. Appendix E presents visual measurements obtained using the shadowgraph technique that did not reveal any significant convective motion occurring at the double-diffusive interface, signifying that it is likely that the cause of thermal stratification is heat diffusion from the plume. It is nevertheless hard to tell with certainty what is the dominating cause of the thermal stratification, but, given that the temperature difference between the top and bottom layers never exceeded $3.5\, ^\circ \text{C}$, its effect on plume buoyancy was negligible. Moreover, the reduction in temperature difference between the ambient and the plume due to the stratification is small, as at the source the ambient temperature increase had a mean value of $1.0 \pm 0.5\%$ of $\Delta T_0$, 
where the error is one standard deviation. Further, although the temperature of the plume decreases as it descends, so does the ambient temperature anomaly, and the temperature difference between the plume just above the interface and the initial ambient temperature has a mean value of 3.2±2.6%.

To locate the instantaneous interface position, a hyperbolic tangent was fitted to each salinity profile and the height at the centre of the fitted profile was used to track the interface migration. Figure 4.12a shows the temporal evolution of the interface height determined in this manner for four different experiments. In this figure, the physical time $t$ has been normalised with a timescale for emptying the tank $T_d$ at a constant rate due to the ventilation volume flux $Q_v$, giving the non-dimensional time scale

$$\hat{t} = \frac{t}{T_d} = t \frac{Q_v}{SH},$$

(4.10)

where $S$ and $H$ are the floor area and height of the tank, respectively. It is clear that for the four (typical) experiments shown, the interface height becomes approximately steady after about $\hat{t} = 2$.

Figure 4.12b shows the evolution of interface position normalised by the maximum interface distance $z_{max}$ for all experiments conducted at the lowest ventilation volume flux $Q_v^{\text{min}} = 21.8 \text{ ml s}^{-1}$. In line with figure 4.12a, we see that that after around $\hat{t} = 2$ all experiments reached a steady state. We also observed that for ventilation flow rates higher than $Q_v > Q_v^{\text{min}}$ the interface reached a steady state faster (in $\hat{t} \leq 2$), and therefore, for consistency, we took the last 6 profiles ($\hat{t} > 2$) for each experiment to calculate the time-averaged steady-state salinity $\overline{S}(z)$ and temperature $\overline{T}(z)$ profiles using

$$\overline{S}(z) = \frac{1}{(i_\text{c} - i_\text{s} + 1)} \sum_{i_\text{s}=0}^{i_\text{c}=11} S_i(z) \quad \text{and} \quad \overline{T}(z) = \frac{1}{(i_\text{c} - i_\text{s} + 1)} \sum_{i_\text{s}=0}^{i_\text{c}=11} T_i(z).$$

(4.11)

Figure 4.13 shows the typical calculated steady-state time-averaged salinity $\overline{S}(z)$ and temperature $\overline{T}(z)$ profiles. The figure demonstrates that the steady-state salinity profile is very well approximated by the hyperbolic tangent fit and can therefore be used to determine the interface position. The horizontal dashed bars represent the confidence levels of the interface position, estimated by extrapolating the slope at the centre of the interface to the edges of the profile. Although, as noted earlier, the averaged temperature profile is too diffuse to be used for accurate interface identification, figure 4.13 demonstrates that the temperature increase occurs within the confidence levels.
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Fig. 4.13 Typical normalised time-averaged steady-state profiles of salinity $\bar{S}(h/H)$, fitted using hyperbolic tangent profile, and temperature $\bar{T}(h/H)$.

4.4.2 Entrainment coefficient

Figure 4.14 shows the calculated values of the top-hat entrainment coefficient $\alpha$ for three single-diffusive experiments (figure 4.14a) and four double-diffusive experiments (figure 4.14b) at five ventilation volume fluxes, evaluated using (3.1). The vertical error bars represent the combination of errors from temporal interface fluctuations, and the uncertainties in the temperature and supply volume flux measurements. These three sources of error were estimated as two standard deviations about their respective mean values for each experiment. Figure 4.14a demonstrates that the value of the entrainment coefficient for single-diffusive plumes is a constant, independent of plume buoyancy flux and ventilation volume flux, with a mean of $\alpha = 0.129 \pm 0.002$, where the error represents two standard deviations from the mean. This is in good agreement with the generally accepted value of $\alpha \approx 0.13$, reported in various experimental investigations (Linden, 2000), and was therefore used as a benchmark for further results.

In contrast to the results obtained from experiments with single-diffusive plumes, figure 4.14b shows that the values of the entrainment coefficient for double-diffusive plumes are (i) not constant, (ii) smaller than the single-diffusive entrainment constant. These two observations are surprising for a number of reasons. Observation (i) is contradictory to the general assumption that molecular diffusion plays no role in the dynamics of entrainment in high Péclet number turbulent plumes. Observation (ii) is also surprising, since we naively supposed that the small-scale double-diffusive
processes would enhance mixing of the engulfed fluid, leading to an increase of the effective entrainment coefficient. The observed reduction in the entrainment coefficient cannot be explained by the temporal change in the buoyancy flux of the plume during its descent. The faster diffusion of heat would result in an increase of the negative buoyancy flux, driving the flow, which in turn, would lead to an increase in the plume volume flux and ‘move’ the interface closer to the source than it should be for a given initial source buoyancy flux $B_0$. From (3.1), this reduction of $\hat{z}$ would yield an increased value of the entrainment coefficient, opposite to our observations.

Two additional important observations have to be made here. First, recalling that the experimental parameters presented in table 4.2 were tabulated in the ascending order of $R_\rho$, it is clear that the reduction of the entrainment coefficient is proportional to the strength of the double-diffusivity of the plume, represented by $R_\rho$. In particular, figure 4.14b shows that for all values of ventilation volume flux $Q_v$, the values of the entrainment coefficient for HS13 are lower than those of HS11, HS7 and HS5. This suggests that the intensity of the double-diffusive processes within the plume controls the magnitude of the reduction in entrainment. We also observe some non-monotonic behaviour of HS5 and HS7, in that their values of the entrainment coefficient appear to reduce at the intermediate range of $Q_v$. However, the magnitude of these variations in relation to experimental uncertainty for those experiments, makes it is difficult to comment reliably on this observation.
Second, for highly doubly-diffusive experiments (HS11 and HS13), the values of the entrainment coefficient exhibit a clear dependency on the ventilation flux, i.e. for smaller values of the flux, the reduction of the entrainment coefficient is greater. Note that, in effect, a reduction in $Q_v$ results in the migration of the interface towards the plume source. Therefore, the second observation can be transformed into a statement that, the reduction in the entrainment coefficient is greater when the interface is closer to the plume source. This observation is not explained by the need for the plume to adjust to a self-similar state, as the lowest ratio of the distance to the interface and jet-length is $\hat{z}/L_m=6.6$. Instead, this observation suggests that the strength of double diffusion in the plume varies with distance from the source.

To explore further the variation of double-diffusive effects within the plume, we present the results in a different fashion in figure 4.15. Figure 4.15a shows the dependence of the top-hat entrainment coefficient on the density ratio $R_\rho$ for all experiments at all ventilation fluxes (making a total of 65 data points). The colour scheme in this figure represents the normalised distance from the plume virtual origin to the steady-state interface $\hat{z}/H$. Although no clear dependency between the entrainment coefficient and $\hat{z}$ is observed in the range $0 < R_\rho < 0.3$, there appears to be a pattern for strongly double-diffusive experiments in the range $0.3 < R_\rho < 0.6$. In particular, for a specific value of $R_\rho$, the values of the entrainment coefficient are consistently smaller for smaller $\hat{z}$, i.e. monotonically reducing with $\hat{z}$. The absence of such behaviour in the region $0 < R_\rho < 0.3$ is attributed to the fact that the magnitude of the dependence
Fig. 4.16 A schematic snapshot of a thermohaline negatively-buoyant plume during its descent, showing the distribution of vertical velocity $w(r,z)$, temperature outside salinity edge $T_a$ and vorticity fields $\psi_p$ and $\psi_a$, within and outside the plume, respectively.

on $\hat{z}$ is comparable with the experimental uncertainty. Figure 4.15b displays the same results as a function of the distance to the interface. As expected, the figure shows that for single-diffusive plumes, represented by the dark blue markers, there is no dependency on the interface position, confirming the entrainment coefficient is a constant. In contrast, the strongly double-diffusive plumes exhibit a clear dependency on the distance travelled to the interface. The data, displayed in figure 4.15 lead to the conclusion that double-diffusive effects, acting to inhibit entrainment, vary along the plume and are stronger closer to the plume source. An attempt to explain these observations is made below.

4.4.3 Differential diffusion mechanism

One possible explanation for the observed reduction of entrainment is based on differential diffusion of the properties driving the plume motion. Consider a snapshot of a negatively-buoyant turbulent thermohaline plume during its descent, schematically illustrated in figure 4.16. We assume for simplicity that the flux of salt across the salinity interface is negligible, with only heat being transferred from the plume to the surrounding fluid by molecular diffusion (evidence of this heat diffusion across the plume/ambient interface is shown in figure 4.11b). Under these assumptions, the
ambient fluid just outside the salinity interface is fresh and warm, with the associated Gaussian distribution of temperature $T_a$ in the radial direction. Such a temperature profile will create a corresponding buoyancy force distribution, which in turn will produce a vorticity field $\psi_a$ oriented oppositely to the vorticity field $\psi_p$ within the plume itself. This oppositely-orientated vorticity field outside the plume edge $\psi_a$ will counteract $\psi_p$ and thereby inhibit turbulent engulfment, which, as discussed in section 1.2.2, is widely believed to be the dominant mechanism of entrainment. This explanation, based on differential diffusion of heat and salt, is consistent with the observations of ‘counterbuoyancy’ fluxes and ‘plume splitting’ made by McDougall (1983), Turner and Veronis (2000) and Turner (2003).

From the above model it follows that the strength of the thermally-induced external vorticity field $\psi_a$ is dependent on the temperature gradient at the salinity interface, with larger gradients inducing a stronger field. From our definition of $R_\rho$, for a fixed salinity difference, larger values of density ratio $R_\rho$ are accompanied by stronger temperature gradients and thus the proposed counteracting effect of the external vorticity field on engulfment is greater. This explains the direct relationship between $R_\rho$ and the scale of entrainment reduction. Such reasoning is consistent with large-scale engulfment being dominant in the entrainment process.

The proposed explanation is also supported by the observed inverse dependence of the reduction in entrainment with the distance travelled by the plume. Close to its source, the plume experiences a significant reduction in entrainment, as it has not yet lost its heat and the temperature gradients are still large. As the plume continues its downward motion, exchanging its properties with the ambient, heat is lost an $O(100)$ times faster than salt by the action of molecular diffusion, thereby decreasing the local value of the density ratio from that at the source. This reduction continues as the plume descends.

An estimate of the velocity scale in the region driven by the temperature alone can be constructed as

$$w \sim \sqrt{g \beta_T \Delta T L_T}$$

(4.12)

To get an order of magnitude estimate, we take $g = 10 \text{ m s}^{-2}$, $\beta_T = 10^{-4} \text{ °C}^{-1}$ and $\Delta T = 1 \text{ °C}$. Assuming diffusive growth of the thermal boundary layer ($L_T \sim \sqrt{\kappa_T t}$), we take $L_T = 10^{-3} \text{ m}$. Using these values, the vertical velocity will be $O(10^{-3}) \text{ m s}^{-1}$, which is approximately 10% of the typical entrainment velocity and, therefore, could hinder the entrainment process.
4.5 Conclusions

An experimental investigation of the role of double diffusion on the rate of entrainment in turbulent plumes has been conducted. We have restricted our attention to negatively buoyant saline and thermohaline plumes discharged vertically downwards into a stationary uniform freshwater ambient. Under this configuration, the thermohaline plumes were in the salt-fingering regime. As expected, the values of the top-hat entrainment coefficient obtained for single-diffusive (saline) plumes are a constant $\alpha = 0.129 \pm 0.002$, independent of the source buoyancy flux and the ventilation flux $Q_v$.

However, we observed a reduction in the value of the entrainment coefficient by up to 20% for double-diffusive thermohaline plumes. This reduction is not explained by the changes in the plume buoyancy flux, as this would yield the opposite result. As shown in figure 4.15a, the scale of reduction is in direct relation to the source density ratio $R_\rho$, indicating that double-diffusive processes alter the dynamics of turbulent entrainment. The reduction is also inversely related to the distance from the virtual origin to the interface $\hat{z}$, implying transiency of the double-diffusive effects. The exact functional relationship of $\alpha$ as a function of $z$ and $R_\rho$ remains to be established. As all of our experiments were in the salt-fingering configuration, it is also unclear at this stage as to what effect double-diffusion would have on the dynamics of a plume in the diffusive regime.

There are at least two important implications of this chapter. First, our findings may be useful in deciding whether double-diffusive effects would be of importance in modelling entrainment and subsequent dynamics of turbulent plumes in various environmental and industrial scenarios. Extrapolation to large-scale systems requires independence of the flow on Péclet and Reynolds numbers. The previously noted agreement between heat only and salt only plumes shows that these plumes are already independent of $Pe$ and it is well known that laboratory scale plumes at lower $Re$ capture the dynamics of large scale plumes (Briggs, 1982). One particular example is the already mentioned case of iceberg melting, the typical temperature and salinity differences between the produced meltwater and the ambient ocean are $\Delta T = 5$ °C and $\Delta S = 0.035$, respectively, yielding a density ratio of $R_\rho = 0.05$. Based on our experimental results, such a low source density ratio would result in a minor reduction in the entrainment coefficient. However, for cases where $R_\rho$ is significantly greater, the double-diffusive effects should not be ignored. Second, this work shows that even for high-Péclet-number turbulent flows, in which advection dominates diffusion, the effect of molecular diffusion can be non-negligible, as it may alter the overall dynamics of the flow.
Chapter 5

PIV/LIF Measurements in Plumes

5.1 Introduction

In the previous chapter we presented the experimental measurements of the rate of turbulent entrainment in double-diffusive plumes in the salt-fingering configuration. In brief, these results, obtained using the Baines’ filling-box technique, showed that (i) when plumes are double diffusive, the rate of turbulent entrainment is reduced, (ii) the reduction is greater for greater source stability ratio $R_\rho$, and (iii) the plume dynamics appears to evolve with the distance travelled. Although the Baines’ filling-box technique serves as a relatively simple and robust way for determining the entrainment coefficient, it only allows the plume volume flux to be measured at a particular distance from the source and does not provide any insight into the flow field within the plume itself and the ambient fluid. To address these limitations, in this chapter we report our measurements of the flow fields in single- and double-diffusive plumes using simultaneous PIV and LIF measurements, with the aim of verifying the results presented in chapter 4 and gaining additional insights into the behaviour of double-diffusive turbulent plume flows.

Non-intrusive experimental investigations of turbulent plumes are not uncommon, and have been performed by multiple authors in the past. In one of the earliest, Kotsovinos and List (1977) performed an investigation of mean and turbulent properties of buoyant jets and plumes using the Laser-Doppler anemometry (LDA). Their velocity measurements were combined with intrusive scalar (temperature) point measurements, obtained using bead thermistors. In doing so, the authors attempted to elucidate the mechanisms governing the transition of planar buoyant jets to plumes. To the best of our knowledge, their work presented the turbulence structure of planar turbulent buoyant jets for the first time. Later, in a similar fashion, Papanicolaou and List (1988) used LDA to investigate the dependence of the flow field in a turbulent forced plume...
on its source Richardson number. This time the scalar concentration measurements were obtained using the laser-induced fluorescence technique (LIF), which is described in basic terms in section 3.1.4.

The approach of combining simultaneous measurements of velocity and scalar fields to study turbulent flows has been applied by multiple authors in the recent years. Modern technological advances in experimental systems and computational methods enabled experimental investigations of the dynamics of turbulent plumes and jets to be done with great accuracy. As such, high-resolution simultaneous velocity and scalar measurements using combined particle image velocimetry (PIV) and planar laser-induced fluorescence (PLIF) techniques were performed by Wang and Law (2002) and Mistry et al. (2016) to study round turbulent buoyant jets. In application to plumes, Burridge et al. (2017) used these two techniques to perform conditional analysis of the flow velocity measurements. In particular, the scalar field data (obtained using LIF) was used to distinguish the plume fluid from the ambient, providing the basis for conditional segregating of the plume velocity profiles according to specific criteria. The novel and insightful approaches used in their work inspired us to follow some of them in application to the current investigation.

As in chapter 4, for our experiments we chose to work with the aqueous heat-salt (‘thermohaline’) system in which a hot, salty plume descends into cooler, fresher water. The new experiments, however, required an additional modified experimental setup, since the setup described in chapter 4 was designed with no initial intention of performing simultaneous PIV/LIF measurements of the plume flow field. The modified experimental setup and the associated experimental procedure are described in section 5.2. The results of the experimental investigation are presented in section 5.3. We start with the validation of our experimental method by comparing the time-averaged results for the single-diffusive plumes against previously reported measurements. Similar analysis is then performed for double-diffusive plumes, enabling us to draw out the differences in the observed behaviour. We then proceed to the analysis, based on the combined PIV and PLIF measurements. In subsection 5.3.3.1 we explain the edge-detection procedure and demonstrate its effectiveness in differentiating the plume fluid from the ambient. Using the edge information, we then present the time-average flow field for both types of plumes in the plume coordinate system, as in Burridge et al. (2017). Ultimately, in section 5.4 a series of conclusions are drawn, bringing together the results from both chapters 4 and 5.
5.2 Experimental procedure

All experiments described in this chapter were performed in a Perspex (acrylic) tank, measuring $1.2\,\text{m} \times 0.40\,\text{m} \times 0.75\,\text{m}$ ($L \times W \times H$). Only the front wall of the experimental tank was left transparent for visual data collection, with the three others masked using black cover for laser safety and ambient light noise reduction. The tank was positioned on a table, which had a horizontal slit spanning the width of the tank to pass the laser beam from underneath, as illustrated schematically in figure 5.1. For all experiments, the tank was filled with homogeneous aqueous NaCl solution and left overnight to equilibrate thermally.

As in chapter 4, turbulent plumes were created by steadily ejecting a negatively buoyant NaCl solution through the specifically designed plume nozzle located at the top of the tank using a gear pump. The pump was carefully calibrated over the supply volume fluxes used, that is, $Q_0 = 1.4 \pm 0.2\,\text{mls}^{-1}$. For the details of nozzle design and pump calibration, the reader is referred to subsections 3.2.1 and 3.2.3, respectively. For double-diffusive plume experiments, thermohaline source fluid was created by heating a solution of known salt concentration to a set temperature of up to $80.0 \pm 0.1\, ^\circ\text{C}$ using the Grant LTC4 water bath, described in section 3.2.2. The inevitable heat losses, occurring during the supply of the plume fluid from the heater bath to the discharge point, were reduced by thermally insulating the connecting pipework and minimising the total distance from the heater bath to the nozzle. As before, temperature of the plume fluid at the discharge point was measured using two T-type thermocouples, described in section 3.2.5, inserted into the nozzle. The densities of the saline plume fluid and the

Fig. 5.1 A schematic representation of the experimental setup physical arrangement. A horizontal slit in the table allowed the laser beam (marked green) to enter the tank.
ambient fluid were measured using the Anton Paar DMA5000 densitometer with an accuracy of $\pm 1 \mu g \text{cm}^{-3}$. In the case of heat-salt combinations, the source density of the supply fluid was evaluated using the equations of state of Ruddick and Shirtcliffe (1979) from the known values of salinity and temperature at the source.

Thermohaline plume experiments required up to $\approx 360 \text{s}$ of warm-up to reach a steady-state temperature at the point of discharge. To avoid contamination of the tank with visualisation dye, heat and NaCl during the warm-up period, a siphon connected to a pump was temporarily placed near the nozzle outlet, collecting all the ejected plume fluid. Once the pre-heat was finished, the siphon was carefully removed away from the nozzle discharge point and the plume was allowed to run for another $\approx 30 \text{s}$ to re-establish a steady-state flow.

Simultaneous measurements of the velocity and scalar fields of both single- and double-diffusive plumes were performed using particle image velocimetry and laser induced fluorescence techniques, described in sections 3.1.3 and 3.1.4, respectively. The measurement section, shown schematically in figure 5.2, was illuminated using a frequency-doubled dual-cavity Litron Nano L100 Nd:YAG pulsed laser with a wavelength of 532 nm. Operated at a frequency of 70 Hz, with both cavities of the laser pulsed simultaneously, the laser system was used to create a light sheet with a thickness of 1–2 mm. The central plane of the light sheet was positioned in the mid-section of the experimental tank, parallel with the tank wall facing the cameras. To avoid inconsistencies in the intensity and/or spatial structure of the light sheet, present in the first $\approx 30 \text{s}$ of the laser warm up, for each experiment both lasers were turned on at least 5 min before the start of data collection.

For the PIV measurements, polyamide particles with a mean diameter of 50 $\mu m$ and density 1024 kg m$^{-3}$ were added to the ambient fluid. The choice of particles was based on minimising the Stokes’ settling velocity, as described in section 3.2.6. To ensure homogeneous dispersion of particles in the experimental tank, for each set of experiments a fixed volume of particles was first added to a small beaker containing freshwater and a few millilitres of rinse aid. The resultant suspension was well stirred, ensuring that no particle lumps remained, and poured into the tank. Once added, the particles were thoroughly mixed within the tank, ensuring a practically uniform distribution, and the ambient water was allowed to settle for $\approx 20 \text{min}$. Given the pre-selected particle size and density, the final decision on the amount of particles to be added was based on the balance between the seeding density and optical permeability. In particular, while Keane and Adrian (1992) and Cowen and Monismith (1997) reported that for reliable PIV measurements, the seeding density should be greater
than 10 particles per interrogation window, excessive seeding can lead to a decrease in the quality of the images, as the optical path between the light sheet and the camera could be obscured. With both considerations in mind, a balanced seeding density was obtained experimentally and kept at three 10 ml scoops for a full tank.

To allow simultaneous LIF measurements, for all the experiments a low concentration \((1.0 \times 10^{-7} \text{ kg m}^{-3})\) of fluorescent dye Rhodamine 6G was added to the source fluid. To reduce the unwanted effect of attenuation, we minimised the amount of dye added by using a low f-number lens (f/1.2), which was close to fully open. With the optical device set, the volume of dye added was chosen such that the images were close to saturated at the top of the window, ensuring that the full range (8 bit of intensity resolution / 256 levels) of the camera capability was exploited.

Images of a section of the illuminated laser sheet were captured using two AVT Bonito CMC-4000 4 megapixel CMOS cameras. The lenses used on the PIV and LIF cameras were Nikkor 50 mm f/1.4 and Nikkor 50 mm f/1.2, respectively. Both cameras were placed approximately 1 m away from the front surface of the tank. Positioned at this distance, the resulting measurement window (camera view) had a height of 0.253 m \((101 \, r_0)\), starting at 0.002 m above the physical source, and a width of 0.340 m \((136 \, r_0)\). Done in this way, we were able to observe the entire process of the evolution of the plumes over a substantial vertical distance. To separate the two light signals, i.e. the light scattered from the polyamide particles and that fluoresced by the dye, a narrow \((532 \pm 1.5 \, \text{nm})\) band-pass filter (centred at the wavelength of the laser) was mounted onto the PIV camera and a longpass \((>570 \, \text{nm})\) filter was mounted onto the
LIF camera. Images from both cameras were simultaneously captured at a frequency of 70 Hz, matching that of the laser pulsations, before being processed.

Perhaps the major limitation in studying thermohaline plume flows experimentally, is the effect of the large gradients of both heat and salt on the refractive index mismatch between the plume and ambient fluid. Generally, in situations where measurements of a flow with high density gradients are made using visually-based methods, it is necessary to eliminate refractive index variations within the experimental fluids. This is done to minimise the otherwise arising distortions to the light trajectories, leading to errors in determining particle positions and dye concentration measurements. Turbulent plume flows are characterised by the presence of large scalar gradients, creating sharp density gradients and thus making the above considerations particularly relevant. As a result, many previous similar studies performed refractive index matching using an additional solute within the ambient fluid (e.g. sodium nitrate) to match the optical properties of the flow and the ambient fluid while maintaining a density difference (McDougall, 1979). This was often possible because only a single scalar component was present within the flow that therefore had to be matched. However, in our case of thermohaline turbulent plume flows, the presence of two large scalar gradients, diffusing at rates with $O(100)$ difference, makes refractive index matching extremely challenging, as the local optical properties of the flow undergo significant rapid changes and thus cannot be accounted for. Without refractive index matching, it was therefore inevitable that some PIV and LIF data, particularly those obtained from the region close to the source, where the gradients of both scalars are large, were unreliable and could not be used. Physically, this effect was evident from the ‘blurriness’ of the particle images in the region close to the source, which, given that each frame is only illuminated for the pulse width of the laser (10 ns), could only be a result of the refractive index mismatch.

Using the scalings from the classical plume theory (i.e. $g'_p \sim z^{-5/3}$ and hence $\Delta n \sim z^{-5/3}$), where $\Delta n$ is the difference in refractive index between the plume fluid and the ambient fluid, it is possible to obtain an estimate of the refractive index variations within the plume over the measurement region. Our calculations, based on the integral plume properties, showed that the largest values of refractive index variations ($\Delta n \sim 10^{-3}$) occur near the source, over the region where the concentration gradients are largest. It is therefore unsurprising that, with $\Delta n$ spanning the entire width of the plume, the largest errors due to refractive index variations ($\sim 0.1$ pixels) occurred near the source, as the incident light angle is also largest at that location.

As the plume travelled downstream, the incident light angle to the camera reduced, and so did the scalar gradients as a result of mixing through turbulent entrainment
and diffusive processes. Both of these effects acted to rapidly reduce the effect of the refractive index mismatch on the visual measurements error. It is, however, hard to predict with certainty on the basis of this greatly simplified theoretical model, the \( z \)-location where the refractive index mismatch would become insignificant and reliable data could be obtained. We therefore searched for this location experimentally by comparing the obtained data with the previously-verified model predictions. Using this approach, we determined that beyond a certain \( z \)-location (\( \approx 25r_0 \)) our measurements of the velocity field exhibit the scaling relations expected for self-similar turbulent pure plumes and compare well with existing datasets. For consistency, this procedure was followed for both single- and double-diffusive plumes, and is laid out in section 5.3.2.

The two orders of magnitude difference in the diffusivity of heat and salt (and hence dye) also makes it impossible to accurately determine the density field within the double-diffusive plume. We therefore used the LIF measurements for flow visualisation and edge detection purposes only, without concern for quantifying scalar concentration and relating it to the density field. Given the low concentrations of the dye in the measurement section, for LIF processing we used a linear relationship between the light intensity measured by the camera and the dye concentration to determine the scalar field. This relationship was established for each experiment through a two-point calibration, based on two images: first at background light intensity, and second at a known dye concentration. Both calibration images were captured with the polyamide particles within the tank, at the seeding density used for the experiment, to account for differences in the laser intensity due to the presence of the particles. As the maximum dye concentration in the measurement section was small and the scalar measurements were not used for determining the density field, attenuation of the laser beam was neglected in the LIF image processing. The spatial resolution of the processed LIF images was 0.29 mm per pixel. To determine the velocity fields, the raw particle images were first pre-processed by subtracting the background and then processed using the 2017b PIV algorithm of Digiflow (Olsthoorn and Dalziel, 2017). Interrogation windows were chosen to be \( 24 \times 24 \) pixels\(^2\) with a spacing of 12 pixels (an overlap of \( \approx 50\% \)). For these settings, we obtained one velocity vector for every 1.76 mm.

Once the processing of the PIV and LIF images was complete, the velocity and scalar fields were mapped onto a common world coordinate system. To that end, an image of a calibration grid containing a rectangular array of regular dots was captured by both cameras. The calibration grid was carefully aligned with the laser sheet. For each camera a mapping was obtained between the pixel co-ordinates of the dots and the known world coordinate system using a least squares fitting procedure. This
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employs polynomial basis functions of up to third order to fit a polynomial with the
dot locations on each image plane. The images obtained by the two cameras are then
mapped onto a single world co-ordinate system by choosing a common origin for the
world co-ordinates. Despite our best efforts to ensure alignment of the laser sheet with
the calibration target, small misalignments were inevitable and had to be accounted for.
To overcome this issue, we used a sequence of particle images, captured simultaneously
on both cameras (with their filters removed) to determine a disparity map and shift the
coordinate mappings, compensating for any small misalignment between the calibration
target and the light sheet. This procedure is similar to stereo PIV calibration, as in
Willert (1997).

For the source buoyancy fluxes used, the maximum downward plume volume flux
(which developed just before hitting the base of the tank) can be estimated using
the similarity solutions as \( Q = 3.9 \times 10^{-4} \text{ m}^3\text{s}^{-1} \). To conserve volume, an equivalent
upward volume flux had to be induced in the ambient. Averaged over the area of the
experimental tank, the resulting velocity of the rising ambient fluid was \( \approx 0.8 \text{ mm s}^{-1} \),
which is much less than the typical plume velocities at the source \( (Q_0/(\pi r_0^2) \approx 70
\text{ mm s}^{-1}) \), and thus had no significant effect on the plume itself.

Each experiment was recorded for approximately 180 s, producing approximately
12,000 simultaneous velocity/scalar fields. Between every new experiment, the tank
was well-mixed, ambient density and temperature re-measured, and sufficient time was
given to allow any ambient motion to settle. A total of 6 plumes were studied, 3 single-
and 3 double-diffusive, with the experimental source parameters given in table 5.1.

In addition to the source conditions, the table provides the Reynolds number \( Re = \overline{w}_c R_E / \nu \), where \( \overline{w}_c \) is the the time-averaged velocity on the plume centreline, and the
Péclet number \( Pe = Re Sc \) at the same distance from the virtual origin \( \hat{z} = 60 r_0 \) around
the mid height of the region examined. The Schmidt number \( (Sc = \nu/\kappa) \) for the saline
plumes and the thermohaline plumes was based on the salt diffusivity \( \kappa_S = 1.5 \times 10^{-9}
\) and temperature diffusivity \( \kappa_T = 1.4 \times 10^{-7} \text{ m}^2\text{s}^{-1} \), respectively. Following Papanicolaou
and List (1988) we calculated the Kolmogorov length scale as \( \eta_K = R_E / Re^{3/4} \), and
the Batchelor scale as \( \eta_B = \eta_K / Sc^{1/2} \). Table 5.1 shows that the resolution of our PIV
measurements were an order of magnitude larger than the Kolmogorov scale, implying
that the velocities were captured at scales dominated by inertia. In addition, the
resolution of our LIF images were well above the Batchelor scale, suggesting that the
effects of diffusion at these scales may be ignored in our scalar edge analysis.
### 5.2 Experimental procedure

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source solution</td>
<td>—</td>
<td>Salt</td>
<td>Salt</td>
<td>Salt</td>
<td>Heat-Salt</td>
<td>Heat-Salt</td>
<td>Heat-Salt</td>
</tr>
<tr>
<td>Source temperature</td>
<td>$T_0$ [°C]</td>
<td>21.2</td>
<td>21.2</td>
<td>21.1</td>
<td>62.6</td>
<td>62.5</td>
<td>62.6</td>
</tr>
<tr>
<td>Source temperature difference</td>
<td>$T_0$ [°C]</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>41.6</td>
<td>41.5</td>
<td>41.5</td>
</tr>
<tr>
<td>Source buoyancy flux</td>
<td>$B_0$ [$\times10^{-4}$ m$^4$s$^{-3}$]</td>
<td>33.4</td>
<td>33.4</td>
<td>33.4</td>
<td>8.1</td>
<td>8.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Source plume parameter</td>
<td>$\Gamma_0$</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>Jet length</td>
<td>$L_m$ [m]</td>
<td>0.011</td>
<td>0.011</td>
<td>0.011</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>Virtual origin</td>
<td>$z_{vo}$ [m]</td>
<td>0.021</td>
<td>0.021</td>
<td>0.021</td>
<td>0.031</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>Individual marker</td>
<td>—</td>
<td>○○○</td>
<td>◇</td>
<td>◇◇</td>
<td>○○○</td>
<td>◇</td>
<td>◇◇</td>
</tr>
<tr>
<td>Averaged marker</td>
<td>—</td>
<td>●</td>
<td>△</td>
<td>△</td>
<td>○</td>
<td>△</td>
<td>△</td>
</tr>
<tr>
<td>Plume half-width ($\hat{z} = 60r_0$)</td>
<td>$\bar{R}_F = \bar{Q}/(\pi\bar{M})^{1/2}$ [m]</td>
<td>$2.57 \times 10^{-2}$</td>
<td>$2.26 \times 10^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reynolds number ($\hat{z} = 60r_0$)</td>
<td>$Re = \bar{w}e\bar{R}_F/\nu$ [-]</td>
<td>1125</td>
<td></td>
<td></td>
<td>677</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Péclet number ($\hat{z} = 60r_0$)</td>
<td>$Pe = Re Sc$ [-]</td>
<td>$7.87 \times 10^5$</td>
<td></td>
<td></td>
<td>$4.74 \times 10^3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kolmogorov length scale ($\hat{z} = 60r_0$)</td>
<td>$\eta_K = \bar{R}_F/Re^{3/4}$ [m]</td>
<td>$1.32 \times 10^{-4}$</td>
<td></td>
<td></td>
<td>$1.70 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Batchelor length scale ($\hat{z} = 60r_0$)</td>
<td>$\eta_B = \eta_K/Sc^{1/2}$ [m]</td>
<td>$5.01 \times 10^{-6}$</td>
<td></td>
<td></td>
<td>$6.42 \times 10^{-5}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIV vector spacing</td>
<td>[m/pixel]</td>
<td>$1.764 \times 10^{-3}$</td>
<td></td>
<td></td>
<td>$1.764 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LIF pixel spacing</td>
<td>[m/pixel]</td>
<td>$2.93 \times 10^{-4}$</td>
<td></td>
<td></td>
<td>$2.93 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1 Experimental parameters for the six experiments with single- and double-diffusive plumes. The Schmidt number ($Sc = \nu/\kappa$) for the thermohaline plumes is based on the thermal diffusivity $\kappa_T = 1.4 \times 10^{-7}$ m$^2$s$^{-1}$. 
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5.3.1 Visual observations

Fig. 5.3 Typical resolved two-dimensional PIV velocity field obtained for experiment S1 showing: (a) the combined instantaneous velocity field $w(r, z, t)$ and $u(r, z, t)$; (b) the combined time-averaged velocity field $\overline{w}(r, z)$ and $\overline{u}(r, z)$.

Figure 5.3a shows an instantaneous snapshot of the resolved PIV velocity field for experiment S1. The direction and length of the vectors illustrate schematically the direction and velocity of the fluid flow at each location, with the longer arrows corresponding to faster local flow. Such velocity fields were typical for all experiments with both single- and double-diffusive plumes. For each experiment, approximately 12,000 of such instantaneous velocity fields were constructed and used to obtain the time-average plume vertical velocity $\overline{w}(r, z)$ and horizontal velocity $\overline{u}(r, z)$ fields as

$$
\overline{w}(r, z) = \frac{1}{t_T} \int_0^{t_T} w(r, z, t) \, dt \quad \text{and} \quad \overline{u}(r, z) = \frac{1}{t_T} \int_0^{t_T} u(r, z, t) \, dt,
$$

where $r$ and $z$ are the radial and vertical co-ordinates, respectively, as illustrated in figure 5.2, and $t_T$ is the total PIV sampling time. Note that throughout this chapter we use the ‘overbar symbol’ to denote a time-average quantity.

The resulting time-average velocity field, which combines both $\overline{w}(r, z)$ and $\overline{u}(r, z)$, obtained for experiment S1 is shown in figure 5.3b. Importantly, this figure demonstrates
Fig. 5.4 LIF images obtained for experiment S1 showing: (a) the instantaneous scalar (fluorescent dye) field \( c(r,z,t) \); (b) the time-averaged scalar field \( \bar{c}(r,z) \). Both images were taken at the same time instant as in figure 5.3.

that in the time-average sense, the flow was visually symmetric around the vertical plume centreline at \( r/r_0 = 0 \), implying that the nozzle was correctly positioned and that there were no significant sources of disturbance to the flow, such as tank backflow or residual motion after stirring. Similarly to the instantaneous velocity fields, such time-averaged velocity fields were typical for all experiments.

Figure 5.4a shows an instant of the LIF image recorded for experiment S1, which was also typical for all experiments reported in this chapter. For visualisation purposes, the darkness in this figure corresponds to the concentration of the fluorescent dye \( c(r,z) \), with the bright regions corresponding to the ambient fluid. This visualisation clearly demonstrates that despite the low values of the source Reynolds number \( (Re_0 < 350) \), the plume flow was fully-turbulent in the field of view. In a similar fashion to the velocity results obtained using PIV, the collected LIF data was time-averaged using

\[
\bar{c}(r,z) = \frac{1}{t_T} \int_0^{t_T} c(r,z,t) \, dt.
\]  

(5.2)

The resulting time-average dye concentration for experiment S1 is shown in figure 5.4b, which again was typical for all experiments. These were used to check that the time-average LIF data was sensible and in qualitative agreement with that from PIV.
5.3.2 Results in an Eulerian coordinate system

5.3.2.1 Validation of the PIV data

As discussed in section 5.2, given the large source temperature and salinity gradients ($\Delta T_0, \Delta S_0$) and the two orders of magnitude difference in the diffusivities of temperature and salinity ($Le = 100$), accurate refractive index matching was not practically possible. As a result, it was inevitable that, over a significant measurement range, the refractive index mismatch was inhibiting reliable visual data collection. The turbulent nature of the plume motion makes it difficult to predict this region with certainty analytically, and therefore it had to be determined experimentally. To that end, we looked for the $z$-location beyond which the mismatch between the refractive indices of the plume fluid and the ambient fluid would become insignificant (as a result of dilution through mixing with the ambient fluid and diffusive processes) and, hence, where reliable data could be gathered. We did that by comparing the obtained results based on the velocity data against the well-known behaviour of single-diffusive turbulent plumes, reported in previous investigations.

Figure 5.5 shows the decay of time-averaged centreline vertical plume velocity $\bar{w}_c$ as a function of the normalised distance from the virtual origin $\hat{z}/r_0$ for three single-diffusive experiments (S1–S3) in both normal and log-log scales. In that figure, the dashed line represents the theoretical prediction for $\bar{w}_c$ based on the similarity solution for vertical centreline velocity decay (2.42b). Figure 5.5a shows that at early
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stages of flow development \((10 < \hat{z}/r_0 < 20)\), the obtained values of \(\overline{w}_c\) were significantly lower than the model prediction, slowly adjusting to the theoretical values. Later, over the region of \(20 < \hat{z}/r_0 < 33\), the measured values of \(\overline{w}_c\) grew rapidly, ultimately reaching the model prediction. This adjustment could result from either an error in the PIV measurements, or because of the flow adjusting from the non-pure-plume behaviour at the source. It is unlikely to be the latter, as we expect the source velocity to be high \((\sim 0.07 \text{ m s}^{-1})\) and then decay as the plume travels downstream, which is not observed in the measurements. Therefore, it is more likely that this adjustment process is associated with the plume dilution, reducing the mismatch in the optical properties of the plume fluid and the ambient fluid, and allowing reliable visual data to be collected. Beyond \(\hat{z}/r_0 = 33\), the values of \(\overline{w}_c\) for all three experiments follow well the theoretical model and each other. For the single-diffusive plumes, the distance of \(\hat{z}/r_0 = 33\) corresponds to approximately 8 jet-lengths, and hence we anticipate the plume to have become self-similar. In addition, re-plotted on log-log axis and shown in figure 5.5b, the obtained centreline velocity measurements clearly attain the theoretical \(-1/3\) slope (marked by the dashed line) after \(\hat{z}/r_0 = 33\) and follow it well throughout the remainder of the measurement window. On the basis of these observations, we provisionally took the value of \(\hat{z}/r_0 = 33\) as the distance beyond which velocity measurements for single-diffusive plumes were deemed satisfactory, and performed further checks to validate this choice. As such, we first analysed the time-averaged vertical \(\overline{w}(r,z)\) and horizontal radial \(\overline{u}(r,z)\) velocity distributions over the region \(\hat{z}/r_0 \geq 33\) for the three single-diffusive plumes.

Figure 5.6 shows the normalised vertical velocity profiles \(\overline{w}(r,z)/\overline{w}_c\) and horizontal velocity profiles \(\overline{u}(r,z)/\overline{w}_c\) for experiments S1–S3 at 10 different vertical positions over the range \(33 < \hat{z}/r_0 < 108\). The radial position in this figure was normalised by the e-folding plume radius \(\bar{R}_e\), defined as the radial location at which the value of the normalised time-averaged vertical velocity reduced to \(\overline{w}(r,z)/\overline{w}_c = 1/\exp\). The value of \(1/\exp \approx 0.37\) is represented in the figure as the horizontal dashed line and its intersections with the two vertical dashed lines denote the theoretical positions of the e-folding plume half-width. The figure demonstrates that the scaled time-averaged vertical velocity distributions exhibit Gaussian profiles at all distances over the range \(33 < \hat{z}/r_0 < 108\). Such behaviour is expected for turbulent plumes as it has been reported previously by multiple authors, including Papanicolaou and List (1988) and Ezzamel et al. (2015). The obtained profiles collapse well onto a single curve for all three experiments at all distances from the virtual source, indicating that over the selected measurement range the single-diffusive plumes were in a self-similar regime.
Fig. 5.6 The time-averaged scaled vertical velocities $\frac{\bar{w}}{\bar{w}_c}$ (represented using markers) and horizontal velocities $\frac{\bar{u}}{\bar{w}_c}$ (represented using dashed lines) for the three single-diffusive plumes at 10 different heights spanning $33 < \frac{\hat{z}}{r_0} < 108$. The good collapse of data demonstrates that the flow exhibits the behaviour expected of a turbulent pure plume. The horizontal dashed line marks the theoretical value of $\frac{\bar{w}}{\bar{w}_c}$ at the e-folding width $\overline{R}_e$, which is in good agreement with the obtained profiles.

In addition, the figure illustrates a good agreement between the theoretical and the obtained e-folding predictions, with the vertical velocity profiles decaying to appropriate values at the radial distance of one e-folding radius $\overline{R}_e$.

The scaled time-averaged horizontal velocity profiles $\frac{\bar{u}(r,z)}{\bar{w}_c}$, marked by the dashed lines in figure 5.6, also exhibit the behaviour typical for turbulent plumes. In particular, looking from left to right, the horizontal velocities are first directed radially inward, toward the plume centreline ($r/\overline{R}_e = 0$), with their magnitude decreasing with the radial distance. After a certain point, a reversal of sign occurs, indicating that the flow begins to point radially outward. This outward-directed horizontal flow persists until the value of $\frac{\bar{u}(r,z)}{\bar{w}_c}$ once again reaches zero at the plume centreline. The reversal of radial flow direction acts as another confirmation for the validity of the flow measurements, as this behaviour is expected from theoretical considerations (continuity requires radial outflow, given the reduction in the local vertical velocity), and was previously observed for plumes by Shabbir and George (1994) and Ying et al. (2004).

Hence, over the region $33 < \frac{\hat{z}}{r_0} < 108$, selected on the basis of the validity of the time-averaged centreline vertical velocity decay, the PIV measurements of the velocity field for single-diffusive plumes demonstrate the behaviour expected of turbulent pure-plumes on theoretical grounds and matches the previously-reported experimental
Fig. 5.7 Flux-based top-hat plume radius $R_F/r_0$ averaged over the the three single-diffusive plumes (S1–S3). The confidence levels for these measurements, estimated as the standard deviation around their mean, are represented by the dotted lines. The dashed line represents the linear fitting to the plume radius over the region $33 < \hat{z}/r_0 < 108$, and extrapolated back to $\hat{z}/r_0 = 0$.

observations. This provides assurance that the velocity measurements were accurate and were not affected significantly by the refractive index mismatch beyond $\hat{z}/r_0 = 33$.

For further assurance, we evaluated the top-hat entrainment coefficient $\alpha_T$ of the single-diffusive plumes using two different approaches, as presented in the following section. In addition to providing further validation of the undertaken experimental procedure, these results provide a benchmark, against which the measurements of the double-diffusive plumes were compared.

### 5.3.2.2 Results for the single-diffusive plumes

Using the definition of the time-averaged vertical velocity (5.1), we introduce the time-averaged fluxes of volume and specific momentum, respectively, as

$$
\bar{Q} = \pi \int_{0}^{\infty} r \bar{w}(r, z) \, dr \quad \text{and} \quad \bar{M} = \pi \int_{0}^{\infty} r \bar{w}^2(r, z) \, dr.
$$

Using the above definitions, the characteristic plume radial scale $\bar{R}_F$, which represents the flux-based time-averaged top-hat plume radius, can be constructed as

$$
\bar{R}_F = \frac{\bar{Q}}{(\pi \bar{M})^{1/2}}.
$$

Figure 5.7 shows the result obtained for $\bar{R}_F$ as function of $\hat{z}/r_0$ averaged over the three single-diffusive experiments (S1–S3). In this figure, the dotted lines represent
the confidence levels, estimated as the standard deviation around the mean of the three sets of measurements, and the dashed line marks the linear approximation to the averaged $\overline{R}_F/r_0$ data, fitted over the region $33 < \hat{\dot{z}}/r_0 < 108$ and extrapolated back to $\hat{\dot{z}}/r_0 = 0$. The figure clearly demonstrates the linear growth of the single-diffusive plume radii through the ability of the linear fitting to well approximate the observed values of $\overline{R}_F/r_0$. This observation indicates that the entrainment coefficient was constant over the entire region $33 < \hat{\dot{z}}/r_0 < 108$, allowing the value of the entrainment coefficient to be deduced. To that end, as the first method of estimating the value of the entrainment coefficient, we used the similarity solutions of Morton et al. (1956), rearranged as

$$\alpha_T = \frac{5 d\overline{R}_F}{6 dz}.$$  

(5.5)

Using the value of gradient extracted from the linear fit for $\overline{R}_F/r_0$, we estimated the value of the entrainment coefficient as $\alpha_T = 0.12 \pm 0.01$, which falls into the range of previous measurements presented in table 1.1 (where the median value is $\alpha_T = 0.12$) and corresponds well with the value of the top-hat entrainment coefficient for single-diffusive plumes determined experimentally using the Baines’ filling box technique ($\alpha = 0.129 \pm 0.002$), as described in the previous chapter.

In addition to demonstrating the linear radial growth and providing the value of the entrainment coefficient for single-diffusive plumes, results presented in figure 5.7 allow for a verification of the virtual origin correction used. In particular, as outlined in section 2.7.2, in our analysis we used the two-step correction introduced by Morton (1959) described in detail by Kaye and Hunt (2004). Note that the results presented in figure 5.7 were plotted using this analytically-calculated virtual origin correction. In an ideal case of this correction being perfect, extrapolation of the linear fitting obtained for the plume half-width back to $\hat{\dot{z}}/r_0 = 0$ should lead to the origin. In our experiments, such extrapolation resulted in the intersection value of $\overline{R}_F/r_0 \simeq 0.1$ at $\hat{\dot{z}}/r_0 = 0$. Taking the previously-deduced value of the entrainment coefficient ($\alpha_T = 0.12$), we estimate the location at which the time-average plume width is zero as $\hat{\dot{z}}/r_0 = -0.8$, which represents the deviation between the calculated virtual origin and the PIV-inferred virtual origin. Such a low value was deemed satisfactory and hence validated the use of the two-step virtual origin correction.

The second method of estimating the value of $\alpha_T$ for single-diffusive plumes was also based on the similarity solutions of Morton et al. (1956), but only used the values of the time-averaged plume volume flux $\overline{Q}$, which were calculated from the time-averaged velocity field measurements. These results, averaged over the three
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Fig. 5.8 The spatial evolution of (a) the time-averaged plume volume flux $\overline{Q}$ averaged for the three single-diffusive experiments; (b) the top-hat entrainment coefficient $\alpha_T$ averaged for the three single-diffusive experiments.

Figures 5.8(a) and (b) show the spatial evolution of the time-averaged plume volume flux $\overline{Q}$ and the top-hat entrainment coefficient $\alpha_T$, respectively, for the three single-diffusive experiments, where the dotted lines mark the confidence region for the obtained values, calculated as the standard deviation around the mean of the estimates for the three experiments. Figure 5.8(a) shows the evolution of the time-averaged plume volume flux $\overline{Q}$ against the normalised distance from the virtual origin. The theoretical prediction for $\overline{Q}(z/r_0)$, based on the similarity solutions and summarised in section 2.7, is marked in figure 5.8(a) using the black dashed line. The figure demonstrates that initially, over the region $\hat{z}/r_0 < 33$, there is a notable deviation between the theoretical prediction and the values of fluxes integrated from the time-averaged PIV velocity measurements. However, after around $\hat{z}/r_0 = 33$, the values of $\overline{Q}$ reach the theoretical prediction and follow it well (within the confidence levels) for the remainder of the measurement region, acting as a further re-assurance for the chosen confidence region of $\hat{z}/r_0 \geq 33$.

The validated measurements of the time-averaged volume flux were used to deduce the evolution of the values of the entrainment coefficient over the entire measurement range. For that, we used the rearranged form of the similarity solution for pure plume volume flux (2.42d), written as

$$\alpha_T = \left( \frac{5}{6} \left( \frac{10}{9} \right)^{1/3} \pi^{-2/3} \right)^{3/4} \overline{Q}(\hat{z})^{3/4} B_0^{-1/4} \hat{z}^{-5/4}. \quad (5.6)$$

The result of this calculation is presented in figure 5.8(b). In this figure, the dashed line represents the value of the entrainment coefficient obtained from (5.5), and the dotted
Fig. 5.9 The spatial evolution of the time-averaged vertical centreline velocity $\overline{w_c}$ for the three experiments with double-diffusive plumes (HS1–HS3) plotted on (a) physical scale; and (b) log-log scale. The dashed line marks the theoretical prediction based on the similarity solutions by Morton et al. (1956).

lines represent the confidence levels, estimated as the standard deviations around the mean of the three measurements for single-diffusive plumes. The figure shows that, beyond $\hat{z}/r_0 = 33$, the top-hat entrainment coefficient $\alpha_T$ is nearly a constant, fluctuating around the previously-deduced value of $\alpha_T = 0.12$.

Ultimately, there are two major conclusions that can be drawn from this section. First, the good agreement between the obtained results and the theoretical predictions show that beyond $\hat{z}/r_0 = 33$ the refractive index mismatch had negligible impact on the PIV measurements. This enabled reliable measurements to be collected over a substantial axial distance of $\approx 75r_0$. Second, the observed sensible physical behaviour of single-diffusive plumes (manifested by self-similar velocity profiles and a reasonable value of the entrainment coefficient) implies that the general quality of the obtained PIV data was satisfactory. Importantly, these results provide the basis for comparison with the similar measurements for the double-diffusive plume experiments (HS1–HS3), which are presented in the next section.

5.3.2.3 Comparison with the double-diffusive plumes

We now proceed to comparing the time-averaged measurements of the single-diffusive plumes with their double-diffusive counterparts. Similarly to the procedure followed for the single-diffusive plumes, we first identified the region beyond which refractive index mismatch was insignificant and the obtained data could be reliably analysed.
Figure 5.9 shows the decay of time-averaged centreline vertical velocity $\overline{w}_c$ as a function of the normalised distance from the virtual origin $\hat{z}/r_0$ for three double-diffusive experiments (HS1–HS3). As in figure 5.5, in that figure, the dashed line represents the theoretical prediction for $\overline{w}_c$ based on the similarity solution for vertical centreline velocity decay (2.42b) at given source conditions. Similarly to the single-diffusive plume experiments, figure 5.9a shows that at early stages ($13 < \hat{z}/r_0 < 23$), the obtained values of $\overline{w}_c$ were significantly lower that the model prediction and were slowly adjusting to the corresponding theoretical values. Later, over the region of $23 < \hat{z}/r_0 < 36$, the measured values of $\overline{w}_c$ grew rapidly, ultimately reaching the model prediction. Note that the change in the cut-off region from $\hat{z}/r_0 = 33$ for single-diffusive plumes to the new value of $\hat{z}/r_0 = 36$ for double-diffusive plumes can be nearly fully accounted for by the difference in the virtual origin corrections, implying that it took the double-diffusive plume roughly the same distance from the physical source to dilute enough, so that the refractive index mismatch has negligible impact. Beyond $\hat{z}/r_0 = 36$, the values of $\overline{w}_c$ for all three double-diffusive experiments follow well the theoretical model and each other. As for the single-diffusive plumes, re-plotted on log-log axis and shown in figure 5.9b, the obtained centreline velocity measurements for the double-diffusive plumes attain the $-1/3$ slope after $\hat{z}/r_0 = 36$ and follow it well throughout the remaining measurement window. On the basis of these observations, we took the value of $\hat{z}/r_0 = 36$ as the distance beyond which velocity measurements for double-diffusive plumes were deemed satisfactory, and used them for comparison against the results for the single-diffusive plumes.

Figure 5.10 demonstrates the values of the entrainment coefficient for the single- and double-diffusive plumes, evaluated using (5.6). In figure 5.10a the blue and red markers represent the values of $\alpha_T$, averaged for the three single- and double-diffusive plumes, respectively. The dotted lines represent the confidence levels, estimated as the standard deviations around the mean of the three respective measurements. The figure shows that, unlike the single-diffusive plumes, whose value of the entrainment coefficient beyond $\hat{z}/r_0 = 36$ was nearly a constant, the value of $\alpha_T$ for the double-diffusive plumes was evolving with the distance from the source. In particular, close to the source, starting from $\hat{z}/r_0 = 36$, double-diffusive plumes demonstrate significantly lower values of the entrainment coefficient, in comparison with their single-diffusive counterparts. This difference reduces as the plume travels further downstream, ultimately nearly reaching the value of $\alpha_T$ for the single-diffusive plumes at the end of the measurement window.
The spatial evolution of the average entrainment coefficient for the three single-diffusive plumes $\alpha_{SD}^T$ (represented by the blue markers) and for the three double-diffusive plumes $\alpha_{DD}^T$ (represented by the red markers); (b) the ratio between the values of the entrainment coefficient as a function of distance from the virtual origin.

The evolution of the ratio between the entrainment coefficients of the single- and double-diffusive plumes is shown in figure 5.10b. The figure shows that there is an up to 15% reduction in the value of $\alpha_T$ for double-diffusive plumes, which corresponds well with our measurements obtained using the Baines’ filling-box technique and presented in chapter 4. Beyond the increasing trend of the ratio $\alpha_{DD}^T/\alpha_{SD}^T$, it is hard to comment reliably on the actual shape of the obtained profile.

Naive interpretation of the results presented in figure 5.10 may lead to the conclusion that, in the case of double-diffusive plumes, the local rate of entrainment, captured by the entrainment coefficient, is evolving with the distance from the source over the range $36 < \hat{z}/r_0 < 112$. Based on the entrainment assumption of Morton et al. (1956), the evolution of the entrainment coefficient would necessarily lead to the corresponding evolution of the time-averaged vertical and horizontal velocity profiles, which are examined below.

Figure 5.11 demonstrates the normalised vertical velocity profiles $\overline{w}(r, z)/\overline{w}_c$ and horizontal velocity profiles $\overline{u}(r, z)/\overline{w}_c$ plotted at 10 different vertical positions over the overlapping reliable measurement range $36 < \hat{z}/r_0 < 108$ for all six plume experiments (S1–S3, HS1–HS3). Note that in this figure the velocity profiles for double-diffusive plumes are laid over the corresponding profiles for single-diffusive plumes, which are shown separately in figure 5.5a. As for the single-diffusive plumes, the good collapse of the vertical velocity profiles onto a single Gaussian curve implies that for all experiments the double-diffusive plumes followed a self-similar regime over the region $36 < \hat{z}/r_0 < 108$. 
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Notably, the velocity profiles for the double-diffusive plumes closely match their single-diffusive counterparts. These observations act as the first contradiction to the idea of varying entrainment coefficient over the range $36 < \hat{z}/r_0 < 108$ as we would anticipate the obtained velocity profiles to be spatially evolving in this region.

To verify that the time-averaged dynamics of the double-diffusive plumes was similar to their single-diffusive counterparts in the reliable measurement range $36 < \hat{z}/r_0 < 108$, we now examine the turbulent statistics for both. We define turbulent velocity fluctuations using Reynolds decomposition as

$$u'(r, z, t) = u(r, z, t) - \overline{u}(r, z) \quad \text{and} \quad w'(r, z, t) = w(r, z, t) - \overline{w}(r, z).$$ (5.7)

The root mean square (rms) of the velocity fluctuations can then be defined as

$$u'_{\text{rms}} = \sqrt{\frac{1}{t_T} \int_0^{t_T} [u'(r, z, t)]^2 \, dt} \quad \text{and} \quad w'_{\text{rms}} = \sqrt{\frac{1}{t_T} \int_0^{t_T} [w'(r, z, t)]^2 \, dt},$$ (5.8)

where $t_T$ is the total averaging time. Figure 5.12 shows the turbulent fluctuations for the single- and double-diffusive plumes over the range $36 < \hat{z}/r_0 < 112$. The horizontal velocity fluctuations, shown in figure 5.12a, exhibit the profiles similar to those reported by Papanicolaou and List (1988), with the maximum value of $u'_{\text{rms}}/\overline{w}_c \simeq 0.2$. The vertical velocity fluctuations, presented in figure 5.12b, show a bi-modal peak, qualitatively similar to the observations made by Van Reeuwijk et al. (2016) in their direct numberical simulation (DNS) study of turbulent plumes. The mean profiles of the Reynolds stress, shown in figure 5.12c, are zero at the plume centreline, exhibit two peaks at $r/Re \simeq 0.6$, and reduce rapidly for larger radial positions. Such profiles of the Reynolds stress are also in agreement with the measurements by Van Reeuwijk et al. (2016).

Importantly, in addition to the closely-matching self-similar time-average velocity profiles shown in figure 5.11, the self-similarity and the good collapse of turbulent statistics data between single- and double-diffusive plumes provides further indication that their dynamics was indeed very similar over the region $36 < \hat{z}/r_0 < 108$. This leads to the conclusion that in the region of reliable measurements, the double-diffusive plumes attained self-similarity and behaved as normal single-diffusive plumes. This, in turn, contradicts the possibility of local evolution of the entrainment coefficient over that region and gives rise to the question on where does the reduction in entrainment come from.
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Fig. 5.11 The time-averaged scaled vertical $\frac{\bar{w}}{\bar{w}_c}$ and horizontal $\frac{\bar{u}}{\bar{w}_c}$ velocities for all six plume experiments (S1–S3, HS1–HS3) at 10 different heights spanning the overlapping region of $36 < \hat{z}/r_0 < 108$. The good collapse of data demonstrates that in all six cases the flow exhibits the behaviour of a turbulent self-similar pure plume. The black horizontal dashed line marks the theoretical value of $\frac{\bar{w}}{\bar{w}_c}$ the at the e-folding width $R_e$, which is in good agreement with the obtained profiles.

Fig. 5.12 Time-averaged scaled turbulent fluctuations of (a) horizontal velocity, (b) vertical velocity and (c) Reynolds stress, for all six experiments.

We hypothesise that, if not occurring locally, the observed reduction of the entrainment coefficient is likely to be a ‘shadow’ of the dynamic changes that the double-diffusive plumes were undergoing earlier in their travel. Recall that the method used to deduce the value of the entrainment coefficient is based on the similarity solution for the plume volume flux. In particular, the model predicts that at a given distance from the virtual origin, the pure turbulent plume should develop a certain volume flux. Based on that, the observed reduction in the entrainment coefficient could be the direct outcome of the underdeveloped plume volume flux at a given axial distance from the virtual origin $\hat{z}$, which occurred as a result of the reduction of the
total volume of the entrained fluid along its journey. The observed reduction in the value of the entrainment coefficient is then the consequence of the deficit of volume flux, which diminishes as the plume travels further downstream and increases its total volume flux.

If the above hypothesis is true, the reduction in the rate of entrainment, leading to the deficit of the plume volume flux, should be reflected on the plume physical dimensions in the time-averaged sense. Figure 5.13a shows the time-averaged vertical velocity profiles for the three single- and three double-diffusive plumes at 10 different heights spanning the region of \(36 < \hat{z}/r_0 < 66\). In contrast to the results presented in figure 5.11, in this figure, the radial position was normalised by the distance from the plume virtual origin \(\hat{z}\). The figure shows that, over the entire range, the average normalised profiles of the double-diffusive plume vertical velocities are narrower in the normalised radial direction \(r/\hat{z}\), than those of the single-diffusive plumes. This result is also demonstrated in figure 5.13b, where the spatial evolution of the e-folding \(\overline{R}_e\) and flux-based \(\overline{R}_F\) plume radii, averaged for three respective experiments are shown using squares and circles, respectively. The figure shows that, taken the same distance away from the virtual origin, the time-averaged e-folding radii of the double-diffusive plumes are smaller than those for the single-diffusive plumes. This is not surprising as these radii are deduced from the profiles, shown in figure 5.13a. However, importantly, the same holds true for \(\overline{R}_F\), which is the characteristic flux-based (using volume and
specific momentum fluxes) plume width and hence is based on the overall time-averaged integral plume properties.

The fact that the plume is self-similar, yet narrower in the radial direction, implies that the effect of double-diffusion on the entrainment process must have occurred in the early stages of the plume development and vanished by the time the plume fluid got to $\hat{z}/r_0 = 36$. Travelling downstream, the plume becomes increasingly dilute through turbulent entrainment, rapidly weakening its initially large source temperature and salinity gradients, and hence the strength of the double-diffusive processes. As it does so, the plume ultimately attains self-similarity and behaves in a similar fashion to a normal single-diffusive plume.

Based on the above, it is to be expected that no significant difference in the dynamics of the double-diffusive plumes should be observed once the self-similar state has been attained. To gain further assurance that the single- and double-diffusive plumes behaved similarly in the reliable measurement region, we performed statistical analysis of the instantaneous velocity field measurements, by combining them with the scalar field measurements as laid out below. In that, we follow some of the techniques employed by Burridge et al. (2016).

### 5.3.3 Results in a plume coordinate system

#### 5.3.3.1 Plume edges: detection and statistics

Given that, in our experiments, the Batchelor length scale (at which molecular diffusivity dominates) was small, that is, $5.01 \times 10^{-6} \leq \eta_B(\hat{z} = 60) \leq 6.42 \times 10^{-5} \text{ m}$, compared to the resolution of the LIF measurements ($2.93 \times 10^{-4} \text{ m}$), it was impossible to precisely detect the scalar interface between the plume and the ambient fluid. To that end, we employed a threshold-based technique, according to which, pixels containing values lower than a certain threshold were replaced by zeros. The remaining pixels were assigned the value of unity, thereby producing a black and white (binary) image. This approach was undertaken sequentially for each instantaneous image of the flow. Once converted into the binary scale, the images were processed using an algorithm, which detected the two outermost points of the plume as the first and the last locations for each pixel row where a change in the value of the pixel intensity occurred. The first such location, going from left to right, was marked as the plume left edge $E_L(z,t)$ and the second as the plume right edge $E_R(z,t)$. The difference between the locations of the two edges gives the instantaneous plume width $2R_p$, which was used to calculate the instantaneous and the time-averaged plume half-widths $R_p(z,t)$ and $\overline{R}_p(z)$, respectively.
5.3 Experimental results

Fig. 5.14 Processed visualisations of the plume flow for experiment S1 at time $t = 9.7$ s with the obtained scalar field normalised by (a) maximum scalar concentration found within the image $c_{\text{max}}$; (b) centreline time-averaged scalar concentration $\bar{c}$. The colour scheme is as perceived by the camera.

The effectiveness of the above method in determining the plume edges depends critically on the choice of the threshold value used for converting images into the binary format. The exact value of the threshold can be determined in multiple ways, e.g. Burridge et al. (2016). In our analysis we employed a method similar to that used by Vanderwel and Tavoularis (2014), which relies on the observation that the histogram of the light intensities for a typical experimental image of a turbulent plume flow exhibits a bi-modal distribution.

Figure 5.14a shows the typical image of a plume normalised by the maximum scalar intensity $c_{\text{max}}$ found within that image. The figure demonstrates that over such a large measurement range ($0 < z/r_0 < 100$), the entrainment process led to a substantial dilution of the plume fluid, resulting in a wide range of perceived scalar intensities. In order for a universal value of the threshold to be effective for all images over the entire $z$-range, all raw images had to be normalised by some global quantity. For consistency, this was taken to be the plume time-average centreline scalar intensity $\bar{c}(z)$. The result of such normalisation of the snapshot shown in figure 5.14a, is presented in figure 5.14b. Similar images were obtained for all other frames in all experiments and were sequentially sampled to produce the total distribution of scalar concentrations for further sampling analysis.
Figure 5.15 shows the output of the sampling procedure for experiment S1, where all pixels from all normalised images were ‘binned’ by their intensities into a range of 5 bins, discretised into 1024 buckets. The solid black line represents the average profile over the total of \( \approx 12,000 \) images. Similar to the result reported by Vanderwel and Tavoularis (2014), the obtained result exhibits a bi-modal distribution, with the first peak (of low pixel intensities) corresponding to the ambient. The high number of occurrences of pixels with very low scalar concentration (\( c/\bar{c} \approx 0 \)) arises from the relatively large area within each image occupied by the ambient fluid. The second peak (occurring at around \( c/\bar{c} = 0.8 \)) is associated with the plume fluid, which, as expected, has a larger variance of the obtained pixel intensities and a much lower \( N \)-peak. Vanderwel and Tavoularis (2014) showed that in application to slender plumes the local minimum value between the two peaks can be effectively used as the threshold for differentiating the plume fluid from the ambient. Following this approach, such minima were determined from the average histogram profile for each experiment individually, using a computer algorithm. The obtained values of the threshold fell into the range of \( 0.24 < c/\bar{c} < 0.26 \), and were used for each experiment to detect the instantaneous scalar plume edges \( (E_L(z,t) \text{ and } E_R(z,t)) \) using the method described earlier in this subsection.

Figure 5.16 shows the result of the edge detection procedure for the snapshot shown in figure 5.14. In that figure the resulting left and right plume edges are marked as solid lines, and the white horizontal arrows indicated the positions of the left \( (E_L(z,t)) \) and right \( (E_R(z,t)) \) edges for a particular distance from the source. The result of such an edge detection procedure was typical for all experimental images. The figure
Fig. 5.16 Typical experimental image normalised by the time-average centreline scalar concentration $\bar{c}$, with both detected edges $E_L$ and $E_R$ represented by solid lines. The white horizontal arrows indicated the positions of the left edge $E_L(z,t)$ and the right edge $E_R(z,t)$ for a particular distance from the source.

demonstrates that using the threshold value determined by following the methodology described above, the obtained plume scalar edges (defined as the plume outermost points) were in good visual agreement with the qualitatively perceived plume scalar edges.

For a more quantitative verification of the validity of the obtained plume edges, in figure 5.17 we plotted the histograms of the radial locations of the left and right edges obtained for all experiments, as well as the associated instantaneous plume centre $C(z,t) = \frac{[E_L(z,t) + E_R(z,t)]}{2}$. In this figure, the results for experiments HS1–HS3 were overlaid on top of S1–S3, and the radial distance was normalised by the time-average local plume half-width $\bar{R}_p = \frac{[E_R(z,t) - E_L(z,t)]}{2}$. Results, presented in this plot lead to the following two conclusions. First, the ability of the Gaussian profiles, shown as black solid lines, to approximate the obtained data for the single-diffusive plumes acts as a validation for the employed edge detection algorithm, as similar behaviour was reported previously by Burridge et al. (2017). In particular, the obtained distributions for single-diffusive plumes follow well the best-fit Gaussian profiles with $E_L \sim N(\mu = -1, \sigma^2 = 0.033)$, $E_R \sim N(\mu = 1, \sigma^2 = 0.034)$ and $C \sim (\mu = 0, \sigma^2 = 0.017)$. Second, the good overlay of the data for single- and double-diffusive plumes show that in the reliable measurements range, their meandering was statistically similar.
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Fig. 5.17 Histogram of the locations of centre, left, and right edges of the plume for all six experiments normalised by the time-average local plume half-width $\bar{R}_p$. The average result for the double-diffusive plumes (marked in red) is overlaid on top of the result for the single-diffusive plumes (marked in blue). In both cases, the result is presented for the region over which reliable measurements could be obtained ($\hat{z} > 36$). The best-fits Gaussian curves for the single-diffusive plume data is presented as a solid black line for each distribution.

Fig. 5.18 Spatial evolution of plume meandering, defined as $\sigma_m = \text{std}[(E_R + E_L)/2 - \bar{C}]$, with the physical normalised distance from the source, averaged for the three single- and double-diffusive plumes. The confidence levels for the obtained results are represented using dotted lines.

The second observation also follows from figure 5.18, represents the plume meandering in a slightly different manner. In particular, from the obtained and verified instantaneous locations of the plume scalar edges and the associated centreline, it is possible to define a quantity $\sigma_m = \text{std}[(E_R + E_L)/2 - \bar{C}]$, which may be used as a representation of the scale of meandering of the plumes. The obtained values of $\sigma_m$, averaged over the groups of single- and double-diffusive plume experiments, are shown in figure 5.18. From that figure, it is clear that far enough downstream ($\hat{z} > 30$), meandering was statistically similar with the value of $\sigma_m \approx 0.25$. It appears that
the meandering of the double-diffusive plumes was slightly lower close to the source, which could be related to the changes in the entrainment process. It is, however, hard to comment reliably on this observation, as any measurements taken in the region $\hat{z}/r_0 < 36$ could not be verified due to the refractive index mismatch.

5.3.3.2 Scalar and velocity field measurements in the plume coordinates

To perform further analysis of the behaviour of the single- and double-diffusive plumes, we followed the approach first introduced by Burridge et al. (2017), examining the flow field in a new ‘dynamic’ coordinate system, which uses both scalar edges to follow the plume as it evolves. In particular, for each time instant and $z$-position, we defined a local coordinate system in which the position $r_p = 0(z,t)$ was the instantaneous plume centre-point between the two edges at that distance from the source, and the left- and right-hand edge positions were denoted respectively as $r_p(z,t) = -R_p(z,t) = E_L(z,t)$ and $r_p(z,t) = R_p(z,t) = E_R(z,t)$. The plume scalar and velocity fields in the Eulerian frame were then mapped onto this new coordinate system using linear interpolation, so that $c(r,z,t) \rightarrow c(r_p,z,t)$, $w(r,z,t) \rightarrow w(r_p,z,t)$ and $u(r,z,t) \rightarrow u(r_p,z,t)$.

Figures 5.19a and 5.19b show two snapshots of the resulting scalar field in the plume coordinates for experiments S1 and HS1, respectively, taken at time $t = 20$ s. Such images were typical for all experiments at all time instants. Both figures clearly demonstrate that in the plume coordinates, the plume fluid was predominantly distributed between $r_p/R_p < 1$ on both sides from the centreline, with a sharp drop in the scalar concentration just outside $r_p/R_p = 1$ at all distances from the source. This observation provides another confirmation of the accuracy of the undertaken edge detection methodology, and indicates that the mapping procedure was performed correctly. Notably, both snapshots of the concentration field demonstrate the presence of plume fluid with high concentration (bright patches), not only around the plume centreline, but throughout its envelope, as well as near the instantaneous edges.

The instantaneous velocity field in the plume coordinates exhibits a somewhat different behaviour, and can be clearly contrasted with the scalar field. Most notably, figures 5.19c and 5.19d demonstrate that for both single- and double-diffusive plumes, significant vertical motion was present outside the instantaneous plume edges throughout the entire measurement window. This observation is in agreement with that made by Burridge et al. (2017), where they reported significant volume fluxes (of up to 5% of the total vertical transport on average) occur outside the plume scalar edge. In addition, in contrast to the scalar field, the regions with high vertical velocities tend to be concentrated around the plume instantaneous centreline.
Fig. 5.19 Instantaneous fields of (a, b) scaled scalar concentration \( c_p(r_p, z, t) / \overline{c} \); (c, d) scaled vertical velocity \( w(r_p, z, t) / \overline{w} \) for single- and double-diffusive plume experiments S1 and HS1, respectively, taken at time \( t = 20 \) s. In all figures, the bright vertical dash-dot lines represent the locations of the plume left and right edges.

To proceed further, the scalar concentration fields \( c_p(r_p, z, t) \) were time-averaged in the plume coordinate system using

\[
\overline{c}_p = \overline{c}(r_p, z) = \frac{1}{t_T} \int_0^{t_T} c(r_p, z, t) \, dt. \tag{5.9}
\]

Similarly, the time-averaged plume-coordinate vertical and horizontal velocity fields were obtained using

\[
\overline{w}_p = \overline{w}(r_p, z) = \frac{1}{t_T} \int_0^{t_T} w(r_p, z, t) \, dt, \quad \overline{u}_p = \overline{u}(r_p, z) = \frac{1}{t_T} \int_0^{t_T} u(r_p, z, t) \, dt. \tag{5.10}
\]
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Fig. 5.20 Time-averaged radial profiles in the plume coordinates of (a) normalised scalar concentration $c_p/c_c$; (b) normalised vertical $w_p/w_c$ and horizontal $u_p/u_c$ velocities, taken at 10 different heights spanning the region $36 < \hat{z}/r_0 < 108$. The red and blue lines represent the averages over the three single- and double-diffusive plumes, respectively, and the dashed lines represent the horizontal velocity. The dash-dot vertical lines represent the locations of the plume left and right edges. Note the significantly more Gaussian-like shape of the vertical velocity profiles.

Figure 5.20 presents the result of the averaging procedure for the three properties across all six experiments. In particular, figure 5.20a shows the normalised concentration profiles in the plume coordinates for single- and double-diffusive plumes, marked using blue and red lines, respectively. The obtained profiles are self-similar and collapse well on top of each other, but instead of following the conventional Gaussian shape, they exhibit a rather more top-hat profile, with a sharp change in the value of $c_p/c_c$ at the plume edges. This is consistent with the observations made from the instantaneous scalar distributions, where we noted that the plume fluid was rather evenly distributed across its envelope.

The normalised vertical and horizontal velocity profiles in the plume coordinates, shown in figure 5.20b, are also self-similar and collapse well on top of each other, but, in contrast to the concentration profiles, the vertical velocity profiles demonstrate a clearly more Gaussian-like shape. This is consistent with the observation made from figures 5.19 (c, d), demonstrating that even in the absence of the intermittency, the vertical velocity profiles are nearly normally distributed. For both single- and double-diffusive plumes, the vertical velocities at the instantaneous plume edges were approximately 20–30% of the local centreline vertical velocity. This is in good agreement with the measurements of Burridge et al. (2017), and the visual measurements of the coherent...
plume structures done by Burridge et al. (2016). In the latter, the authors found the structures to be travelling at $\sim 30\%$ of the plume centreline velocities.

From the obtained vertical and horizontal velocities in the plume coordinates we define the fluctuating terms using Reynolds decomposition with respect to the time-averaged velocities in plume coordinates as

$$u'_{p\,r}(r_p, z, t) = u(r_p, z, t) - \overline{u}(r_p, z)$$ \quad and \quad $$w'_{p\,r}(r_p, z, t) = w(r_p, z, t) - \overline{w}(r_p, z). \quad (5.11)$$

The root mean square of the velocity fluctuations in the plume coordinates can then be defined as

$$u'_{p\,rms\,r} = \sqrt{\frac{1}{t_T} \int_0^{t_T} [u'_{p\,r}(r_p, z, t)]^2 \, dt}$$ \quad and \quad $$w'_{p\,rms\,r} = \sqrt{\frac{1}{t_T} \int_0^{t_T} [w'_{p\,r}(r_p, z, t)]^2 \, dt}. \quad (5.12)$$

The turbulent properties for all experiments are shown in figure 5.21, where, as before, the blue and red lines represent the single- and double-diffusive plumes. The figure shows that all three quantities behave qualitatively similar to their equivalents in the Eulerian frame of reference, with a single flat peak for the $u'_{p\,rms\,r}$ and the bi-modal peaks for the $w'_{p\,rms\,r}$ and the Reynolds stress. In line with the results of Burridge et al. (2017), the locations of the peaks for the bi-modal distributions $r_p \approx 0.5R_p$, roughly correspond to the locations at which the radial velocities in the plume were zero. Importantly, all profiles were self-similar and collapsed well on top of each other.

Altogether, this section shows that in the plume coordinates no systematic differences in the time-averaged plume concentration and velocity fields between the single- and double-diffusive plumes were present in the region $36 < \hat{z}/r_0 < 108$. Additional measurements of the velocity field conditioned on the local absence and presence of an eddy were performed, but also did not reveal any systematic differences between the
single- and double-diffusive plumes, and were hence omitted. In conjunction with the observations made in section 5.3.2.3, the absence of notable differences in the plume coordinates is, perhaps, unsurprising. In fact, it is consistent with the idea that by the time the thermohaline plumes reached \( \hat{z}/r_0 = 36 \), the double-diffusive processes were too weak to be of significance, hence the plumes became self-similar and evolved in a similar fashion to the normal single-diffusive plumes.

## 5.4 Conclusions

Simultaneous velocity and scalar field measurements of single- and double-diffusive plumes emanating from a point source into a homogeneous quiescent environment were performed. The flux-based measurements of the entrainment coefficient revealed that for the single-diffusive plumes the entrainment coefficient had a constant value of \( \alpha_T = 0.12 \pm 0.1 \). This is in good agreement with the values reported by previous investigators, summarised in table 1.1, and with the direct filling-box measurements reported in chapter 4. In contrast, the measured value of the entrainment coefficient for the double-diffusive plumes in the salt-fingering configuration (\( R_\rho = 0.46 \)) was not a constant but varied with the distance from the virtual origin.

The refractive index mismatch inhibited reliable measurements closer than \( \hat{z}/r_0 = 33 \) and \( \hat{z}/r_0 = 36 \) for single- and double-diffusive plumes, respectively. Taken from \( \hat{z}/r_0 = 36 \), the measured value of \( \alpha \), averaged over three double-diffusive plumes, was \( \sim 14\% \) lower than that of the single-diffusive plumes. A similar reduction of \( 10 - 15\% \) was observed for the thermohaline plumes at comparable source stability ratio (\( R_\rho \approx 0.49 \)) using the filling-box measurements, providing further confidence in the obtained result. Moreover, in agreement with the filling-box measurements, the observed difference in \( \alpha \) continuously reduced as the double-diffusive plumes travelled further downstream, ultimately nearly reaching the value of \( \alpha \) for the single-diffusive plumes. This suggests that double-diffusive effects weaken with the distance from the source.

Normalised by the plume e-folding width \( R_e \), the time-averaged velocity measurements, and the associated turbulent properties, of the single- and double-diffusive plumes in the Eulerian coordinates display no systematic differences. However, if normalised by the distance from the virtual origin \( \hat{z} \), the Gaussian profiles of the vertical velocities for the double-diffusive plumes appear systematically narrower than those for their single-diffusive counterparts. Moreover, taken the same distance from the virtual origin, the characteristic e-folding radius \( R_e \) and the flux-based half-width \( R_F \) of the double-diffusive plumes appeared systematically smaller than those of the
single-diffusive plumes. These observations are consistent with the reduction in the rate of entrainment, which leads to the double-diffusive plumes being unable to develop equivalent fluxes and length scales through entrainment.

Although double-diffusive plumes appear to be narrower throughout the measurement range, the self-similarity of the time-averaged velocity profiles, and the associated turbulent properties in both Eulerian and the plume coordinates imply that the effect of double-diffusion on the dynamics of the flow, and hence on the entertainment coefficient, was insignificant over the region of reliable measurements. The same conclusion follows from the observation that the difference in the plume radii \( (\overline{R}_{e}, \overline{R}_{F}) \) between the single- and double-diffusive plumes remained constant throughout \( \tilde{z}/r_0 > 36 \). This, in turn, implies that double-diffusion only had significant effect on the plume dynamics at very early stages and vanished as the plume travelled downstream, attaining and preserving self-similarity. The difference in the entrainment coefficient between the single- and double-diffusive plumes, present throughout the measurement range, can therefore be though of as a ‘shadow’ of the changes that occurred to the plume close to the source. If true, this suggests that, the local reduction to the entrainment coefficient near to the source could be much greater.

The weakening effect of double-diffusion on the rate of turbulent entrainment is consistent with the differential diffusion proposal, laid out in section 4.4.3. For a fixed fluid-solute combination, the key factor determining the importance of this mechanism is the concentration gradient of the two scalar properties. Close to the source, both concentration gradients are large and the effect of double-diffusion on the plume behaviour is significant. However, turbulent entrainment leads to a rapid dilution of the plume, and hence reduction of the concentration gradients, with less than \( \sim 20\% \) of its original temperature and salinity difference remaining at \( \tilde{z}/r_0 = 33 \). It is perhaps unsurprising that such insignificant scalar gradients, reducing even further as the plume travels downstream, are unable to noticeably alter the dynamics of the plume flow.

Ultimately, this study shows that in order to gain the complete picture of the processes governing the dynamics of high-Péclet-number turbulent double-diffusive plumes, is it necessary to be able to interrogate the flow field at the source, where double-diffusive effects are the strongest. With the current lack of a technique allowing to refractive index match for large gradients of both heat and salt, experimental methods based on the visual data collection fail to do so reliably, and thus have to be either replaced by intrusive direct measurements or, perhaps more preferably, numerical computation.
Chapter 6

Double-Diffusive Jets

6.1 Introduction

In the previous two chapters we demonstrated that double diffusion may have considerable effect on the dynamics of turbulent plumes. In this chapter, we proceed further, and investigate experimentally the effect of double diffusion on the dynamics of turbulent round jets discharged into a quiescent fresh ambient.

As for plumes, for these experiments we chose to work with the aqueous system in which a hot and salty (thermohaline) jets were discharged into cooler fresh water. For this combination, the component with the larger molecular diffusivity $\kappa_T$ is temperature $T$ and that with the smaller molecular diffusivity $\kappa_S$ is salinity $S$. The Lewis number $Le = \kappa_T / \kappa_S$ is $O(100)$, and therefore even for moderate concentration gradients of both components, the system can be strongly doubly-diffusive. Jets over a range of source Reynolds numbers and source temperature/salinity combinations were examined. To simplify our analysis, we restricted our attention to initially neutrally-buoyant jets discharged horizontally, with the only control parameters being the source scalar concentrations ($\Delta S_0, \Delta T_0$) and the source Reynolds number $Re_0 = U_0 r_0 / \nu$, where $U_0$ and $r_0$ are the source horizontal velocity and outlet radius, respectively.

The rest of this chapter is structured as follows. In section 6.2 we describe the experimental setup and the procedure followed to create neutrally-buoyant double-diffusive jets. Visual observations of the differences between single- and double-diffusive jets are presented in section 6.3.1. We then summarise and discuss the time-averaged results in section 6.3.2, highlighting the systematic features of double diffusive jets as function of the control parameters. An explanation for the observed sinking behaviour is proposed in section 6.3.3. The prediction of the onset of salt fingers is made in section 6.3.5, and, finally, in section 6.4 a series of conclusions are drawn.
6.2 Experimental procedure

All experiments were conducted in a large transparent tank, measuring $2.5 \times 0.70 \times 0.80 \text{ m} (L \times W \times H)$, filled with fresh water. Figure 6.1 shows a schematic diagram of the entire experimental setup. Turbulent jets were created by steadily ejecting source solution through a nozzle into the ambient fluid using a gear pump, which was carefully calibrated over the range of volume fluxes used, $3.0 < Q_0 < 7.0 \text{ ml s}^{-1}$. The typical error of the source flow rate did not exceed $\pm 0.05 \text{ ml s}^{-1}$, which was estimated as two standard deviations about the mean flow rates measured during calibration. For the details of the pump, the reader is referred to section 3.2.3.

Given the moderate source Reynolds numbers ($700 < Re_0 < 1500$), the jet fluid had to be additionally excited to produce turbulent flow at the point of discharge. As with plumes, this was achieved by ejecting the fluid through a nozzle, specifically designed to promote turbulence within the flow. The jet nozzle, allowing horizontal ejection of the source fluid, was based predominantly on the plume nozzle design, originally developed by Professor P. Cooper, and illustrated schematically in section 3.2.1. Similar to the plume nozzle, the jet nozzle produced turbulent flow by passing the incoming fluid through a ‘pin-hole’ (diameter 1 mm) and then into a wide expansion chamber (diameter 10 mm), ultimately leading to the circular nozzle outlet of radius $r_0 = 1.5 \text{ mm}$.

Temperature measurements of the source fluid in all experiments were obtained from two T-type thermocouples inserted into the nozzle, as shown schematically in figure 6.2. The nozzle had two insulated channels leading to the expansion chamber, allowing direct access to the source fluid near the ejection point. Done in this way, the thermocouple
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Fig. 6.2 A schematic representation of the jet nozzle with inserted thermocouples and the siphon collecting the ejected jet fluid (see text for dimensions). Note the the siphon was only used during the purging stage of an experiment.

tips were submerged fully into the fluid flow in the expansion chamber, minimising the noise signal from the ambient, and had precise and secure positioning. The slots were positioned with 10 mm horizontal spacing, with the distance upstream from the nozzle outlet to the nearest thermocouple fixed at 10 mm. The geometry of the nozzle did not allow closer positioning of the thermocouples to the source outlet. The temperature drop between the upstream and downstream thermocouples varied for different source volume fluxes and temperatures, but was always of order $O(10^{-1})$ °C. The temperature at the point of discharge was estimated for each experiment individually by linearly extrapolating the temperature loss over the 10 mm spacing between the thermocouples to the nozzle outlet. Temperature of the ambient fluid was measured using four additional T-type thermocouples, located near the nozzle at a regular vertical spacing of 150 mm inside the tank. All thermocouples were calibrated in DigiFlow by placing them in a water bath over an appropriate temperature range (15–70 °C), with an accuracy of ±0.1 °C. For further details on the thermocouples and their calibration, the reader is referred to section 3.2.5. Measurements were taken at 5 Hz using National Instruments equipment (NI 9213).

In order to create neutrally-buoyant double-diffusive jets, the density of the source fluid at the point of discharge had to be carefully matched to that of the ambient. This was achieved with great care for every experiment individually, as even small fluctuations of the source/ambient water temperature would lead to immediate deviation from neutral buoyancy. These temperature fluctuations would normally arise as a result of varying ambient room conditions, or as an expected consequence of changing the
injection volume flux, which altered the amount of time the source fluid would spend exchanging heat with the ambient on its way to the nozzle.

With these challenges in mind, we developed the following experimental procedure. The experimental tank was always filled with fresh water and left overnight to equilibrate with the ambient room temperature. Each time, prior to the actual experiment, we first performed a test experiment, aimed at determining the temperature of the jet fluid at the point of discharge for given ambient conditions. To that end, source fluid of some unknown low salinity (unimportant at this stage) was warmed up using the 1 kW Grant LTC4 water bath to some fixed temperature (e.g. 50°C). Once a steady-state temperature was reached, fluid ejection into the tank and temperature measurements were simultaneously initiated. Throughout each test experiment, a siphon (diameter 10 mm) was used to collect the ejected source fluid, thus avoiding thermal and dye contamination of the tank prior to the actual experiment. The siphon was connected to an additional gear pump, running at double the ejection volume flux and positioned 5 mm away from the nozzle outlet, ensuring that all ejected fluid was collected. Visual inspection using a small amount of dye showed that the siphoning process did not introduce noticeable disturbances to the ambient fluid. Moreover, the siphoning had no significant effect on the temperature readings. For all experiments, we found that steady-state temperature was reached within 500 s. To determine the steady-state source temperature we averaged the values taken over 50 s in steady state. This was used as a prediction of source temperature $T_0$ for the actual experiment, which was performed in the same conditions shortly after.

For the actual experiment, we first measured the density of the ambient fluid. This was then used to calculate the required source fluid salinity $S_0$ such that the jet would be neutrally buoyant, given the source fluid temperature $T_0$ measured in the test experiment as detailed above. The required salinity $S_0$ was evaluated using the third-order equations of state of Ruddick and Shirtcliffe (1979). Densities were measured by an Anton Paar DMA5000 density meter with an accuracy of $\pm 10^{-6}$ kg m$^{-3}$. Once prepared, the source fluid solution was tested in the densitometer at the expected ejection temperature to ensure that its density matched that of the ambient. Deviations of up to $O(10^{-2})$ kg m$^{-3}$ between the source fluid density and the ambient fluid density were deemed satisfactory, as this is comparable to the uncertainties of the temperature measurements. For such low values of the source fluid density deviations, the resulting plume ‘jet length’, defined by Morton (1959), was greater than the length of the experimental tank. This implies that in all experiments, the effect of source density mismatch had negligible impact on the jet dynamics close to the source.
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Each experiment began with a 500 s purging stage over which the source fluid was allowed to once again reach the predicted steady-state source temperature prior to discharge. The standard deviations between the predicted and the actual steady-state temperatures were always below 0.1 °C, corresponding to the measuring accuracy of the thermocouples, implying that the source fluid was well-mixed at the outlet. As before, during the purging stage the siphon was used to collect the ejected source fluid to avoid contamination and disturbance of the ambient. Once the steady temperature was reached, an experiment was started by retracting the siphon vertically upwards, allowing the jet to emerge into the tank. The siphon was fully retracted within ∼1 s and caused little disruption to the emerging flow. Occasionally, small volumes of jet fluid were initially lifted upwards by the motion of the siphon, but were quickly re-entrained into the jet.

All experiments were recorded using a 12 megapixel ISVI B/W CXP digital camera at a rate of 15 frames per second. Recording durations of ∼200 s provided visual datasets of ∼3000 frames, sufficient for our analysis. Due to the restricted tank dimensions, reliable data collection over a longer period of time was not possible, as after ∼200 s the jet fluid was filling the bottom of the tank and re-emerging into the field of view. For visualisation purposes, the jet fluid was dyed using methylene blue. The obtained images were then processed following the dye attenuation technique, described in section 3.1.5. The processing step used the calibration, details of which are laid out in appendix F. Given their similar molecular diffusivities we assumed that the dye followed the salt and used the processed images as the depth-integrated salinity field. The tank was backlit using a lightbank constructed from a series of red LEDs positioned at a sufficient distance behind a diffuser and approximately 0.3 m away from the tank, such that the light appeared uniform. For the purposes of image processing, all images were normalised by a background image, taken in the absence of any flow prior to each experiment.

Table 6.1 provides a summary of all experiments and their respective parameters. Altogether 9 experiments with double-diffusive jets were conducted at 3 different $Re_0$ and $\Delta T_0$. Experiments 1, 3 and 5 were each repeated twice to check the experiment for consistency. The repeats showed excellent agreement and hence were omitted to avoid duplication of data. Additional experiments with neutrally-buoyant freshwater jets over the same range of $Re_0$ were conducted to check that the ejection was horizontal, and to provide a visual benchmark for qualitative comparison. In addition, these experiments were conducted to test that the tank was sufficiently large, so that the jet injection did not induce any circulation that could impact the trajectories of the jet.
<table>
<thead>
<tr>
<th>Exp No</th>
<th>Source solution</th>
<th>$Q_0$</th>
<th>$\Delta S_0$</th>
<th>$\Delta T_0$</th>
<th>$\rho_0 - \rho_a$</th>
<th>$Re_0$</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Heat-salt</td>
<td>3.3</td>
<td>0.656</td>
<td>15.8</td>
<td>-8.7</td>
<td>700</td>
<td>3,027</td>
</tr>
<tr>
<td>2</td>
<td>Heat-salt</td>
<td>3.3</td>
<td>1.192</td>
<td>25.2</td>
<td>-0.8</td>
<td>700</td>
<td>3,021</td>
</tr>
<tr>
<td>3</td>
<td>Heat-salt</td>
<td>3.3</td>
<td>1.998</td>
<td>38.3</td>
<td>-2.3</td>
<td>700</td>
<td>3,044</td>
</tr>
<tr>
<td>4</td>
<td>Heat-salt</td>
<td>5.2</td>
<td>0.690</td>
<td>16.2</td>
<td>-1.4</td>
<td>1,100</td>
<td>3,054</td>
</tr>
<tr>
<td>5</td>
<td>Heat-salt</td>
<td>5.2</td>
<td>1.192</td>
<td>24.6</td>
<td>-7.7</td>
<td>1,100</td>
<td>3,036</td>
</tr>
<tr>
<td>6</td>
<td>Heat-salt</td>
<td>5.2</td>
<td>2.089</td>
<td>39.1</td>
<td>-9.1</td>
<td>1,100</td>
<td>3,016</td>
</tr>
<tr>
<td>7</td>
<td>Heat-salt</td>
<td>7.0</td>
<td>0.702</td>
<td>16.2</td>
<td>-4.2</td>
<td>1,500</td>
<td>3,023</td>
</tr>
<tr>
<td>8</td>
<td>Heat-salt</td>
<td>7.0</td>
<td>1.122</td>
<td>25.2</td>
<td>-1.6</td>
<td>1,500</td>
<td>3,024</td>
</tr>
<tr>
<td>9</td>
<td>Heat-salt</td>
<td>7.0</td>
<td>2.145</td>
<td>39.9</td>
<td>-4.1</td>
<td>1,500</td>
<td>3,024</td>
</tr>
</tbody>
</table>

Table 6.1 Source conditions and the number of images taken for all experiments with double-diffusive jets.
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6.3.1 Visual observations

Figure 6.3 shows a visualisation of a pair of experiments with source Reynolds number $Re_0 = 1,100$ made using methylene blue dye. The images arranged within the left column, figures (6.3a, 6.3c, 6.3e), show the temporal evolution of a neutrally-buoyant single-diffusive freshwater jet, while the right column, figures (6.3b, 6.3d, 6.3f), contains those for an initially neutrally-buoyant double-diffusive thermohaline jet. Figures 6.3a and 6.3b demonstrate that both jets became turbulent immediately upon discharge and grew in radius. The shear-induced large-scale turbulent eddies present around the edges of the jets acted to rapidly entrain ambient fluid, which was consequently irreversibly mixed into the core. This turbulent entrainment led to a further growth in jet radius, shown in figures 6.3c and 6.3d, as both jets continued to propagate downstream. Although still qualitatively very similar, figure 6.3d shows that 30 s after the ejection, the double-diffusive jet started to develop a slight sinking trajectory and the first hints of small (compared to local jet radius) negatively-buoyant structures forming along the lower surface. Taken less than a minute later, the image in figure 6.3f shows that these negatively-buoyant structures were able to fully form, separate and fall off downwards from the lower surface of the double-diffusive jet. Such structures were absent along the upper surface of the double-diffusive jet, creating clear asymmetry in the flow. They were also absent in the single-diffusive jet experiment (see figure 6.3e), with the jet preserving visual symmetry around the centreline throughout the duration of the experiment. We believe that these structures are a result of the salt-fingering instability, and explain the mechanism for their formation below.

In a typical experiment, as the hot and salty jet fluid leaves the nozzle, it immediately finds itself surrounded by fresh and cold ambient fluid and two surfaces with very different dynamics form. The upper surface is in the diffusive regime, since the hot and salty jet fluid lies beneath a layer of cold and fresh ambient. In contrast, the lower jet surface is in the salt-fingering regime, as the hot and salty jet fluid is atop cold and fresh ambient. Heat and salt exchange occurs across both surfaces, but the mechanisms that govern these exchanges are rather distinct.

Along the upper diffusive surface, heat and salt diffusion act to produce two boundary layers: thermal and saline. As heat diffusion is $O(100)$ times faster than salt, the thermal boundary layer will quickly grow to a critical thickness, leading to the formation of convective heat elements (Howard, 1964). Taking the values of $g = 10 \text{ m s}^{-2}$, $\beta_T = 10^{-4} \text{ K}^{-1}$, $\Delta T = 10 \text{ K}$, $\kappa_T = 10^{-7} \text{ m}^2 \text{s}^{-1}$ and $\nu = 10^{-6} \text{ m}^2 \text{s}^{-1}$, we get the
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Fig. 6.3 A series of images taken for two turbulent jet experiments ejected at the source Reynolds number $Re_0 = 1,100$ and visualised using blue dye. The left column (images (a), (c) and (e)) shows the development of a neutrally-buoyant jet injected into a quiescent fresh ambient water. The right column (images (b), (d) and (f)) shows the development of an initially neutrally-buoyant double-diffusive thermohaline jet with source salinity difference $\Delta S_0 = 0.690\%$ and temperature difference $\Delta T_0 = 16.2^\circ C$, injected into a quiescent fresh ambient water (experiment 4).
value of the Rayleigh number \( Ra = (g\beta T \Delta T L^3)/(\kappa_T \nu) \sim 10^{11} L^3 \). Then, assuming that turbulent convection ensues for \( Ra \sim 10^3 \), the critical depth of the thermal boundary layer is \( L \sim 10^{-8/3} \). The source temperature differences for most experiments were two-three times greater than 10°C, therefore let us round to \( L \sim 10^{-3} \). Hence, the diffusive growth time of the thermal boundary layer to the critical thickness was \( \tau_T = L^2/\kappa_T = O(1) \) s. The formed convective elements carry away salt, as well as heat, which are consequently irreversibly mixed with the ambient through molecular processes, and the fluid in the jet becomes more dense as a result of the differential loss of heat compared to salt. The dynamics of diffusive interfaces were studied in detail by Turner (1965) and the reader is referred to his work for more detail.

Along the lower surface, heat and salt are exchanged through the jet-ambient interface in a substantially different manner. When a patch of warm and salty jet fluid lying above a layer of cold and fresh ambient is perturbed, the \( O(100) \) times faster heat diffusion acts rapidly to adjust the temperature of the perturbed patch towards that of the ambient, while most of its salt is retained. The fluid parcel therefore quickly finds itself denser than its surroundings and starts to sink. The convective elements, formed in this way, will carry heat, as well as salt, as they sink and irreversibly mix with the ambient through molecular diffusion. Owing to their long and thin geometry, such structures are commonly called ‘salt fingers’. In this case the higher salt flux compared to the heat flux, in density terms, results in a decrease in density of the jet. For greater detail on the processes governing the dynamics of a salt-fingering interface, the reader is referred to Turner (1967). Consequently, taken together, the double diffusion over the upper surface of the jet will increase the density of the jet, while over the lower surface of the jet it will decrease the density. The ultimate trajectory of the jet depends on which of these two processes is dominant. We will return to this point later in section 6.3.3.

Figure 6.4 allows closer visual examination of the temporal evolution of the observed salt fingers for experiment 2. In the early stages of the jet development, there was an absence of ‘clear’ salt-finger structures (shown in figure 6.4a). Shortly after, salt fingers began to emerge at a distance beyond \( x/r_0 \approx 100 \) as seen in figure 6.4b. Indeed, snapshots at later times, see figures 6.4 (c,d), show that no fingers form in the region close to the source \((x/r_0 < 100)\) throughout the experiment. Note that this distance varied between different experiments and this will be discussed in detail in section 6.3.5. Visually it appeared that in many instances the salt plumes, attempting to form along the lower surface and separate from the jet, were not able to do so as they were re-entrained into the jet through the action of turbulent entrainment. This was
Fig. 6.4 Instantaneous images showing the emergence and temporal evolution of salt fingers along the lower jet surface for experiment 2.
particularly clear in the region near the source, where turbulent entrainment is the strongest.

Fingers that managed to detach from the jet, shown in figure 6.4c, fall downwards and interact with one another. As the jet propagates, more fingers emerge, forming a persistent ‘rain’ of salt and heat underneath the jet, as shown in figure 6.4d. Visual examination of the recorded videos revealed that many fingers formed from turbulent eddies that had been ‘thrown’ out from the jet core by the action of jet-generated turbulence. Once out in the ambient, these eddies were able to rapidly reject their heat, build up negative buoyancy and fall downwards as salt-fingers. In cases where the scales of detached eddies were sufficiently large, they broke down into a number of smaller fingers during descent. This observation is consistent with the idea that the horizontal length scale of a salt finger is limited by the competing diffusive processes (Turner and Chen, 1974). In particular, while eddies that are too wide are not able to reject heat effectively, the motion of narrow eddies is restrained by viscosity, and therefore fingers exist at intermediate scales.

Ultimately, it is the origin of the observed deviation from a horizontal trajectory, seen clearly in figure 6.3e, and the nature of the salt fingers, shown in figure 6.4, that we aim to investigate further in this chapter.

6.3.2 Time-average analysis

Figure 6.5 shows the time-averaged images for all experiments obtained by averaging over $\sim 3000$ snapshots, with the exact quantity for each experiment provided in table 6.1. These snapshots for time-averaging were taken at regular time intervals over the entire duration of the experiment, with the first snapshot taken 2 seconds after the retraction of the siphon. Note that in all cases, the trajectories of the jets did not vary with time, implying that all jets were in a quasisteady state. Two observations have to be made at this stage. First, this figure shows that for a given source Reynolds number, as the source temperature difference $\Delta T_0$ increases, the jet horizontal propagation is reduced and a more curved trajectory is observed. Take, as an example, the three experiments performed at $Re_0 = 700$. Ejected at $\Delta T_0 = 15.8^\circ C$, the jet reached the end of the viewing window at $x/r_0 \approx 600$. This distance reduced significantly, to $x/r_0 \approx 400$ and $\approx 250$, as the source temperature differences increased to $\Delta T_0 = 25.2^\circ C$ and $\Delta T_0 = 38.3^\circ C$, respectively. This trend holds consistently for the other two groups with three experiments in each, performed at $Re_0 = 1100$ and $Re_0 = 1500$, indicating clearly that double-diffusive processes have a strong impact on the paths followed by the jets.
Evidently, the potential for double-diffusive processes to alter the jet trajectory is greater for larger source temperature differences.

The second trend seen clearly in figure 6.5 is that for a given source temperature difference, as the source Reynolds number was increased, the jets followed a less curved trajectory. This is consistent with the idea that the momentum flux acts against the negative buoyancy driving the jet downwards. As explained above, this buoyancy is introduced by the action of double-diffusive processes and is controlled by the source temperature difference. The balance between buoyancy-driven velocity and jet velocity is commonly expressed using the densimetric Froude number $Fr = U/\sqrt{g' L}$, where $U$ is the horizontal velocity scale, $L$ is the characteristic length scale, for example the jet radius, and $g' = g(\rho - \rho_a)/\rho_a$ is the buoyancy scale. Neutrally-buoyant jets, for which $Fr \rightarrow \infty$, follow a perfectly horizontal trajectory. Buoyant jets with large buoyancy differences and thus low $Fr$ numbers exhibit strongly-curved trajectories. In our experiments an increase in the source Reynolds number corresponds to an increase in the source horizontal velocity $U_0$. For a fixed $\Delta T_0$ the effective Froude number is therefore higher for higher $Re_0$, so as $Re$ is increased, the jet trajectory remains closer to the horizontal. We attempt to explain the origin of the development of negative buoyancy within the jet in the next section.
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6.3.3 Sinking trajectory explanation

One possible explanation for the build-up of negative buoyancy and the observed sinking jet motion is based on the differences in salinity and temperature fluxes across the two double-diffusive surfaces. We denote the double diffusive temperature and salt fluxes across the upper diffusive surface as $F_{UT}^U$ and $F_{US}^U$, respectively. The associated salt-fingering salt and temperature fluxes across the lower surface are denoted as $F_{LS}^L$ and $F_{LT}^L$, respectively. The difference between the net density gain as a result of turbulent diffusive fluxes across the upper surface $F_{p}^U$, and the net density loss through the lower fingering surface $F_{p}^L$ determines the net density flux from/into the jet and hence the build-up of negative buoyancy. This difference, illustrated pictorially in figure 6.6, can be written as

$$\frac{F_{p}^U - F_{p}^L}{\beta_T F_{p}^U - \beta_S F_{p}^L} = \beta_T F_{p}^U - \beta_S F_{p}^L. \quad (6.1)$$

The problem at this stage relies on the accurate determination of the double-diffusive fluxes involved in the process. From dimensional considerations, Turner (1965, 1967) showed that for high Rayleigh number diffusive and fingering interfaces, the turbulent fluxes of temperature $F_{T}^U$ and salinity $F_{S}^L$, respectively, can be related to the turbulent fluxes from a ‘solid wall’ (i.e. the fluxes from a fixed temperature/salinity boundary
held at a constant temperature/salinity difference from the values in the fluid away from the boundary) as

$$F_U^T = c\kappa_T^{2/3}(\frac{\beta_T g}{\nu})^{1/3} \Delta T^{4/3} f(R^*_\rho),$$  \hspace{1cm} (6.2a)

$$F_L^S = c\kappa_S^{2/3}(\frac{\beta_S g}{\nu})^{1/3} \Delta S^{4/3} f(R^*_\rho),$$  \hspace{1cm} (6.2b)

where \(c\) is an experimentally determined constant and \(R^*_\rho = 1/R_\rho\). Turner (1965, 1967) measured experimentally over a range of density ratios the numerical coefficients \(R_D = f(R^*_\rho)\) and \(R_S = f(R^*_\rho)\), which relate the double-diffusive diffusive temperature and salt fluxes to their reference solid wall values (i.e. the fluxes from a fixed temperature/salinity boundary), respectively. He also measured how the flux ratios \(\gamma_D = (\beta_S F_U^T)/(\beta_T F_U^T)\) and \(\gamma_S = (\beta_T F_L^T)/(\beta_S F_L^S)\) for diffusive and salt-fingering interfaces, respectively, vary as a function of the density ratio \(R_\rho\). Using the above definitions, the ratio of density fluxes in 6.1 can be rewritten as

$$\frac{F_U^\rho}{F_L^\rho} = \frac{R_D}{R_S} \left(\frac{\kappa_T}{\kappa_S}\right)^{2/3} \left(\frac{1-\gamma_D}{1-\gamma_S}\right) \left(\frac{\beta_T \Delta T}{\beta_S \Delta S}\right)^{4/3}.$$  \hspace{1cm} (6.3)

Precise calculations of the fluxes require exact measurements of numerical flux coefficients for double-diffusive interfaces in the presence of turbulence, which are not readily available. Another factor complicating the problem is the unknown non-trivial effect of differential diffusion in the presence of turbulence on the evolution of the density ratio \(R_\rho\) of a double-diffusive jet. This governs the choice of numerical coefficients that go into the flux calculations. To get an order of magnitude estimate using Turner’s measurements, we take \(R_D/R_S = 10^{-1}\), \((\kappa_T/\kappa_S)^{2/3} = 10\) and \((1-\gamma_D)/(1-\gamma_S) = 1\). Using these values, the density flux ratio is \(O(1)\), implying that it is a delicate balance between the temperature and salinity fluxes that determines the net density flux.

Although the precise spatial evolution of the density ratio is unknown, visual observations of the sinking jet trajectories suggest that as the jet propagates its density ratio becomes \(R_\rho < 1\). Taking as an example the value of \(R_\rho = 2/3\) and substituting the associated numerical coefficients from Turner’s experimental measurements yields a value of \(F_U^\rho/F_L^\rho \approx 0.8\). Further reduction in \(R_\rho\) would lead to a further decrease in the density flux ratio, implying that, contrary to our observations, the jets in this configuration should become positively buoyant. This simple balance calculation, however, uses numerical coefficients that do not take into account two important factors: (i) the effect of turbulence on the fluxes across both surfaces; (ii) continued absence of salt fingers close to the source, as shown in figure 6.4. It is the combined
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effect of these two factors, that leads to the reversal of flux balance, leading to the development of negative buoyancy.

With respect to the first factor, turbulent motions generated by the jet affect its upper and lower surfaces in two distinct ways. Along the upper diffusive surface, turbulence acts to stretch the interface between the jet and the ambient, continuously sharpening the temperature gradient, and hence leading to an increased diffusive heat flux. The impact of jet turbulence on the dynamics of the lower fingering surface is somewhat more complicated. Linden (1971) investigated experimentally the effect of grid-generated turbulence on heat and salt transport across salt-fingering interface in a two-layered aqueous system. For the purpose of our work we will focus on two of his major findings. First, he showed that turbulent shear disrupts the formation of salt fingers and thus reduces the total salt-fingering flux across an interface. Second, he found that the ratio of buoyancy fluxes $\gamma_S$ was greater than unity for all the grid frequencies (except zero), reaching up to $\gamma_S \approx 4$ for particularly high intensities of the grid turbulence. This means that the density step between two layers was decreasing with time, that is, the top layer was becoming heavier. Ultimately, this first factor implies that the numerical coefficients used in the above flux calculations, determined from experiments with stationary interfaces, are unlikely to be appropriate for a highly turbulent flow and instead flux ratios favouring greater heat exchange should be used. The implication of the second factor is, perhaps, even more pronounced. In the absence of salt fingers along the lower surface, the resulting salt flux is significantly reduced, that is, $F^L_\rho \sim 0$. This, in turn, means that thermal exchange through the diffusive surface will be the dominant mechanism, leading to a rapid build-up of negative buoyancy. Diffusive heat exchange will dominate for as long as there are no salt fingers forming, which in our experiments was for at least $x/r_0 = 40$, as will be shown in section 6.3.5. By that point, the dilution through entrainment alone will have reduced the jet temperature and salinity to $\approx 0.2\Delta T_0$ and $\approx 0.2\Delta S_0$ (Hirst, 1971), meaning that although salt-fingers will be formed beyond this stage, their impact on the total density flux will be relatively small.

6.3.4 Centreline analysis

With the aim of demonstrating the significance of diffusive processes on the dynamics of double-diffusive jets, we tracked their time-averaged trajectories. To that end, we processed the normalised time-averaged images to extract centrelines, which were used as proxy for trajectories. Each centreline was constructed as a collection of centrepoints for every pixel column, that is, for every $x$-coordinate, for a given time-averaged image.
Fig. 6.7 Image showing that the centreline follows well the time-average jet trajectory for experiment 5, typical for all experiments.

A centrepoint was defined as the $y$-location of a pixel with the minimum intensity (corresponding to the darkest point) within a particular column of pixels. Using the above definitions, a one-dimensional array with the locations of all centrepoints was obtained for every time-average image, and used to reproduce centrelines. Figure 6.7 demonstrates the result obtained for experiment 5, which was typical for all experiments. The figure shows that the centrepoints, shown as bright dots, visually follow well the time-averaged jet image and can be used to approximate the jet trajectory.

Figure 6.8 shows the trajectories for all nine experiments, obtained using the procedure described above, and grouped by the source temperature differences $\Delta T_0$. The colours of the markers represent the source Reynolds number, with the brighter lines corresponding to higher values of $Re_0$. We approximated the obtained trajectories using a well-established model for single-diffusive negatively-buoyant jets developed by Fan and Brooks (1969), which uses the similarity solutions derived on the basis of an integral model for incompressible Boussinesq turbulent round buoyant jets in a uniform ambient fluid. For their model, the authors introduced the dimensionless volume flux parameter $\mu$ and the momentum flux parameter $m$ as

$$\mu = \frac{(U r^2)}{(U_0 r_0^2)} \quad \text{and} \quad m = \left( \frac{g \lambda^2 U_0^3 r_0^6 (\rho_0 - \rho_a)}{4 \sqrt{2} \alpha \rho_0} \right)^{-2/5} \frac{U^2 r^2}{2},$$

where $\lambda = 1.16$ is the turbulent Schmidt number. The horizontal and vertical components of the momentum flux parameter were defined as $h = m \cos(\theta)$ and $v = m \sin(\theta)$, respectively, where $\theta$ is the angle between the local jet trajectory and the horizontal. Using the above definitions, the model for the single-diffusive jet motion can be
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(a) $\Delta T_0 = 16.0 \pm 0.4 \, ^\circ C$

(b) $\Delta T_0 = 25.0 \pm 0.5 \, ^\circ C$

(c) $\Delta T_0 = 39.0 \pm 0.9 \, ^\circ C$

Fig. 6.8 Trajectories for all experiments grouped by the source temperature differences. The colour indicates the source Reynolds number, with the brighter colours corresponding to the larger values of $Re_0$. The black lines in each plot represent the numerical solution for trajectory of single-diffusive jets at a fixed source temperature difference, $\Delta T_{m0}^m = -0.7 \, ^\circ C$, $\Delta T_{m0}^m = -2.2 \, ^\circ C$, $\Delta T_{m0}^m = -7.5 \, ^\circ C$, and varying source Froude number.

summarised using the following set of governing equations

$$
\frac{d\mu}{d\zeta} = \sqrt{m}, \quad \frac{dv}{d\zeta} = \frac{\mu}{m}, \quad \frac{d\eta}{d\zeta} = \frac{h}{m}, \quad \text{and} \quad \frac{d\psi}{d\zeta} = \frac{v}{m}.
$$

The associated coordinate system can be defined as

$$
\zeta = \frac{\rho_0 U_0^2 \alpha_4}{32 \alpha^4 \lambda^2 g (\rho_0 - \rho_a)} s, \quad \eta = \frac{\rho_0 U_0^2 \alpha_4}{32 \alpha^4 \lambda^2 g (\rho_0 - \rho_a)} x, \quad \psi = \frac{\rho_0 U_0^2 \alpha_4}{32 \alpha^4 \lambda^2 g (\rho_0 - \rho_a)} y,
$$

with the $s$-axis following the centreline of the jet. For a detailed derivation and description of the model the reader is referred to the original work of Fan and Brooks (1969). The set of governing equations (6.5) was solved numerically in Matlab using the value of the entrainment coefficient for buoyant jets $\alpha = 0.08$ (Carazzo et al., 2006).

To approximate the trajectories for three sets of experiments, we varied the source buoyancy flux via the source temperature difference. The numerical solutions, presented as dashed lines in figures 6.8 (a), (b) and (c) were obtained for temperature differences of $\Delta T_{m0}^m = -0.7 \, ^\circ C$, $\Delta T_{m0}^m = -2.2 \, ^\circ C$ and $\Delta T_{m0}^m = -7.5 \, ^\circ C$, respectively. The trajectories obtained for these three manually-selected temperature differences follow well each group of the experimentally-obtained trajectories, which leads to three conclusions.

First, the observed sinking trajectories cannot be attributed to an experimental uncertainty, since the already mentioned experimental error in temperature measurements of $\pm 0.1 \, ^\circ C$ is significantly less than the temperature difference required to produce the deviations observed in figure 6.8. Second, the fact that $|\Delta T_{m0}^m| < |\Delta T_0|$ for all groups of
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experiments implies that we cannot assume that all the heat simply diffused out and the jets were driven by the remaining salt. This suggests that within the measurement range, all jets continued to carry some amount of potential energy stored in the form of heat within them. Third, the fact that a single source buoyancy flux is able to approximate the trajectory so well suggests that the diffusive processes play little role relatively soon after discharge. It follows that accumulation of negative buoyancy of the jet happens rapidly and, once developed, stays relatively constant throughout the rest of its propagation. This third conclusion is consistent with the idea of the dominant heat diffusion being responsible for the build-up of negative buoyancy in the absence of salt fingers, as outlined in the previous section. Close to the source, temperature gradients are large, causing vigorous heat exchange with the ambient and resulting in a rapid build-up of negative buoyancy. As the jet propagates, the dilution through entrainment makes these gradients fall, reducing the ability for the diffusive flux to reject heat and thereby accumulate negative buoyancy. As a result, the trajectories followed by the jet are preconditioned by the density excess which is established by strong double-diffusive effects near the source where $\Delta T$ and $\Delta S$ are both large. This explains the observation that jets reached a quasisteady state and followed the same trajectory throughout an experimental run.

6.3.5 The onset of salt fingers

We now return to the discussion of the development of the salt fingers. As described in section 6.3.1, visual observations indicate the presence of a competition between the diffusive processes driving the formation of salt fingers and the entrainment acting to inhibit their separation from the jet. We propose that it is the balance between the two competing velocity scales, the salt-fingering velocity $w_f(x)$ and entrainment velocity $u_e(x)$, that determines the location of the onset point for fingering formation $x_f$, and provide experimental evidence in support of this hypothesis.

For an axisymmetric turbulent round jet emanating from a point source of momentum, using the entrainment assumption (Morton et al., 1956), the expression for the centreline horizontal velocity as a function of distance travelled by the jet can be written as

$$U(x) = \frac{1}{\sqrt{2\alpha}} U_0 \frac{r_0}{x}.$$  

(6.7)

Given that $U(x)$ decays as $x^{-1}$ with distance, so does the jet entrainment velocity $u_e(x) = \alpha U(x)$, indicating that the ability for the jet to re-entrain the salt fingers reduces rapidly with distance. In contrast, the diffusive nature of salt fingers suggests
6.3 Experimental results

Fig. 6.9 Fingering onset prediction for two cases: (a) at fixed source salinity $\Delta S_0$ and varying $Re_0$ using source values for experiments 1, 4 and 7, with the upper lines corresponding to the larger values of $Re_0$; (b) at fixed source Reynolds number $Re_0$ and varying $\Delta S_0$ using source values for experiments 1, 2 and 3, with the upper lines corresponding to the larger values of $\Delta S_0$. The black dots and connected dashed lines indicate the distance from the source $x_f$ where the first salt fingers should form.

that their velocity scale $w_f(x)$ should be some growing function of time, or in this case distance along the jet. By considering a balance between thermal diffusion and viscosity, Linden (1971) constructed the salt-fingering velocity scale of the form

$$w_f(x) = \frac{gl^2(x)\beta_S \Delta S(x)(\gamma_S - 1)}{2\nu \pi^2}$$

where $l(x)$ and $\Delta S(x)$ are the finger horizontal length scale and salinity scale, respectively. Visual observations of salt fingers in our experiments showed that they often emerged from turbulent eddies, with their size growing with distance from the source. Burridge et al. (2016) showed that in a turbulent plume, the length scale of the largest turbulent eddies is 0.44 times its local half-width $r(x)$. Given the similarity in the turbulent properties between jets and plumes, as demonstrated by Van Reeuwijk et al. (2016), and assuming that the length scales of salt fingers are directly linked to that of the turbulent eddies, we take $L(x) = 0.44r(x)$. We assume that the salinity profile matches that of velocity, that is

$$S_m(x) = \frac{1}{\sqrt{2\alpha}} S_0 \frac{r_0}{x},$$

and take the top-hat values $\Delta S(x) = S_m(x)/2$ to describe the salinity scale of the fingers.
Fig. 6.10 An illustration of the ‘gate’ line construction procedure and application: (a) gate line construction using the time-averaged image for experiment 5; (b) an overlay of the centreline, edges and the gate line onto an instant capturing salt fingers crossing the gate line. In both sub-figures, the centreline fit is represented by the dashed line, the edges are represented by the solid lines and the dotted line represents the gate line. The arrow in (a) represents the local jet co-ordinate system.

Using the above definitions, it is possible to predict the fingering onset location $x_f$ by determining where the two velocity scales become comparable $w_f(x_f) = u_e(x_f)$, as illustrated pictorially in figure 6.9. In this figure, the dark and bright solid lines represent the entrainment and salt-fingering velocity scales, respectively, with the locations where the two velocity scales reach a balance ($x_f$) marked using black dots and connected dashed lines. This balance was considered for two distinct cases. In the first case, shown in figure 6.9a we fixed the source salinity $\Delta S_0$ and varied $Re_0$. The source values used in this model were taken as those for experiments 1, 4 and 7, allowing us to compare the obtained predictions against the experiments. The model predicts that an increase of $Re_0$ results in a delay in the formation of salt fingers, consistent with our qualitative observations. For the second case, shown in figure 6.9b, we fixed the source Reynolds number $Re_0$ and varied $\Delta S_0$, using the source values for experiments 1, 2 and 3. As expected, for larger source salinity, the velocity scales of salt fingers are larger, resulting in the earlier formation of the salt fingers. To check the validity of the proposed balance between the two competing velocity scales, we compared the obtained predictions against the visual measurements of the onset of salt fingers, obtained using the procedure described below.

Detection of the salt fingers was performed by temporal sampling of the instantaneous jet images along the so-called ‘gate’ lines, with an example represented by the dotted lines in figure 6.10. The choice of the term ‘gate’ is arbitrary, and was adopted to signify that only those structures which were able to cross the ‘gate’ were considered.
Such gate lines were obtained individually for every experiment from their respective time-averaged images using the following procedure. As a first step, we extracted the centreline, as described earlier, and approximated it using a third order polynomial least-squares fit. We chose to approximate the measured centreline using a polynomial to both smooth the data and to easily find the derivative of the function defining the centreline. Using polynomials of higher orders did not make a noticeable difference to the obtained trajectory and therefore the third order was deemed sufficient. We checked that the obtained fittings, with a typical example shown as a dashed line in figure 6.10a, displayed a satisfactory agreement with the centreline points and visually followed the time-averaged jet trajectories well. For the next step, we detected the top edge of the time-averaged jet image. This was done by first filtering out any noise from the image using a single threshold value (signal below a threshold value was considered noise and removed) and then detecting the positions where the intensity changed abruptly within every pixel column. The threshold value was set as the average plus two standard deviations of the value of the ambient in absence of any flow. Using the derivative of the centreline position, the upper edge was located by searching on a line perpendicular to the centreline until the upper edge was located. The obtained upper edge was then mirrored perpendicularly around the centreline to create a lower interface (shown as a solid line below the centreline), which could not be detected otherwise due to the presence of salt fingers. The gate line was then constructed by scaling the bottom edge by a fixed multiple of the local jet radius. As can be seen in 9b, the jet width fluctuates about the time-average envelope. For this reason, and to avoid detecting intermittent events that remain attached to the plume, we choose the scaling factor to be $\times 2$, meaning that any structure found one radius away from the time-averaged bottom edge is considered to be a finger that has managed to escape the re-entrainment process, rather than a turbulent eddy. Figure 6.10b shows an overlay of the obtained lines onto an instantaneous image from experiment 5. The figure shows that for this particular instance, the gate line will not pick up any signal of salt-fingers until up to $x/r_0 \approx 80$ and will have a strong signal of the presence of salt fingers thereafter until $x/r_0 \approx 350$. The region $x/r_0 \approx 350$ and $x/r_0 \approx 380$ will once again contain no salt-finger signal.

Figures 6.11 and 6.12 show the obtained time-series of the jet images, sampled along the gate line as described above. In line with the visual observation made in figure 6.4, both figures show that in all cases there were consistently no fingers forming until some distance away from the source, which varied between experiments. The dashed vertical lines present in all figures are the predictions made using the model
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Fig. 6.11 Time series of dye concentration profiles taken along the gate lines for three experiments at fixed $\Delta T_0 = 15 \pm 0.4 \, ^\circ C$. The dashed lines represent the prediction for the fingers onset location $x_f$ for respective source conditions shown in figure 6.9a.

Fig. 6.12 Time series of dye concentration profiles taken along the gate lines for three experiments at fixed $Re_0 = 700$. The dashed lines represent the prediction for the fingers onset location $x_f$ for respective source conditions shown in figure 6.9b.

described above and shown in figure 6.9. As seen in figure 6.11, experimental results are in good agreement with the model prediction, confirming that the formation of salt fingers is delayed as the source Reynolds number is increased. Similarly, there seems to be a good agreement between the predicted and observed onset points for a fixed $Re_0$ and varying $\Delta T_0$ (see figure 6.12). As expected, the formation of salt fingers is earlier for larger values of $\Delta T_0$, that in our experiments is equivalent to larger values of $\Delta S_0$. These two observations confirm that it is the balance between the double-diffusive processes and turbulent entrainment that controls the formation of salt fingers in a horizontal jet.
6.4 Conclusions

An experimental investigation of the effect of double diffusion on the dynamics of turbulent jets has been conducted. We have restricted our attention to the simplest case of initially neutrally-buoyant thermohaline jets discharged horizontally into a stationary uniform freshwater ambient. Visual observations revealed that, in contrast to their freshwater equivalents, neutrally-buoyant double-diffusive jets develop considerable sinking trajectories, with significant salt-fingering convection forming along the lower jet-ambient surface some considerable distance away from the source. The tendency for the jets to sink is greater for larger source temperature differences $\Delta T_0$, demonstrating the significance of double-diffusive processes for turbulent jet motion.

We associate the observed sinking trajectories with the impact of internal jet-generated turbulence on the fluxes of heat and salt across its upper and lower surfaces. Importantly, turbulent entrainment hinders the formation of the salt fingers for a considerable distance from the jet source. In the absence of advective salt transport through salt-fingering motion, the diffusive heat losses dominate, resulting in the build-up of negative buoyancy which drives the jet downwards. Note that other effects, such as the impact of salt-fingering motion on the turbulent entrainment processes along the lower surface of the jet, could be partially responsible for the observed sinking behaviour. However, given that we were able to explain our results without involving any additional effects, we feel that they are likely to be at best of secondary importance to the double-diffusive processes.

Double-diffusive jet trajectories can be well approximated by a trajectory of a single-diffusive buoyant jet with a fixed source buoyancy $g_0^\prime$, indicating that accumulation of negative buoyancy happens quickly, since otherwise the diffusive processes would continuously change the jet buoyancy and hence trajectory. In addition, a simple model predicting the onset point of the salt fingers works well by balancing entrainment and salt-fingering velocity scales, confirming our physical understanding of the formation of salt fingers in this context.

This work has important modelling implications for industrial discharges involving double-diffusive jets, such as the brine discharges from desalination plants. First, it shows that using the standard single-diffusive buoyant jet equations for the case of thermohaline double-diffusive discharges may lead to a significant underestimation of the curvature of jet trajectory, overpredicting the distance travelled by the effluent, and consequently its dilution. Such models should therefore be used with caution. The second implication concerns various chemicals, such as copper and chlorine, added to the seawater at different stages in the desalination process to control bacterial
growth and/or reduce corrosion (Jones et al., 2019). Based on our results, it is likely that instead of propagating with the jet (going through continuous dilution to low concentrations through entrainment), these slow-diffusing chemicals may tend to fall out in the form of salt fingers, causing additional pollution in the near-coastal region, which is unaccounted for by the current single-diffusive models.

Finally, in addition to our findings on the importance of double diffusion on the dynamics of turbulent plumes, presented in chapters 4 and 5, this investigation provides a further confirmation that for high-Péclet-number flows, in which advection dominates diffusion, diffusive processes may have a considerable impact on the large-scale dynamics of turbulent free shear flows, as well as on the structure of the turbulent/non-turbulent interface.
Chapter 7

Conclusions & Future Work

7.1 Conclusions

An experimental investigation of the effect of double diffusion on the dynamics of turbulent plumes and jets has been performed. In brief, our measurements showed that for high-Reynolds-number and high-Péclet-number flows, in which advection dominates diffusion (both viscous and molecular), diffusive processes may have a considerable impact on the dynamics of turbulent free shear flows in general, and on the structure of the turbulent/non-turbulent interface in particular.

Throughout this work, heat and salt were used as the two agents to create double-diffusive flow configurations. This choice was motivated predominantly by the $O(100)$ difference in the molecular diffusivities of the two scalar properties, implying that even for moderate concentration gradients, the resulting flows were strongly doubly-diffusive. Attempts to create double-diffusive flows using salt-sugar combinations were made, but had to be terminated due to a number of drawbacks, as discussed in section 4.1. It is important that these drawbacks are taken into consideration by anyone intending to perform similar investigations in future.

In application to plumes, the effect of double diffusion was predominantly analysed in the context of the rate of turbulent entrainment, manifested through the value of the entrainment coefficient $\alpha$. In doing so, we challenged the widespread assumption that for flows at high Reynolds and Péclet numbers, slow molecular diffusive processes have little effect on the overall dynamics of the flow (Hunt and Van den Bremer, 2010). Indeed, comparisons between single-diffusive plumes driven by temperature or solute concentration difference alone show that, despite orders of magnitude variations in the molecular diffusivity of the scalar, for high Péclet number turbulent single-diffusive plumes the rate of entrainment $\alpha$ is a constant (Partridge and Linden, 2013). The
question, however, remains as to whether that would still be the case if both properties were present within the flow simultaneously, making it double-diffusive.

It may be worth mentioning that we initially naively supposed that if anything, the small-scale double-diffusive processes would enhance mixing of the engulfed fluid, leading to an increase of the effective rate of entrainment. To the contrary, our measurements of the entrainment coefficient for plumes over a range of source buoyancy fluxes and source density ratios, performed using the Baines’ filling-box technique, revealed the opposite. In particular, our findings, presented in chapter 4, show an up to 20% reduction in $\alpha$ for double-diffusive plumes in the salt-fingering configuration. The scale of the reduction was found to be in direct relation to the source density ratio and was inversely related to the distance travelled by the plume, indicating that double-diffusive effects decrease as the plume evolves. On the basis of these observations, we proposed an explanation for the observed reduction in the entrainment coefficient on the basis of differential diffusion hindering large-scale engulfment at the edge of the plume, laid out in section 4.4.3.

The findings obtained using the Baines’ filling-box technique were then confirmed by simultaneous high-resolution measurements of the velocity and scalar fields, presented in chapter 5. In particular, the results obtained using particle image velocimetry confirmed that the value of the entrainment coefficient for double-diffusive plumes in the salt-fingering configuration is reduced, and varies with the distance from the source. In line with our filling-box measurements, the reduction was the greatest close to the source – from as much as $\sim 15\%$ at $\hat{z}/r_0 = 36$, going down to $\sim 3\%$ at $\hat{z}/r_0 = 100$, thereby confirming that the effect of double-diffusion was transient, and strongest close to the plume source. Limited by our inability to refractive index match the flow in the presence of large gradients in heat and salt, as explained in section 5.2, reliable measurements of $\alpha$ closer to the source were not possible.

In addition to verifying our preceding results obtained using the Baines’ filling-box technique, the simultaneous PIV/LIF measurements of the flow field provided additional insights into the dynamics of double-diffusive plumes. Most importantly, the self-similarity and good collapse of the velocity profiles, and the associated turbulent statistics, in both the Eulerian and the plume coordinates, indicated that the effect of double diffusion on the rate of turbulent entrainment was insignificant over the region beyond $\hat{z}/r_0 = 36$. However, when normalised by the distance from the virtual origin, the vertical velocity profiles (taken over the same region) appeared systematically narrower in the radial direction for the double-diffusive plumes. The flux-based plume
half-widths were also systematically smaller for the double-diffusive plumes, consistent with the reduction in the entrainment coefficient.

By combining the above observations, we conclude that the effect of double-diffusion on the entrainment coefficient is only important at the very early stages of the flow development. The self-similarity of the flow beyond $\hat{z}/r_0 = 36$ indicates that the effect of double-diffusion dies out very rapidly. That is, perhaps, unsurprising given that, based on the similarity solution of Morton et al. (1956), the scalar concentrations within the plume at $\hat{z}/r_0 \sim 35$ fall down to $\sim 20\%$ of their source values.

The effect of double-diffusion on the dynamics of turbulent jets was investigated in chapter 6. Unlike the preceding plumes experiments, where delicate measurements were required to observe the effect of double diffusion on the flow dynamics, the impact of double-diffusive processes on the evolution of initially neutrally-buoyant jets discharged horizontally into quiescent fresh ambient could be easily seen with a naked eye. Visual measurements over a range of source Reynolds numbers and temperature/salinity differences revealed that: (i) in contrast to their freshwater equivalents, the double-diffusive jets develop considerable sinking trajectories, and (ii) significant salt-fingering convection was present along the lower jet-ambient surface.

Qualitative inspection of the experimental records led us to believe that turbulent entrainment acts to hinder the formation of the salt fingers over a considerable distance from the jet source. Visually it appeared that in many instances the salt plumes, attempting to form along the bottom surface and separate, were not able to do so as they were re-entrained into the jet. This was particularly clear in the region near the source, where turbulent entrainment is the strongest. Based on these observations, a simple model predicting the onset point of the salt fingers was proposed by balancing entrainment and salt-fingering velocity scales. The good match between the model predictions and experimentally-determined locations of the onset of the salt fingers confirmed our physical understanding of the processes involved in this context.

We also observed that the tendency for the jets to sink was greater for larger source temperature differences, demonstrating the significance of double-diffusive processes for turbulent jet motion. The sinking trajectories were associated with the impact of internal jet-generated turbulence on the fluxes of heat and salt across its top and bottom surfaces. Importantly, in the absence of advective salt transport through salt-fingering motion over some considerable distance from the source, the diffusive heat losses dominated, resulting in the build-up of negative buoyancy which drove the jet downwards.
We showed that for a fixed source temperature difference, the double-diffusive jet trajectories can be well approximated by the trajectories of a single-diffusive buoyant jet with a fixed source buoyancy. This suggests that the accumulation of negative buoyancy as a result of double-diffusive processes happens quickly, since otherwise the jet buoyancy and hence trajectory would be changing continuously. Importantly, this effect is in line with the observations from the plume experiments, where the effect of double diffusion on turbulent entrainment was shown to be largest at the source, diminishing quickly as a result of turbulent dilution.

Importantly, even if the strength of the double-diffusive processes is greatest near the source (as it is predominantly controlled by the concentration gradients which tend to be largest at the point of discharge), it is the interplay of the diffusive and other processes governing the flow, that in the end determine its overall dynamics. This is well demonstrated by the contrast in what effect double-diffusion had on turbulent plumes and jets. For plumes, the reduction of the entrainment coefficient was greatest near the source, colliding with the region where double-diffusive processes were the strongest. However, for the case of turbulent jets, the development of the sinking trajectories and the fall-off of the salt-fingers occurred in the region where the concentration gradients, and hence the vigour of the double-diffusive processes were considerably reduced. This illustrates that the effect of double diffusion on the flow evolution and the structure of the turbulent/non-turbulent interface may only become important once other processes, such as entrainment processes, become relatively insignificant.

The findings presented in this thesis may have important considerations for modelling of environmental fluid flows. As shown in chapters 4 and 5, the double-diffusive effects on the rate of entrainment, and hence mixing, in turbulent plumes with high source concentration gradients and stability ratios may be significant. These effects, however, are transient in nature, and may be ignored when the concentration gradients fall down to sufficiently low levels.

The double-diffusive jets investigation, presented in chapter 6, may be of particular relevance for industrial waste disposal, such as the brine discharges from desalination plants. Our results show that that using the standard single-diffusive buoyant jet equations for the case of thermohaline double-diffusive discharges may lead to a significant underestimation of the curvature of the jet trajectory, overpredicting the distance travelled by the pollutant, and consequently its dilution. Such models should therefore be used with caution. Another implication of our work is that instead of propagating with the jet (going through continuous dilution to low concentrations through entrainment), the slow-diffusing scalar properties present within the jet may
tend to fall out in the form of salt fingers, causing additional pollution in the near-coastal region, which is unaccounted for by the current single-diffusive models.

Ultimately, this work shows how limited our understanding of the interplay between turbulent and double-diffusive processes is, and opens up a multiplicity of potential avenues for future research in the field. These are briefly summarised below.

7.2 Future work

In this work, double-diffusive plume experiments were only conducted in the salt-fingering configuration, with the hot and salty plume fluid supplied into a colder and fresher ambient from above. Such a combination (based on heat and salt as the scalar properties) is, however, not unique for creating plumes in the salt-fingering configuration. The alternative, using the same scalar components, is to have a cold and fresh plume rising in a warm and salty ambient. This scenario is, perhaps, experimentally more challenging, mainly because of the need to maintain the ambient fluid at a constant elevated temperature, sufficiently high to produce large enough source temperature gradients. Experiments in this configuration may, however, be worth conducting, as they would provide additional measurements, which could be used for comparison with the results reported in this investigation.

Recalling that double-diffusion may exist in two distinct configurations, that is, salt-fingering and diffusive, there is potential in exploring the dynamics of double-diffusive plumes in the diffusive regime. In particular, it remains unclear as to what effect might double diffusion in the diffusive regime have on the rate of entrainment in turbulent plumes. Plumes in the diffusive configuration could be produced using heat and salt as the scalar components in either of the two following ways. The first option is to have a warm and salty plume rising into a cold and fresh ambient. The second option is to introduce a cold and fresh plume from above, descending into a warm and salty ambient. It is, however, important to note that both of these configurations are very challenging to implement experimentally. In the first case, as the plume rises, the warm and salty elements of the plume fluid will find themselves above colder and fresher ambient, creating the potential for the salt-fingering instability and leading to the formation of salt fingers. This would be of a particular problem in the case of the Baines’ filling-box experiment, which relies on the establishment of a distinct two-layered stratification, with only the plume flow crossing the interface. The salt-fingering double-diffusive processes, occurring across the interface, would not only inhibit the formation of a distinct two-layered stratification, but also potentially induce advective fluxes of heat.
and salt across the interface, making reliable measurements of the volume flux in the plume impossible. In the second case, as already mentioned, the key challenge would be the ability to maintain a constant elevated temperature in the environmental tank.

Finally, in relation to the double-diffusive plumes, perhaps the key remaining question is what exactly is happening to the flow near the source. Filling this gap experimentally may also be very challenging, mainly because of the effect of the two scalar properties with large gradients and $O(100)$ difference in the molecular diffusivities on the optical properties of the fluid, as discussed in detail in section 5.2. Unless a novel experimental methodology, allowing us to overcome the difficulties arising from the large refractive index mismatch becomes available, it may be more appropriate to address this problem computationally rather than experimentally. Direct numerical simulations of double-diffusive plumes with high Reynolds and Lewis numbers would, however, require very fine computational meshes to resolve the finest scales of the flow, and hence are likely to be computationally expensive. In that regard, the first step would be to simulate a relatively small near-source region, as this is where double-diffusive processes are most vigorous.

In relation to the double-diffusive jets, the potential for future research appears even greater. First, similar to the suggestions made for plumes, double-diffusive jets in the alternative case of the salt-fingering surface above the diffusive surface could be used as a comparison for the results presented in this investigation. In theory, this configuration should result in a mirror image of the behaviour described in chapter 7, with the jets tending to rise and salt fingers travelling upwards. One way of achieving this flow regime would be a jet of cold freshwater discharged into a warm and salty ambient. Given that, even for moderate source temperature differences of $\sim 15$ °C, the double-diffusive effects were readily observed in our experiments, these experiments could be performed even with the ambient water at room temperature, and would therefore require only minor modifications to the setup described in chapter 6.

As discussed in section 6.3.3, the inability to predict the exact evolution of the double-diffusive jet buoyancy, and hence its trajectory, mainly results from the absence of the exact parameters that determine the double-diffusive fluxes of heat and salt across turbulent interfaces in the diffusive and salt-fingering regimes. Early experiments of Linden (1971, 1974) provide some useful insights into the dynamics of salt-fingering interface in the presence of turbulence. However, these experiments were performed using a very particular setup for turbulence and shear generation, making the extrapolation of the obtained measurements onto the case of a turbulent jet very challenging. To make progress, more general parametrisations of the fluxes across a
double-diffusive interface in the presence of shear and turbulence are required and should to be pursued. If available, these parameters would enable modelling of scalar fluxes between the jet and the ambient, thereby allowing the predictions of the jet buoyancy, and hence trajectory, to be developed. Ideally, this could then lead to a general model for predicting the trajectory of a double-diffusive jet on the basis of the source parameters and the ambient conditions only.

In our experiments, the 3-dimensional structure of the flow resulted in salt fingers forming all around the lower surface of the jet at various depths into the plane of view, causing them to visually collide, and thus making it difficult to isolate and investigate the resulting structures accurately. To gain a better understanding of the mechanism of formation and the subsequent evolution of the salt fingers in turbulent double-diffusive jets, it could be useful to perform quasi-two-dimensional experiments, in which jets are confined in the spanwise direction. This would greatly simplify visual identification and tracking of individual fingers, while preserving many features of the three-dimensional jets.

Visual measurements of the slower diffusing component (salt) were made possible because of the similarity between its own molecular diffusivity and that of the methylene blue dye, used for visualisation. The $O(100)$ times faster diffusivity of heat, made it impossible to simultaneously visualise the evolution of the temperature field. To gain a better understanding of the processes occurring within the double-diffusive jets and their surroundings, measurements of the spatio-temporal temperature distributions are necessary. One way of doing this experimentally is to use the Thermochromic Liquid Crystals (TLC), which have become increasingly common for temperature visualisation in various flow field configurations in the recent decades, as discussed in considerable detail by Smith et al. (2001).

An area for potential investigations with more immediate practical applications is related to studying the effect of the discharge angle (both upwards and downwards) on the dynamics of double-diffusive jets in both configurations. Such work could have practical use in the field of waste disposal in the form of a jet flow (e.g. desalination brine discharge into the ocean), where the ejection angle is one of the critical design parameters.

Ultimately, looking at the bigger picture, investigations on the effect of double diffusion on the dynamics of other types of turbulent free shear flows, including thermals, gravity current and mixing layers, may uncover additional surprising effects arising from the interplay of turbulent and diffusive processes, and hence are strongly encouraged.
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Appendix A

Derivation of key equations

Conservation equation

Integral form

\[ \frac{d}{dt} \int_{V} c \, dV = - \oint_{A} \hat{n} \cdot F \, dA + \int_{V} P_{v} \, dV. \]  \hspace{1cm} (A.1)

We can transform the first term on the rhs of the above equation by applying the divergence theorem

\[ \oint_{A} \hat{n} \cdot F \, dA = \int_{V} \nabla \cdot F \, dV. \]  \hspace{1cm} (A.2)

The divergence of a vector is defined as

\[ \nabla \cdot F = \text{div}(F) = \frac{\partial F_{x}}{\partial x} + \frac{\partial F_{y}}{\partial y} + \frac{\partial F_{z}}{\partial z}. \]  \hspace{1cm} (A.3)
Derivation of key equations

For cases, with no production term $P_v$, the general integral form of conservation equation becomes

$$\int_V \left( \frac{\partial c}{\partial t} + \nabla \cdot \mathbf{F} \right) dV = 0$$  \hspace{1cm} (A.4)

**Differential form**

Taking the limit as $dV$ approaches zero, we obtain the general differential form of conservation equation

$$\frac{\partial c}{\partial t} + \nabla \cdot \mathbf{F} = 0.$$  \hspace{1cm} (A.5)

For a fluid flow the differential form of mass conservation equation can be written as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$  \hspace{1cm} (A.6)

where $\rho$ is fluid density. Equation above can be expanded as

$$\frac{\partial \rho}{\partial t} + \mathbf{u} \cdot \nabla \rho + \rho \nabla \cdot \mathbf{u} = 0.$$  \hspace{1cm} (A.7)

For incompressible fluids, we can assume that density $\rho$ is a constant, implying that the total derivative is zero and yielding the incompressible continuity equation

$$\nabla \cdot \mathbf{u} = 0.$$  \hspace{1cm} (A.8)

The velocity vector in cartesian and cylindrical polar co-ordinate systems is

**Cartesian** : $\mathbf{u} = u \mathbf{e}_x + v \mathbf{e}_y + w \mathbf{e}_z$, \hspace{1cm} (A.9a)

**Cylindrical polar** : $\mathbf{u} = u \mathbf{e}_r + v \mathbf{e}_\theta + w \mathbf{e}_z$, \hspace{1cm} (A.9b)

and thus the continuity equation can be, respectively, written as

**Cartesian** : $\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0,$  \hspace{1cm} (A.10a)

**Cylindrical polar** : $\frac{1}{r} \frac{\partial (ru)}{\partial r} + \frac{1}{r} \frac{\partial (rv)}{\partial \theta} + \frac{\partial w}{\partial z} = 0.$  \hspace{1cm} (A.10b)
Diffusion equation

The diffusive flux of a quantity $c$ can be defined by Fick’s law as

$$F = -D \nabla c.$$  \hfill (A.11)

In case of no advection, substitution of equation A.11 into the differential form of conservation equation yields the diffusion equation

$$\frac{\partial c}{\partial t} = \nabla \cdot (D \nabla c).$$  \hfill (A.12)

If the diffusion coefficient $D$ is a constant, the equation above can be simplified to

$$\frac{\partial c}{\partial t} = D \nabla^2 c,$$  \hfill (A.13)

where $\nabla^2$ is the Laplacian with the definition in cartisean coordinates as follows

$$\nabla^2 c = \frac{\partial c}{\partial x^2} + \frac{\partial c}{\partial y^2} + \frac{\partial c}{\partial z^2}.$$  \hfill (A.14)

For cases of diffusive flows in a constant velocity field, the total flux is a combination of both advective and diffusive fluxes

$$F = cu + D \nabla c.$$  \hfill (A.15)

Substitution of total flux $F$ into the general form of continuity equation (A.5), yields

$$\frac{\partial c}{\partial t} + \nabla \cdot (cu) = D \nabla^2 c.$$  \hfill (A.16)

Assuming a steady state, incompressible flow we can simplify the above equation to the general form of the advection-diffusion equation as below

$$u \cdot \nabla c = D \nabla^2 c.$$  \hfill (A.17)
Appendix B

Plume theory

Scaling considerations

Consider a plume emanating from a point source with buoyancy flux $B_0$ defined as

$$B_0 = Q_0 g \frac{\rho_a - \rho}{\rho_a} = Q_0 g', \quad (B.1)$$

where $Q_0$ is the source volume flux, $\rho$ is the density of the plume, $\rho_a$ is the ambient density, and $g'$ is the buoyancy, or reduced gravity. It is observed that turbulent plumes in a uniform environment are geometrically self-similar, taking a mean conical shape (Turner, 1986). The time-mean velocity and scalar distributions across the plume have the same shape profiles at all heights above the source, with only their amplitudes and widths varying with height. It follows that in the case of a uniform stationary ambient, the properties of the plume can be described by source buoyancy flux $B_0$ and vertical distance from the source $z$ only. Dimensional analysis shows that at each height the mean radius $b$, mean vertical velocity $w$ and mean buoyancy $g'$ are given as

$$b = k_1 z, \quad w = c_1 B_0^{1/3} z^{-1/3}, \quad g' = c_2 B_0^{2/3} z^{-5/3}, \quad (B.2)$$

where $k_1$ is a dimensionless constant, and $c_1$ and $c_2$ are dimensionless functions of the dimensionless radius $r/b$. To date, these dimensionless functions cannot be accurately captured by theoretical models and thus have to be determined experimentally. Measurements made by Rouse et al. (1952) and Ricou and Spalding (1961) show that the radial dependence of time-averaged vertical velocity and density profiles can be
well-approximated by Gaussian profiles of the form
\[ c_1 = \hat{c}_1 \exp(-r^2/b^2) \quad \text{and} \quad c_2 = \hat{c}_2 \exp(-r^2/\lambda b^2), \]
where \( \hat{c}_1 \) and \( \hat{c}_2 \) are dimensionless constants. Rouse et al. (1952) observed that the rates of spread, and thus the relative widths (given by \( \lambda \)), of velocity and buoyancy are not the same, but are close to unity. Papanicolaou and List (1988) later confirmed this finding with a value reported of buoyancy to velocity radii of \( \lambda = 1.06 \). Very recent findings of Burridge et al. (2017) suggest that the time-averaged buoyancy can be wider due to its distribution being relatively well-mixed instantaneously. To simplify further analysis, it is assumed that \( \lambda = 1 \). Using the above assumptions, the volume flux \( Q \), defined as
\[ Q = 2\pi \int_0^\infty w r \, dr, \]
which for a self-similar plume is given by
\[ Q = \pi \hat{c}_1 k_1^2 B^{1/3} z^{5/3}. \]
The key result of the dimensional analysis is that the plume volume flux increases through entrainment of ambient fluid. This leads to a rapid deceleration of the flow and an increase in radius to keep constant volume flux. It also shows that the plume volume flux depends weakly on buoyancy flux and strongly on the distance traveled.

**Plume equations of motion**

We start with a general form of the Navier-Stokes equations for an incompressible fluid
\[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \mu \nabla^2 \mathbf{u} + \rho g, \quad (B.6a) \]
\[ \nabla \cdot \mathbf{u} = 0. \quad (B.6b) \]
For an steady axisymmetric flow of an inviscid incompressible fluid with no diffusion of mass and momentum, under the Boussinesq assumption (\( \rho = \rho_0 \) in the inertial term), and with a velocity field \( \mathbf{u} = (u, 0, w) \) in cylindrical polar coordinates \( (r, \theta, z) \) the above
equations can be rewritten as

\begin{align*}
\text{r:} & \quad \frac{\partial u}{\partial r} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial r}, \quad \text{(B.7a)} \\
\text{z:} & \quad \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial z} - g \frac{\rho}{\rho_0} \quad \text{(B.7b)} \\
\text{Continuity:} & \quad \frac{1}{r} \frac{\partial (ur)}{\partial r} + \frac{\partial w}{\partial z} = 0. \quad \text{(B.7c)}
\end{align*}

In the above equations \( w \to 0 \) as \( r \to \infty \), signifying that the vertical motion is confined to the plume. This assumption will be important in further derivations.

Using Reynolds decomposition, each variable in a turbulent plume can be broken down into a sum of a mean and a fluctuating components, as shown below

\[ \rho = \bar{\rho} + \rho', \quad \text{where} \quad \bar{\rho} = \frac{1}{t_T} \int_0^{t_T} \rho \, dr, \quad \text{(B.8)} \]

and where \( t_T \) is the total averaging time. In our subsequent analysis we assume that the turbulent fluctuations are small compared to the mean values and the plume variables can therefore be replaced by their time-mean values. For simplicity we drop the overbar notation to signify time-mean.

**Entrainment assumption**

Formulated by Morton et al. (1956), the entrainment assumption takes the entrainment velocity of ambient fluid at the plume edge at a given height \( u_{\text{edge}}(z) \) to be linearly related to the vertical velocity in the plume at that height \( w(z) \) by the entrainment coefficient \( \alpha \).

**Volume flux**

We start with a continuity equation in cylindrical polar co-ordinate system and assume incompressibility and axysymmetric geometry, (i.e. \( \frac{\partial}{\partial \theta} = 0 \))

\[ \frac{1}{r} \frac{\partial (ur)}{\partial r} + \frac{\partial w}{\partial z} = 0. \quad \text{(B.9)} \]

Integrate over entire radial domain

\[ \int_0^\infty \frac{\partial (ur)}{\partial r} \, dr + \int_0^\infty r \frac{\partial w}{\partial z} \, dr = 0. \quad \text{(B.10)} \]
Rearrange to
\[- \int_{0}^{\infty} \frac{\partial (ur)}{\partial r} \, dr = \frac{d}{dz} \int_{0}^{\infty} wr \, dr. \tag{B.11}\]
Recalling that \(Q = 2\pi \int_{0}^{\infty} wr \, dr\), we obtain
\[- ru|_{\infty} = \frac{1}{2\pi} \frac{dQ}{dz}. \tag{B.12}\]
The inflow from infinity is driven by the turbulent entrainment into the plume at the edge, therefore
\[- ru|_{\infty} = bu_{edge}. \tag{B.13}\]
Using the MTT entrainment assumption that \(u_{edge} = \alpha w\), the volume conservation equation can be written as
\[\frac{dQ}{dz} = 2\pi b\alpha w. \tag{B.14}\]

**Momentum flux**

Recall the \(z\)-momentum equation
\[u \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p}{\partial z} - g \frac{\rho}{\rho_0}. \tag{B.15}\]
Since outside the plume, \(\rho_a = \rho_a(z)\) and \(w = 0\), from the above equation, we obtain the hydrostatic relation
\[\frac{\partial p}{\partial z} = -g \rho_a. \tag{B.16}\]
The vertical momentum equations for a thin (\(\partial/\partial r >> \partial/\partial z\)) plume therefore becomes
\[u \frac{\partial w}{\partial r} + w \frac{\partial w}{\partial z} = g(\frac{\rho_a - \rho}{\rho_0}). \tag{B.17}\]
Rate of change of vertical momentum flux
\[\frac{dM}{dz} = \int_{0}^{\infty} \frac{\partial}{\partial z} w^2 2\pi r \, dr = 2 \int_{0}^{\infty} w \frac{\partial w}{\partial z} 2\pi r \, dr, \tag{B.18}\]
and recalling that \(g(\frac{\rho_a - \rho}{\rho_0}) = g'\) and using equation B.17 to replace one instance of \(w \frac{\partial w}{\partial z}\), obtain
\[\frac{dM}{dz} = \int_{0}^{\infty} w \frac{\partial w}{\partial z} 2\pi r \, dr + \int_{0}^{\infty} g' 2\pi r \, dr - \int_{0}^{\infty} u \frac{\partial w}{\partial r} 2\pi r \, dr \tag{B.19}\]
Take a step back here and perform a side derivation below

\[ \frac{\partial}{\partial r}(ruw) = w \frac{\partial}{\partial r}(ru) + ru \frac{\partial w}{\partial r}. \]  \hspace{1cm} (B.20)

From the continuity equation \((\nabla \cdot \mathbf{u} = 0)\), we have

\[ \frac{\partial}{\partial r}(ru) = -r \frac{\partial w}{\partial z}, \]  \hspace{1cm} (B.21)

therefore, by substitution we get

\[ \frac{\partial}{\partial r}(ruw) = -wr \frac{\partial w}{\partial z} + ru \frac{\partial w}{\partial r}, \]  \hspace{1cm} (B.22)

which can be rearranged as follows

\[ ru \frac{\partial w}{\partial r} = \frac{\partial}{\partial r}(ruw) + wr \frac{\partial w}{\partial z} \]  \hspace{1cm} (B.23)

Substituting \(ru \frac{\partial w}{\partial r}\) into equation B.19 yields

\[ \frac{dM}{dz} = \int_{0}^{\infty} w \frac{\partial w}{\partial z} 2\pi rdr + \int_{0}^{\infty} g' 2\pi rdr \]

\[ - \int_{0}^{\infty} \frac{\partial}{\partial r}(ruw) 2\pi rdr - \int_{0}^{\infty} w \frac{\partial w}{\partial z} 2\pi rdr. \]

Given that \(w|_{\infty} = 0\) and \((ru)|_{0} = 0\), it follows that

\[ \int_{0}^{\infty} \frac{\partial}{\partial r}(ruw) 2\pi rdr = (ruw)|_{0}^{\infty} = 0, \]  \hspace{1cm} (B.25)

finally leading to the momentum conservation equation in the form

\[ \frac{dM}{dz} = 2\pi \int_{0}^{\infty} g' rdr. \]  \hspace{1cm} (B.26)

**Buoyancy flux**

We begin with an expression for the plume buoyancy flux

\[ B = 2\pi \int_{0}^{\infty} wg' rdr, \]  \hspace{1cm} (B.27)
with its rate of change in the vertical direction being

$$\frac{dB}{dz} = 2\pi \int_0^\infty \frac{\partial}{\partial z} \left( wg' \right) r dr = 2\pi \int_0^\infty w \frac{\partial g'}{\partial z} r dr + 2\pi \int_0^\infty g' \frac{\partial w}{\partial z} r dr.$$  \hspace{1cm} (B.28)

Recalling that $g' = \frac{g}{\rho_0} - \frac{\rho - \rho_0}{\rho_0}$ and using B.21, we obtain

$$\frac{dB}{dz} = 2\pi \int_0^\infty w \frac{\partial g}{\rho_0}{\partial z} r dr - 2\pi \int_0^\infty w \frac{g}{\rho_0} \frac{\partial \rho}{\partial z} r dr - 2\pi \int_0^\infty g' \frac{\partial (ru)}{\partial r} dr.$$  \hspace{1cm} (B.29)

Recall the differential form of steady-state mass conservation

$$\mathbf{u} \cdot \nabla \rho + \rho \nabla \cdot \mathbf{u} = 0.$$  \hspace{1cm} (B.30)

Given that $\nabla \cdot \mathbf{u} = 0$, it follows that $\mathbf{u} \cdot \nabla \rho = 0$, i.e.

$$\mathbf{u} \frac{\partial \rho}{\partial r} + w \frac{\partial \rho}{\partial z} = 0.$$  \hspace{1cm} (B.31)

Substitution of $w \frac{\partial \rho}{\partial z}$ into B.29 yields

$$\frac{dB}{dz} = \frac{g}{\rho_0} \frac{\partial \rho}{\partial z} \left. \left[ 2\pi \int_0^\infty \frac{w}{\rho_0} \frac{\partial \rho}{\partial z} rdr - 2\pi \int_0^\infty \frac{w}{\rho_0} \frac{\partial \rho}{\partial z} rdr - 2\pi \int_0^\infty g' \frac{\partial (ru)}{\partial r} dr \right] \right|_{-N^2 Q}.$$  \hspace{1cm} (B.32)

Let us now use the statement that

$$\frac{\partial g'}{\partial r} = \frac{\partial}{\partial r} \left( \frac{g}{\rho_0} - \frac{\rho - \rho_0}{\rho_0} \right) = \frac{g}{\rho_0} \frac{\partial \rho}{\partial r},$$  \hspace{1cm} (B.33)

to obtain

$$\frac{dB}{dz} = -N^2 Q - 2\pi \int_0^\infty ru \frac{\partial g'}{\partial r} dr - 2\pi \int_0^\infty g' \frac{\partial (ru)}{\partial r} dr.$$  \hspace{1cm} (B.34)

Using the chain rule, rewrite the above equation as

$$\frac{dB}{dz} = -N^2 Q - 2\pi \int_0^\infty \frac{\partial}{\partial r} (ru g') dr.$$  \hspace{1cm} (B.35)

Since $g'\big|_\infty = 0$ and $(ru)\big|_0 = 0$, the buoyancy conservation equation is reduced to

$$\frac{dB}{dz} = -N^2 Q.$$  \hspace{1cm} (B.36)
In case of an unstratified environment, \( \frac{\partial \alpha}{\partial z} = 0 \), it follows that
\[
\frac{d\varphi}{dz} = 0. \tag{B.37}
\]

Altogether the three conservation equations are
\[
\frac{dQ}{dz} = 2\pi b \alpha w, \quad \frac{dM}{dz} = 2\pi \int_0^\infty g' rdr \quad \text{and} \quad \frac{dB}{dz} = 0. \tag{B.38}
\]

**Plume Top-Hat vs. Gaussian representation**

In this section, we describe the two most common representations of plume integral properties and derive the solutions to the three conservation equations using them. The two classical representations of the radial distribution of vertical velocity \( w(r) \) are

A schematic representation of radial velocity distribution under gaussian vs top-hat representations.

\[
w(r) = \varpi_G \exp\left(\frac{-r^2}{\bar{b}_G^2}\right) \quad \text{for} \ 0 \leq r \leq \infty, \tag{B.39a}
\]

\[
w(r) = \begin{cases} 
\varpi_T & 0 \leq r \leq \bar{b}_T \\
0 & r > \bar{b}_T \end{cases}, \tag{B.39b}
\]

where \( \varpi_G \) and \( \bar{b}_G \) are the centreline vertical velocity and radius under the Gaussian representation, and \( \varpi_T \) and \( \bar{b}_T \) are the centreline vertical velocity and radius under the top-hat representation. Using these definitions, the plume volume flux under the
Gaussian representation $\overline{Q}_G$ is

$$
\overline{Q}_G = \int_0^{2\pi} \int_0^{\infty} w_G \exp\left(-r^2/b_G^2\right) \, r \, dr \, d\theta
= 2\pi w_G \int_0^{\infty} \frac{1}{2} \exp\left(-r^2/b_G^2\right) \, dr^2 = \pi w_G \left[ \exp\left(-r^2/b_G^2\right) \right]_0^\infty = \pi w_G b_G^2.
$$

(B.40)

For the top-hat representation, the mean plume/jet volume flux $\overline{Q}_T$ can be written as

$$
\overline{Q}_T = \int_0^{2\pi} \int_0^{\bar{b}_T} \bar{w}_T \, r \, dr \, d\theta = 2\pi \bar{w}_T \int_0^{\bar{b}_T} \frac{1}{2} \, dr^2 = \pi \bar{w}_T \bar{b}_T^2.
$$

(B.41)

In a similar fashion, the mean momentum flux of a plume/jet under the Gaussian representation can be written as

$$
\overline{M}_G = \int_0^{2\pi} \int_0^{\infty} \left[ w_G \exp\left(-r^2/b_G^2\right) \right]^2 \, r \, dr \, d\theta
= 2\pi \bar{w}_G^2 \int_0^{\infty} \frac{1}{2} \exp\left(-2r^2/b_G^2\right) \, dr^2 = \frac{1}{2} \pi \bar{w}_G^2 \bar{b}_G^2,
$$

(B.42)

and under the top-hat representation as

$$
\overline{M}_T = \int_0^{2\pi} \int_0^{\bar{b}_T} \bar{w}_T^2 \, r \, dr \, d\theta = \pi \bar{w}_T^2 \bar{b}_T^2.
$$

(B.43)

Since using either representation, both the volume and momentum fluxes must be the same, i.e. $\overline{Q}_G = \overline{Q}_T$ and $\overline{M}_G = \overline{M}_T$, using the above expressions for the volume and momentum fluxes, we can establish the following relationships between the plume/jet velocity, radius and the entrainment coefficient

$$
\bar{w}_G = 2\bar{w}_T, \quad \bar{b}_G = \bar{b}_T/\sqrt{2} \quad \text{and} \quad \alpha_G = \alpha_T/\sqrt{2}.
$$

(B.44)

**Plume conservation equations**

Take top-hat representation of properties within the plume

$$
Q = 2\pi \int_0^{\infty} wr \, dr = \pi b_T^2 w_T,
$$

(B.45a)

$$
M = 2\pi \int_0^{\infty} w^2 r \, dr = \pi b_T^2 w_T^2,
$$

(B.45b)

$$
B = 2\pi \int_0^{\infty} wg' r \, dr = \pi b_T^2 w_T g_T.
$$

(B.45c)
In terms of the volume and momentum fluxes, the top-hat variables are

\[ w_T = \frac{M}{Q}, \quad b_T = \frac{Q}{\pi^{1/2} M^{1/2}} \quad \text{and} \quad g_T' = \frac{B}{Q}. \quad \text{(B.46)} \]

Recalling the plume conservation equations and using the top-hat definitions above, obtain

\[ \frac{dQ}{dz} = 2\pi b w = 2\pi^{1/2} \alpha_T M^{1/2}. \quad \text{(B.47a)} \]
\[ \frac{dM}{dz} = 2\pi \int_0^\infty g' r dr = \frac{QB}{M}. \quad \text{(B.47b)} \]
\[ \frac{dB}{dz} = 0. \quad \text{(B.47c)} \]

The above equations can be solved directly. Use the following source conditions

\[ Q = Q_0, \quad M = M_0, \quad B = B_0, \quad \text{at} \quad z = z_0 = 0. \quad \text{(B.48)} \]

Equation B.47c states that the buoyancy flux is conserved and, using the above source conditions, we get that \( B = B_0 = \text{constant} \). Equation B.47a may be rearranged for \( dz \) as

\[ dz = \frac{dQ}{2\pi^{1/2} \alpha_T M^{1/2}}, \quad \text{(B.49)} \]

which may be substituted into B.47b to get

\[ \frac{dM}{dQ}/(2\pi^{1/2} \alpha_T M^{1/2}) = \frac{QB_0}{M}. \quad \text{(B.50)} \]

Separate variables and integrate both sides as

\[ \int_{M_0}^{M} M^{5/2} dM = \frac{B_0}{2\pi^{1/2} \alpha_T} \int_{Q_0}^{Q} dQ, \quad \text{(B.51)} \]

to get

\[ M^{5/2} - M_0^{5/2} = \frac{5B_0}{8\pi^{1/2} \alpha_T} (Q^2 - Q_0^2). \quad \text{(B.52)} \]

We can rearrange the above equation into the following form

\[ M^{5/2} = \frac{5B_0}{8\pi^{1/2} \alpha_T} Q^2 + \left( M_0^{5/2} - \frac{5B_0}{8\pi^{1/2} \alpha_T} Q_0^2 \right). \quad \text{(B.53)} \]
In case of a plume with rising from a point source of buoyancy or with zero/ideal balance of source buoyancy and momentum fluxes, the source balance term is zero and the above equations reduces to

\[ M^{5/2} = \frac{5B_0}{8\pi^{1/2}\alpha_T}Q^2. \]  
(B.54)

To proceed, raise the above relation to a power of \( 1/5 \) and substitute into B.47a

\[ \frac{dQ}{dz} = 2\pi^{1/2}\alpha_T\left( \frac{5B_0}{8\pi^{1/2}\alpha_T}Q^2 \right)^{1/5}. \]  
(B.55)

Integrate and use \( Q_0 = 0 \) at \( z_0 = 0 \) to get

\[ Q_{3/5} = \left( \frac{6}{5}\pi^{1/2}\alpha_T \right) \left( \frac{5B_0}{8\pi^{1/2}\alpha_T} \right)^{1/5} z \]  
(B.56)

Rearrange the above equation for \( Q \) as

\[ Q = \frac{6\alpha_T}{5} \left( \frac{9\alpha_T}{10} \right)^{1/3} \pi^{2/3} B_0^{1/3} z^{5/3} \]  
(B.57)

To obtain an expression for \( M \), square the above expression for \( Q \), substitute into B.54 and take the both sides of the relation to power \( 2/5 \) to get

\[ M = \left( \frac{9\alpha_T}{10} \right)^{2/3} \pi^{1/3} B_0^{2/3} z^{4/3}. \]  
(B.58)

Recalling the top-hat relations, laid out in B.46, use the solutions for \( Q \) and \( M \) establish the relations for \( w_T \), \( b_T \) and \( g_T' \)

\[ b_T = \frac{6}{5}\alpha_T z, \]  
(B.59a)

\[ w_T = \frac{5}{6\alpha_T} \left( \frac{9\alpha_T}{10} \right)^{1/3} \pi^{-1/3} B_0^{1/3} z^{-1/3}, \]  
(B.59b)

\[ g_T' = \frac{5}{6\alpha_T} \left( \frac{9\alpha_T}{10} \right)^{-1/3} \pi^{-2/3} B_0^{2/3} z^{-5/3}. \]  
(B.59c)
Appendix C

Filling-box conductivity test

To verify that the conductive heat losses were insignificant, a series of experiments, measuring the thermal conductivity of the filling-box were performed. To this end, we determined the effective heat transfer coefficient $U$ of the container, which enters the rate of conductive heat loss relation as

$$H_c = U \Delta T A_T,$$  \hspace{1cm} (C.1)

where $A_T$ is the total conductive surface area, and $\Delta T = T_H - T_C$ is the temperature difference between the interior and the exterior of the box.

The experiments were performed by filling the box with hot fluid, and then sealing it and placing it inside the environmental tank to cool. An array of four T-type thermocouples with 40 mm vertical spacing was placed inside the box and another two into the ambient fluid to monitor the temperature difference. A magnetic stirrer was inserted into the box to keep the interior well mixed. A schematic representation of the experimental arrangement is shown in figure C.1. From the temperature measurements, we estimated the value of $U$ using Newton’s law of cooling, in the form

$$\theta = \exp(-\gamma t),$$  \hspace{1cm} (C.2)

where $\theta = \frac{T - T_C}{T_0 - T_C}$ is the non-dimensional temperature, $\gamma = \frac{A_T U}{m c_p}$, $m$ is the mass of warm fluid and $c_p$ is the specific heat capacity of water.

Two pairs of experiments, each with hot water levels of $h_T = 0.195$ m and $h_T = 0.245$ m, respectively, were performed. Figure C.2 demonstrates the time series of the obtained temperature measurements. On both plots, the lines represent the average readings from thermocouples inside and outside the tank, with respective accuracies.
of $\pm 0.16$ °C and $\pm 0.12$ °C, estimated as two standard deviations of the time-average fluctuations between thermocouple readings. Such a small error shows that both the interior of the tank and the fluid in the larger environmental tank remained well-mixed throughout the experiment. Figure C.2a demonstrates that, as expected, the temperature difference between the interior and the exterior of the tank decays exponentially. Normalising the temperature differences to get $\theta$ and plotting it on a logarithmic $y$-scale, as shown in figure C.2b, we obtain a linear decay in time, whose gradient represents the value of $\gamma$. By performing a linear fit for the obtained measurements of $\theta$ and substituting the obtained values of gradient into the relation for $\gamma$ we found a U-value of $18.5 \pm 0.3$ W m$^{-2}$K, where the error represents two standard deviations around the mean of the four obtained results.

Using the experimentally obtained U-value for the filling-box, we estimated conductive heat losses $H_c$, using equation C.1. In this calculation, we used an appropriate $A_T$, based on the interface height, and assumed that the bottom layer is well mixed with its temperature equal to the temperature measured at the bottom of the box $T_b$. The obtained losses were compared to thermal flux into the box from the supply nozzle, defined as

$$H_{in} = \dot{m}_{in} c_p (T_{in} - T_{amb}),$$  \hspace{1cm} (C.3)
where $m_{in}$ is the mass flux of the supply fluid, and $T_{in}$ and $T_{amb}$ are the temperatures of the supply fluid and the ambient, respectively. In this way, we estimated that the typical thermal losses by conduction through the side tank walls $H_{loss}$ were up to $3.0 \pm 0.3\%$ of the total heat input $H_{in}$, confirming that the heat losses were insignificant and did not have an impact on the experimental results.

As a further check of the experimental data, we performed the heat budget of each experiment, which, assuming no losses, can be written as

$$Q_0 T_{in} + (Q_v - Q_0) T_{amb} = Q_v T_b.$$  \hspace{1cm} (C.4)

We find that the overall heat budget for all filling-box experiments is accurate up to $14.5 \pm 0.4\%$. However, this is extremely sensitive to temperature differences, i.e. a change by 0.3 °C only, comparable to the uncertainty of the temperature measurements, would result in a perfect balance.
Appendix D

Conductivity probe calibrations

Fig. D.1 Conductivity probe calibrations for four different density ranges.
Appendix E

Shadowgraph flow visualisations

To investigate the cause of thermal stratification of the filling-box in the upper layer, a series of visual experiments were performed using the shadowgraph technique. For details of the technique, the reader is referred to section 3.1.2. The details of the experimental procedure are laid out in section 4.2 and a schematic representation of the experimental setup used to collect the shadowgraph images is shown in figure 4.6. In all experiments, small amount of blue dye was added to the source fluid to aid the visualisation. Images were post-processed to remove the background and thereby increase contrast.

Altogether, we conducted 6 experiments over a range of source buoyancy fluxes and source temperature differences. Representative of all other experiments, we restrict our attention to just two particular cases. For both experiments, the source supply volume flux was $Q_0 = 1.5 \text{ ml s}^{-1}$ and the ventilation volume flux was $Q_v = 20.0 \text{ ml s}^{-1}$. Performed at the room temperature $T_0 = 21.1 \degree C$, the source buoyancy flux of the single-diffusive plume was $B_0 = 67.5 \times 10^{-8} \text{ m}^4 \text{s}^3$. Warmed up to the source discharge temperature of $T_0 = 65.4 \degree C$, the resulting buoyancy flux of the double-diffusive plume was $B_0 = 43.6 \times 10^{-8} \text{ m}^4 \text{s}^3$.

Figure E.1 shows the shadowgraph visualisation for two experiments with single- and double-diffusive plumes taken at times $t = 650,900 \text{ s}$. For both experiments, a distinct interface is observed, with vigorous convection taking place below it in the mixed bottom layer. Visually, there appears to be no notable dissimilarities between the dynamics occurring along the single-diffusive interface in the case of a salt-only experiment and the diffusive interface in the case of a double-diffusive experiment. Interface fluctuations, triggered by the action of the plume crossing the interface, result in occasional wave-breaking events, with salt (and in the case of double-diffusive experiments heat) being transported from the bottom layer upwards. Although,
Fig. E.1 Examples of images taken using the shadowgraph technique for two experiments: one with a single-diffusive salt only plume and the other with a double-diffusive thermohaline plume (see text for details). In both cases, small amount of blue dye was added to aid the visualisation.

given the tank dimensions and typical temperature differences across the interface, \( Ra \sim O(10^7) \) is high enough for turbulent convection to set in, the convective plumes, characteristic for high-Rayleigh-number convection, were visually not observed to form along the interface.

It is therefore likely that the cause of the thermal stratification, observed using thermocouple measurements described in section 4.4.1, is predominantly the result of heat diffusing out of the plume, however, it is hard to state with certainty what are the relative magnitudes of the two transport mechanisms and which of the two dominates. Importantly, given that the temperature difference between the top and bottom layers never exceeded 3.5 °C, the effect of thermal stratification on plume buoyancy was negligible.
Appendix F

Dye attenuation calibration

Fig. F.1 Dye attenuation calibration curve for Methylene Blue dye in fresh water. The dashed line represent the upper/lower confidence bounds.

To perform the calibration a tank with a known length $L = 30\,\text{cm}$, width $W = 25\,\text{cm}$ and height $H = 15\,\text{cm}$ was filled with a known volume of water and partially submerged into the environmental tank. Both tanks were then illuminated from behind using red LED’s, and a background image of the tank containing no dye was taken. Known volumes of dye were then added incrementally to the calibration tank and after each addition an image of the tank was taken. This process was repeated until the recorded image became saturated so that the light intensity could not be reliably measured by the camera. A total number of 20 such measurements were made. The background image was then subtracted from all calibration images and the average values of light intensity within the dyed section of the tank were taken. These average values are, in effect, the values of $I/I_0$ for a given product of dye concentration $c$ and a fixed distance $h = W$ in the $y$-direction.
Figure F.1 shows that the value of $I/I_0$ is exponentially decaying for increasing values of $c \times h$. The fitting, shown using the solid line on this figure, follows closely the obtained calibration points and hence was used to determine the coefficient $A$. Two additional dashed lines present on the figure represent the upper and lower confidence limits for $I/I_0$. The upper limit on $I/I_0$ was set to the value of $I/I_0 = 0.99$, as it is important to ensure that the camera pixels are never saturated (i.e. $I/I_0 \neq 1$). The lower limit, corresponding to a value of $I/I_0 = 0.24$ was estimated as the point at which the gradient of the fitted curve dropped below five time its value near origin. This, somewhat arbitrary cut-off, was based on the diminishing sensitivity of our visual measurements: as $c \times h$ increases, for a given change in $c \times h$ the corresponding change to $I/I_0$ gets smaller, ultimately leading to insensitive measurements. While the upper limit acted as the point below which measurements should not be made due to near-saturation of the camera, the bottom line was used to decide on the initial concentration of the dye in the source fluid so that the value of $c \times h$ is never in the “insensitive” range beyond the threshold.