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Introduction to the Centre for the Study of Existential Risk:

The Centre for the Study of Existential Risk (CSER) is based in the University of Cambridge and is dedicated to the study and mitigation of risks that could lead to human extinction or civilizational collapse[footnoteRef:1]. These risks are generally complex and understudied. As many will play out over the long-term, they can also be subject to considerable uncertainty and expert disagreement. To fully understand such risks and options for their mitigation we undertake engagement with academic groups, technology and policy communities. [1:  Existential risks are those that threaten the existence of humanity as a whole or permanently and drastically curtail its potential. We also study ‘global catastrophic risks’ – those that would have severe impacts on at least 10% of the global population. Such risks include: nuclear wars, misuse of advanced technologies such as biotechnologies or artificial intelligence, climate change, extreme space weather, asteroid impact, super-volcanic eruptions, and biodiversity loss/ecological collapse.] 


Reason for submitting evidence: 

Our evidence addresses questions number two, three and nine from the call for evidence. 

2. Are there types of risks to which the UK is particularly vulnerable or for which it is poorly prepared? What are the reasons for this?
3. How could the Government’s approach to risk assessment be strengthened to ensure that it is rigorous, wide-ranging and consistent?
9. Are there potential benefits in increasing public involvement and transparency in emergency planning? What limitations are there to this?

Our evidence focuses on foresight methods aims to inform the committee’s work on a variety of topics such as:

· Developing methods for measuring the impacts of unknown, longer-term or emerging risks in complex multifarious systems.
· Improving the evidence base for foresight activities by establishing standards for conducting and utilizing them in assessing these systems. 
· Developing foresight tools and methods that are able to better identify and analyse the synergies and interconnections between critical global transitions.

Evidence:

Policy Context

1 Foresight and horizon scanning are already recognized as important tools for effective policy making in the UK. For instance, the Government Science Office retains a dedicated Futures Team and has implemented a range of foresight projects across different policy areas. Nevertheless, there is little evidence of the use of futures, foresight and horizon scanning in relation to risk assessment and the National Security Risk Assessment process is currently designed to assess risks only in the context of the immediate future. This increases the UK’s vulnerability to unknown, emerging, and long-term risks, including intergenerational risks and risks associated with emerging technologies, by limiting the government’s ability to identify, monitor and address them. Through working with stakeholders across a range of UK policy contexts we believe that there is a real appetite to apply foresight techniques to UK risk assessment and risk management and thus any recommendations the committee makes in this area are likely to be well received.

How the Centre for the Study of Existential Risk is applying foresight techniques to the assessment and management of unknown, emerging and long-term risks

2 Foresight approaches have played an increasing role in our efforts to understand and develop ways of addressing global risks. They enable us to engage a range of expertise in exploring possible future scenarios, technological and societal trends, their drivers, interactions and potential consequences. Outputs can then feed into decisions and actions to manage these risks and avoid undesirable futures. We have adapted and implemented methods used in other fields, and continue to build our capabilities to evaluate the effectiveness of different approaches, so that we can refine them and share robust methods and tools with others working in this – and related – areas.

3 In this submission we outline:
a. Some of the foresight and horizon scanning methods we apply in our work that are demonstrated to be useful when managing unknown, long-term and emerging risks. We recommend that the government and other key stakeholders strengthen their approach to risk assessment by using more of the insights coming from these types of studies.
b. A set of recommendations for policy makers on how to maximise the potential benefits from foresight and horizon scanning in general, including the importance of promoting broad participation and transparency.

Use of foresight methods within CSER’s work

4 In our work on the assessment of global catastrophic and existential risk CSER has found three groups of foresight methods to be most useful.

5 Group #1: Horizon scanning, causal loops or systems mapping and fault trees.

6 To gain understanding of plausible future threats, we have developed a foresight approach using horizon scanning to identify impactful trends and developments, which can then be built on through systems mapping to draw these together into interconnected scenarios, and fault-trees to identify the pathways (and potential intervention points) leading from the present-day to a future best- or worst- case scenario. An accurate understanding of worst-case scenarios is necessary when applying robust decision-making tools under uncertainty, such as the minimax principle.

7 We have used horizon scanning for forecasting significant issues in bioengineering (in 2017 and 2020). Horizon scanning is a form of structured expert elicitation designed to filter diverse sources of information and seek weak signals that, when contextualised, indicate an issue is emerging. In 2020 we added a modification to identify potential black swans (high-impact, low-probability events) by including ‘devil's advocates’, who pushed for more speculative issues to be included in the process.

8 Causal-loop (or systems) diagram help to capture the system complexity and locate leverage points. This process uses a transparent, quantifiable method and has a strong track record, including providing the basis for large-scale models such as the ‘Limits to Growth’ World3 model. We recently used such an exercise in collaboration with the Institute for Public Policy Research to explore the consequences and drivers of future systemic environmental risk.

9 Links to our Work: 
· Wintle, B.C., Boehm, C.R., Rhodes, C., Molloy, J.C., Millett, P., Adam, L., Breitling, R., Carlson, R., Casagrande, R., Dando, M. and Doubleday, R., 2017. Point of View: A transatlantic perspective on 20 emerging issues in biological engineering. Elife, 6, p.e30247. https://elifesciences.org/articles/30247 
· Kemp, L., Adam, L., Boehm, C.R., Breitling, R., Casagrande, R., Dando, M., Djikeng, A., Evans, N.G., Hammond, R., Hills, K. and Holt, L.A., 2020. Point of View: Bioengineering horizon scan 2020. Elife, 9, p.e54489. https://elifesciences.org/articles/54489 

10 Group #2: Interdisciplinary scenario development and assessment, crowdsourcing and ranking of policy proposals; systems mapping; red-teaming; and collaborative report writing.

11 To explore future risks from emerging technologies (primarily digital technologies) and develop appropriate policy recommendations in response, we have convened multiple interdisciplinary expert workshops where we aggregate expertise around novel yet plausible risk scenarios. Together, we explore the underlying trends and systemic contexts most relevant to the prevention and mitigation of different types of global risks. In all workshops we asked participants to sketch out worst-case risk scenarios prior to the workshop, which were then presented and developed in breakout groups. Then, either in the same or different breakout groups, we explored the broader systemic context of the scenarios, and considered possible prevention and mitigation measures. At the final stage, in some workshops, we collected 1-3 policy proposals from each workshop participant, and then used a voting system to identify proposals that enjoyed broad support. In other workshops we used the red-team methods of futures wheel and SWOT analysis (Strengths, Weaknesses, Opportunities, and Threats) to explore potential consequences of suggested policy proposals. Some workshops were followed by an extensive period of collaborative writing of a shared report. Other workshops shared information between participants and helped inform other research outputs.

12 Links to our Work:
· Brundage, M., Avin, S., Clark, J., Toner, H., Eckersley, P., Garfinkel, B., Dafoe, A., Scharre, P., Zeitzoff, T., Filar, B. and Anderson, H., 2018. The malicious use of artificial intelligence: Forecasting, prevention, and mitigation. arXiv preprint arXiv:1802.07228. https://maliciousaireport.com  
· Brundage, M., Avin, S., Wang, J., Belfield, H., Krueger, G., Hadfield, G., Khlaaf, H., Yang, J., Toner, H., Fong, R. and Maharaj, T., 2020. Toward trustworthy AI development: mechanisms for supporting verifiable claims. arXiv preprint arXiv:2004.07213. http://www.towardtrustworthyai.com

13 Group #3: Participatory scenario development through facilitated role-play

14 We have used innovative methodologies for studying and teaching the impacts of AI through role-play exercises which serve two primary purposes: 
· Training AI developers and AI policy professionals to reflect on and prepare for future social and ethical challenges related to AI and 
· Exploring possible futures involving AI technology development, deployment, social impacts, and governance by analysing how these people react to different scenarios. 

15 While the exercise currently focuses on the inter-relations between short-, mid- and long-term impacts of AI, it has potential to be adapted for a broad range of scenarios, exploring in greater depths issues of AI policy research and affording training within organizations. It has undergone two years of development and been tested through over 30 events, both in person and on-line, involving between 3 and 70 participants. Preliminary findings suggest that role-play is a promising methodology for both exploring AI futures and training individuals and organizations in thinking about, and reflecting on, the impacts of AI and strategic mistakes that can be avoided today.

16 Links to our work:
· Avin, S., Gruetzemacher, R. and Fox, J., 2020, February. Exploring AI Futures Through Role Play. In Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society (pp. 8-14). https://dl.acm.org/doi/abs/10.1145/3375627.3375817

Recommendations on Foresight approaches for Risk Assessment and Risk Planning

17 [bookmark: _GoBack]Foresight processes should be based on robust, repeatable methods that are openly shared. This enhances the reliability of the exercises and promotes trust in the use of and outcomes from these processes. This requires further research and exchange of lessons learned and good practice in designing and implementing foresight activities, and in how to engage audiences on their outcomes. Evaluative research will also be particularly useful in assessing the quality of such processes, and the effectiveness of engagements on their outcomes, e.g. whether the outcomes provide usable knowledge for policy formation. These activities will help to promote trust in the science of foresight.

18 Much of the success of foresight and horizon scanning techniques comes from the pooling of information from diverse sources. For instance, groups are likely to be affected by emerging risks in different ways and to different extents, making it vital to include a diversity of viewpoints in foresight work. While the pooling of expert opinion is always valuable, we would encourage policymakers to open up their foresight activities to those who are perceived, or who perceive themselves, as outsiders: including academics, business representatives, civil society groups and members of the general public where appropriate. It is also important that foresight activities are undertaken transparently and that the full results are published so that they can be subject to external verification and peer review. Studies have shown that openness and accountability are at least as valuable as traditional expertise or access to intelligence for making good judgements about the future (see, e.g. Tetlock, P.E., Mellers, B.A. and Scoblic, J.P., 2017. Bringing probability judgments into policy debates via forecasting tournaments. Science, 355(6324), pp.481-483. https://science.sciencemag.org/content/355/6324/481).

19 Experience of the UK risk assessment and risk management process indicates that any innovation in this space is only likely to succeed if there is a sense of ownership within the government and civil service, and if those who engage in these activities have realistic expectations of being able to ‘score points’ against the existing system. It may be possible to achieve this sense of ownership by using the UK government’s existing foresight institutions and giving them a more prominent role within the risk assessment and risk management process. However, as these are already well used for other purposes we believe a more sustainable solution may be to establish a government office for risk with responsibility for assessing and managing risks that cut across or fall outside of departmental risk profiles, including unknown, emerging and long-term risks, and that the development and application of foresight tools for assessing and managing these risks would be a proper function for such an office.

20 Many areas in which foresight approaches will be useful involve the intersection, interaction, and/or combination of technologies, trends and drivers, as well as the contexts in which these are embedded. When designing and developing foresight activities in such areas, consideration should be given as to which areas of knowledge and expertise should be drawn on and how these might best be combined. A process to understand the impacts of the digital revolution on environmental monitoring for example, should, draw on expertise from the digital sciences and from practice in deploying environmental monitoring, and engage other stakeholders such as user groups and policy makers.

21 Foresight activities can have value across different levels of governance. Even where challenges are global in nature, they will often involve different pathways in different regional, national or local contexts, and effective intervention options are also likely to vary according to context. It is likely to be valuable to employ approaches that enable combination of insights from these different levels. For example, when considering how to deploy foresight activities to support robust health systems, activities could be undertaken at local, national or regional levels supporting development and adaptation of health systems in those specific contexts, and subsequently into global understanding. This would require some efforts at coordination, e.g. in use of comparable processes so that insights can be effectively combined, and a later global exercise could seek to identify the forms of international support needed to e.g. identify coordination needs, key gaps, and areas where good practice can be usefully shared.

22 It is likely that foresight exercises will produce results that are valuable across different policy contexts, and that there will be synergies between government foresight exercises undertaken for risk assessment and risk planning and for other purpose. For instance, experience from CSER researchers and collaborators in exploration of artificial intelligence futures produced findings with relevance to other areas of emerging technologies where there is uncertainty about future impacts (see Avin, S., 2019. Exploring artificial intelligence futures. Journal of AI Humanities 2. http://aihumanities.org/ko/wp-content/uploads/mangboard/2019/07/16/F270_Exploring%20Artificial%20Intelligence%20Futures_Shahar%20Avin.pdf). As they note: uncertainty about future impacts of emerging technologies “make clear the need for rich, informative, and grounded futures narratives” and that while “there is a wide range of tools to develop such narratives... It is less clear… how best to utilize each of the available tools, with what urgency and in which domains.” This highlights the need for further work to evaluate the effectiveness of different foresight tools and understand how to use them appropriately as well as the need for central ownership of risk based foresight work by those with the resources to advocate for its wider use.
