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Artificial Intelligence and the Common Sense

of Animals
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The problem of common sense remains a major obstacle to progress in artificial in-
telligence. Here, we argue that common sense in humans is founded on a set
of basic capacities that are possessed by many other animals, capacities pertaining
to the understanding of objects, space, and causality. The field of animal cognition
has developed numerous experimental protocols for studying these capacities and,
thanks to progress in deep reinforcement learning (RL), it is now possible to apply
these methods directly to evaluate RL agents in 3D environments. Besides evalua-
tion, the animal cognition literature offers a rich source of behavioural data, which
can serve as inspiration for RL tasks and curricula.

Common Sense before Language

The challenge of endowing computers with common sense has been seen as a major obstacle to
achieving the boldest aims of artificial intelligence (Al) since the field’s earliest days [1] and it remains a
significant problem today [2—6]. There is no universally accepted definition of common sense. However,
most authors use language as a touchstone, following the example of [1], who stated that ‘[a] program
has common sense if it automatically deduces for itself a sufficiently wide class of immediate conse-
quences of anything it is told and what it already knows’. Consequently, tests for common sense are
typically language based. For example, one such test uses so-called ‘Winograd schemas’ [7-9].
These are pairs of sentences that differ by a single word and contain an ambiguous pronoun whose
resolution depends on understanding some aspect of common sense. Consider the sentences The
falling rock smashed the bottle because it was heavy’ and ‘The falling rock smashed the bottle because
it was fragile’. The pronoun ‘it’ refers to the rock in the first sentence, but to the bottle in the second. We
are able to resolve the pronoun correctly in each case because of our common sense understanding of
faling and fragility. In this paper, by contrast, we will set language temporarily to one side and focus on
common sense capacities that are also found in non-human animals. Our rationale is that these capac-
ties are also the foundation for human common sense. They are, so to speak, conceptually prior to lan-
guage and human language rests on the foundation they provide [10].

Consider the phrase ‘The falling rock smashed the bottle’. To understand this sentence, you have
to know what a rock is and what it means for something to fall. But to understand what a rockis,
you have to know what an object is. To grasp what falling is, you have to understand motion and
space. And to understand the relationship between falling and smashing, you have to understand
causality. Indeed, an understanding of objects, motion, space, and causality is a prerequisite for
understanding any aspect of the everyday world, not just falling and rocks (cf. [11] and [12], not to
mention Kant [13]). Unfortunately, this foundational layer of common sense, which is a prerequi-
site for human-level intelligence, is lacking in today’s Al systems. Yet, thanks to a combination of
evolution and learning, it is manifest in many non-human animals, to a greater or lesser degree
[14-20]. For this reason, as we aim to show in this paper, the field of animal cognition [21] has
a lot to offer Al. This is especially true in a reinforcement learning (RL) context, where, thanks to
progress in deep learning [22], it is now possible to bring the methods of comparative cognition
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directly to bear [23,24]. In particular, animal cognition supplies a compendium of well-
understood, nonlinguistic, intelligent behaviour; it suggests experimental methods for evaluation
and benchmarking; and it can guide environment and task design [25].

Deep RL

Until the mid-2010s, it barely even made sense to think of assessing the cognitive abilities of a real
Al system (as opposed to a hypothetical system of the future) using the same methods that are
used to assess the cognitive abilities of animals. Students of animal cognition can take for granted
a number of background assumptions that do not necessarily apply for an Al system. These
include facts that are so obvious they go entirely unnoticed, such as the embodiment of an animal
and its situatedness in a 3D spatial environment within which it can move and that contains
objects with which it can interact [10]. An equally obvious assumption that animal researchers
can safely (and unconsciously) make is that their subjects are motivated by various basic needs
and will therefore exhibit purposeful behaviour, rather than, say, simply doing nothing. None of
these things is inherently true of an Al system. A disembodied digital assistant, such as Siri or
Alexa, cannot be placed in a maze or presented with a box containing food. In the context of a
robot, an embodied system that interacts with the real world, at least such a prospect makes
sense. But most robots are programmed to carry out predefined tasks in highly constrained
circumstances and to present one with a novel situation is more likely to result in inaction or
catastrophe than to elicit interesting behaviour.

With the advent of deep RL, however, these background assumptions can be satisfied and the
cognitive prowess of an Al system can be evaluated using methods that were designed for
animals. The RL setting, wherein an agent learns by trial-and-error to maximise its expected re-
ward over time (Box 1), precludes inactivity and permits any cognitive challenge to be presented
by means of a suitably designed environment and reward function. Until recently, RL systems with
high-dimensional input (such as vision) were impractical. But this changed in the mid-2010s,
when RL was paired with deep neural networks [26,27], inaugurating a new subfield. Among
other successes, this led to the development of AlphaGo, the first program to defeat a top-

Box 1. Model-Free and Model-Based Reinforcement Learning (RL)

Suppose an agent acts according to a policy that maps its current input (possibly along with its internal state) to a recom-
mendation for action. The job of RL is to improve the agent’s policy, through trial and error, so as to maximise expected
reward over time. In computer science, the study of RL has produced a substantial body of computational techniques
for solving this problem [68]. Recently, this field has been dominated by deep RL, wherein a deep neural network is trained
to compute the function that maps inputs to actions [22]. This has led to success in domains with high-dimensional input
spaces, for example, the stream of images from a camera.

RL methods (independently of whether they use deep neural networks) can be broadly categorised as either model-based
or model-free ([68], Chapter 8). The models in question are transition models that map states and actions to successor
states and rewards (or to distributions of successor states and rewards). That is to say, they allow the agent to predict
the outcome of its (prospective) actions. In model-free RL, the agent learns and enacts its policy without reference to an
explicit transition model. Model-free RL can be extremely effective and is the basis for many of the most impressive recent
results in the field. However, if a transition model is available, or can be learned, then an agent can use it to simulate
interaction with the environment (a form of inner rehearsal), without having to interact with the environment directly,
enabling it to improve its policy offline [69] and/or to plan a course of actions prior to their execution [70].

Additionally, a good model of how the world works has general application, which enables transfer learning and promotes
data efficiency [30,71]. For example, if an agent understands that a long, thin, rigid object affords moving a reward item that
is otherwise inaccessible, then it can apply that understanding to sticks and tubes, even if it has never encountered such
objects before. However, current model-based deep RL methods, when applied to visual input, typically predict only the
next few frames and do so at the pixel level. To realise the full promise of a model-based approach, RL methods will need
to operate on a more abstract level.
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ranked player at the game of Go [28]. But the original breakthrough was DeepMind’s DQN, a
deep RL system that mastered a suite of Atari video games, playing many at superhuman level
[29] (Box 2).

Notwithstanding its impressive performance on Atari games, DQN inherited a number of short-
comings from deep learning [2,4]. First, it is not data efficient. It has to play a much larger number
of games to reach human-level performance than a typical human. Second, it is brittle. A trained
network is not robust to small changes in the game that a human would barely notice, such as
background colour or the sizes of objects. Third, it is inflexible. Nothing of what it has learned
on one game can be transferred to another similar game. (As many commentators have argued,
human prowess in these respects can, in part, be attributed to the ability to bring common sense
priors to bear when learning a new game, such as our everyday understanding of objects, motion,
collision, gravity, etc. [2,4,30,31].) Despite progress on all these issues, none of them is fully
resolved.

Nevertheless, the arrival of deep RL has opened up the possibility of training an agent in a 3D virtual
environment with (somewhat) realistic physics, whose input is the scene rendered from the agent's
point of view, and whose output is a set of actions enabling the agent to move within the environ-
ment and interact with the objects it contains (Figure 1) [32-34]. These objects can include univer-
sal reward items analogous to food in the natural world, such as green spheres that yield positive
reward when touched, then disappear as if consumed [23,24]. At a fundamental level, the predic-
ament of such an agent can be considered analogous to that of an animal. Although animals also
act on various forms of intrinsic motivation (including curiosity, which we are certainly not ruling out
for our agents), we contend that any cognitive challenge can be presented to a situated, (virtually)
embodied RL agent in the guise of obtaining an external reward of a single type.

Moreover, to the extent that such an agent acquires an ‘understanding’ of any aspect of common
sense, this can be thought of as grounded in its interaction with its world, even though that world
is virtual not physical. (In the literature, the concept of grounding is typically associated with

Box 2. Training Protocols for Reinforcement Learning (RL)

A variety of protocols are used to train deep RL agents [22]. The simplest is the single task setting. The agent is presented
with one task many times, such as the Atari game Space Invaders, and its performance slowly improves [29]. If the agent
matches human performance, it is often said to have ‘solved’ the task. To solve a new task, such as the game Breakout,
the agent is then re-initialised and learns it from scratch, losing its skill at Space Invaders in the process. In a multitask
setting, by contrast, the agent learns many tasks together. If training is successful, the resulting agent will perform well
on any of them. In the multitask setting, training tasks are often presented concurrently. Typically, episodes from different
tasks are chopped up, interleaved, and stored in a replay buffer, and then presented to the learning component of the
agent in a random order.

In a sequential multitask setting (an example of continual learning [57]), the agent learns tasks one at a time rather than con-
currently. However, in contrast to the single task setting, the agent is not re-initialised after each task, and the final trained
agent is expected to perform well on all the tasks [56]. From an engineering point of view, sequential multitask training is
most difficult to get right, partly because of the phenomenon of catastrophic forgetting, wherein an agent trained on a
new task loses its ability to perform well on tasks it was previously trained on [72,73].

Of course, the life of an animal is not divided into tasks (except perhaps in the laboratory). Rather, it is one long seamless
episode. In this respect, the most realistic continual learning setting is one where there are no task boundaries, and this is
arguably the most promising training protocol for acquiring the foundations of common sense. In RL terms, the objective is
the same, to maximise expected reward over time, but the agent has a single, indefinitely extended ‘life’ rather than
experiencing a sequence of discrete episodes. Despite the lack of task boundaries in this setting, it may be appropriate
to structure the agent’s life as a curriculum, where the agent has to become proficient on simpler tasks before it is
confronted with more complex ones [74,75].
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Figure 1. 3D Environments for Deep Reinforcement Learning Agents. (A) A screenshot from the DeepMind
Playroom environment [43]. (B) A screenshot from the Animal-Al environment [23,24]. The basic setup is similar in both
cases. What we see is the scene from the agent’s point of view, that is to say, its virtual camera input. An agent can move
about in the scene and push objects around. In the Playroom environment, the agent can also pick objects up and put
them down and it obtains reward by successfully carrying out a natural language instruction, such as ‘ Put a teddy bear
on a blue block . In the Animal-Al environment, the agent receives reward for ‘consuming’ (moving over) green spheres,
which function as a universal reward item.

symbols [35,36], so we are stretching the term somewhat here.) Even the most powerful contempo-
rary language models trained purely on text, such as OpenAl’'s GPT-3, struggle with common sense
inferences that a human would find straightforward [9]. Arguably, the lack of grounding for systems
trained on text alone is an insuperable barrier to their ever fully matching humans in this respect.

Objects and Their Affordances

For many species, another assumption a researcher can safely make, particularly in the context
of vision, is that an animal apprehends the world in terms of objects and surfaces. Gibson, for
example, in advancing his well-known theory of affordances, contrasts orthodox psychology,
according to which ‘we perceive ... objects insofar as we discriminate their properties or qualities’
with his own view that ‘what we perceive when we look at objects are their affordances, not their
qualities’ ([37], Chapter 8). Even Gibson, whose approach to perception was so radical, takes it
for granted that an animal perceives objects, that it will notice objects in its environment and
respond to them as objects, rather than, say, as a superficial play of light with certain statistical
regularities. What does it mean to respond to an object as an object? It means to be aware of
the pattern of potential affordances presented by an object on account of the basic properties
of objecthood, such as occupancy of a region of 3D space and persistence through time
(or so-called ‘object permanence’). For example, an object affords being moved by being pushed
or pulled, or by being picked up, or, if already picked up, by being dropped again. An object
affords investigation. An animal can look behind it or under it or inside it, potentially revealing
other objects that were previously obscured or concealed.

Behaviourally speaking, an animal that is aware of this pattern of basic affordances will be able to
exploit them directly, without having to discover them by accident or through exploration. Sup-
pose we observe an animal that, on first encountering a new object, typically stares at it, then ap-
proaches it, then looks behind it or picks it up or pushes it. This should count as evidence that the
animal perceives objects as objects. To be immediately aware of these basic affordances can be
highly advantageous to an animal when presented with unfamiliar objects, as the literature on
neophilia and object play will attest [38—41]. For example, in the so-called Aesop’s fable task,
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birds are required to drop objects into a perspex tube containing water and a floating food item, in
order to raise the water level and bring the food item within reach [17,18]. The overarching aim of
the experiment is to establish whether the birds are able to distinguish between functional and
nonfunctional objects with respect to the task, and to explore the extent to which they understand
the causal relationships involved. But a prerequisite for success at any such task is the ability to
recognise new objects as objects and to exploit the fact that they afford being picked up, carried
to another location, and dropped. The experimental setup of the Aesop’s fable task is typical in
this regard. The same prerequisite must be met by the subjects of every experiment on animal
tool-use.

Now, what about today’s RL agents? Unlike many animals, it cannot be taken for granted
that an RL agent perceives objects, properly speaking, at all. For sure, contemporary RL
agents are capable of learning to perform complex tasks in 3D environments containing per-
sistent objects (e.g., [42,43]). However, they can (and often do) accomplish this by exploiting
correlations at the pixel level, rather than building on the common sense prior that the world
contains persistent 3D objects that occupy space. The upshot is that, when faced with an
unfamiliar object, such agents are not immediately able to exploit its basic affordances, the
affordances it presents simply in virtue of being an object. In machine learning terms, such
agents do not demonstrate effective out-of-distribution generalisation. In cognitive science
terms, they exhibit poor transfer learning. By contrast, an RL agent that tends, not only to
seek out and approach unfamiliar objects, but also to push and prod them, to turn them
over, to pick them up, to carry them elsewhere, and so on, exhibits a more complete under-
standing of the basic affordances of objecthood and is consequently in a better position to
transfer expertise acquired on one set of tasks to tasks and environments it has not previ-
ously seen ([44,45]; see also [46]).

To address this issue, it is not enough merely to learn perceptual grouping or scene segmentation
[47,48]. This is certainly a step in the right direction, as it facilitates RL at a higher level of abstrac-
tion than the pixel, which can greatly reduce the amount of experience an agent needs to learn
a new task [2,49]. (Although terms like ‘object-level representation’ and ‘object-based RL’
are sometimes used in this context [50], we are using the word ‘object’ in a more restricted
sense here.) But to perceive an object as an object is much more than perceptual grouping. It
is to engage a repertoire of behavioural responses that is systematically sensitive to objecthood,
with all that entails [6]. It is to ‘understand’ that objects continue to exist when they are out of sight,
that objects have ‘backs’ and ‘underneaths’(even though these surfaces are not visible), that
objects can be hidden behind other objects, that objects can be broken into parts, that objects
have ‘insides’, and so on.

In animal cognition research, the claim that an animal ‘understands’ something is operationalised
through carefully designed experimental protocols. For example, Seed et al. [15] investigated the
extent to which rooks understood the causal properties of a trap-tube (Figure 2A). This is a
transparent tube containing a food item that can be removed only by pushing (or pulling) a
stick in the right direction; if the wrong direction is chosen, the food falls irretrievably into a trap.
The authors wanted to establish whether birds that learned the task had done so through
associative learning, or whether they understood the causal properties of the apparatus. To do
this they gave the birds a number of transfer tasks, involving variations of the trap-tube with the
same functional elements but differently arranged. An animal that solved the initial task by
associative learning would fail the transfer condition. Some of the subjects, however, were suc-
cessful in the transfer condition (within a few trials), which was taken as evidence of causal
understanding.
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Figure 2. Experimental Protocols from Animal Cognition That Test for Foundational Aspects of Common Sense That We Would Like Reinforcement
Learning Agents to Acquire. (A) Testing for physical cognition using four variations of a trap-tube. If the stick is pulled out from the wrong end, the food item is lost.
Having learned to solve variation (i) by trial-and-error, an animal that has only learned superficial associations will tend to perform poorly on the transfer tasks [variations
(ii) to (iv))], while an animal that has acquired a causal understanding will tend to do well on first trial. (Adapted from [15].) (B) Testing for object permanence with an
invisible displacement task. After baiting with a food item, the cups are moved as indicated into the final configuration on the right. The animal then has to select the
cup containing the food. The cups are, of course, opaque, but the locations of the food item are shown for clarity. An animal that understands invisible displacement
should do well at all four variations, even if it has never seen the objects involved before. (Adapted from [52].)

Evidence of ‘understanding’ in an RL agent (e.g., that objects continue to exist when they are out
of sight, that objects have backs, that they have insides, and so on) must similarly be obtained
under transfer conditions. So the challenge of endowing agents with such common sense prin-
ciples can be cast as the problem of finding tasks and curricula that, given the right
architecture, will result in trained agents that can pass suitably designed transfer tasks. These
should be tasks that have not been encountered during training and that the agent will fail on if
it has merely learned to exploit superficial correlations rather than grasping the way the world is
structured at a deeper level. Moreover, for an agent that has grasped things at a deeper level,
these should be tasks that can be solved zero- or few-shot, that is to say on first trial or after
just a few trials. If the agent requires further training to solve a transfer task, this should not
count as success.

Object Permanence

Behaviour such as poking at objects or flipping them over or pulling them apart, whether playful or
not, often reveals other objects that can be interacted with in turn. But an animal or RL agent that
exhibits such behaviour might have little or no grasp of the fundamental properties of object
permanence and spatial occupancy that underpin this possibility. These properties are con-
nected with one of the most fundamental aspects of common sense in humans: each person’s
understanding that there exists a world that is independent from them, a world that is spatially
organised and contains enduring objects, one of which is their own body. Let us call this
understanding common sense objectivity. A person does not have to be a philosopher to have
common sense objectivity. It is manifest in their behaviour and it can be manifest to a greater or
lesser degree in the behaviour of other animals. As such, it can be assessed, in humans, in
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other animals, and in RL agents. One hallmark of common sense objectivity is so-called ‘object
permanence’, the understanding that objects continue to exist even when they are no longer
perceived.

Drawing on work in developmental psychology from Piaget onwards, animal cognition re-
searchers employ a number of experimental paradigms, to test for different levels of object
permanence [51,52]. To test an animal’s understanding of visible displacement, a rewarding
object is simply moved out of sight while the subject is watching, pushed behind a screen, for
example, or placed in a cup, and the subject passes the test if it searches for the object in the
location where it disappeared. However, it is possible for an animal to learn through trial-and-
error to pass such tests by searching in the place the object was last seen, which requires no
conception of the object’s continuing existence. A more demanding test involves invisible
displacement, where the object is moved again after it has gone out of sight [51,52] (Figure 2B).
For example, a rewarding object might be placed in one of three empty containers, while the
subject is watching but prevented from approaching them. The container with the reward is then
swapped with one of the empty containers, again while the subject is watching. The subject is
then allowed to approach the containers. If the subject searches for the reward in the correct
container, it suggests not only that they understand that the object still exists when out of sight,
but also that they understand the physical constraints that govern its hidden trajectory.

Experimental paradigms designed to study object permanence in animals can readily be adapted
to assess the same capacity in an RL agent that inhabits a 3D virtual world with universal reward
items. However, as with all RL work, it is essential to differentiate training from testing. As
Shettleworth notes, ‘ immediate accurate performance in a novel situation is necessary to rule
out stimulus generalisation of previously reinforced behaviours. ... Here this means animals that
have reached a given stage of object permanence should display evidence of it with novel objects
and occluders ‘([21], p . 406). Moreover, when exporting these experimental paradigms from
animal cognition to RL, it is also important to respect the fact that they were originally designed
to probe pre-established cognitive capacities and not as training regimes in their own right.
Training an RL agent to pass an object permanence test on one style of container, then testing
it on another, would be unconvincing. A far more persuasive demonstration would be to train it
on an altogether different task involving hidden objects and then, without further training, to
test it using a standard paradigm from the animal cognition literature [23,24].

Containers and Enclosures

A great deal that matters in everyday life follows from the simple fact that the surface of one solid
object is a barrier to the passage of another. There are abundant examples connected with
obtaining food. The shell of a hazelnut precludes the immediate consumption of the kernel,
obliging a squirrel to prise it apart first; a cavity in the bark of a tree affords enough protection to a
grub to force a crow to use a twig to extract it; and to access the contents of their refrigerator, a
person must first open the door. Each of these is an example of extractive foraging, ‘the process
by which an animal extracts food that is not directly perceptible from a substrate or shell’ ([53],
p. 77) and each features some sort of container, the nut-shell, the cavity in the bark, the refrigerator.

A container is an object present a barrier to the passage of its contents, resulting in a distinctive
pattern of affordances [11,54]. They afford the confinement of their contents, preventing their es-
cape, while simultaneously affording restricted access to those contents. This may necessitate
moving them through an aperture (as with the grub in the bark) or the partial destruction of the
container itself (as with the nut-shell). An RL agent that understood the general concept of a con-
tainer would be able to apply it in a wide variety of situations, even if those situations superficially
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bore little resemblance to anything it had experienced before [55]. Since containers in various
forms are ubiquitous, this would be a very useful fragment of common sense to have.

A viable approach to endowing an RL agent with such a concept is to train it to solve a large suite
of tasks that involve using a variety of containers in a number of different ways. Although contem-
porary deep RL agents can learn to solve multiple tasks very effectively (e.g., [56]), and some
architectures show rudimentary forms of transfer (e.g., [57]), it is far from clear that any current
RL architecture is capable of acquiring such an abstract concept. But suppose we had a
candidate agent, how would we test whether it had acquired the concept of a container?

Once again, the animal cognition literature is a valuable source of inspiration here, as well as a
useful guide to experimental practice. Let us consider the squirrel again. The fact that a squirrel
is adept at cracking nuts provides little support for the claim that it understands that nut-shells
are containers, let alone that it grasps the concept of a container in a more abstract sense.
Successful extractive foraging behaviour can be innate, or learned by trial-and-error, or some
combination of the two. Analogously, good performance from an RL agent on a task that it
was trained on does not support the hypothesis that it has acquired a general understanding
of any aspect of the task domain. Evidence for such a claim has to come from performance on
new tasks with unfamiliar objects, in other words in a transfer setting.

In an animal context, successful extractive foraging with novel objects provides more convincing
support for the claim that an animal understands containers [58]. For example, keas (a species of
parrot endemic to New Zealand) are especially competent at extracting food from novel objects,
in both laboratory and urban settings [59]. But in such cases, an animal might be responding to
cues, such as cracks, seams, holes, or ruptures, that are also found in familiar, naturally occurring
container-like objects. An animal without any understanding of object interiority might still
have a propensity to probe or work at these features, leading to success in extracting food. So
further experimental assays would be required before a plausible case could be made that a
species understood the high-level concept of a container or the general principle that objects
have insides.

Now, what are the lessons for Al here? First, as already suggested, RL agents should be trained
on large suites of varied tasks that involve the opening of container-like objects of various sorts to
obtain a reward item. A prerequisite for this, of course, is the availability of 3D simulated worlds
with sufficiently realistic physics to include, for example, objects with shells that can be cracked
or prised apart, lids that can be unscrewed or levered off, packets that can be torn open, and
so on. This is within the technological capabilities of today’s physics engines, but such rich and
realistic environments have yet to be deployed at scale for the training of RL agents. Second,
trained agents need to be tested in a transfer setting. Performance on the training tasks indicates
very little. Rather, transfer tasks need to be devised that are solvable for an agent in possession of
the target common sense concept, but that differ from the training tasks as much as possible in
other respects, and that control for alternative explanations for an agent’s competence. The more
they differ, the greater the transfer gap, so to speak, the more credit is due to a successful agent.

However, to properly get to grips with even this small fragment of common sense, we need to go
much further. Extractive foraging is a response to just one aspect of containerhood. A container is
also good for transporting things, for example [60]. (The invisible displacement tasks in Figure 2B
exemplify this.) Ideally, an agent should understand that a container’s usefulness for transporting
things is a consequence of the same underlying principle of common sense that accounts for
the difficulty of extractive foraging: the surface of one solid object is a barrier to the passage of
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another. The very same property of solid surfaces that prevents the contents of a container from
falling out while it is being carried also makes it challenging to get at the contents of a container
when it is closed. Does a bird that fills its crop with seeds understand that its crop is a container,
analogous on one level to a nut-shell? This seems unlikely. But humans understand this and
eventually we want our agents to as well.

In a similar vein, an enclosure is a kind of container, in which the role of contents is taken by the
animal or agent itself. Just as objects have insides and surfaces have other sides, therefore
enclosures have outsides. Animals have a notorious propensity to try to escape from any form
of captivity, as Thorndike described in one of the earliest works on animal intelligence ([61];
see also [62], Chapter 7, and [63]). But does this mean they have a grasp of the common sense
principle that surfaces have other sides? Combining the concept of container-as-carrier with the
concept of container-as-enclosure, does a dog riding in a car understand that the car is a container
and that it (the dog) is part of its contents? Whatever the case in respect of animals, we eventually
want the answer to be affirmative for our trained agents, as it is for humans, which means the
considerations just articulated in the context of extractive foraging apply. The key is a large and
varied curriculum of relevant training tasks and a set of held-out transfer tasks for testing.

Concluding Remarks

In this review we have discussed a few fragments of common sense physics (objectivity and
object permanence, containers and enclosures) so as to make a number of methodological
points about training and evaluating RL agents. But the overall picture is, of course, much larger.
Physics is just one common sense domain. We have neglected the whole domain of common
sense psychological concepts (such as believing something or being unhappy) and the equally
large (and related) domain of common sense social concepts (such as being with another
agent, or giving something to someone). Within the domain of physics, our emphasis has been
on solid objects, which are a special kind of thing. A more complete account would include liquids
(puddles, streams, wine in a bottle), gaseous substances (smoke, mist, flames), and particulate
matter (soil, sand) and would place more emphasis on deformable objects (sponges, paper,

Box 3. Aspects of Common Sense Physics

Let us call the fact that the surface of one solid object is a barrier to the passage of another the obstruction principle.
Common sense concepts and principles like this can be viewed in terms of a hierarchy of generality. The obstruction
principle, like the principle of object permanence, is foundational and has extremely wide application. The concept of a
container is more specific and is one of many common sense concepts that derive from the obstruction principle.

Another important principle of common sense is that things tend to fall unless prevented from doing so. From this, in combi-
nation with the obstruction principle, we get the concept of support, which enables humans and other animals to make sense
of tables, stairs, and stacks of blocks. As with other foundational common sense concepts, we would like to equip our RL
agents with a general understanding of the concept of support to facilitate transfer of expertise from one domain to another
[76,77]. For example, the concept of support is crucial for a proper understanding of the causal properties of a trap-tube
(see Figure 2A in main text). It is the sudden absence of support (a hole in the tube) that allows the food item to fall when it
is pulled from the wrong end and the presence of support (the base of the trap) that causes it to come to rest in an inaccessible
place.

The role of contact in mediating motion, which is crucial to understanding the causal mechanisms implicated in tool-use, is
another consequence of the obstruction principle. In a trap-tube, contact between the plunger and the food item allows it
to be pulled out because the food item and the plunger cannot pass through each other. These little sequences of events in
the trap-tube also illustrate another very general concept, one that complements the principle of obstruction: motion along
a path. This concept is associated with the fundamental common sense principle that an object that moves from A to B
(such as the food item moving along the tube) typically has to pass through a continuous series of points (a path) that con-
nects A and B. The topology of 3D space implies that paths have a number of useful-to-know properties. For example, if an
animal walks all the way around an object (such as a tree), it will end up back where it started.
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Outstanding Questions

How do we build common sense
objectivity, the understanding that
there exists an external world that is
independent of the agent, into an RL
agent’s cognitive make-up?

What RL architectures support the
sorts of powerful generalisation needed
to acquire an abstract common sense
concept, such as that of a container?

How do we design environments, tasks,
and curricula that will enable RL agents
with the right architecture to acquire
a repertoire of foundational common
sense concepts and principles?

How can we precisely quantify a
transfer gap, the difference between
the environments and tasks an agent
has been exposed to during training
and those it can cope with after training?
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string, clothing, leaves, twigs, animals’ bodies) and empty spaces (holes, doorways, portals)
[11,64,65].

Common sense can be thought of as an inter-related set of fundamental principles and abstract
concepts (Box 3). Ideally, we would like to build Al technology that can grasp these inter-related
principles and concepts as a systematic whole and that manifests this grasp in a human-level
ability to generalise and innovate (see Outstanding Questions). How to build such Al technology
remains an open question. But we advocate an approach wherein RL agents, perhaps with
as-yet undeveloped architectures, acquire what is needed through extended interaction
with rich virtual environments [4,24,49,66]. With the right architectures, environments, tasks,
and curricula in place, we might at last be in a position to tackle language, where, thanks to
analogy and metaphor, the foundational concepts of common sense find application at an
altogether higher level of abstraction [67].
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