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Technological improvement is the most important cause of long-term economic growth. We study the
effects of technology improvement in the setting of a production network, in which each producer
buys input goods and converts them to other goods, selling the product to households or other
producers. We show how this network amplifies the effects of technological improvements as they
propagate along chains of production. Longer production chains for an industry bias it towards faster
price reduction, and longer production chains for a country bias it towards faster GDP growth. These
predictions are in good agreement with data and improve with the passage of time, demonstrating
a key influence of production chains in price change and output growth over the long term.

I. INTRODUCTION

Economic output is the result of a network of indus-
tries that buy goods from one another, convert them to
new goods, and sell the output to households or other
industries. Since work by Leontief [1, 2] increasingly rich
data have become available to study these networks, and
research has revealed characteristics that hold across di-
verse economies, such as their link weight and industry
size distributions [3-7], community structure [6], and
path-length properties [3]. Economies typically have a
few highly central industries that are strong suppliers
to the rest of the network [5, 7, 9], a feature that has
been incorporated into models where short-term fluctu-
ations in output are generated by shocks to individual
industries [7, .

In this paper we study how the network structure
of production affects an economy’s long-term growth.
Our argument proceeds in two steps. First we show
that the rate of change of an industry’s price is a func-
tion of its position in the production network. This
happens because productivity improvements accumulate
along supply chains. As a result, industries that rely
on longer supply chains experience stronger price de-
clines than others. Second, we show how this observation
can help explain cross-country differences in economic
growth. Because an industry’s position in the produc-
tion network and the industrial composition of a coun-
try are slow-moving variables, aggregate growth can be
predicted from the structure of a country’s production
network. Intuitively, countries whose final demand relies
relatively more on industries with longer supply chains
should grow more quickly. We find that detailed observa-
tions across industries and countries are consistent with
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both predictions, and help explain why some countries
grow faster than others.

A large literature stresses that technological improve-
ments are the main driver of long-term growth [15, 16].
Over time, improvements to productivity — the amount
of output that can be made with a given amount of in-
puts — significantly alter prices and production flows in
an economy. Classic work by Domar [17] and Hulten [18]
showed that as an industry’s productivity improves, the
presence of intermediate input trade — i.e. goods and
services flowing through a production network — ampli-
fies the aggregate benefit for an economy. Productivity
growth in an industry not only reduces the price and
raises the output of its goods, but some of this output
can be used as inputs by other industries, enabling fur-
ther increases in output, and so on.

However, other predictions about the role of pro-
duction networks have escaped notice. Using a sim-
ple model, we show that as the effects of productivity
changes propagate, each industry’s price declines at a
rate that depends on its network position. An industry’s
price should fall in proportion to its output multiplier, a
centrality metric that can be understood as the average
length of an industry’s production chains where every
production path is weighted by the relative size of the
expenditures it represents. An industry benefits from
both its own productivity growth and from the accu-
mulation of productivity improvements in its upstream
suppliers. As a result, the longer its chains of produc-
tion, the faster its expected rate of price reduction.

The connection to output multipliers is significant
because these variables convey structural information
about an economy. Particular industries, especially in
manufacturing, are known to have larger output multi-
pliers, while others, especially in services, tend to have
smaller ones [19]. This is largely because manufactur-
ing typically devotes a greater fraction of expenses to



intermediate goods and a smaller fraction to labor than
services do. Output multipliers can change with time as
prices and technology evolve, and as industries substitute
some inputs for others. But output multipliers change
much more slowly than other key variables in our anal-
ysis, in particular productivity growth rates and price
changes (Supplementary Information). This conforms
with the idea that output multipliers capture a hard-
wired aspect of production. A producer of fabricated
metal parts, for example, will largely remain the supplier
to an automobile maker, and not the other way around,
even if the detailed pattern of input flows changes with
time.

The relative persistence of output multipliers means
that the predicted price changes noted above should cor-
relate with enduring features of network structure. In
particular, it suggests that output multipliers should be
able to predict industry price changes over long horizons.
The mechanism we study (the passing of the benefits of
productivity improvement along production chains) car-
ries other implications as well. We derive a number of
predictions that are implied by production network mod-
els, including predictions for the cross-industry variation
of price changes around the expected value.

We compare these predictions with data on output
multipliers and prices from 35 industry categories and
40 countries (1400 industries in total) from the World
Input Output Database (WIOD) [20]. First we verify
the basic mechanism of the model, observing the price
reduction that industries inherit through reductions in
the prices of inputs. We document a remarkable fact
— not only do inherited price reductions contribute sig-
nificantly, but for the majority of industries, inherited
price reductions exceed those originating locally in the
network from the productivity growth of an industry.
For most industries the better part of the explanation of
price reduction lies in processes happening outside the
industry, in other parts of the network.

We then test predictions related to output multipliers.
We do our exercises under the assumption of constant
output multipliers, holding values fixed in an initial year,
and studying subsequent price changes. The data agree
with predictions for both the expectation value of price
changes and cross-industry variation around it. This
variation shrinks with time, causing predictions based on
the expected value to become more accurate and making
the output multiplier more relevant as one looks further
into the future. This means that our results also enable
a simple method to forecast changes in prices.

We then explore macro-level implications of the net-
work’s influence on prices. We show that a consequence
of the relationship between prices and output multipliers
is that a country’s GDP is predicted to grow at a rate in
proportion to the average of its industries’ output multi-
pliers. Intuitively, falling prices translate into economic
growth to the extent that economies enjoy price reduc-
tions by consuming more. Production network mod-
els thus predict that, all else equal, a country’s rate of
growth will be higher the longer its production chains

are. To test the macro-level predictions we again turn
to WIOD data. We show that a country’s average out-
put multiplier is, like industry-level output multipliers, a
slow-moving variable. This is not surprising, as episodes
of structural transformation and large-scale reorganiza-
tion of production play out over many years. This in turn
implies that initial cross-country variations in average
output multipliers can be used to predict cross-country
differences in future growth.

Taken together, the results suggest that the network
structure of production plays a major role in the long-
term evolution of economies. We relate the results to two
longstanding observations. First, a well-known observa-
tion about technology evolution is that while most in-
dustries gain in productivity over long periods, some in-
dustries, especially manufacturing, improve more quickly
than others [21]. Over time, this difference causes price
increases in slower-improving industries, an effect known
as Baumol’s cost disease. The findings here provide
a reason why some industries would sustain faster im-
provement than others over long periods. Second, the
results suggest that production chains are an impor-
tant factor in the process of structural change, in which
economies undergo large-scale shifts in production activ-
ity over time, often from agriculture to manufacturing to
services [22]. If a shift from traditional agriculture into
manufacturing increases the overall length of an econ-
omy’s production chains, then the predictions here imply
a natural mechanism for growth to accelerate as a coun-
try industrializes, and to move toward secular stagnation
as it shifts into services. We discuss these implications
further after presenting our results.

II. OUTPUT MULTIPLIERS AND
PRODUCTION CHAIN LENGTH

We first review some known facts about output multi-
pliers, whose structural meaning underpins the intuition
for results presented later. Assume each industry makes
only one good. Let aj; denote an input coefficient, the
fraction of good j in industry ¢’s expenditures, and let
A = [aj;] denote the matrix of these coefficients. The
output multipliers of an economy are given by the vec-
tor

L= (I-A""11, (1)

where 1 is a vector of 1s. The matrix (I — A)~! is known
as the Leontief inverse in input-output economics (e.g.
[23]) and as the fundamental matrix in the theory of
Markov chains [24]. The output multiplier is also known
as the total backward linkage [25] or downstreamness
[26] of an industry, and is an instance of Katz central-
ity [27]. The Supplementary Information discusses the
various mathematical representations of the output mul-
tiplier and their connections.

The structural meaning of output multipliers has been
emphasized in recent studies of global value chains (e.g.
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FIG. 1. Owutput multipliers in Chinese and U.S.

economies. Node size corresponds to gross output. Indus-
try codes are given in Supplementary Information Table S1.
All values are for 1995. Data source: World Input Output
Database [20].

[26, 28]). Two other ways of expressing the output mul-
tiplier highlight this connection. Industries purchase
goods from other industries as well as primary inputs
(e.g. labor) from households. Letting ¢; be the share
of industry j’s expenditures that go to households, an
output multiplier can be ertten as a sum over path
lengths, £; = 3277 k>0, £;(A*=1);;. Regarding the

elements a;; and E as transition probabilities [29], an
output multiplier /JZ- gives the average path length k of all
production chains that end at industry ¢, following each
path backward through inputs until it reaches house-
holds. Thus a longer supply chain length £; captures a
higher direct and indirect dependency on intermediate
inputs.

Output multipliers can also be expressed recursively as
L= Zj Lja;; + 1. One can think of this form in terms
of an analogy with trophic structure, an organizing prin-
ciple of ecology. In an ecosystem the trophic level of a
species is informally its position on a food chain [30]; a
simple ecosystem with grass, zebras, and lions would re-
sult in grass (the species at the bottom of the food chain)
having a trophic level of one, zebras a trophic level of
two, and lions three. Real ecosystems often have com-
plex network structure, which include cycles and overlap-
ping levels, and trophic levels are typically not integers
but must be computed from a formula. One such for-
mula [31] takes the recursive form above; letting a’; be
the fraction of species j in the diet of i, the trophic level
of species i is £, =1+ Z E JZ, i.e. 1 plus the average
trophic level of the species 1t eats. Similarly the output

multiplier of an industry is 1 plus the average output
multiplier of the industries from which it buys inputs.

The recursive form makes clear that the output multi-
plier of an industry is influenced by two factors: the frac-
tion of expenditures paid directly to households, and the
output multipliers of the other inputs it buys. Higher
labor expenditures make it more likely that a dollar
spent will go directly to the household node, realizing
the shortest possible path length of 1, and lowering the
output multiplier. Similarly, dollars spent on goods from
producers with high output multipliers will take more
steps to reach the household node than dollars spent on
goods with low output multipliers. In the special case
where an industry 7 buys no intermediate inputs, ¢ real-
izes the smallest possible production path length £; = 1.

Examples of output multipliers for China and the
United States are shown in Fig. 1. Each economy em-
phasizes different industries, but in both, manufacturing
industries tend to have larger output multipliers than
services (consistent with observations by Park and Chan
[19]). In services, humans typically provide a larger share
of inputs relative to intermediate goods. As a result, ser-
vices may be expected to have shorter production chains.
Output multipliers in China tend to be higher than in
the U.S. because China’s household share of gross ex-
penditures is lower. The differences in agriculture in the
two countries is illustrative. In the U.S., agriculture is
highly mechanized. Agricultural industries depend heav-
ily on intermediate goods relative to capital and labor
inputs. These industries have high output multipliers
comparable to manufacturing. In China agriculture is
more labor-intensive, giving it a comparatively low out-
put multiplier.

Output multipliers have long been used to project the
impacts of a change in final demand, such as a govern-
ment stimulus (see e.g. [23]). Additional final demand
for a good requires the industry making it to buy more
inputs, increasing the production of the industries that
supply its inputs, and setting off a ripple effect that raises
the gross output of the economy. This amplification is
greater when production chains are longer. This rep-
resents a different process from the one we study here.
Nevertheless, the same network metric appears in both
places in part because both processes involve a propaga-
tion of effects along production chains.

III. RESULTS
A. Network model of productivity improvement

Our baseline model uses basic results of productiv-
ity accounting and the assumption that the price of an
industry’s good equals its marginal cost of production.
Industry 7 uses ¢;; of good j and ¢; of labor per unit of
output. Neglecting markups, the price p; of good 7 equals
its unit cost of production p; = Zj @i;p; + L;w where w
is the wage rate. This equation determines prices, so
as the matrix of input needs ¢;;(t) and ¢;(t) evolves,



prices change accordingly. As shown in the Methods,
the results can also be obtained in a general equilibrium
framework (e.g. [13, 32, 33]). Here the key assumptions
are that industries are price-takers who maximize prof-
its at prevailing prices, subject to a production function
with constant returns to scale, that consumers maximize
utility subject to a budget constraint, and that prices
instantaneously equilibrate supply and demand for all
goods and labor. A key point of our baseline model is
that we do not need to take a stand on the functional
forms of utility and production functions. An extended
presentation of this model can be found in the Supple-
mentary Information.

Let (/51:]‘ = ¢ij/¢ij and 0; = 6;/t; denote the growth
rates of ¢’s use of good j and labor respectively. An
industry’s improvement can be captured by its produc-
tivity growth rate +; [16], which can be expressed as a
cost-weighted average of tlrie rates of change of its input
uses: y; = —(Zj Gijag; + &ﬂ). The minus sign reflects
the fact that a reduction in input use corresponds to
an increase in productivity. Let r; denote the log rate
of change for the real (i.e. inflation-adjusted) price of
industry ¢. To deflate prices, the wage rate in a coun-
try was computed as the ratio of the total labor income
earned to total hours worked by industries in the coun-
try, and then the rate of change of the real price of in-
dustry 4 in country ¢ was computed as r; = 1 — pe(i),
where 7 is the log change in nominal price and p.(; is
the log change in the wage rate of the country ¢ to which
industry ¢ belongs. Price changes can be expressed as

Ty = —Y; + eraji. (2)
J

The first term captures industry i’s productivity im-
provement. The second is the rate of price change for
the inputs 7 purchases, and is the growth rate of a Di-
visia price index. Eq. (2) simply says that the change
in the price of good i equals the change in the cost of ¢’s
inputs, minus an extra term that captures i’s technolog-
ical improvement. Eq. (2) represents what is known as
a dual approach to productivity analysis [16]. Typically,
this approach is used to estimate productivity improve-
ment, while here we are focused on modeling its effects.

The dynamics generated by this model are demon-
strated in Fig. 2A. It depicts a circular economy that
begins and ends with households. Households sell labor
to industry b, which makes an intermediate good that
is sold to industry a, which makes a final good sold to
households. (For simplicity industry a purchases no la-
bor.) When the productivity of either industry rises it
needs less input per unit of good produced, causing its
price to fall due to a lowered cost of production. While
industry b only benefits from its own improvement, lower
costs in this industry are passed on to a. The result is
that good a’s price reduction is the sum of both improve-
ment rates.

A Price change
(% yr)
GDP Price a —Ya — Ve
Households
Price b )
Industries Productivity
improvement (% yr')
—8— Direct component

[ —&— Inherited component 7
2
@
j
(]
©
=
i)
©
Q
[
o

-10 -8 -6 -4 2 0 2 4
Contribution to real price return (% yr'1)
FIG. 2. Productivity growth and prices. (A) A

bare-bones production network. Arrows show direction of
goods. Second diagram shows the price effects of produc-
tivity changes. Productivity growth rates v, and ~; lead to
rates of price change 7» = — and 7« = —7v4 — 1. (B)
The price change r; of an industry can be decomposed as
ri = —v + Z]. rjaji;, where —v; is ¢’s direct contribution to
its price reduction and 3~ r;a;; is the contribution from price
changes passed to ¢ through input goods. Each distribution
is a histogram of 30 bins. The direct component has larger
variance, but the indirect component has lower mean, caus-
ing the larger share of price changes for a typical industry to
be driven by its supply chain.

B. The importance of inherited improvement

Eq. (2) can also be taken as a decomposition of an in-
dustry’s price reduction. The term —~; accounts for the
direct benefits of i’s technology improvement, while the
sum ) ; rja;; accounts for the total effect of all other pro-
ductivity gains in the network. This can be seen by writ-
ing Eq. (2) as r; = = — 252y 2, [(AT)"v]; where v is
the vector of productivity growth rates; see Supplemen-
tary Information. The second component accumulates
productivity improvements in upstream industries over
production paths of all lengths k. In this sense this term
captures inherited improvement — accumulated produc-
tivity gains that are effectively passed to i through re-
ductions in input prices.

How much does inherited improvement contribute to
price reduction in economies? Fig. 2B shows the dis-
tributions of the two components in the WIOD data.
Industry price changes are highly correlated with both
components, with a correlation of 0.92 to the direct com-
ponent and 0.71 to the inherited component. (See the



Supplementary Information for an extended discussion of
these correlations.) The direct component has a broader
distribution, and as a result explains more of the varia-
tion in price changes.

Nevertheless, the magnitudes of the two components
(rather than the correlations) bear out a remarkable as-
pect of price evolution. On average, inherited price re-
ductions contribute more to price reduction (mean value
-1.65% yr~!) than the direct components do (mean value
-1.06% yr—!). The average inherited cost reduction is
about 1.6 times larger than the average direct compo-
nent. Considering industries individually, the inherited
component contributes the better part of an industry’s
cost reduction in 64% of industries in the WIOD. As an
example, from 1995 to 2009, the average price of elec-
trical and optical equipment in China fell about 10%
per year; a rapid rate of improvement. Out of this 10%
though, 6.2% per year was inherited through the indus-
try’s inputs.

It is not simply the case that inherited price reductions
matter to fully account for price changes in an economy.
Rather, most price reduction comes through lower prices
in purchased inputs. This point also underscores a ben-
efit of studying long-term price change in a production
network setting, as price outcomes can be related to tech-
nology improvements in seemingly unrelated parts of the
economy.

C. The output multiplier bias in price evolution

These observations highlight the ability of production
networks to accumulate the effects of productivity im-
provements. How much this occurs for an individual
industry depends on its position in the network. Solving
Eq. (2) in vector form leads to r = —H7T~, where r is
the vector of price changes, ~ is the vector of produc-
tivity growth rates, and H = (I — A)~! is the Leontief
inverse. This network relationship between prices and
productivity growth rates follows immediately from dual
approaches to productivity growth [16] and has been ex-
ploited in models (e.g. [33, 34]).

Let 4 be the average productivity growth rate across
industries, and write industry ¢’s productivity growth
rate as the sum of the average and a deviation, y; =
Y+ A~;. The expected value of r; conditioned on the out-
put multiplier is E[r;|L;] = —5L; — Zj E [A’yjHji‘Ei].
Empirically the correlations of Avy; with the matrix ele-
ments H;; are low (see Supplementary Information). As-
suming A~; and Hj; are uncorrelated, the second term
is equal to zero, and we have

Elri| £i] = L. (3)

Eq. (3) says the expected price change in industries with
output multiplier £; is proportional to £;. This is be-
cause an industry benefits from both its own produc-
tivity improvement and the accumulation of upstream
improvements. As a result, industries with longer pro-
duction chains will be biased to experience faster price

reduction. Eq. (3) indicates that the appropriate mea-
sure of production chain length for this mechanism is the
output multiplier £;. This simple relationship, which is
readily obtained from standard results, places emphasis
on the output multipliers as network measures.

We test this prediction by looking at price changes
for the 1400 industries (40 countries x 35 industry cat-
egories) in the WIOD. We compute rates of real price
change for the period 1995 - 2009 and compute output
multipliers in 1995. Comparing these (Fig. 3A) shows
the predicted, systematic deviation of the expected price
change with the output multiplier; industries with larger
output multipliers are biased to realize faster price re-
duction. Binning price changes by industry output mul-
tipliers and computing the average change in each bin
gives an empirical estimate of the conditional expecta-
tion Efr;|L;]. Regressing the bin averages on the out-
put multipliers gives a slope —1.6% per year (p ~ 1078,
R? =0.75).

Alternatively, we can use Eq. (3) to make a predic-
tion of E[r;|L;] without free parameters. We estimate
¥ = 1.0% per year using the productivity growth rates
of industries over the period 1995 - 2009. Using this
value in Eq. (3) yields the theory line in Fig. 3A. In
either approach we fix the output multipliers at their
values at the start of the period. Output multipliers
help characterize network structure, and this probes the
idea that this structure is sufficiently stable to approxi-
mate the accumulation of productivity improvement as
a process on a static network. We see that output multi-
pliers fixed at their initial values can predict subsequent
changes in price. (We also find that using time-averages
of the output multipliers yields very similar results, see
Supplementary Information.)

The difference between the observed regression slope
—1.6% per year and the predicted slope —y = —1.0%
per year stems from a positive correlation between out-
put multipliers £; and productivity improvement rates
7, which have a Pearson correlation 0.11 (p ~ 1079).
Productivity improvement rates tend to be greater for
industries with higher output multipliers, increasing the
magnitude of the slope in Fig. 3A. This correlation is
outside the model of Eq. (2), but is not inconsistent
with it — the model does not say what determines pro-
ductivity. To see whether this correlation drives the re-
lationship between price changes and output multipliers,
we shuffle improvement rates across industries to remove
the correlation with the output multipliers (Supplemen-
tary Information Fig. S2), finding that the output mul-
tipliers retain a highly significant correlation with price
changes even with this effect removed.

Manufacturing industries are known to have higher
output multipliers as well as faster price reduction (Fig.
3B-C), suggesting this could drive their correlation. But
even within an industry category, a higher output multi-
plier predicts faster relative price reduction. Comparing
centered-and-normed price changes with centered-and-
normed output multipliers (i.e. applying fixed effects at
the industry level) reveals a strong negative correlation
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of —0.39 (p ~ 1071%) (Fig. 3D). This relationship also
holds when we examine industries individually (Supple-
mentary Information Table S3). We also divide indus-
tries into the broad groupings of manufacturing, services,
and agriculture, and compare the predictive ability of
these labels to that of output multipliers, finding the lat-
ter to be much better predictors of price change (Supple-
mentary Information Table S4). While not central to our
results, the correlation of price movements with network
structure suggests there will also be structural correla-
tions in the price movements of different industries with
each other. We examine this possibility in the Supple-
mentary Information, finding good agreement with the
model here as well.

D. Increasing relevance of output multipliers with
time

In Fig. 3A the price changes of industries have con-
siderable dispersion around the expected value E[r;|L;].
The characteristics of this dispersion are also predicted
by Eq. (2). Let r;(¢t,t+T) be the average rate of change
of price i from t to t +T. We study the behavior of
Opi(t,t+T)| ;> the standard deviation of r;(t,t +1T') across
industries with a given output multiplier. In the Supple-
mentary Information, we compute the variance of Eq.
(2), factoring out the dependence on the output multi-

plier, and approximate o, ¢+7)|c, as

1
Ori (t4+T)|L; ™ ﬁ |:O—'y,direct + PO~ inherited (El - 1)

1 02 inherited
4o el (2, —1)2|. (4
2 O direct ( ) ( )

Here, 0 direct = (Var[y;|£;])?/? is the standard devia-

tion of the direct productivity benefit 7; across indus-
tries with output multiplier £;, o inheritea (£; — 1) is the
standard deviation of the inherited productivity bene-
fit (vTA +~TA2 +...); across industries with output
multiplier £;, and p is the Pearson correlation between

2
. . . . o’ . .
direct and inherited benefits. (The coefficient %7;"“:““:‘1
+,direc

is small compared with po inherited, and as a result the
contribution of the quadratic term will be small.)

Eq. (4) makes two predictions (Fig. 4A). First, in any
given time period, variation in price change is greater for
industries with large output multipliers. Second, for any
given output multiplier, this variation shrinks with time
like 1/ VT. The second prediction means that dispersion
in price changes around the expected value shrinks as the
prediction horizon gets longer. As a result, the output
multiplier of an industry becomes increasingly relevant
for its price reduction over time.

We test these predictions with observations from the
WIOD over the time horizons T' = 1, 2, 4, and 8 years
(Fig. 4B-C). We again hold the output multipliers fixed
at their values in the year 1995, exploiting the relatively
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FIG. 4. Cross-industry dispersion in price changes
over different time horizons. (A) Predictions of Eq. (4)
for cross-industry dispersion in rates of price change. (B)
We examine average rates of price change r;(¢,t + T') over
horizons of T' = 1, 2, 4, and 8 years. Left panels show price
changes for individual industries (orange dots). The aver-
age price change for industries in a given output multiplier
bin (brown dots) gives an empirical estimate of the expected
price reduction E[r;|L;]. The black line is the theory predic-
tion for this expected value. Right panels shows the standard
deviation of price changes for industries with a given out-
put multiplier (brown dots) and the theory prediction (black
line). (C) Standard deviation of r;(¢,t 4 T') for all industries.
The dashed line is a guide to the eye and is proportional to

1/VT.

slow rate of change of output multipliers over time. In
addition to the dependence of o, (s 41), on L; pre-
dicted by Eq. (4), we find an additional effect in which
industries with larger output multipliers have larger vari-
ation in productivity improvement, leading to a depen-
dence of 0 direct On L;. Similar to the correlation be-
tween productivity improvement and output multipliers,
this correlation lies outside the theory here, though is
not inconsistent with our findings. To take this correla-

tion into account, for each time horizon we build a linear
model of 0 girect’s dependence on £;. This model by it-
self (without the additional terms in Eq. (4)) explains
roughly 60% of the slope of o, 14+1)z,, and thus by it-
self yields a poor fit to the data. We use this linear model
within Eq. (4) to obtain the prediction for o, 1+7)c,
for each time horizon and obtain a much better predic-
tion, shown in Fig. 4B.

Over any given time horizon, price changes vary more
among industries with large output multipliers (Fig.
4B). As time passes, this dispersion across industries
shrinks at a rate in good agreement with the 1/ VT pre-
diction (Fig. 4C). (See also Supplementary Information
and Fig. S3 for further discussion.) Note that the higher
dispersion in price changes for industries with large out-
put multipliers accounts for the triangular shape of price
changes in Figs. 3-4. Over time this triangle narrows,
with the expected value Eq. (3) becoming an increas-
ingly good predictor, i.e. an industry’s price evolution
becomes better predicted by a long-term behavior based
on its output multiplier.

E. The average output multiplier and economic
growth

We now consider the implications of the results above
for economic growth. To the extent that an economy
enjoys real price reductions by consuming more, falling
prices will translate into greater output. The relation-
ship of output multipliers with price reductions thus sug-
gests a relationship with growth as well. Aggregating
across price reductions in all industries, it can be shown
(see e.g. [13] and Supplementary Information) that the
real growth rate g of a closed economy depends on pro-
ductivity growth rates as g = GTHT'y.

The rate of growth can be readily recast (see Supple-
mentary Information) in terms of output multipliers as
well, yielding

g=AL. (5)

Here 4 = ), 1;7v; is the average rate of productivity im-
provement across a country’s industries with weights 7;
giving the share of industry ¢ in gross output (total rev-
enue of all industries). The factor £ = 3, 6,L; is the
weighted average of industries’ output multipliers with
0; giving the share of industry ¢ in final output (GDP).
Eq. (5) predicts that the GDP growth of a country is
proportional to the product of its average productiv-
ity improvement and its average output multiplier. It
factors GDP growth into two parts, one that depends
on productivity, and another that is purely a structural
property of the economy’s production network. Thus,
similar to Eq. (3), standard results can be manipulated
to give a simple but novel expression that relates growth
with production chain length and communicates readily
with data.

The dynamics of 4 and £ differ in character (Fig.
5). The average improvement rate fluctuates consider-
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ably from year to year; the average output multiplier
varies much more slowly. One way to quantify this
difference is to compare the time variation in output
growth, productivity improvement, and output multipli-
ers. For each variable X (t) we compute the coefficient
of variation (CV) ox/ux where ox is the time stan-
dard deviation (volatility) and px is the time average
from 1995 to 2009. Typical CVs (geometric mean across
countries) are 1.4 for output growth, 2.3 for average
productivity growth, and 0.041 for the average output
multiplier. By this measure, average output multipli-
ers have about 1.4/0.041 ~ 34 times less variation over
time than growth rates do, and 2.3/0.041 =~ 56 times
less variation than productivity improvement rates. (We
similarly find that industry-level output multipliers have
2.47/0.057 &~ 43 times less variation than price changes
and 3.8/0.057 ~ 66 times less variation than produc-
tivity improvement.) As with individual industries, this
relative persistence at the aggregate level makes intu-
itive sense given that underlying production relation-
ships take time to change. A difference at the aggregate
level is that £ may change because of shifts in an econ-
omy'’s final output mix, even if its industry-level output
multipliers £; were to remain the same, a point we revisit
in the Discussion.

The persistence of £ in Eq. (5) suggests that a coun-
try’s average output multiplier should not only correlate
with its current growth rate but also with its growth rate
for some time into the future. In the WIOD data (Fig.
6A) the growth rates of real GDP per hour over 1995 -
2009 have a Pearson correlation p = 0.53 (p = 4 x 107%)
with countries’ average output multipliers in the initial
year 1995. For longer production chains to result in
faster growth, the average rate of productivity improve-
ment of an economy must not decrease as the average
output multiplier gets larger. In fact we observe the
opposite tendency; the positive correlation noted earlier
between productivity growth and output multipliers at
the industry level now appears as a positive correlation
at the aggregate level (p = 0.45) between ¥ and £. We
do not attempt to explain the correlation here, though

it is plausible that factors such as investment would in-
crease both the length of production chains and the rate
of technological improvement at the same time. This
correlation means that the regression relation between
growth and output multipliers in Fig. 6A reflects two
effects: the theoretical prediction that, all else equal,
countries with larger average output multipliers should
grow faster, and the empirical observation that coun-
tries with larger average output multipliers tend to have
higher average productivity growth rates.

While 4 and £ enter Eq. (5) symmetrically, these vari-
ables have fundamentally different characters. The av-
erage productivity growth rate is a rate-of-change, mea-
sured between two end times, while the average output
multiplier is a state variable measured at a point in time.
The former is noisy and the latter persistent. As the-
ory predicts, both factors have high correlations with
growth that rise with the length of the period one exam-
ines (Fig. 6B, top panels), but the reasons for this rise
differ for each factor. For 7, examining a longer period
means integrating over more of a country’s history of
productivity gains; whether an economy realized years
of rapid or sluggish improvement significantly influences
whether these were also years of rapid growth. For £
however, examining a longer time period does not im-
prove its correlation with growth by averaging over its
own history, but by giving time for the fluctuations in
the productivity factor to average out. Unlike the pro-
ductivity growth rate the correlation of £ with growth
is not sensitive to using values from the period in which
the growth is observed (Fig. 6B, bottom panels).

These observations and theory suggest that the out-
put multiplier should be able to forecast growth. We
examine this possibility with an extremely simple fore-
casting model. From the perspective of an observer in
year t, we conduct a forecast for the next T years, in
which we multiply the average output multiplier £, of
every country in year t by a representative guess of ¥
for the future. Here we use the average of 4 across all
countries in the years of our data leading up to t. By do-
ing this we are also removing all cross-country variation
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in productivity growth to focus solely on the predictive
power of the output multiplier. Remarkably, and despite
the clear simplicity of this forecasting model, prediction
error falls as the forecasting period grows (Fig. 6C). As
noted already this occurs because output multipliers are
persistent quantities and longer horizons provide more
averaging over productivity growth fluctuations.

Strictly, this analysis does not identify the output mul-
tiplier as a causal factor; rather it demonstrates that
the structure of the production network helps forecast
growth. Yet there are at least four reasons to interpret
it causally: (i) These forecasts are consistent with a clear
causal mechanism generically implied by standard pro-
duction network models; (ii) they emerge directly from
the aggregation of the price effects documented earlier;
(iii) they come with no free parameters; and (iv) are
consistent with not just the sign of the effect, but its
predicted functional form.

Finally, we note that the structural significance of £
is enhanced by a remarkable theorem by Fally (2012)
[28] and Finn (1976) [35]. Data on production networks
vary in level of aggregation from a few industries to hun-
dreds, raising the concern that the average output mul-
tiplier varies with the granularity of the data. But it can
be shown that the average output multiplier of a closed
economy is independent of aggregation and equal to the

ratio £ = O/Y where O is gross output and Y is net
output (GDP) [28]. In the Supplementary Information
we discuss this point further, and also examine it in the
practical context of an open economy.

This result is important also because it implies that
economies with very different production networks, but
the same ratio @/Y, would experience the same am-
plification to growth. Three comments are in order
here. First, we note that the independence of the rate of
growth from network structure is an approximation, re-
flecting the first order nature of our growth result. When
we consider second order effects on growth (36), the de-
tails of the network can become relevant through the
effects that relative price changes have on consumption
shares and input shares. (Though we find evidence that
such effects are modest for the time scales we study here,
see Supplementary Information). Second, the fact that
there exist macro-level sufficient statistics to characterize
growth amplification does not imply there is no value in
understanding its emergence as a network outcome. In
particular, it takes a well-specified model to understand
whether and how these sufficient statistics provide good
approximations or whether they fail under certain cir-
cumstances. Third, in addition, our production network
environment delivers testable micro-level predictions on
sectoral relative price evolution that are important in



themselves. The fact that these micro-predictions are
in good agreement with data suggests that production
networks can provide a causal mechanism (as opposed
to reduced form, sufficient statistics) for differences in
growth across countries.

IV. DISCUSSION

Economics has emphasized the outsized role of produc-
tivity in explaining cross-country differences in growth,
and our theory features this. But production network
models predict that variation in the output multiplier
matters as well. These models generate a variety of pre-
dictions for how the output multiplier should shape price
evolution and growth, with which observations from data
are in good agreement. Recent studies [26, 28] have em-
phasized that the output multiplier can be understood
as the average length of an industry’s production chains.
This leads to an intuitive mechanism driving our results:
An industry benefits from its own productivity gains,
and that of upstream suppliers, and so the effects of
productivity improvement accumulate along production
chains. As a result, two countries realizing the same av-
erage micro-level productivity improvement can, if their
production networks differ in depth, experience different
aggregate growth rates.

At a micro level, the results suggest one reason why
some technologies improve more rapidly than others, es-
pecially a version of this question that arises in Baumol’s
classic observation. As confirmed many times since, in
the 1960s Baumol observed that some industries, par-
ticularly manufacturers, realize productivity gains more
rapidly than others [21, 36], and that over long peri-
ods such sustained differences will significantly impact
prices. The relative prices of quickly-improving indus-
tries will naturally fall, but those of slower-improving
industries (including many services) will increase, even
if these industries are realizing some improvement [21].
This effect has often been cited as a cause of long-term
price increases in health care [37] and education [38].
The results here point to a reason why manufacturing
would be able to sustain faster improvement for long pe-
riods. Observations of output multipliers [19] reinforce
the intuitive idea that manufacturing industries tend to
have longer production chains than services. Manufac-
turing industries are advantaged by their network po-
sitions to benefit more greatly from productivity gains
across the network. The results here suggest a nuanced
way to help distinguish fast and slow segments of an
economy, in that part of what helps define the fast-
improving segment is the set of industries with large
output multipliers rather than manufacturers per se. In
particular, the fact seen earlier that output multipliers
retain their predictive power within broad industries sug-
gests that our analysis provides a more operational way
to distinguish fast- and slow-improving industries.

At the aggregate level, the results suggest a new per-
spective on the long process of structural change [22],
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emphasizing changes to the length of an economy’s pro-
duction chains. One expects an undeveloped economy
to have short chains of production. As manufacturing
becomes more prominent, the average output multiplier
increases. Finally, as service industries become more
prominent, the average output multiplier decreases. The
predictions here suggest that, all else equal, an economy
will accelerate its growth during the manufacturing stage
and relax to slower growth when it becomes more devel-
oped. In Fig. 6a, developed economies have low average
output multipliers and low growth rates while economies
that are developing a strong manufacturing sector, such
as China or Slovakia, tend to have high average output
multipliers and high growth. The WIOD [20] does not
contain data for undeveloped countries and we cannot
confirm that their average output multipliers are low,
though it would be surprising if it were otherwise.

To get a feel for the amplification to growth associated
with production chains we consider some rough figures.
In Fig. 5, China’s average output multiplier increases
from 3.8 to 5 from 1995 to 2009. Had it not done this, Eq.
(5) implies that its growth rate at the end of the period
would have been reduced by a factor 3.8/5 ~ 0.76. More
drastically, suppose China had the output multiplier of
the United States of about 2.5, and as a rough figure take
China’s output multiplier over the period to be its mid-
point around 4.4. If China otherwise had the same av-
erage productivity improvement, its growth would have
been smaller by a factor 2.5/4.4 = 0.57, i.e. close to half
of its growth during the period would have been lost.

The results suggest that differences in the average out-
put multiplier have been an important factor in the large
income differences that exist across countries. These in-
come differences originated in changes that economies
underwent during industrialization [39, 40], when we
would expect production chains to have started becom-
ing more developed. The potential for the average out-
put multiplier to help explain disparate income levels has
not gone unnoticed. Jones [5, 41] notes that accounting
for intermediate goods in models of aggregate production
can generate large multiplier effects, with values that
help explain observed differences in income.

Our results suggest that policy-makers may want to
design network-aware industrial policies, targeting par-
ticular nodes in the production network. Our results
per se do not rationalize policy intervention, but could
be combined with a theory of distortions in the network
such as sector-specific credit market distortions, prod-
uct or input market imperfections, or, more generally,
wedges. We conjecture that in certain settings policy-
makers would target nodes relying on longer chains of
production, though network-targeting prescriptions may
depend in detail on the nature of the distortions (e.g.
size, functional form, the loss function to be minimized,
and so on.) Arguments for such network targeting poli-
cies are developed further in other works (e.g. [12—14]).

Our results show that the structure of a production
network, taken as given, can serve as a proximate cause
of growth differences across countries. A natural follow-



up question is how the production network evolves and
how two-way causal relations between growth and pro-
duction networks function. For example, growth over
long periods usually comes with shifts in the consump-
tion basket (43), which will slowly change the output
multiplier of an economy as noted earlier. Furthermore,
one may also expect rising real wages to drive innova-
tions that reduce labor needs relative to intermediate
goods [45]. Such changes will tend to lengthen produc-
tion chains over time. Finally, international trade, by
inducing changes in both production and final demand
patterns, offers another potential source of dynamics in
the production network. For example, in our simple
framework, when two countries open to trade their av-
erage output multipliers will become more similar; see
Supplementary Information. This suggests that trade
openness induces cross-country convergence in growth
rates through changes in the production network, a re-
sult echoing previous arguments in the economic growth
literature [46]. In all, the results here call for further
investigations that include endogenizing the slow evo-
lution of production networks over the growth process,
and further exploring the role of production networks in
long-term growth.

V. MATERIALS AND METHODS
A. Data

We use data from the World Input-Output Database
(WIOD) [20], which contains worldwide input-output ta-
bles across time for 35 industries in 40 countries, together
accounting for around 88% of world GDP. Our analysis
covers the period 1995 - 2009. We excluded 2010 and
2011 from analysis because a large number of countries
lacked data on labor compensation required to compute
the output multipliers (see below). The data also include
production price indices from which we computed rates
of price change. Since the period 2007-2009 may be re-
garded as exceptional because of the Great Recession we
also checked the effect of excluding these years, finding
very similar results (Supplementary Materials).

B. Output multipliers

We treated the world as one large economy and ex-
amined the 1400 x 1400 matrix A of input coefficients
corresponding to all industries in all countries. We took
the Leontief inverse and computed the 1400-dimensional
vector £ = (I — AT)~11 whose elements give the output
multiplier of each industry in each country. Industries
and their output multipliers are listed in Supplementary
Information Table S1.

We considered two ways of computing industry out-
put multipliers based on two interpretations of the labor
coefficient £. In the first case we interpret £ to account
for all factor payments to households (value added, row
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code r64). In the second case we interpret £ to account
for households’ labor income only (using the labour com-
pensation field and WIOD exchange rates to convert to
U.S. dollars). In each case the total expenditures M; of
each industry j were computed, either including or ex-
cluding the non-labor factor payments of j, and then its
input coefficients computed as a;; = M;;/M; where M;;
is industry j’s payments to industry ¢. The results were
qualitatively similar either way, and the results reported
here use the latter calculation. The main difference be-
tween the approaches is that the output multipliers are
smaller when including all payments to households. This
increases the share of payments made to the household
sector, thus shortening average path lengths.

WIOD did not contain data for labor and capital in-
come separately for the Rest Of the World (ROW) re-
gion. We compared the results of excluding ROW al-
together with including it using an assumed fraction of
value added to represent labor income. We found very
similar results either way. Results shown are based on
including ROW with an assumed labor fraction 0.5, sim-
ilar to the global average (0.57 in 2009) computed across
the WIOD countries.

The average output multiplier of each country is the
weighted sum of the output multipliers of its industries.
The weight of industry ¢ in country ¢ was given by the
share of 7 in ¢’s contribution to world final demand, i.e.
Yi/> e, Y; where Y; is the world final demand for good
1. The final demand Y; accounts for consumption and
investment payments by all countries (i.e. column codes
¢37-c42, summed over countries) and excludes net ex-
ports, since in WIOD the latter are accounted for within
the input-output table. Countries and their average out-
put multipliers are listed in Supplementary Information
Table S2.

C. Price changes and productivity growth rates

The change r} in the nominal price of industry ¢ was
computed as the annual log changes in the industry’s
gross output price index. The wage rate in a country was
computed as the ratio of the total labor income earned
to total hours worked by industries in the country, and
the log change in the wage rate was computed to give
pe- The rate of change of the real price of industry 4 in
country ¢ was then computed as r; = 7; — pe(;) Where
¢(7) is the country c¢ to which industry ¢ belongs.

Productivity improvements rates were estimated as
4 = (AT — I)r. This method represents a dual approach
to estimating productivity changes [16, 47], in which the
average growth rate of an industry’s input prices is com-
puted and the growth of its output price is subtracted
off, with the difference ascribed to improvements by the
industry. An industry j’s productivity improvement -;
is its direct component of cost reduction, while the in-
direct component is the cost reduction ), 7;a;; it in-
herits through inputs. At the country level, the aver-
age productivity improvement rate 7. for country ¢ was



estimated as ’:yc = D iceMi Vi, where 7; is the share of
industry ¢ in the gross output of country ¢ to which it
belongs.

D. Growth rates

We computed country growth rates with data from the
World Bank’s World Development Indicators [18]. GDP
in current local currency was deflated using each coun-
try’s GDP deflator, then divided by hours worked by per-
sons engaged across all industries using WIOD socioeco-
nomic data. Annual growth rates were then computed
as the log change between consecutive years. Data for
Taiwan was unavailable from the World Development In-
dicators, and we instead used data from the Penn World
Tables [49].

E. General equilibrium framework for Egs. (3)-(5)

In our baseline model (presented in the Supplementary
Information) accounting identities and input-output re-
lationships are used as the starting point to derive Eq.
(2), from which the predictions Eqs. (3) - (5) follow.
This approach has the advantage of enabling powerful
results within the simple framework of accounting rela-
tionships. However, Eq. (2) can also be readily obtained
in a general equilibrium framework following e.g. Long
and Plosser [32], Acemoglu et al. [13], Baqaee and Farhi
[50]. This reinforces the fact that, for the central predic-
tions of this paper, we do not need to take a stand on
the functional form of utility and production functions.
In this section our objective is to show how Eq. (2) can
be obtained in a general equilibrium framework. From
either framework, the predictions Egs. (3) - (5) follow
as shown in the Supplementary Information.

Let X; = (X1, ..., Xin, L;) denote the vector of in-
put rates to industry ¢, and assume non-joint produc-
tion. Producer i has a production function f;(X;,t) that
at any given time ¢ characterizes the best available (i.e.
Pareto efficient) production methods.

Industries are assumed to be price-takers who maxi-
mize profits at prevailing prices. The demand for inputs
by industry 7 is

X;(p,t) = arg max [i(Xi, t)pi — X; - p, (6)

where p = (p1,...,pN,w) is the vector of prices. House-
holds are assumed to maximize a utility function U(C)
subject to the budget constraint C - p = Lw, yielding
the vector C(p, L) of households’ demand functions for
each good.

At equilibrium, prices p are such that all markets
(goods and labor) clear:

> X5ilp.t) + Cilp, L) = fi(Xi(p.).1) for all i (7)

J

ZLi(p7t) =L. (8)
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Assume that industries always have production possibil-
ities f;(X;,t) characterized by constant returns to scale.
Under these conditions, industries earn no economic
profit at equilibrium, and activities earning deficits are
not operated. Without loss of generality, let ¢ index only
industries with positive output levels. Since these pro-
ducers earn zero profit at equilibrium, revenues and ex-
penditures satisfy the balance relation

Zinpi + Cipi = ZXijpj + L;w
J J

for all i. (9)

This is the accounting identity for industry ¢ in an input-
output table, with the balancing item of valued added
corresponding to the sum over primary input payments.
The model above thus gives these observed payments an
interpretation as an outcome of an economy in general
equilibrium.

Technology improvement, as captured by productiv-
ity growth, is represented by the advance of the Pareto
frontier of the best available production methods. This
is given by the partial derivative of the production func-
tion f;(X;,t) with respect to time while holding inputs
to 4 fixed. For convenience we use the hat notation to
denote the growth rate of a variable, e.g. X; = X;/X;.
Taking the time-derivative of In f; and solving for the
partial derivative with respect to time leads to ¢’s pro-
ductivity growth rate,

Vi = ot

)?i - Z 61;‘)?17 - fiina (10)
J

where €;; = 0ln f;/0In X;; is ¢’s output elasticity with
respect to input j.

When producers are profit-maximizers under perfect
competition, and production functions have constant re-
turns to scale, the share of expenditures a;; that indus-
try ¢ spends on input j equals the output elasticity e¢;;,
a condition known as allocative efficiency. This follows
from the first-order conditions of Eq. (6), which lead
to pj/pi = 0f;/0X,; for all inputs j. Multiplying by
XZJ/XZ gives

- Xiypy
Cl]l =

Oln f'i
= = €. 11
szz 81nXij € ( )

Using this, Eq. (10) becomes

Yi = )?l — Z)?ijaji — Zifi. (12)
J

Eq. (12) is the residual expression of productivity im-
provement, in which the growth in output not explained
by the average growth in input usage is attributed to
productivity growth.

To see how productivity growth affects prices, we take
the time-derivative of the logarithm of Eq. (9). Noting
that Zj X;i+C} is i’s total production X;, this leads to

Xi+pi = Z (ng Jrﬁj) aji + (L; + ©)t;. (13)

J



Using the fact that ¢; =1
we have

— ., aji, after rearrangement

pi—=—|X— Z)A(ijaji — Lit;

J

T Z w)aji.
(14)
The term in parentheses is the productivity growth rate

of i, Eq. (12). Defining the real price changes r; = p; —
we then have

Ty = —"Y + eraji (15)
J

which is Eq. (2). From here, the predictions Egs. (3)

13

- (5) follow as described in the Supplementary Informa-
tion.
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1 Extended model description & predictions for prices and growth

In this section we derive the predictions of the main text.

1.1 Background on production networks

The predictions here can be obtained in either of two closely related modeling approaches. One approach,
which we call the baseline model, emphasizes relations familiar in productivity accounting and input-output
economics, while the other uses a general equilibrium model. The baseline model can be combined with
relevant observations about input coefficients (Section 3.2) and household consumption (Section 3.8) and
enables powerful results in a simple framework of accounting relationships. The general equilibrium model
lets us view the production network as an optimization outcome from a set of underlying production and
utility functions. Each approach has advantages, and either is sufficient to obtain the predictions here.

This section develops the baseline model, which is obtained by differentiating basic accounting identities.
The general equilibrium model is described in the Methods section of the main text, and we also remark on it
below and make contact between the two approaches as we go. We first review notation relevant for both
models, then briefly discuss the general equilibrium approach. We then develop the description of technology
dynamics and its effects in the network. The final result of this section is the recursion relation for price
changes Eq. (15) (Eq. (2) in the main text), from which the predictions for price evolution and growth are
then developed in Sections 1.2 - 1.5.

Notation for production network transactions. In this section (written for both an economics and a general
scientific audience) we review background on production networks needed for our model. We consider a
simple closed economy (i.e. having no imports or exports) with no government or financial sector. The
economy consists of a set of nodes representing industries and households, and a set of directed, weighted
links representing their transactions. One can think of these links either in physical terms, with edges
corresponding to the flows of goods, or in monetary terms, with edges corresponding to the flows of money.



Goods and money flow in opposite directions. Each industry consumes a set of input goods and transforms
them into a single output good.! One node represents the household sector, which uses final consumption
goods made by industry nodes and produces labor.

Industries are indexed by 7 and j. Goods flows (per year, say) are denoted by X and money flows by M,

Xi; = flow of goods from j to ¢ and M;; = flow of money from j to ¢, (1)

which are related by the identity M;; = X;;p;, where p; is the nominal price of good .

We neglect capital accumulation, investment, savings and taxes, and assume that all money flowing into a
node is immediately spent. The money flowing into node i then equals the money flowing out. For industries,
this can be expressed as

> Xjipi+Cipi =Y Xijpj + Liw  for all i, (2)
J J

where C; is the flow of good i to households, L; is the labor supplied to industry ¢, and w is the price of labor,
i.e. the wage rate. For the household node, the balance of payments can be expressed as Lw = Zj Cipj,
where L =, L; is the total labor supplied to all industries.

A general equilibrium framework. Eq. (2) can be studied through the lens of a general equilibrium model.
Let X; = (X1, ..., Xin, L;) denote the inputs to industry i. Assume non-joint production, and let f;(X;,?)
denote the production function of industry ¢, which characterizes the best available (i.e. Pareto efficient)
production methods at a given time ¢. Taking industries to be price-takers who maximize profits at prevailing
prices, the demand for inputs by industry i is

Xi(p,t) = argmax fi(Xy, t)p; — X - p, (3)

where p = (p1,...,pn,w) is the vector of prices. Households consume a basket of goods C, and are assumed
to maximize a utility function U(C) subject to the budget constraint C - p = Lw, yielding the vector C(p, L)
of households’ demand functions for each good.

At equilibrium, prices p are such that all markets (goods and labor) clear:

> Xji(p,t) + Cilp, L) = fi(Xa(p,1),1) for all i )

Z Li(p,t) = L. (5)

Assume that industries perpetually have production possibilities f;(X;,t) characterized by constant returns
to scale. Under these conditions, industries earn no economic profit at equilibrium, and activities earning
deficits are not operated. Without loss of generality, let ¢ index only industries with positive output levels.
Since these producers earn zero profit at equilibrium, revenues and expenditures satisfy the balance relation
fi(Xi,t)pi = X - p, or

Z Xjipi + Cipi = Z Xiip; + Liw  forall i,
J J

which is the accounting identity for industry i, Eq. (2). Thus, this model gives observed payments an
interpretation as the outcome of an economy in a general price equilibrium across its markets.

Physical and monetary input coefficients. In the baseline model we treat the accounting identity Eq. (2)
as a given. We assume that all variables change smoothly and differentiate this expression with respect to
time, leading to a relationship between price changes and changes in production dependencies (Eq. (15)). To

LSince there is one good for each industry, a node can represent either an industry or the good it produces.



describe these dependencies it is useful to define the physical input coefficients of an industry, which give the
amount of each input good needed per unit of output:

X L;
J and Ez -

As we discuss below, technology changes can be expressed in terms of changes to these coefficients. It is also
useful to define the corresponding set of monetary input coefficients, which give the shares of a producer’s
total payments spent on each input,

Xapi g gzl
iDi

(7)

These shares sum to 1 for each 4, >, aj; + ; = 1, which can be shown by dividing Eq. (2) by i’s revenues
oo y Xji + Ci)pi = Xipi. From their definitions, it can be seen that the two sets of coefficients are related by
Qj; = p%qb”p] and gi L E ’U}

The two sets of COGI%ClentS can be compactly gathered in the matrices

_ _ A ¢

@(f 5) and A(Z S) (8)
Here ® and A are N x N matrices collecting the ¢;; and a;;. The IV x 1 vector £ collects the ¢; and the 1 x N
vector £ collects the ¢;. We define ¢; = C; /L, household consumption of good ¢ per unit of labor provided,
and ¢; = p;C; /Lw the share of household expenditures devoted to good i, and collect these into the vectors
c and €. Using @, Eq. (2) can be compactly written as p = ®p. Since each industry’s expenditure shares
sum to 1, A is a column normalized stochastic matrix. The elements of A can be thought of as transition
probablhtles for money flows in a Markov chain. The submatrix A has columns that sum to numbers less

than 1, and can be understood as the substochastic matrix of an absorbing Markov chain. This fact is useful
in the various interpretations of the output multiplier (see page 12).

Technology improvement and changing physical input coefficients. Physical input coefficients change with
time as technology develops and new production processes become available. When these developments
represent improvements it means that these processes are able to yield a higher quantity or quality of output
from a given amount of inputs. This means that the physical input coefficients ¢;; have an overall tendency
to become smaller with time. This process is noisy, as some coefficients of an industry may increase by large
factors while others shrink, as innovations cause some inputs to be substituted for others. Letting X = X /X
denote the growth rate of a variable, a simple measure of improvement in ¢ is the average growth rate of
input usage across all inputs, with each input weighted by its share of expenses:

Z aijaji +0l; | ()
J

The minus sign expresses the fact that improvement is positive when ¢ reduces its use of inputs. The
improvement rate -; is local to node i, describing improvement in i’s production processes independent of
improvements made in other industries.

Technology improvement and productivity growth. Like Eq. (2), Eq. (9) of the baseline model can be viewed
through the lens of a general equilibrium framework, in which ~; is producer i’s productivity improvement.
Technology improvement, as captured by productivity growth, is represented by shifts in the Pareto frontier
of the best available production methods, which is given by the partial derivative of the production function

2Nearly all data on inter-industry transactions is gathered initially in terms of monetary payments. The monetary input
coefficients are thus more easily observed than the physical ones. However, if a set of price indices can be constructed for goods
(as with the WIOD data we use here), the physical input coefficients can also be estimated.



fi(X;,t) with respect to time while holding inputs to i fixed. Taking the time-derivative of the logarithm of
fi and solving for the partial derivative with respect to time leads to i’s productivity growth rate

olnf; & S ~
Vi = atfl =X - ZJ: €ijXij — €rLi, (10)

where €;; = 0ln f;/01In X;; is i’s output elasticity with respect to input j. When producers are profit-
maximizers under perfect competition and production functions have constant returns to scale, the share of
expenditures a;; devoted to input j equals the output elasticity €;;, a condition known as allocative efficiency.
This can be shown from the first order conditions of Eq. (3), which lead to p;/p; = 0fi/0X;; for all inputs j.
Multiplying by X;;/X; then gives

Xijpj 81nf1
= = €35,
Xipi 81nXU J

(11)

aﬂ =
and using this Eq. (10) becomes

Yi = )21 — Z)?ijaji — Eiﬁi. (12)
J

Eq. (12) is the residual expression of productivity improvement, in which the growth in output not explained
by the average growth in input usage is attributed to productivity growth. Finally, to see that Eq. (12)
equals the average rate of coefficient change Eq. (9), note that since ¢;; = X;;/X; and ¢; = L;/X; we have

gb = X — X; and é =L, —X,. Plugging in then converts one expression to the other.

Productivity improvement and prices. We now show how productivity growth affects prices by taking the
time-derivative of the logarithm of Eq. (2) (viewed as either an accounting identity in the baseline model
or as a result of an economy in general equilibrium, following the discussion on page 3.) Noting that
X; = Zj Xji + C; is 7’s total production, this leads to
Xi+pi= Z (Xw -h@') aj; + (L + w)e;. (13)
J

Since expenditure shares sum to 1, we can write £; as 1 — > ; @ji- Plugging this in, after rearrangement one
gets

Dy —W=— Xz - Z)@jaﬁ - Zifi + Z W)ag;. (14)
J

The term in parentheses is the productivity growth rate of i, Eq. (12). Taking the wage rate as the numeraire,
the difference r; = p; — W denotes the rate of change of the real (i.e. inflation-adjusted) price of good i. We
can thus write Eq. (14) simply as

r, = —’yi—l—ZTjaji, (15)
J
which is the recursion equation for price changes shown as Eq. (2) in the main text.

1.2 Industry price changes

In vector form Eq. (15) is r = —y + ATr, and after solving for r we have
r=—H"~. (16)

where H = (I — A)~! is the Leontief inverse, which appears ubiquitously in input-output economics [1].



Without loss of generality, any realized value of 7; can be decomposed into a sum of its average value
across industries 4 and a deviation A+;. Substituting this into Eq. (16), in index form we have

ri=—3) Hji— Y AyiHj=—3L; =Y Ay Hj, (17)
i i i

where the quantity £; =) j Hj; is the output multiplier of industry 4, also called i’s total backward linkage
[2] or downstreamness [3]. An output multiplier £; gives the average path length of all production chains
that end at industry ¢, following each path backward through inputs until it reaches households. Under an
analogy to food webs, £; corresponds to the trophic level of industry 4 [4]. See page 12 for a discussion of
different interpretations of the output multiplier. Computing the expectation value of r; across industries
conditioned on the output multiplier, we have

If ~y, is uncorrelated with H;;, then E[A~,;H;;|L;] = E[H;;|Li] E[Av;|L£;] = 0, since by construction E[Av,] =
0 and the lack of correlation with Hj; also implies that Av; is uncorrelated with £;.3 In this case Eq. (18)
reduces to

Elri|Li] = =L, (19)

i.e. the expected real price change of industry i is proportional to £;, with proportionality constant —%.

Thus, if the correlations between the industry improvement rates and the elements of the Leontief inverse
are sufficiently low, over timescales where the output multiplier remains roughly constant, we expect the
long-term decline of the real prices of an industry to be proportional to its output multiplier. This is a striking
result because it connects the long-run rate at which the cost of a product falls with a purely structural
property of the economy. The output multiplier is a structural property in the sense that it depends only on
the network of production relationships.

The proportionality between the expected price changes of industries and their output multipliers given
in Eq. (19) is exact when improvement rates across industries are uncorrelated with the elements of the
Leontief inverse. As a counterexample, suppose all improvements rates were zero except for that of industry
k, vi = v00ix. Then instead of Eq. (19) one would obtain r; = —y9Gx, i.e. price changes would depend on
the k' row of the Leontief inverse, and we would not expect a relationship between price changes and output
multipliers. As noted earlier though, the correlations between improvement rates and the Leontief inverse are
weak, and Fig. 3 of the main text shows a strong relationship between expected price changes and output
multipliers.

1.3 Country growth rates

We now derive a relationship to GDP growth. Balance of payments at the household node means that
revenues Lw are equal to expenditures C - p, and dividing by L to solve for the wage rate gives w = ¢ - p.
Taking the time-derivative gives w = ¢-p + ¢ - p, or (using the definition ¢; = C;/L)

C; Cz L C; .
w:;L<Q—L>Pi+;LPi- (20)

Here, C; /C; = gl is the growth rate of household consumption of good i and L/L = h is the growth rate of
labor provided. In the simple economy here, the GDP is the total expenditure by households on consumption
goods, Y =", p;C;. Let 6; = p; C;/Y denote the share of GDP devoted to good i. Using these definitions,
Eq. (20) can be rearranged as

W= (0-r'+0-g'—h)w, (21)

3Empirically these correlations are low. Looking across industries 4, the correlation of 4 with the ith column of H is less than
0.07 for 95% of industries.



where @ = (01,...,0n) and g’ = (¢, ...,9g%). The term 6 -1’ =1’ is the average rate of increase in the prices
of final goods and measures the inflation rate of the economy.* The term 0 - g’ = ¢’ is the average rate of
growth in the consumption of final goods. It represents the growth rate of real (i.e. inflation-adjusted) GDP.
We let g = g’ — h denote the growth rate of real GDP per unit of labor, and let » = 7’ — p denote the average
growth rate of prices after deflating by the growth in wages. Then after rearrangement, Eq. (21) can be
written as simply

g=-—r. (22)

Eq. (22) says that the growth rate of real GDP per unit of labor is equal to the rate at which real prices
decrease. Finally, multiplying Eq. (16) by 8 to obtain r and plugging it into Eq. (22) gives the growth rate
in terms of the local improvement rates:

g=0"H"~. (23)

To recast this relationship in terms of output multipliers, it is useful to first derive a relationship between
total output and the Leontief inverse. The total revenue of industry ¢ equals the sum of revenues from final
and intermediate consumption,

M =Y+ M. (24)
J

Writing intermediate consumption payments in terms of input coefficients as M;; = a;;M;, Eq. (24) can be
written in matrix form as M = Y 4+ AM and solved to give M? = Y7(I — AT)~! = YT H”. Multiplying
both sides by /Y, and recalling that 8 = Y /Y, this becomes
MT'y
0"H "y = —1L. 25
7= (25)
The gross output of the economy is O = Zf;l M; and we define the output-weighted average improvement
rate y as

N oape N
y Z (f)% = Zm%. (26)
i=1 i=1

Here the weights n; = M;/O give the fractions of each industry in gross output. Then Eq. (25) becomes
@)
0TH Ty =5=. 27
7=y (27)
Eq. (27) holds for any vector of improvement rates 4. In particular, choosing v = 7(1,...,1)T = 41 shows

that for a closed economy the ratio O/Y is equal to the average output multiplier, the GDP-weighted average
of the industry output multipliers:

- @)
=9TH"1==. 2
L=0 v (28)

This also re-derives the important result shown in Fally (2012) [5] that the average output multiplier is
well-defined and invariant under aggregation.® We can now write (23) as

. .0
9=3L="7y (29)

Eq. (29) cleanly separates GDP growth into two terms, one which depends on improvement rates, and
another that depends purely on structural properties of the production network.

47/ is the growth rate of a Divisia price index for final goods. It corresponds to either the consumer price index or the GDP

deflator. These coincide in the simple economy here with no government, financial sector, imports or exports.

5This also relates to an empirical relationship noted by Jones (2011) [6], who measured average output multipliers for several
countries (albeit with a slightly different definition than that given here), noting that they are closely matched by a quantity
that reduces to O/Y.



Response of households and second order effects. Note that arriving at Eq. (29) does not require assuming a
particular form for households’ utility function U(C). Its independence from the choice of utility function is
also reflected in Eq. (23) by its dependence only on the consumption shares 8, and not on any derivatives of
0, since any utility function can produce a given set of consumption shares with a suitable choice of share
parameters. The independence of this growth expression from the utility function may be surprising, since
it is clear that consumers’ responses to changing prices and increased levels of wealth could have a growth
effect over time. Changes in consumption patterns could shift the average production length of final goods
delivered to households, altering both the average output multiplier and the growth rate of Eq. (23).

To see how such effects enter, note that Eq. (23) and Eq. (29) are first order expressions in that they
characterize the first time-derivative of output. The effect of the household response on growth can be seen
from taking the calculation to second order by computing the second time-derivative of output, or equivalently
the first time-derivative of the growth rate. Rewriting Eq. (23) in terms of real price changes as g = —0-r, the
time-derivative is g = —0-r—0- r, where the behavior of 0 will depend on household preferences. To get a feel

o—1

o—1
for this dependence, consider the case where households have a CES utility function U(C) = (Z ; bi C’iT) ,

where ¢ is the elasticity of substitution and the b; are share parameters. Maximizing utility subject to
the budget constraint p - C = wL leads to consumption shares given by 6; = b;’pg_” /> ; bgp;_”, whose

time-derivative is 0; = (1 — 0)0;(r; — 6 - r). Plugging this into ¢ = —0 -r — 6 - I then leads to
g=—(1—-o0)Varg(r)—0 -1, (30)

where Varg(r) = >, 0:77 — (3, Hiri)Q is the consumption shares-weighted variance of the price changes across
industries. (For an expansive development of first order and second order characterizations of the effects of
productivity shocks, see Ref. [7].)

The first term in Eq. (30) shows how the rate of growth may be sped up or slowed down depending on how
households adapt consumption patterns to changing relative prices. In the Cobb-Douglas case where o = 1,
households’ consumption shares remain constant as prices change. As we would expect, the first term above
vanishes in this case. In contrast, if consumers have Leontief preferences, then ¢ = 0, and the growth rate is
reduced over time. This happens because households reap no benefits from substituting out goods whose
real prices fall at relatively slower rates. Since preferences are Leontief, the shares of the fastest-improving
goods become steadily smaller in the consumption basket, lowering the impact of further cost reductions
in these goods over time. Intuitively, the size of this effect depends on the size of the dispersion in rates of
price reduction among goods, Varg(r). Similarly, the growth rate could change over time due to shifts in the
consumption basket as households reach higher levels of wealth. This effect could be examined by considering
non-homothetic utility functions.

In Section 3.8 we also explore these issues empirically. This includes estimating the substitution elasticity,
the price change dispersion term, and the potential drag on growth from changes to consumption patterns.
The results suggest that the effect of these changes on growth over 10 years is modest. Correspondingly, this
suggests that the first order equation Eq. (29) may provide a good approximation over such periods or longer.

1.4 Dispersion in price changes across industries

Fig. 4 of the main text shows that the price changes of individual industries vary considerably around the
mean behavior E[r;|£;]. In this section, we study this dispersion by examining the standard deviation of
price changes among industries with a given output multiplier, o, ,. We derive the theory’s prediction
for how o,.|¢, should vary with the output multiplier. We also show how the dispersion in price changes is
expected to change with the passage of time. It will be seen that o, grows with £;, and shrinks at a rate
1/ VT over a time horizon T.

First, note that the Leontief inverse H = I+ A+ A?+--- can be written as H = I+ A(J+ A+ A*+---) =
I+ AH. Plugging this into Eq. (16), in index form we have

i == — Z'Yj(AH)ji~ (31)



Writing r; in this way allows us to separate the direct effect of i’s productivity improvement ~; from all
indirect effects.® Taking the variance of r; while conditioning on the output multiplier gives

Var[n-|£i] = Var['yl|ﬁz] + 2COV Yis Z’YJ(AH)JZ »Cz —|—Var Z’YJ(AH)JZ ﬁz . (32)
J J

The first term accounts for variation in the direct improvement benefits -y; across industries with the same
output multiplier, while the last term accounts for the variation in their inherited benefits (y7 A+~T A%+ -.);.

The second and third terms above depend on £; because the column sums of AH are equal to the output
multipliers minus 1, i.e. 3, (AH);; =3 ;(H —I);; = £; — 1. The larger that £; is, the greater the elements
of the ith column of AH, and the larger > i Z;; will tend to be. However, conditioning on £; means that
the ith column of AH is constrained to equal £; — 1, allowing us to factor out the £; dependence from the
variance and covariance terms above. To remove this dependence, we first factor £; — 1 from the elements
of AH, i.e. (AH)j;; = (L; — 1)Z};, where the elements Z;; vary from 0 to 1 and obey the normalization
Ej Z;; = 1. This leads to

Var[ri\ﬁi] = Var[’yi|£i] + 2Cov Yis (ﬁl — 1) Z’y]’Z]‘i L;| + Var (ﬁl — 1) Z’)/iji Lil. (33)
J J

From this equation we immediately see one prediction about the dispersion of price changes. Because the
variance is scaled by the output multipliers, this dispersion will be greater among industries with larger
output multipliers.

To write this dependence in a more interpretable form we take advantage of the fact that £; is a constant
in the variances and covariances over industries, and may be pulled outside:

Var[r;|£;] = Var[y;|£;] + 2(£; — 1) Cov | i, Z'ijji Lil. (34)
J

Li| +(Li—1)*Var | > "7, Z;
;

i . as o2 i 7. as g2
We denote the variance over 7; as 03 g i, and denote the variance over > . 7v;Zji as 03 jperigeq- Lhe
covariance term can be written as po. directT~,inherited Where p is the correlation between ~; and ) i L.
Eq. (34) then becomes

Var(r;|£;] = U'Qy,direct + 2P‘77,direct0%inherited('Ci -1)+ Ug,inherited(ﬁi - 1)2, (35)

and the standard deviation is

/2 (36)

2 2 2

Ori|L; = [U’y,direct + QPUﬂ/,directU'y,inherited(Ei - 1) + 04 inherited (‘C7 - 1) }

In the WIOD, 0 direct is larger than o inherited, With 0 inherited /0, direct ~ 1/4. Expanding Eq. (36) in
powers of (0 inherited /T, direct)s Tr,|z, Can be approximated as

2
1 0% inheri
~ 7,inherited 2
Or;|L; =~ O~,direct + PO~ inherited (‘CZ - 1) + 5 pu (Ez - 1) . (37)
7,direct

Eq. (37) separates three sources of variation in price changes among industries with the same output multiplier.
The first term accounts for the variation in productivity improvement among these industries, while the
second and third terms account for variation in inherited benefits. The second term is driven by industries’
self-payments, which cause a correlation p between 7; and » | j vjZ;; due to the diagonal term v;Z;; in the
latter. An industry’s consumption of its own output allows it to realize an inherited benefit from its own
productivity growth, and thus variation in industries’ productivity growth rates adds to the variation in

6In addition to the direct effect of v; on 7, ; also has indirect effects though 4’s use of its own production as an input,
as well as through other cycles of production that use the production ouput of node i. These indirect effects of v; on r; are
accounted for in the second term of Eq. (31).



inherited benefits across industries. This self-consumption need not be large to induce a substantial correlation
p, which in the WIOD has a value around 0.5. Self-payments tend be relatively strong in input-output tables,
which increases the strength of the diagonal elements Z;;. At the same time, while the contribution of the
1399 off-diagonal terms Y i vjZ; may be larger than that of ;Z;;, summing the off-diagonal elements has
an averaging effect on their contribution, reducing its variation from one industry ¢ to another. The two
effects combine to give 7; and > ;ViZji a high correlation p.

Next, we extend Eq. (37) to predict how the cross-industry dispersion in price changes shrinks with time.
Assuming independent and identically-distributed price changes in each year, the variance in the total price
change will grow linearly with 7. Our plots in the main text instead show the average rate of price change
over a period, i.e.

1 T
ri(t,t+T) = > ). (38)

The variance of r;(¢t,t + T) is thus

T T
1 1 1
afi(t’tJrT)mi = Var T Z ri(t)‘ﬁi =73 Z afimi = ﬁT afimi, (39)
t=1 t=1
and therefore
1 1 O-Q,inherited
Ori(tt+T)| L == ﬁ {J'y,dircct + pg'y,inhcritcd(['i - 1) + im(ﬁi - 1)2] (40)

Eq. (40) makes two important predictions about the variation in price changes across industries that
have the same output multiplier. First, over any given period of time, this variation will be broader among
industries with larger output multipliers. Second, the variation in the time-average price change will shrink
with time, at a rate 1/ VT. In terms of Fig. 4 of the main text, this latter prediction means that, within
any given output multiplier bin, the dispersion in price changes will decrease as the time horizon grows.
Importantly, this implies that the expectation value Eq. (19) should become an increasingly good description
of price changes among industries as time passes. In Fig. S3, we examine these predictions of Eq. (40) using
observations from the WIOD over a range of time horizons.

1.5 Covariance of price changes

The correlation of price movements with network structure suggests that there will also be structural
correlations in the price movements of different industries with one another. While not central to our results,
we develop this prediction and demonstrate that it also is supported by WIOD data. The equation for price
changes, Eq. (16), leads to a prediction for the co-movement of prices in the network as characterized by their
covariance R;; = Ey [r;(t)r;(t)] — E¢[r;(t)]E¢[r;(t)], where E¢[-] denotes an expectation value over time. Eq.
(16) gives the price change of good i as r; = — > Hpiym. Multiplying by r; and taking the expectation
value results in By [r;r;] = me H,i By [Ymn] Hpj. Subtracting Ey[r;|E[r;] = >, Ed[ym|Hmi Y _; Ee[vn]Hni
then results in

Evlrars) = Bl Eirs) = 3 Honi (Bt ] = B Bea] ) H. (41)

m,n

This can be written in matrix form as R = HT GH where R;; are the covariances of the price changes and
Gmn are the covariances of the productivity growth rates.

The diagonal elements of G are the time variances of productivity growth rates, while the off-diagonal
elements are their covariances. To study the predictions of Eq. (41), we decompose G into its diagonal
elements D and off-diagonal elements O, G = D + O. Plugging this into R = HT G H leads to a corresponding
decomposition of the price change covariances,

R=H"DH + H"OH. (42)
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The first term above shows that price changes would be predicted to co-vary even if there were no covariance
between productivity growth rates. The price changes of goods depend on productivity improvement
throughout the network in a way that depends on the network’s structure, as captured by H. Taking the
expectation value of Eq. (42) across industries, and assuming that the expected value of the second term is
zero, we have

E[R]= HTDH. (43)

We could also consider the further simplification where all industries have the same time variance of
productivity improvement rates v,. In this case, the expression for R would become especially simple,
reducing to R = v, H TH. This increases the similarity to the earlier prediction for the expected value of
price changes, in that the expected covariances become proportional to a factor that depends only on network
structure, H' H. Empirically, comparing actual price covariances to predicted values for all pairs of industries
leads to about 1 million observations, for which we find a slope of 1.14 with a negligible p-value (below our
machine’s precision).
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2 Supplementary discussion

2.1 Mathematical representations of output multipliers

Output multipliers can be written in several forms, each drawing attention to different ways of viewing these
quantities. Here we discuss three of these forms and how they are connected. One way of writing an output
multiplier £; is in the recursive form

E,L- =1 + Z[,j(lji. (44)

J

This way of writing the output multiplier emphasizes a parallel with ecology, where Eq. (44) is often used to
define a species’ trophic level. In this context, aj; is the energy fraction of species j in the diet of species .
The trophic level of a species may be defined in relation to that of others, with species i having a trophic
level £; that is 1 greater than the average trophic level of the species it eats [4, 8, 9, 10]. Similarly, in the
context of production networks, a;; is the fraction of good j in the expenditures of industry ¢, and the output
multiplier of an industry is 1 greater than the average output multiplier of the industries from which it buys
inputs.

Another way to write the output multiplier comes from putting (44) in vector form as £ = 1+ AT L and

solving for L:
L=(T-ATY""1=H"1 (45)

This is the usual expression for output multipliers, as column sums of the Leontief inverse H = (I — A)~!.
This form arises naturally in input-output economics, where the output multiplier £; is used to predict the
changes in the gross output of an economy that come from an increase in the final demand for good ¢ [2, 1].
The dynamics that lead to this prediction are different from those we study here, since the productivities of
industries are taken to be constant, and changes to final demand are instead the stimulant for increases in
(gross) output. The same network metric appears in both models, reflecting the fact that both depend on the
propagation of effects along production chains. From Eq. (44) and Eq. (45) it is also possible to see that the
output multiplier is a special case of Katz centrality [11].

A third way to write the output multipliers emphasizes their meaning as a network path length. The
elements of the input matrix A and the coefficients £ can be interpreted as transition probabilities in a
network of money flows [12], and the relationship of Eq. (44)-Eq. (45) to path lengths is a classic result of
the theory of absorbing Markov chains [13]. To show this, we first derive the identity (I — AT)~1£ = 1:

[(1—47)"'g) = P (- A)_lLi — gz@ (%), =1. (46)

The last equality comes from noting that > j Zj (Ak)ji is the probability that a unit of currency starting

at industry node i arrives at the household node in exactly k + 1 steps (k steps between industries, plus a
final step to households). Summing this over all possible path lengths & therefore gives the probability of
ever reaching households, which is 1. Next, we substitute (I — AT)71€ = 1 into £ = (I — AT)711 to obtain
£ = (I — AT)~2¢, and note that the matrix (I — AT)~2 has an infinite series form 3 37, k (AT)kfl. Using
this series expansion leads to

n

L= ikzgj(/lk*l)ji- (47)

k=1 j=1

This expression shows that £; is an average path length in a Markov chain. The inner sum is the probability
that a random walk starting at node i will arrive at the household node after exactly k steps. Summing over
k, Eq. (47) thus gives the mean number of steps a random walk starting at node ¢ takes to reach households.

2.2 Hulten’s theorem and Domar weights

The model we present here expands the scope of a classic result known as Hulten’s theorem [14], which
relates the aggregate rate of productivity change to the improvement rates of individual producers. Hulten’s
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theorem states that the rate of increase of total factor productivity 7" is a weighted sum of the productivity
improvement rates of industries «y;, with weights M;/Y originally proposed by Domar [15]:

d N
7 M,
i=1

T captures the amount of aggregate output produced that is not explained by amounts of primary production
inputs used. In a simple model where productivity improvements drive growth, the growth rate g is equal to
T)T.

The Domar weights sum to a number greater than 1, reflecting a multiplier process involving intermediate
goods [14]. The amplification of aggregate output is the same one that we have derived here. The relationship
to (29) can be seen by writing out the definition of 4 (Eq. (26)):

g=7L= (Z Ag%) g = Z %% (49)

The theory here thus reproduces Hulten’s theorem as a side effect, after starting from a simple mechanism for
technological improvement. The theory also does quite a bit more, because our formulation cleanly separates
structural properties from improvement rates and makes the relationship between growth and the average
output multiplier clear. Comparing Eq. (48) and Eq. (49) shows that T/T corresponds to 7L, i.e. the model
decomposes the aggregate productivity growth rate T /T into the average productivity growth rate ¥ and a
factor characterizing network structure. Most importantly, our model leads to the empirically testable price
and growth predictions presented in the main text.

It is worth noting how the Domar weights, D; = M, /Y, relate to the output multipliers, as these two
quantities both convey information about an economy’s structure. From Eq. (48), it can be seen that the
Domar weights provide the minimal statistics to aggregate the productivity growth rates of producers. As
noted earlier, the vector of industries’ gross outputs equals M = (I — A)~'Y, which means that the Domar
weights can be written as

D=(I-A)""e, (50)

where 6 denotes the GDP shares of industries. Since the output multipliers are given by £7 = 17(I — A)~1,
we thus have the following set of relationships:

D
—_——~
1-D=60-£=1T7(T-4)""'0=
N————’
L

. (51)

<IG

Eq. (51) shows two things. First, the sum of the Domar weights equals the GDP-weighted average of the
output multipliers. Second, it shows that the Domar weights combine two kinds of information: the GDP
shares, and the input relationships among producers. In contrast, the output multipliers remove the effect of
an economy’s output mix, and depend only on producer input relationships. In this sense they characterize
the production network independently of what final goods an economy chooses to make. If an economy shifts
toward manufacturing, for example, the Domar weight of manufacturing industries will increase, while the
output multipliers of these industries need not change.

2.3 Fally-Finn theorem and the sufficiency of the average output multiplier

In Section 1.3 we rederive a result shown by Fally (2012) [5] and Finn (1976) [16] (the latter under a different
interpretation of the input-output network) that the average output multiplier is equal to the ratio of gross
output to net output. This result is remarkable in that implies the average output multiplier is independent of
a wide range of network details, and correspondingly, that economies with very different production networks
but the same ratio O/Y would experience the same amplification of growth. This is closely related to a
well-known implication of Hulten’s theorem [14] that the aggregate benefits of the productivity improvement
of an individual industry depend only on its Domar weight.
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We see that the ratio of aggregate gross output to value added is a sufficient statistic for the amplification
of growth in our framework. Notably, this holds exactly in a Cobb-Douglas general equilibrium model. As
a caveat, in more general settings the independence of the rate of growth from network structure is an
approximation, reflecting the first order nature of our growth result, and that when we consider second order
effects on growth, the details of the network become relevant through the effects that relative price changes
have on consumption shares and input shares (Eq. (30)). Section 1.3 explicitly works out the dependence for
consumption shares, and the result for input shares would be very similar. This is reminiscent of Baqaee
and Fahri’s [7] discussion of Hulten’s theorem as adapted to our framework. Nevertheless, in Section 3.8 we
evaluate this approximation empirically for changes in consumption shares, including a first-pass exercise at
estimating the substitution elasticity, the price change dispersion term, and the potential drag on growth
from changes to consumption patterns under non-unitary elasticities of substitution. The results suggest that
the effect of these second order terms on growth over 10 years is modest. Correspondingly, this suggests that
the first order approach provides a good approximation over the horizons we deal with in this paper. (This is
also reminiscent of Bagaee and Fahri’s conclusion of second order effects not appreciably changing the typical
business cycle volatility implied by production network models [7].)

The fact that there exist macro-level sufficient statistics to characterize the growth amplification, without
appealing to network data, does not mean there is no value in understanding the emergence of this amplification
as an equilibrium outcome. First, it takes a well-specified model to be able to understand whether and how
these sufficient statistics provide good approximations and whether they fail under certain circumstances.
Second, our production network environment delivers micro-level predictions that are important in themselves,
and provide researchers with another means of testing model-specific predictions. Indeed, it is precisely
because these micro-level predictions are specific to our production network environment that we devote a
large fraction of our paper to them. The fact that these micro-predictions are in good agreement with data
lends further credence to the possibility that our framework can provide a causal mechanism (rather than
simply sufficient statistics) for differences in cross-country growth.

2.4 Average output multipliers for open economies

Here we show that trade between countries tends to bring their average output multipliers closer together.
We derive the result for the two-country case and show the generalization to an arbitrary number of countries.
Label the two countries as country 1 and country 2, each with N industries. If the economies are closed to
trade, the world input matrix A will take the form

A= (‘%1 22) : (52)

where A; and A, are the two input matrices and 0 is an N X N matrix of zeros. The Leontief inverse is given
by

1 (IN — Al)il 0
(= (W) (53)
where Iy is the N x N identity matrix. The output multipliers in country c are £. = (I — AT)~!1, and the
average output multiplier is £. = 8.L., where 6., is the vector of GDP shares for country c.

Trade between economies leads to non-zero elements in the off-diagonal blocks of A. To see what effect
this has on the average output multipliers we consider a first order perturbation in which each country starts
using imported goods from the other country, with correspondingly less use of domestic goods. We let the
input coeflicients of country 1’s imports increase by an amount €31 A1, and simultaneously reduce country 1’s
domestic input coefficients by the same amount. Thus, total input requirements remain the same (in value
terms) for each good, with a fraction 1 — €31 now spent on the domestic version of the good and a fraction es
spent on the foreign version. Making a similar change to country 2’s input coefficients with parameter €12,
the new matrix of input coefficients for the ‘open’ world economy A€ is

1—€91)A €12 A A 0 —€21 A €12A
40 (¢ 21)A1 1242 )_( 1 > < 2141 €12 2)—A g 54
< €21 41 (1 —€12) Az 0 A) T endr —endy +5(e), (54)
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where S(€) is the second matrix above. After the countries become open to trade, the Leontief inverse for the
world is

HO = (I—A°) ' =[T-A—S(e) ™
={(I—-A)[I-HS(e)]}™
—[I-HS(e) 'H
= [I+ HS(e) + (HS(e))* +---| H. (55)

Let H, = (Iy — AT)~! denote the Leontief inverse of country ¢ when the countries were closed to trade.
Writing HO to first order in the € parameters, we have

o_(Hi 0 —enH1A1Hy  e1oH Ay Hy )
i = ( 0 H2 + 621H2A1H1 *612H2A2H2 +O(€ ) (56)

The industry output multipliers in the two countries then become
E? L:l 621H1TA?(£2 — Ll) 2
= + + O(e”). 57
([,g) <L2 c1nHj AJ (L1 — L2) () (57)
The average output multipliers of each country can be obtained by weighting industries by their final output

shares in each country. Doing this for country 1, the average output multiplier after becoming open to trade,
L§, is related to its average output multiplier while it was closed to trade, Ly, by

ZlO :£1+62101H1A,{ (£2_E1)+O(62) (58)

To understand this expression, suppose the industry output multipliers £; of country 1 start out generally
smaller than those in country 2. The elements of 8; and H; AT are positive, so the second term above will
lead to a higher average multiplier than if the economy were closed. The opposite effect occurs in country 2,
whose average multiplier falls. Thus, trade pulls the average output multipliers of the two countries closer
together. For N countries, the calculation generalizes straightforwardly, leading to the result

L0 = Lo+ Y @08 HAT (L, - L) + O(). (59)
b#c

Thus, in our simple framework, when two countries open to trade, their average output multipliers become
more similar. This suggests that trade openness could act as a force towards cross-country convergence in
growth rates through changes in the production network, a result echoing previous arguments in the economic
growth literature [17]. There is a large literature on trade, growth and convergence, and concatenating
insights from that literature with our production networks environment is a potential avenue for further
research.

Finally, we can obtain a rough empirical assessment of the effect of trade on countries by zeroing out
international trade entries in the matrix of intermediate payments, forcing subsequent computations to be
done using only domestic input coefficients. Doing this we observe two intuitive tendencies. First, countries
with large output multipliers, like China, Slovakia, and the Czech Republic, see their output multipliers
go up further when ‘shutting down trade’. This makes sense in light of the results above since we are now
ejecting the input dependence of these countries on others with lower output multipliers. Correspondingly,
countries with below-average output multipliers see their output multipliers sink further in the absence of
trade. Second, the size of the effect depends on the scale of imports. Countries with a large import share of
GDP see large changes in output multiplier before and after turning off trade entries.
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3 Supplementary results

3.1 Industry and country summary statistics

See Tables S1 and S2.

3.2 Persistence of output multipliers

Output multipliers change as each industry’s dependence on inputs evolves with time. Despite this, the values
of output multipliers show persistence (Fig. Sla-b). This persistence is important because without it output
multipliers could not dependably characterize an industry’s or country’s production chains.

One way to see this persistence is to compare the time variation in output growth, productivity improvement,
and output multipliers. For each time series X (¢) we compute the coefficient of variation (CV) ox/ux,
where ox is the time standard deviation (volatility) and px is the time average from 1995 to 2009. Typical
CVs (geometric mean across countries) are 1.4 for output growth, 2.3 for average productivity growth,
and 0.041 for the average output multiplier. By this measure average output multipliers have about
1.4/0.041 ~ 34 times less variation over time than growth rates do, and 2.3/0.041 ~ 56 times less variation
than productivity improvement rates. Similarly we find that industry-level output multipliers typically have
about 2.47/0.057 = 43 times less variation than price changes and 3.8/0.057 &~ 66 times less variation than
productivity improvement. The mean absolute rate of change of industry level output multipliers is 0.86%
per year, while that of productivity growth rates is a much larger 18% per year. Output multipliers in the
first and last years have a Pearson correlation 0.85, while productivity growth rates have a correlation of just
-0.04.

In terms of our price predictions, the persistence of output multipliers is also reflected in the fact that we
can use values of the output multipliers in the initial year 1995 in our analyses. For comparison, using output
multipliers that are time-averaged over the full period 1995-2009 yields very similar results, with R? = 0.70
(p ~ 10~7) and nearly the same slope (-1.5% per year).

A critical reason for this persistence is that the inputs with the strongest influence on an industry’s output
multiplier typically have much slower rates of change than other inputs. Fig. Slc-d shows an example using
the Rubber and Plastics industry in China. The direct inputs to this industry are captured by the 1400
elements of the column in the input matrix A corresponding to this industry (Fig. Slc). Many of these
elements change rapidly, with average rates of change in the 10’s of percentage points per year. However,
these high rates of change are found mainly in matrix elements that constitute small fractions of the industry’s
expenses. Among inputs whose shares are large (5% or greater), rates of change are far smaller. This tendency
is typical across industries, and not necessarily surprising given that most industries rely on a few key inputs
for production.

An output multiplier is determined not just by an industry’s direct input requirements but by all indirect
requirements as well. Thus it is not just changes in one column of A that matter but changes in all 14002
matrix elements. To show how changes in these elements influence a given output multiplier, note that the
output multipliers are given by £ = HT1 = (I — AT)~'1 and that taking the derivative with respect to time
leads to £ = (I — AT)"YAT(I — AT)"'1 = HT AT L. In index form this is £, = >i; LitigHjm, or

~ 1
m = a;j | LiaijHjm—— | . 60
L ij | LiaijHjm

i.J m

The factor in parentheses W/ = L;a;; H /L., weights changes in the (4, j)th element of A (a;; = a;;/a;;) for
changes to the mth output multiplier, indicating the matrix elements whose changes most strongly impact £,,.
In Fig. S1d we plot the rate of change of the (7, j)th element, @;;, against its share of the total of all weights
affecting industry m, St = W[t/ Zk,l W, The results for the Rubber and Plastics industry in China are
typical, and show that the most influential elements of A are also the steadiest. The influence weights W
span many orders of magnitude, and thus Eq. (60) indicates that most input coefficients (including those
with the highest rates of change) will be heavily diminished in their contribution to Em. In our data, we find
that on the order of 102 - 103 elements of the input matrix, summed in order from highest W to lowest, are
typically needed for a partial sum of terms in Eq. (60) to reach a value near its final total. Of this very small
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fraction (~ 0.005 - 0.05%) of all 14002 input coefficients that contribute significantly to the sum, many of the
most significant ones correspond to the direct inputs to an industry (Fig. Slc-d).

These observations point to two reasons why persistence of output multipliers can be consistent with time
variation in individual input coefficients. First, many of the largest contributions to an output multiplier’s
change come from an industry’s direct inputs. Most industries depend on a few key inputs for production
(e.g. [18]). It would not be surprising for the largest inputs of many industries to remain large over long
periods for technological reasons.

In addition, persistence in output multipliers can be consistent with changes in input coefficients because
of a kind of averaging effect. An output multiplier is a weighted sum of many coeflicients, and changes in
these coeflicients are uncorrelated with output multipliers. For intuition, first consider the recursion equation
(Eq. (44)) for an industry m’s output multiplier, £,, =1 + Zj L;am. Suppose that only industry m’s direct
input coefficients can change, so that changes to £,, must come from a redistribution of input coefficients
across inputs j. This is a special intuitive case but, as we will see, the calculations it implies will extend to
the general case. The direct input coefficients (including the labor coefficient ¢,,) are constrained to sum
to 1, Zj ajm + ¢m = 1, and so for £,, to change, the changes in m’s input coefficients must be correlated
with the output multipliers of its inputs. For L, to rise, say, m’s direct input coefficients must generally
rise in industries with high output multipliers and fall in industries with low output multipliers. Without
such correlations the requirement for input coefficients to sum to 1 will tend to make their contributions
to change in L, offset one another. Theoretically, there is no obvious reason for changes in an industry’s
input coefficients to be correlated with the output multipliers of its inputs. Producers do not consider output
multipliers in deciding how much of each input to use, and there is no clear reason for technical change to
be biased toward products with particular values of output multipliers. Empirically the data support this
intuition. Pearson correlations between £; and ;,,, are smaller than 0.15 in magnitude for 97% of industries
m, and we find an overall correlation across industries of just 0.014.

To make this point more formally, and extend it to changes in indirect inputs to m, we can rewrite Eq.
(60) in terms of covariances between output multipliers and changes in input coefficients. First, we write
Eq. (60) as L, = >-:(>2; Lidij)Hjp. The sums in this equation run over only intermediate inputs, and to
exploit the normalization constraint j @jm + L = 11t is useful to expand the sum over j to run over the
labor coeflicient as well. This can be done easily without large changes to the equation by defining agy, = 4,
and defining the output multiplier of households to be zero, £y = 0. Then Eq. (60) can be written

n

L;'m = ‘Czaz i | Him
D | 2 L | H,

i \j=0

= (n+1) Y [B(Li)E(ai;) + Cov(Ls, aij)] H;

%

= (n—|— 1)ZCOV(£iadij)Hjm (61)

where expectation values are taken across industries j. To obtain the last line we use the fact that changes
in input coefficients must always sum to zero: E(d;;) = n%‘_l Z?:o @jm = 0. Eq. (61) extends the intuition
of the case where only m’s direct input coefficients can change and shows that, intuitively, £,, depends on
m’s total exposure to each industry j and the covariance of changes in j’s input coefficients with the output
multipliers of its inputs. Yet as noted already, these covariances are small. That is, Eq. (61) connects the
rate of change of m’s output multiplier to changes in j’s input structure through the elements H,,. We then
fall back on the observation that, across industries j, changes in direct input coefficients have low correlations
with the output multipliers of these inputs.

From a theory perspective, a sufficient condition for stable industry output multipliers is that production
functions have unit elasticity of substitution (i.e. Cobb-Douglas). In this case the input coefficients, and
any function of them, will be unchanged by changes in productivity. If in addition the structure of final
demand is fixed (e.g. we consider a closed economy with homothetic preferences, removing income effects
on consumption) then the average output multiplier will also be stable. Although output multipliers are
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much more stable relative to productivity improvements, empirically we do see (i) that many small input
coefficients change by large amounts, and (ii) that many large input coeflicients change by smaller amounts.
This suggests that though persistence in output multipliers obtains in data, micro-level changes of input
coefficients might not conform in obvious ways with standard Cobb-Douglas theoretical setups. For example,
large changes in output multipliers are particularly likely when the expenditure share of labor relative to
intermediate goods shifts significantly because the labor expenditure shares tend to be large, having an
outsize influence on the output multiplier. Such changes can occur as a result of biased technological change
[19] under more general production functions, and may be an important direction for further research.

3.3 Correlations of price changes with direct and inherited components

Here we further examine the passing on of price reductions in the network and the correlations between price
changes and productivity improvement noted in the main text. Multiplying Eq. (16) by (I — A)T, price
changes can be decomposed as

=ity g ===y Y v (A% (62)
J

k=1 j

The price reduction of node i has two components: a direct improvement due to —v;, and the indirect
or inherited effects of improvements from the inputs that ¢ consumes. Other nodes undergo productivity
improvements, whose effects are transmitted to ¢ through input price changes. In this sense the second term
captures improvement inherited by node i.”

Fig. 2b of the main text shows that both terms in Eq. (62) are important, with each contributing a
similar magnitude to cost change on average. Inherited price reductions tend to contribute more, with a
mean value -1.65 % yr—!, as compared with the direct improvements, with a mean value of -1.06 % yr—!.
To understand these contributions further, we study the correlations among the price changes r;, the direct
improvement term —~;, and the inherited improvement term %, = > ;T ji-

The correlation with r; is high for both terms, 0.92 for ~; and 0.71 for ;. A high correlation for both
terms is expected, since these quantities are related by r; = —v; + ¥;. To understand the effects of this
relationship on their correlations we treat —v; and X; as random variables and consider the case of three
variables X, Y, and Z that are related by X +Y = Z. By definition, the Pearson correlation between Z and
the summand X is

Cov(Z,X) FE[ZX]- E[Z]E[X]

pzx = = ; (63)
o70x o70x

where oz and oy are the standard deviations of Z and X. The numerator in Eq. (63) is
Cov(Z,X) = E[(X +Y)X] — E[X + Y]E[X]
E[X?|+ E[XY] - E[X)? + E[Y]E[Y]
0% + Cov(X,Y) (64)

while the denominator is ozox = oxtyox = ox \/0§( + 0% + 2Cov(X,Y), resulting in a correlation

ox +Cov(X,Y)/ox
pPzx = i i .
Vo + 02 +2Cov(X,Y)

(65)

Eq. (65) gives the correlation between the sum variable Z and the summand X in terms of the variances and
covariances of the summands X and Y.

We note three special cases of Eq. (65) that help separate the effects influencing the correlation pyx. If
the covariance between the summands is negligible, Eq. (65) simplifies to pzx = ox/v/0% + o%. In this

"Note that the —v; term alone does not account for the entirety of the benefits of the improvement at node i, because 7; also
appears in the summation in the second term. This reflects the fact that ¢ may buy its own good as an input, as well as other
goods that use ¢ for production, leading to indirect benefits to ¢ from its own improvement. These are also inherited benefits,
since they come through i’s inputs. An alternate decomposition that fully isolates the effects of «; from that of all other ~’s is

ri = YiHii + 302 viHji
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case, differences in the variances of X and Y drive the correlation — the variable with the larger variance
attains the larger correlation with Z. If the covariance is not negligible, and the variances of X and Y are the
same, then pzx = /1 + Cov(X,Y) /0% /v2 = /1 + Cov(X,Y)/0?/v/2. In this case, both variables have
the same correlation with Z, and its strength depends on the ratio of the covariance between X and Y with
their shared variance 0% = o%. Finally, when both the covariance is negligible and the variances are the
same, pzx = 1/ V2 &~ 0.707. This last case shows that the correlation of X with Z will tend to be large
simply because X is a summand to Z.

We use these formulas to compute the correlations of —; and 3; with r; based on the measured values of
their standard deviations and covariance. The large correlation p,, = 0.92 is driven by three effects. The
largest effect is the one just noted, that —v; and X; are related to r; by r; = —v; + ;. This gives both
variables a starting correlation with r; of 1/y/2 =~ 0.707. The next largest effect is that —v; has a larger
variance than ;. Intuitively, the larger variance in —v; causes it to explain more of the variation in r;, even
though it is actually responsible for somewhat less price change on average. Third, the covariance between
—v; and 3J; increases both variables correlation with r;. These two variables have a correlation with each
other of 0.37 (p ~ 10747).

3.4 Price changes and output multipliers after shuffling productivity growth
rates

See Fig. S2. As noted in the main text, the difference between the observed regression slope —1.6% per year
in Fig. 3a and the predicted slope —5 = —1.0% per year stems from a positive correlation between output
multipliers £; and productivity improvement rates v;, which have a Pearson correlation 0.11 (p ~ 107°).
Productivity improvement rates tend to be greater for industries with higher output multipliers, increasing
the magnitude of the slope in Fig. 3a. To see whether this correlation drives the relationship between price
changes and output multipliers we shuffle improvement rates across industries to remove the correlation with
the output multipliers (Fig. S2), finding that the output multipliers retain a highly significant correlation
with price changes even with this effect removed.

3.5 Price changes within industry categories

As seen in Fig. 3b-c of the main text, manufacturing industries in general tend to realize faster price reduction
than services, and in the same figure it can be seen that manufacturing industries tend to have higher output
multipliers. Thus, the good correlation between faster price reduction and higher output multipliers could
simply be the result of these two empirically observed effects. However, by tying rates of price reduction to
the output multiplier, the theory here makes an even more specific prediction — even within a given industry
category, variation in the output multipliers should predict variation in price changes. We examine this by
looking within each of the 35 industry categories in the WIOD data, considering observed price changes over
the years 1995 - 2009 for the 40 instances of this industry category across countries. We regress these 40 price
changes against the corresponding output multipliers in the year 1995. The results here show a dramatic
agreement with the theory, with 34 of 35 industry categories having a negative slope as expected, which is
statistically significant in most cases (Table S3). The main text discusses the pooled version of this test, with
results shown in Fig. 3d.

3.6 Predictive ability of output multipliers and industry groupings

We find that an industry’s output multiplier is more informative of price changes than the industry’s type,
whether broadly- (e.g. manufacturing) or narrowly-defined (e.g. Rubber and Plastics). We first regress real
price changes against dummy indicators of whether an industry is an agriculture, manufacturing, or services
industry (Table S4). These industry labels are highly significant. Coefficients are negative (real prices across
industries are mostly decreasing) and larger in manufacturing than services, confirming our expectation that
being a manufacturer is associated with relatively faster price reduction.

Nevertheless, these coefficients are not robust when output multipliers are included. The signs of dummy
variable coefficients are flipped, while the coefficient on the output multiplier is little affected compared to a
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regression without these indicators. We obtain similar results when using separate indicators for each of the
35 industry categories in the WIOD.

3.7 Cross-industry variation in price changes

Here we examine the predictions of Eq. (40) for the variation in price changes across industries with a given
output multiplier. First, note that industries with larger output multipliers empirically show greater variation
in productivity growth rates. Like the correlation of the directional changes in productivity with the output
multipliers, this increase in the cross-industry variation of productivity growth is an effect outside the theory
presented here, though is not inconsistent with it. The effect contributes to the increase in o, |z, as the
output multiplier rises. However, the slope of this relation is too small to account for the observed increase in
oy, With £;. As a rough indicator, a linear regression of productivity growth rates on the output multiplier
yields a slope that is only about 60% of the value needed to explain the £;-dependence of oz, .

In Fig. S3 we compare Eq. (40) with observations from the WIOD over the time horizons T' = 1, 2, 4,
and 8 years. To take the correlation above into account, for each horizon we build a linear model of 0 girect’s
dependence on £;. We then use this within Eq. (40), showing the standard deviation of price changes in two
ways. First, to better observe the shrinkage of 0., (¢ ¢+ 7)), with time horizon T', we show 0., (4 ¢+ 7))z, without
adjusting for the length of the time period. As the period T' becomes longer, the cross-industry variation in
price changes shrinks across all output multiplier bins. Second, to better observe the relationship between
Ori(t,t+7)|c; and Ly, we show o, 147y, adjusted by multiplying by the predicted shrinkage factor VT. As
time passes, the time-adjusted standard deviations become more narrowly defined and are better predicted
by Eq. (40). For reference, we also show the price changes over each horizon. The near-linear increase in
Or(t,t+T)|c;, With the output multiplier accounts for the triangular appearance of the price changes in Fig.
S3, with price changes fanning out at larger £;. As time passes, the triangle becomes narrower as variation in
price changes around the mean E[r;|£;] shrinks.

3.8 Industry price changes and consumption growth

The relationship of output multipliers with price reductions suggests a relationship with growth, since the
economy may enjoy real price decreases by consuming more. In our data, we can see the translation of price
reductions into output growth by comparing the change in consumption of each good to its change in price
(Fig. S4). Although it would be surprising to see otherwise, we observe that industries with faster price
reduction realize faster consumption growth. A fit to a line yields a slope of -0.68 (R? = 0.16, p = 2 x 10752).

Through the lens of the general equilibrium framework, this slope is consistent with previous findings
about demand behavior. Under a CES model with a final demand substitution elasticity o, the consumption
growth of a good 4 falls with price changes as —o(r; — 6 - r), and thus the slope in Fig. S4 corresponds to the
negative of the substitution elasticity, o = 0.68. This places the best-fit model between completely inelastic
Leontief demand (o = 0) and unit-elasticity Cobb-Douglas demand (o = 1), with the data closer to the latter.
While our simple regression does not address endogeneity concerns arising from the co-determination of prices
and quantities, the implied demand behavior is consistent with the findings in other studies, reporting that
consumers’ elasticity of substitution across industries’ products is near to and somewhat less than ¢ = 1
[20, 21, 22]. Tt is well appreciated that when o = 1 the change in consumption of a good precisely offsets
changes in price, leaving its share of expenditures constant. The data here and other findings therefore
suggest inertia in the consumption shares 8 as relative prices change.

The deviation of households away from Cobb-Douglas behavior towards inelastic demand means that
the expenditure shares of slower-improving goods will eventually tend to rise in the basket 6, as households
only partially offset price rises by substituting. This further suggests that, given enough time, there may
be a drag on growth as the shares of faster-improving goods become smaller in the consumption basket
over time, lowering the growth impact of further cost reductions in these goods. This is the second-order
effect described by Eq. (30) shown in Section 1.3. The change also raises the question whether one should
expect the average output multiplier £ = 6 - £, computed using consumption shares in a given initial year, to
shed its predictive ability over time because the consumption shares change. However, numerical estimates
argue against this, suggesting that the growth rate changes caused by changes in the consumption shares
are modest. To get a feel for the growth reduction from changes in 6, we make a rough estimate of the @
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term in Eq. (30), —(1 — o) Varg(r). We take consumers’ substitution elasticity to be o = 0.68, and compute
the price change dispersion Varg(r) using the world consumption basket 6 obtained from the vector of
world final demands in the WIOD data. The consumption-weighted variance of price changes from 1995 to
2009 is Varg(r) = 0.039 % /year?. (Note that since we are computing a rate of change of growth, the units
in the denominator are years squared.) By Eq. (30), the growth deceleration from changes in 6 is then
—(1 — o) Varg(r) = —0.0125 %/year?. Under this deceleration rate, after 10 years, shifts in 8 would cause a
fall in a country’s growth rate on the order of (10years) x (0.0125 % /year?) ~ 0.1% /year, a modest decrease.

3.9 Imsensitivity of average output multiplier to coarse-graining

As noted in the main text, data on production networks varies in level of aggregation, ranging from a few
industries to hundreds of industries. This raises the concern that the average output multiplier might have
different values depending on the granularity of the underlying industry data. However, it has been shown in
Fally (2012) that the average output multiplier of a closed economy is independent of the level of aggregation,
and equal to the ratio of gross output to net output O/Y [5]. Interestingly, an equivalent result was obtained
in input-output ecology by Finn (1976), showing that the average path length of an energy input to an
ecosystem equals the ratio of total energy throughput to energy input [16]. Both results arise from the
aggregational properties of Markov chains and we believe a corresponding result may exist in that literature,
though we currently do not have a reference.

Fally (2012) also performs a test of the sensitivity of £ to aggregation in the practical context of an open
economy, using data from the U.S. economy at different levels of network resolution. Because of its relevance
we repeat this test here, with the same finding that the average output multiplier is insensitive to the level of
coarse-graining. We use the 2002 benchmark input-output table from the U.S. Bureau of Economic Analysis
[23], which distinguishes 427 industries. An advantage of this data set is that industries are hierarchically
indexed with 6-digit North American Industry Classification (NAICS) codes. These codes let one merge
industries into larger groupings, generating a series of coarser representations of the U.S production network.
At each level of aggregation, we compute the average output multiplier. At the 6-digit level (far right in
Fig. S5), all 427 industries are distinguished, and as the number of digits n descends from 5 to 1, industries
sharing the first n-digits of their NAICS codes are combined, producing networks with 308, 205, 78, 24,
and 10 nodes. In the 0-digit case all industries are merged into one node. At each level, industry output
multipliers and the GDP-weighted average output multiplier were computed on the resulting coarse-grained
network. Despite the fact that the U.S. is not a closed economy, the average output multiplier changes little
over a wide range of levels of aggregation. (For further theoretical discussion of this result and the sufficiency
of the average output multiplier as a macro-level statistic, see Section 2.3.)

3.10 Robustness of results to variations in empirical approach

We explore several variations in our empirical approach in order to see how they impact our results (Fig. S6).
First, a number of results in the main text examine price changes or growth rates over an observation period
that includes the years 2007-2009, a period that is exceptional because of the tumultuous productivity change
that occurred due to the Great Recession. We therefore explored the effect of changing our observation period
to exclude these years. We find that excluding these years has little effect. For concreteness, we focus on
the results of Figs. 3A and 6A from the main text, which plot industry price changes and country growth
rates against the output multipliers. (Note that some other figures, such as Fig. 4 of the main text, already
exclude the period of the Great Recession, and show results in agreement with our theoretical predictions.)
The period of the Great Recession includes years of slower productivity growth overall, and we see in our
data that productivity growth rates fell in the years 2007 and 2008. (We use forward differences to define
variables that capture changes between years. Thus, the productivity growth rate we assign to e.g. 2007 refers
to the change in productivity in our data between 2007 and 2008.) Nevertheless, we find that including or
excluding these years has a relatively small impact on the average rate of productivity growth, price change,
or output growth over our observation period. More importantly, although average rates of change will differ
for any given observation period, our theoretical results indicate that we should continue to see a relationship
between output multipliers on the one hand and price changes or growth rates on the other (potentially with
different slopes), and we continue to see such a relationship when examining different observation windows
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that exclude the Great Recession.

In addition, as already noted in Section 3.2, the relative persistence of output multipliers suggests that we
should obtain similar results whether we compare price changes and growth rates against the time averages
of output multipliers instead of the initial year values. Making this change, we also find very similar results
for both price changes and growth rates.

Finally, the model here is developed assuming a closed economy, while the empirical analyses were carried
out on economies that are open to trade. As a check on the robustness of our results, we assess the effect of
closing off countries to trade by zeroing out international trade entries in the matrix of intermediate payments.
This forces all subsequent computations to be done using only the input coeflicients a;; derived from countries’
domestic purchases. Zeroing out trade payments breaks the balance of payments through nodes, but input
coefficients can be computed in the usual way by dividing the resulting domestic input payments by industries’
new total expenditures after the change. Across the board, the results for tests presented in the main text
and Supplementary Materials are similar. The computed industry output multipliers and country average
output multipliers are also similar. This suggests that the results for a given country are driven primarily by
the structure of production within the country, rather than by aspects of the global structure of trade.
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Code Industry Average Lt Average v;  Average r;f
(% yr~ 1) (% yr~

Y
Cok Coke, Refined Petroleum and Nuclear Fuel 3.66(+0.30) —1.05(£4.79) 0.32(£4.95)
Tpt Transport Equipment 3.63(+0.53) 1.93(£2.31) —4.12(+3.14)
Chm  Chemicals and Chemical Products 3.60(£0.39)  1.86(£2.21) —3.77(+2.95)
Elc Electrical and Optical Equipment 3.55(+0.49) 2.66(+2.30) —5.66(+3.39)
Met Basic Metals and Fabricated Metal 3.54(40.44) 0.78(£3.01) —2.35(+4.04)
Rub Rubber and Plastics 3.48(+0.44) 2.02(£2.18) —4.19(+3.06)
Ele Electricity, Gas and Water Supply 3.47(40.48) 0.22(£2.28) —1.51(+2.87)
Fod Food, Beverages and Tobacco 3.44(+0.29) 0.27(£1.85) —3.05(%2.90)
Mch Machinery, Nec 3.37(£0.41) 1.87(+2.84) —3.84(+3.41)
Ait Air Transport 3.36(+0.43) 1.69(+3.32) —3.59(+4.02)
Wtt Water Transport 3.33(£0.33) 0.81(£2.32) —2.56(+3.11)
Lth Leather, Leather and Footwear 3.31(£0.41) 1.77(£1.89) —3.94(+2.81)
Tex Textiles and Textile Products 3.30(£0.40) 2.07(£1.73) —4.43(£2.62)
Mnf Manufacturing, Nec; Recycling 3.30(£0.44) 1.76(£2.19) —3.77(+3.24)
Pup Pulp, Paper, Paper , Printing and Publishing 3.30(£0.40) 1.90(£1.49) —4.23(£2.71)
Est  Real Estate Activities 3.30(£0.60)  0.04(£1.63) —1.59(1.92)
Wod  Wood and Products of Wood and Cork 3.29(+0.38) 1.05(£2.31) —3.38(+3.59)
Omn  Other Non-Metallic Mineral 3.29(+0.37) 1.77(£1.51) —3.48(+2.42)
Cst Construction 3.19(+0.46) —0.48(£1.42) —1.23(+2.25)
Otr Other Supporting and Auxiliary Transport Activities; Activities of 3.02(£0.58) 0.80(£1.96) —2.36(+2.35)

Travel Agencies

Min Mining and Quarrying 3.01(£0.36) —0.93(£2.94) —0.38(+3.24)
Pst Post and Telecommunications 2.85(+0.44) 2.69(£2.96) —4.77(£3.17)
Ldt Inland Transport 2.83(£0.45) 0.91(£1.12) —2.33(%1.85)
Htl Hotels and Restaurants 2.83(+0.39) 0.27(£1.48) —1.94(£2.10)
Sal Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; 2.68(+0.47) 1.23(£2.08) —2.62(£2.58)

Retail Sale of Fuel
Agr Agriculture, Hunting, Forestry and Fishing 2.66(£0.53) 2.72(£1.77)  —4.49(£2.73)
Whl Wholesale Trade and Commission Trade, Except of Motor Vehicles 2.66(+0.44) 1.38(£1.32) —2.91(£2.01)
and Motorcycles

Ocm  Other Community, Social and Personal Services 2.63(+£0.40) —0.11(£1.41) —1.15(+1.75)
Obs Renting of M&Eq and Other Business Activities 2.61(£0.45) —0.03(£1.23) —1.40(+1.61)
Fin Financial Intermediation 2.57(40.39) 1.87(+2.43) —3.38(+3.23)
Rtl Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of 2.43(40.43) 1.54(+1.30) —2.78(+1.95)
Household Goods
Hth Health and Social Work 2.29(£0.46) —0.59(£1.71) —0.51(+1.83)
Pub Public Admin and Defence; Compulsory Social Security 2.17(£0.38) 0.17(£1.63) —1.18(%1.90)
Edu  Education 1.75(£0.38)  —0.25(£2.09) —0.45(£2.13)
Pvt Private Households with Employed Persons 1.07(£0.27) 0.57(£1.57) —0.65(%1.66)

1 Averages are over countries and the period 1995 - 2009. Numbers in parentheses give standard deviations across countries.

Table S1: Cross-country average properties of industries from the WIOD dataset.
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Code Country GDP per Ave. growth per Ave. improvement Ave. output multiplier

cap. in 1995 cap. (1995 - 2009) rate 7. (1995 - 2009) L. (1995 - 2009)

(2011 PPPS$) (% yr—1) (% yr=1)

AUS  Australia 30,347 2.18 0.12 2.89
AUT  Austria 33,544 1.65 0.25 2.58
BEL Belgium 32,361 1.51 0.16 2.90
BGR  Bulgaria 8,434 4.19 0.30 3.40
BRA  Brazil 11,012 1.47 0.55 2.79
CAN  Canada 32,100 1.55 0.71 2.67
CHN  China 2,550 8.65 1.74 4.26
CYP  Cyprus 26,444 1.64 0.74 2.33
CZE Czech Republic 19,093 2.62 2.30 3.49
DEU  Germany 33,849 1.01 0.31 2.53
DNK  Denmark 36,670 1.05 0.48 2.49
ESP Spain 25,630 1.83 -0.10 2.79
EST Estonia 11,068 4.78 2.81 3.12
FIN Finland 27,303 2.45 0.65 2.78
FRA  France 30,822 1.15 0.62 2.60
GBR  United Kingdom 28,513 1.64 0.92 2.50
GRC  Greece 21,641 2.57 1.48 2.62
HUN  Hungary 15,136 2.65 0.92 3.05
IDN Indonesia 6,022 2.09 0.40 2.95
IND India 2,058 4.91 1.83 2.78
IRL Ireland 26,002 3.88 1.04 2.95
ITA Ttaly 32,730 0.53 -0.06 2.76
JPN Japan 31,224 0.37 0.35 2.66
KOR  Korea, Republic of 16,798 3.83 1.19 2.91
LTU  Lithuania 9,229 5.53 2.62 2.84
LUX  Luxembourg 64,018 2.23 -0.32 2.77
LVA Latvia 8,145 5.78 1.90 3.07
MEX  Mexico 12,609 1.16 -0.41 3.19
MLT  Malta 20,720 1.86 0.78 2.90
NLD  Netherlands 35,005 1.86 0.42 2.67
POL  Poland 11,149 4.40 0.17 2.89
PRT  Portugal 21,974 1.44 0.30 2.77
ROM  Romania 10,271 3.76 1.85 3.10
RUS Russia 12,012 3.90 1.74 2.73
SVK Slovak Republic 12,876 4.25 2.46 3.93
SVN Slovenia 18,244 3.10 1.04 2.79
SWE  Sweden 31,044 1.96 0.68 2.69
TUR  Turkey 11,530 2.10 2.24 3.54
TWN  Taiwan no data 3.22 1.32 2.77
USA  United States 39,476 1.48 0.73 2.52
RoW  Rest of World 9,139 N.A. N.A. 2.87

The first column gives the ISO code of each country. GDP per capita data is from the World Bank. [24]

Table S2: Summary statistics for countries in the WIOD dataset for 1995 - 2009.
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Figure S1: Persistence of industry output multipliers over time. (A) Output multipliers over time
for a random sample of 60 industries from the WIOD. (B) Histogram of the ratio of each industry’s output
multiplier in 2009 to its output multiplier in 1995, for all industries in the WIOD. (C) Rate of change of
input coefficients versus input coefficient size for the Rubber and Plastics industry in China. The highlighted
circles are the set of largest input coefficients that together represent 99% of the industry’s expenditures on
intermediate goods. Here we compute the expenditure shares a;,,on the horizontal axis as the geometric
mean of initial and final values, i.e. \/aim(1995)a;,(2009). (D) Rate of change of input coefficients versus
influence on the input multiplier of the Rubber and Plastics industry in China. Highlighted circles show the
locations of the same direct input coefficients highlighted in panel (C).
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Figure S2: Correlation between price changes and output multipliers before and after shuffling
improvement rates. (A) Observed productivity improvement rates and price changes versus output
multipliers. Improvement rates have a small positive correlation with output multipliers. (B) Productivity
improvement rates after shuffling across industries to remove the correlation with the output multipliers.
Resulting industry price changes were then computed with these improvement rates using the model. Results
vary from one shuffle to another, with those shown above being typical.
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Industry Industry name Slope p-value

code

Agr Agriculture, Hunting, Forestry and Fishing -2.21 1.08 x 1073 **
Min Mining and Quarrying -0.28 0.83

Fod Food, Beverages and Tobacco -3.66  5.51 x 107%  wex
Tex Textiles and Textile Products -2.94  1.82x 1073 **
Lth Leather, Leather and Footwear -2.85  2.77 x 1073 **
Wod Wood and Products of Wood and Cork -4.61  1.44 x 107%  wer
Pup Pulp, Paper, Paper, Printing and Publishing 2377 1.21 x 1075wk
Cok Coke, Refined Petroleum and Nuclear Fuel -0.08 0.98

Chm Chemicals and Chemical Products -3.36 1.70 x 1073 *x*
Rub Rubber and Plastics -3.83  1.84 x 1074 wkx
Omn Other Non-Metallic Mineral -4.41  2.61 x 1078 wex
Met Basic Metals and Fabricated Metal -2.29 0.11

Mch Machinery, Nec -4.36 3.08 x 1074 wkx
Elc Electrical and Optical Equipment -3.88  6.68 x 107%  H*x
Tpt Transport Equipment -2.25 943 x 1073 **
Mnf Manufacturing, Nec; Recycling -4.53  4.78 x 1077 wk*
Ele Electricity, Gas and Water Supply -0.69 0.41

Cst Construction -2.00 819 x 1073  **
Sal Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; Retail Sale of Fuel -1.78 0.02 *
Whl Wholesale Trade and Commission Trade, Except of Motor Vehicles and Motorcycles -1.78  4.02 x 1073 **
Rtl Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of Household Goods -2.08 1.26 x 107%  weE
Htl Hotels and Restaurants -2.27 339 x 1073 **
Ldt Inland Transport -1.87  1.02 x 1073 *x*
Wtt Water Transport -0.68 0.57

Ait Air Transport -4.32  6.18 x 107*  **x
Otr Other Supporting and Auxiliary Transport Activities; Activities of Travel Agencies -0.59 0.38

Pst Post and Telecommunications 0.74 0.42

Fin Financial Intermediation -0.65 0.55

Est Real Estate Activities -1.04 0.03 *
Obs Renting of M&Eq and Other Business Activities -1.02  0.09

Pub Public Admin and Defence; Compulsory Social Security -1.54 0.01 *
Edu Education -2.30 6.30 x 1073 **
Hth Health and Social Work -1.02 0.08

Ocm Other Community, Social and Personal Services -1.34  0.05

Pvt Private Households with Employed Persons -1.69 0.07

Significance levels: * = 0.05, ** = 0.01, *** = 0.001.

Table S3: Regressions of price changes (1995-2009) against output multipliers (1995) within industry categories.

Table S4: Regression of price changes

(1) (2) (3)

Output multipliers —0.016 —0.017
5.75 x 107%2  1.20 x 10734
Agriculture —0.038 0.012
1.89 x 10726 1.90 x 1072
Manufacturing —0.031 0.022
9.91 x 10118 4.78 x 1077
Services —0.022 0.020
1.06 x 10764 8.54 x 10~
Constant 0.019
1.84 x 1078
R? 0.030 0.125 0.131
n 1435 1435 1435

each variable.)
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Figure S3: Cross-country mean and standard deviation of price changes over different time
horizons. We examine the average rate of price change r;(t,t + At) for industries over time horizons of
At =1, 2, 4, and 8 years. Industries with similar output multipliers were grouped into bins. The far left
column shows the price changes of individual industries (light orange dots) and the average price change for all
industries in a given bin (brown dots). The black line shows the theory prediction for the bin averages. The
middle column shows the standard deviation of price changes for industries with similar output multipliers
(brown dots) and the theory prediction (black line). Eq. (40) predicts that the standard deviations will shrink
at a rate v/T. To see how tightly the data clusters around this prediction, in the right column we show the
standard deviations and theory prediction after multiplying by the predicted shrinkage factor v/7T'. In these
panels we also show the root mean square prediction error per bin (RMSPE), which decreases with longer

time horizons.
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Figure S5: Industry output multipliers and country average output multiplier at varying levels
of network aggregation. Using data from the U.S. Bureau of Economic Analysis [23], industries were
merged to produce increasingly coarse-grained representations of the U.S production network. At each level of
aggregation, we compute the industry output multipliers (colored lines) and average output multiplier (thick
black line). Industries are merged in an order based on their 6-digit North American Industry Classification
(NAICS) codes. At the 6-digit level of aggregation (far right) all 427 industries are distinguished. As the
number of digits n descends from 5 to 1, industries sharing the first n-digits of their NAICS codes are
combined, producing a coarser production network. In the 0-digit case industries are merged into one node.

29



A — ‘
® price changes slope =-1.6 . gl @ growth rate oHN i
1oL @ binaverage p =2e-08 i 3 regression ®
theory . . R2-0.75 27T |
S S 6t 1
= S LVA
3 535t . L.lND. @EST ]
5T g a4l @70l kon oLTU oTUB @SVK |
g9 8 S
&g o ¥ 3t oSN @Rl @oCZE 1
33 s 8 oK
o £ @ 2F i
g 1+ e L A p=053 ]
153 Nk p=0.0004
o ou® oMEX |
1 L L L L
1.0 15 2.0 25 3.0 35 4.0 4.5 5.0 25 3.0 3.5 4.0
Output multiplier in 1995 Average output multiplier in 1995
B 15 : : : : ; ; ; ‘ ; ; ‘
® price changes . slope = -1.6 = gl @ growthrate i
L @ binaverage p =6e-07 i 3 regression
10 L 4
theory . . . R2-067 < 7 @EST @CHN
—~ . —~
- o :‘-_ <6 oLVA . E
s > > POL L4
g 2 8 ® 5 [ @SVK 4
[ 3Te) T O o4t B
28 8 @CZE
-1
< % £ @ 2r b
L G N p=052 |
& 1 o UZpraEsP OMEX p = 0.0006
L] ° % or T
. .
45 Lt L .. L L . % | P 1 L L L L
1.0 15 20 25 3.0 35 4.0 4.5 5.0 25 3.0 35 4.0
Output multiplier in 1995 Average output multiplier in 1995
C 15 — . . . . . 5 : ; : . .
® price changes slope =-1.46 o gt @ growth ‘rate o
10 @ binaverage p =2e-07 il 3 . regression o
< S ]
_ theory ° - R2=07 5 —~
S sk o o LYY [TR | n?f"' 6 B
< =
s ; BN . &35t oD esT |
[Sa —
Q@ oL T D o4l |
8§ g SVNgIRL
=3 o g 3r oS\Ne! 1
5 C o
& g’_’ 5 -% o 2r oCVP ApMLT b
BpAES =0.61
q0k <] 1r Bnc - @f e 1
10 1G] @ \TA p = 4e-05
or oLUx oMEX J
L4 L]
15 L . . . . . . 4 . . . .
1.0 15 2.0 25 3.0 3.5 4.0 4.5 5.0 25 3.0 3.5 4.0
Output multiplier, time-average 1995-2009 Average output multiplier, time-average 1995-2009
D 15 : : : ——— : : " i ; :
® price changes slope =-1.39 o gl @ growth rate CHN 4
10~ ® binaverage p=1e-07 3 ; regression L4
2 8 ]
_ theory . . R%=0.71 5~
S Q- 6f 1
= o
_‘:E“ 2 5 e\i‘ 5l @WVAGEST giND 1
G & = POL
= o KOR @LTU SVKg
88 § 24 e™PgRus oTiR 1
5 o § 3|SWRL @CZE |
B8 82
c @ 22 E
s »=0.48
° 1 B
o] =0.002
(G} ol o'TA QMEX P |
15 . . . . . . . 4 . . . .
1.0 1.5 2.0 25 3.0 35 4.0 45 5.0 25 3.0 35 4.0
Output multiplier in 1995 Average output multiplier in 1995

Figure S6: Robustness to variations in prediction method. (A) Price changes and growth rates using
the assumptions described in the main text, where output multipliers in the initial year 1995 are plotted on
the x-axis and either prices changes or growth rates from the period 1995-2009 are plotted on the y-axis.
These panels present the same results as Figs. 3A and 6A from the main text, and display the statistics
quoted in the main text, i.e. for prices, the regression slope, p-value, and R? from regressing bin average price
changes against output multipliers, and for growth rates the Pearson correlation p and p-value. Panels (B) -
(D) show the results when (B) examining the alternate time period 1995-2005 that excludes the years of the
Great Recession (2007-2009); (C) using time-averages of output multipliers instead of initial year values; and
(D) computing output multipliers after artificially shutting down trade entries in the input-output matrix.
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