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In this work, the ability of two non-covalent directional interactions (halogen and hydrogen bonds) to influence the structure of self-assembled physisorbed organic monolayers is considered. These layers exhibit only weak, non-directional interactions with the substrate, and so their structure is driven by the adsorbate-adsorbate interactions.

In the initial phase of work, scanning tunnelling microscopy (STM) images of perylene tetracarboxylic diimide on a gold {111} surface are collected, exhibiting an unprecedented level of sub-molecular resolution of the structural detail of the molecular monolayer. In addition to this, a novel monolayer phase of 4,4-bipyridine is identified, and the difficulty of utilising halogen bonds for self assembly on a metallic surface demonstrated.

The major technique used in this work is powder X-ray diffraction of monolayers deposited on a recompressed graphite surface. A novel scattering geometry and the use of a 2D area detector has allowed the collection of near-synchrotron-quality diffractograms using a lab based rotating anode X-ray source within a reasonable timeframe. Using this technique it has been possible to characterise the assembly of a range of pure adsorbed monolayers, and a number of co-crystalline monolayers. 1,3,5-triiodotrifluorobenzene was successfully characterised both alone, and upon co-deposition with 4,4’-bipyridine and s-triazine. It has also been possible to demonstrate the assembly of a homologous series of co-crystals between various α,ω-diiodinated perfluoroalkanes and 4,4’-bipyridine. All of the above systems have been structurally characterised for the first time.

Importantly, for several of these key systems the experimental structures have been used to allow collaborators to theoretically simulate the layers using DFT. This DFT work provides a more detailed, quantitative understanding of the key factors determining the structure of these novel halogen-bonded monolayers, particularly the relative importance of the halogen bonding and van-der Waals forces. This balance of forces is used to discuss the long-term aim of designing porous monolayer systems.

In addition to the above, a parallel stream of work considers the assembly of trimesic acid on graphite. This system has been explored by others using STM, however the quantitative details of the lattice constant, and the reality of the coexistence of two monolayer phases has until now been uncertain. Very significant experimental challenges have been overcome in this work, particularly depositing monolayer samples of the trimesic acid, to successfully determine diffraction patterns. These patterns allow calculation of the lattice constants of the “flower” and “chickenwire” phases, and to estimate the relative proportions of each. These
experiments provide a demonstration of the utility of XRD as a complementary technique to STM for study of systems such as these.
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Chapter 1

Introduction

1.1 Introduction

Self-Assembly is the organisation of molecules into defined arrangements without any external stimulus. Such assembly can occur in a variety of formats, from the zipping of complementary strands of DNA,¹ to the formation of molecular machinery such as artificial motors at the nanoscale.²

By techniques able to manipulate single atoms and molecules, it is now possible to generate a single example of nearly any feasible nanostructure. However, to have a measurable impact on the macroscopic world, such structures must be capable of being produced in significant quantities. Self assembly is of great interest because, unlike nanoscience techniques such as molecular manipulation, it provides a method to generate systems using macroscopic synthesis and mixing techniques which can be designed to have desirable nanoscale structures.³

This is possible because the structure of the components of self-assembled systems encode the eventual pattern of the whole, a phenomenon that can be most clearly observed in biological systems such as in the folding of proteins. All proteins consist of just 21 amino acids, and yet the quantity and order of these amino acids encodes a complex nanoscale structure that self assembles once the protein is made. The end structure is encoded through the intermolecular interactions that occur between the amino acid components of the protein which, when optimised, generate the equilibrium self-assembled structure.

Intermolecular interactions are relevant to a huge number of materials encountered in everyday life.⁴ They occur in a variety of different contexts, in a variety of different phases. Nearly all interactions are electromagnetic in origin, but for convenience different subdivisions have been developed for understanding the interactions in specific contexts. Many such interactions have been identified and studied including hydrogen bonds,⁵,⁶
the related hydrophobic effect\cite{7,8} and even the various interactions of $\pi$ systems.\cite{9,10} An interaction that has recently gained renewed prominence is halogen bonding.

The halogen bond is the interaction observed for certain halogen atoms in which they favourably interact with a Lewis base lone pair donor (see section 1.2.2). The interaction was first encountered in the 19th century,\cite{11} but for many years was denied recognition as a class of interactions, with specific examples being noted, but little unifying theory to group the phenomena together. More recently, increased focus has been placed on halogen bonding as a specific class of interaction. A demonstration of this was in 2013, when IUPAC officially defined the halogen bond.\cite{12} Halogen bonds have been used for sensing,\cite{13} binding of guests in cavities,\cite{14} and for building supramolecular frameworks.\cite{15} Perhaps most surprisingly, halogen bonds have also been observed to occur in certain biological contexts,\cite{16} though biological halogen bonding systems are generally weaker than the highly fluorinated synthetic systems designed for the previously mentioned applications.

This renaissance in studies of halogen bonding has coincided with a renewed interest in self-assembly of physisorbed monolayers.\cite{17} Much work over the last 30 years on self-assembled monolayers has considered chemisorbed monolayers, best exemplified by the ubiquitous class of gold-thiol monolayers.\cite{18} Chemisorbed monolayers consist of molecules with a strong, generally chemical, bond to the surface. They generally exhibit only weak, non-directional interactions between adjacent adsorbates, and hence show minimal tunable self-assembly behaviour. As the layer formation in chemisorbed systems tends to be irreversible, these systems cannot exhibit responsive behaviour whereby a layer can form and un-form depending on conditions.

Physisorbed monolayers, by contrast, consist of molecules only weakly bound to the surface. This weak binding permits easy diffusion across the surface to achieve thermodynamic equilibrium. Hence, in these layers, molecules will be arranged in such a way so as to maximise the strength of inter-adsorbate interactions. These interactions can be divided into non-directional interactions that favour close packing, such as Van der Waals interactions, or more directional interactions, such as hydrogen bonds, that due to their variety can lead to more varied structures.

Structures of particular interest are those that exhibit porosity in the surface plane. These porous layers are of interest for multiple reasons, for example such layers can provide control over the spatial distribution of surface functionalisation,\cite{19} or be used for molecular recognition.\cite{20} A long-term target application could be the generation of nano-reactors, with functionalisation of the interior of the pore providing opportunity for improved selectivity of the surface catalyst towards certain substrates.
This first chapter shall provide a more detailed background of these two concepts of intermolecular interactions, and self-assembled monolayers, followed by an overview of key work uniting the two concepts. Chapter two will discuss the experimental methods utilised in this work, with further chapters presenting the results and analysis of these experiments.

1.2 Intermolecular Interactions

The two interactions of main interest to this work are hydrogen and halogen bonds. These two differ from many other interactions in both their strength, and their directionality. Figure 1.1 is an extract from a textbook schematically comparing the total energy against bond angle for various interactions. Covalent bonds exhibit a low energy structure for a narrow and well defined distribution of angles. By contrast Van der Waals interactions exhibit favourable binding energies across a range of angles relative to the energetic minimum. This information helps to explain the directionality of these interactions. Although not plotted, halogen bonds are somewhere between covalent and hydrogen bonds in their directionality. This makes halogen bonds of great interest for rational design of supramolecular systems, as the optimum geometry is thought to be more well defined than for many other interactions.

Fig. 1.1 Schematic of the change in interaction energy with bond angle. Taken from reference 4. Covalent bonds are highly directional, due to the geometric constraints of orbital overlap. By comparison Van der Waals interactions are weakly or non-directional. Hydrogen bonds fall somewhere between these two extremes, exhibit a preferred direction, but with more flexibility than covalent bonds. Although not plotted, halogen bonds are more directional still, for reasons discussed in section 1.2.2
1.2.1 Hydrogen Bonds

The hydrogen bond is a very common and well-known intermolecular interaction, and so will only be discussed relatively briefly. Hydrogen bonds are intermolecular interactions of comparatively high strength (the strongest exhibit a bond energy of over 100 kJ/mol) that occur between a hydrogen atom bonded to an electronegative atom (D) and an electron lone pair containing acceptor atom (A).

Generally, hydrogen bonds have the form D-H...A, where a hydrogen bond donating molecule shares a proton with a hydrogen bond accepting molecule. The D atom is electronegative, leading to a polarised D(δ-)—H(δ+) bond. The interaction can then be considered to be A donating an electron pair to the δ+ polarised proton. The interaction occurs due to both an effective orbital overlap, as well as favourable electrostatics when a δ+ hydrogen interacts with a δ- electronegative atom. For most systems the electrostatic contribution is dominant. However the orbital and other contributions can still be important for some systems.

The most well recognised hydrogen bonds occur when both D is highly electronegative (leading to a highly polarised D-H bond) and A has a high energy electron lone pair. For example the O-H...O hydrogen bonds between molecules of water, or the N-H...N bonds in liquid ammonia. Due to the high degrees of polarisation, hydrogen bonds such as these are particularly strong, having bond strengths of the order of 25-40 kJmol⁻¹.

A particularly notable strong hydrogen bond occurs between carboxylic acid functional groups. These often form dimers with two hydrogen bonds locked together, such as in figure 1.2. The geometry of the two bonds means that this motif is rigid as well as strong, making it extremely useful for rational design of supramolecular systems. These bonds are of particular relevance when considering monolayers formed from 1,3,5-tribenzoic acid, which shall be further explored in section 1.4.5.

![Fig. 1.2 Schematic of carboxylic acid dimerisation through hydrogen bonds](image_url)

Similar cooperative hydrogen bonding also occurs in living creatures, for example the base pairs of DNA are held together by matching configurations of hydrogen bond donor and acceptor motifs. Assembly of DNA shows the power of intermolecular interactions
to generate complex assemblies through instructions encoded within the molecule, a key concept in self-assembly.

When the D-H bond is not so highly polarised, such as when H is bound to carbon, weaker hydrogen bonds occur. These historically may not have been recognised as hydrogen bonds at all, as they are generally substantially weaker than polar hydrogen bonds (<15 kJmol\(^{-1}\)). However, they can be significant due to the quantity of weakly polarised hydrogen atoms in many systems. The C-H...N hydrogen bond between nitrogen atoms and C-H of adjacent aromatic systems is particularly common, due to the favourable geometry and lack of steric clash.

Hydrogen bonding motifs occur widely in organic molecules and so this interaction is particularly common in systems of interest to chemists. Due to the predominant electrostatic contribution to the strength of the interaction, it is possible to quantify "good" and "bad" hydrogen bond donors and acceptors using just two parameters based on electron density. It is then observed that in the vast majority of cases binding occurs between the best donor and best acceptor motifs, with (if feasible) the second best donor and acceptor motifs also pairing up and so on. This property has allowed great progress in the design of artificial hydrogen bonding systems to be made.

### 1.2.2 Halogen Bonds

#### Definition

Halogen bonds are often considered to be an analogue of the hydrogen bond. When polarised through bonding with an electronegative atom, the halogen/hydrogen bond "donor" forms a strong interaction with the electron pair of a nucleophile "acceptor". The general motif for such bonding is shown in Figure 1.3.

![Fig. 1.3 General motif for hydrogen (top) and halogen (bottom) bonding. D represents a halogen/hydrogen bond donor, while A represents a bond acceptor containing a high energy lone pair.](image)

Despite being known for many years, the halogen bond was only officially defined by IUPAC in 2013. The definition is reproduced below.
A halogen bond occurs when there is evidence of a net attractive interaction between an electrophilic region associated with a halogen atom in a molecular entity and a nucleophilic region in another, or the same, molecular entity.

At first glance, this description can appear surprising. Halogens are extremely electronegative elements. Hence, when bonded in a molecular entity, they would be expected to have an overall negative charge, and hence to act as nucleophiles. Indeed, interactions between halogen-containing molecules and electrophiles are well known in the chemical literature. For example, studies have shown halogen atoms acting as hydrogen bond acceptors. This behaviour would seem to preclude them from showing any type of electrophilic character, as charge on atoms is traditionally considered to be well distributed across the atomic surface. The fact that such behaviour is observed is thus evidence of a deficiency in this model of charge distribution in molecules.

History

Although unexpected, interactions between halogens and nucleophiles have been observed for over 200 years. In 1814, J.J. Colin was the first to isolate a complex between iodine and ammonia, although the 1:1 donor-acceptor structure for the complex was not suggested until 1863. These halogen-donor complexes were generally considered to be a form of charge-transfer interaction, although progress in better understanding the nature of these interactions was slow. Hassel won the Nobel prize in 1969 and used his acceptance lecture to consider the then state of knowledge of these interactions.

A key result was his discovery of the infinite chains formed from the interaction between dihalogens and 1,4-dioxane (Figure 1.4). Previous work had considered dihalogens to only be capable of forming one interaction with nucleophiles, as the accepted theory of the time indicated that the charge-transfer component of the interaction would leave the second halogen with an excess of negative charge. The fact that it was possible for both halogens to accept electron pairs at the same time indicated the charge-transfer explanation to be lacking. Theoretical techniques at this time were incapable of satisfactorily explaining the phenomena. Despite this, Hassel’s work does demonstrate much that is now accepted about halogen bonds. A key point is their directionality, with isolated structures showing the electron donor located within a narrow cone centred 180° from the halogen-halogen bond. He also noted the now-accepted fact that the strength of the interaction increases going down the periodic table. For example, the electron accepting abilities of the dihalogens is in the order I2 > Br2 > Cl2 > F2. This generally contrasts with hydrogen bonding where the more electronegative atoms at the top of the group have stronger interactions.
1.2 Intermolecular Interactions

![Crystal structure of the Br₂ dioxane co-crystal considered by Hassel. Image of structure DOXABR from the Cambridge Structural Database](image)

The sigma hole

As has been discussed, halogen bonding was initially considered to be a charge-transfer effect. This explanation was unsatisfactory as it did not explain many observed properties of the interaction. An important example is halogen bonding in halocarbons, where the halogen atom can unambiguously be assigned a partial negative charge due to being significantly more electronegative than carbon. Despite this, it is found that such halogens can interact strongly with electron donors. That this occurs despite the obvious coulombic repulsion between two negative charges was difficult to explain.

A key advance in explaining this phenomena was made when Brinck et al. calculated the surface electrostatic potential of the set of halocarbons of the form CF₃X ab initio. These are reproduced in figure 1.5 which plots the surface electrostatic potentials around the molecules. In these plots red/yellow/green indicate progressively less positive charge, while blue indicates negative charge. The charge plotted in these figures is generated by summing the positive Coulombic charge contribution from atomic nuclei, and the negative contribution from electrons in the system. The plots demonstrate that the charge distribution is not uniform over the halogen X but is polarised, as would be expected, towards the bond. Most significantly, the face of the halogen X opposite the bond has less electron density than would be expected from a uniform distribution. For X = F this manifests as a region that is "less negative" than the surface of the halogen atom, however for the set of molecules with X = Cl,Br and I it is found that this polarisation leads to an area of net positive charge (shown as red in figure 1.5). The largest δ⁺ is found for X=I and the smallest for X=Cl. This is consistent with the observation that CF₄ does not interact with nucleophiles and that, of
the other three molecules, the strength of interaction with nucleophiles is in the order $\text{CF}_3\text{I} > \text{CF}_3\text{Br} > \text{CF}_3\text{Cl}$.

![Molecular electrostatic potential surface for the series of halocarbons CF$_3$X; red/yellow/green indicate progressively less positive charge, blue indicates negative charge. Reproduced from reference 31](image1)

This area of partial positive charge was later termed the $\sigma$-hole.$^{32}$ There has been much debate about interpretations of the $\sigma$-hole, with many authors assigning it to the unoccupied $\sigma^*$ anti-bonding orbital.$^{33}$ This allows a simple two centre-two electron (2c-2e) model as in figure 1.6 to be used to understand some simple aspects of the interaction.

![An illustrative molecular orbital (MO) diagram for a halogen-carbon bond. The bonding MO is closest in energy to the low lying halogen atomic orbital, while the unoccupied antibonding MO is closest in energy to the relatively high energy carbon MO.](image2)
A key concept in this model is that the molecular orbital (MO) formed is most similar in character to the atomic orbital (AO) closest in energy to it. Thus, in a C-X bond the $\sigma$ bonding orbital, which contains the bonding pair of electrons, is most similar to the halogen orbital, leading to a partial negative charge on the halogen. Conversely, the unoccupied antibonding $\sigma^*$ orbital is most similar to the carbon atomic orbital, leading to a partial positive charge on the carbon. Hence, there is a dipole moment along the bond, due to the unequal coefficients of the electron containing orbitals. This also means that the lowest unoccupied molecular orbital (LUMO) has the highest coefficient on the carbon, explaining the susceptibility of C-X bonds to nucleophilic substitution. However, there will still be some finite contribution to the LUMO from the halogen atom, and so, if interaction with carbon is sterically or otherwise prevented, nucleophiles may instead favourably interact with the halogen. This is a halogen bond.

It is apparent from the above model that anything that increases the coefficient of the LUMO on the halogen will promote halogen bonding. This can be accomplished either by raising the energy of the halogen atomic orbital, or by lowering the energy of the carbon orbital. Hence iodine, which has higher energy valence orbitals than chlorine, will have a larger component of the $\sigma^*$ than chlorine and hence be a better lone-pair acceptor. Alternately, attaching electronegative elements like fluorine to the carbon, or using an sp-hybridised atomic orbital, will lower the carbon AO energy and so also promote halogen bonding. These predictions are borne out by experiment, and demonstrate the utility of this simple model.

Politzer has pointed out that, though correct, such analysis is not necessary, and that a simple consideration of polarisability of halogens will give the same trends, without needing to consider orbitals (which are a purely mathematical construction, designed to explain the observed behaviour of electrons in molecules). Nonetheless, this simple model is a conceptually easy way to understand the observed strength of halocarbons as electrophiles. For example, it could be difficult at first to understand the increased halogen-bonding ability of a triply-bonded iodolkyne compared to a single bonded iodoalkane by simply considering the polarisability of the carbon-iodine bond. However, understanding the effect of a lowered carbon AO on the form of the $\sigma^*$ orbital is a straightforward problem. The lower the energy of the carbon AO, the greater the relative contribution of the carbon AO to the $\sigma$ bonding orbital, and conversely the greater the relative contribution of the halogen AO to the $\sigma^*$ antibonding orbital that contributes to the $\sigma$-hole. Hence, a lowering of the carbon AO energy leads to an enlargement of the $\sigma$-hole on the bonded halogen.

$\sigma$-holes can be predicted to occur for a wide variety of atoms in the appropriate context. Chalcogen bonds (Group VI), pnictogen bonds (Group V), and even tetrel bonds (Group IV) have all been observed. In some instances, these interactions can even achieve
similar binding energies to halogen bonds. However, species exhibiting such types of bonding generally have high coordination numbers. The resultant unfavourable steric interactions weaken the net strength of the $\sigma$-hole interaction. Thus, these higher order interactions are generally more difficult to use for supramolecular design than the less sterically encumbered halogen bond.

**Halogen Bond Acceptors**

Good halogen bond acceptors are atoms with a lone pair that can interact with the $\sigma$ hole. A wide variety of atoms can act as halogen bond acceptors, including oxygen,$^{37,38}$ sulphur,$^{39}$ nitrogen$^{40,41,15}$ and even other halogen atoms.$^{42,43}$ Although most rationally designed halogen bonding motifs utilise lone pair donating acceptors, it has recently been noted that as many as 66% of all close halogen contacts in the Cambridge Structural Database (CSD) have $\pi$ systems acting as halogen bond acceptors.$^{44}$ These "halogen bonds" are comparatively weak however, and their ubiquity mainly a sign of the sheer number of halogen $\sigma$ hole bearing molecules deposited in the CSD independently of designed halogen bonding motifs.

In common with hydrogen bonds, it has been observed to generally be the case that the system arranges such that the best halogen bond donor matches with the best acceptor.$^{45}$ This means that it is generally possible to predict with which acceptor a halogen bond donor will bind. The best halogen bond accepting atom can be predicted via calculation of the molecular electrostatic potential. Although this is not always the case if the difference between the best and second-best acceptor is small.$^{46}$

**1.2.3 Halogen-Halogen contacts**

A particular subset of halogen bonds are those of close halogen-halogen contacts. Close contacts between halogen atoms are observed repeatedly in bulk crystals, though are observed to occur in two distinct types. Figure 5.2a outlines the molecular geometry and defines two angles, $\theta_1$ and $\theta_2$ that can be used to categorise close halogen-halogen contacts as either Type I ($\theta_1 \approx \theta_2$) or Type II ($\theta_1 \approx 180^\circ$ and $\theta_2 \approx 90^\circ$).$^{42}$

Type I interactions are symmetrical ($\theta_1 \approx \theta_2$) and are simply the result of the VdW close-packing of large, polarisable, halogen atoms.

Type II contacts by contrast are asymmetric and are now recognised as halogen bonds that contain an electron-rich halogen atom as the halogen bond acceptor. They ideally have $\theta_1 = 180^\circ$ and $\theta_2 = 90^\circ$, though can vary from this geometry due to the influence of close-packing and other effects.$^{47}$ They are of interest for supramolecular assembly due to the simplicity of having the same atom be able to act as both acceptor and donor in the intermolecular
1.3 Supramolecular Chemistry

Supramolecular chemistry has been defined by J-M. Lehn to be concerned with "Chemistry beyond the molecule". The term was first coined almost 40 years ago, in reference to host-guest chemistry in solution. Since then, it has been expanded to cover a range of phenomena whose behaviour is governed largely by intermolecular interactions. These can include behaviour of molecules in solution, but also in bulk and at interfaces. Surface supramolecular chemistry shall be considered in depth section 1.4, however this section will cover key concepts in supramolecular chemistry, as well as exploring relevant examples of supramolecular chemistry in the bulk.

1.3.1 Terminology

Supramolecular chemistry has been used to design a wide array of systems. In observing and designing supramolecular systems, it is observed that certain patterns of intermolecular interactions occur repeatedly in different structures. An example would be the formation of hydrogen-bonded dimers of carboxylic acids discussed in section 1.2.1. These patterns of interactions generally occur because the interaction is so energetically favourable that it dominates the other intermolecular interactions to play a determining role in the final structure. These patterns have been called "synthons" to provide a short-hand way of referring to the library of previously observed highly favourable supramolecular configurations.

A related term is "tecton" for the subunits that make up a molecule (alkyl chain, aromatic system, functional groups...). As an example, it may be said that a given tecton (carboxylic
acid) has a tendency to arrange into a certain synthon (doubly hydrogen bonded dimers). This tendency can then be used for the rational design of a supramolecular system, through predicting the final supramolecular structure based on the molecular tectons present, and predicting the intermolecular synthons that these will generate.

1.3.2 Host-Guest Chemistry

A particular subset of supramolecular chemistry occurs where a framework generates a pocket or other binding site (a host) that can interact with a small molecule/fragment (a guest). This binding is often of most interest when it is specific to certain guest molecules, analogous to the binding of enzymes and other biological "lock and key" systems.

As well as biological applications, host-guest chemistry is of interest in a range of other fields such as sensing, catalysis, or purification. The ability to selectively identify and/or separate components from a mixture with high specificity is of immense industrial interest. An example of a more long-term field of interest would be in the ability to mimic enzymes in designing selective systems for catalysis.

Although many of the concepts and early work on host-guest systems was developed in organic and aqueous solutions, more recent work has considered the transferability of these concepts to two dimensional assemblies on solid surfaces\footnote{For example as shall be seen in section 1.4.5.}.

1.3.3 Crystal Engineering

The structure of organic crystals depends on the total of all non-covalent interactions between the crystal components. The total number of interactions that must be considered can be extremely large, even for a simple system. Crystal engineering is the attempt to recognise patterns and develop an understanding of key substructures that can be reliably used to design crystals of a given form.\footnote{Study of molecular crystals is useful, both as a technique in its own right, and for the lessons that can be transferred to other fields. There is a vast number of solved crystal structures available through repositories such as the Cambridge Structural Database.\footnote{Through statistical analysis of this large number of structures, it is possible to obtain useful information on contacts that reliably form, and benchmark typical separations and angles between supramolecular synthons.}} Many of the cited papers in this thesis have involved study of experimentally grown crystals, or statistical analysis of repository data. Where relevant the CSD code of the crystal structure will be reported.
1.3.4 Co-existence of phases

All matter can exist in multiple phases. The most familiar of these are solid, liquid, and gas; but across a wide range of temperature, pressure, and compositional conditions many more phases can be observed. In thermodynamics there is a rule for the number of phases that can coexist at given conditions, first formulated by Gibbs.\textsuperscript{53} The rule defines the number of phases than can coexist (P) as being related to the number of components in the system (C) and the degrees of freedom of the system (F) by the equation $F = C - P + 2$.

Here degrees of freedom are defined in PVT (pressure, volume, temperature) space, while phases are defined by the existence of phase boundaries at which both different phases must coexist and be at equilibrium. Components are defined as chemically distinct species.

As an example application of the rule it is possible to consider pure water. This can simplistically be considered to only exist as liquid (water), solid (ice), and gas (steam), ignoring various separate phases of ice generally only relevant at high pressure or extremely low temperatures. As there is one component ($\text{H}_2\text{O}$) $C = 1$. Hence, the phase rules can be simplified as $F = 3 - P$. This means that there are two degrees of freedom (e.g. pressure and temperature) that can be independently chosen for one phase (P) of water to exist. By contrast if two phases are to coexist ($P = 2$) there is only one degree of freedom. This means that pressure and temperature cannot be independently specified. Thus, a mix of water and ice at a certain pressure (e.g. atmospheric) will always have a certain temperature ($0^\circ$). If the pressure is changed then the temperature of the water-ice mixture will also change through shifting the equilibrium by melting/freezing until either a new equilibrium exists, or the system is reduced to a single phase by complete freezing/melting.

The phase rule provides a powerful tool to understand the equilibria of systems. For example, if observations at multiple temperatures and surface pressures find coexistence of two phases of a mono-component system, this is an indication the system may not be fully equilibrated. This concept will be further explored in chapter 7.

1.4 Monolayers

1.4.1 Definition

A monolayer is an arrangement of atoms or molecules that is one layer thick. Although some systems of this type, such as graphene or certain exfoliated clays are free-standing, most systems exist only as "supported" monolayers adsorbed onto a substrate. Generally, monolayers that are of research interest exhibit some form of order in the surface plane. This order can be influenced both by the periodicity of the substrate, and by the internal structure
of the components of the monolayer. These ordered monolayers can also be described as "self-assembled monolayers". Monolayers are of interest due to the ability to use them to modify the surface of a substrate. Although only a miniscule proportion of the volume of a material, the surface is where it interacts with the rest of the universe, and so the properties of the surface have an outsized importance in the overall behaviour of a material.

1.4.2 History

Some of the first monolayers to be observed were due to the study of surfactants on liquid surfaces. One of the earliest examples was when Benjamin Franklin dropped a teaspoon of olive oil on a pond on Clapham common. He observed it to have a calming effect on the ripples, with the effect extending over almost half an acre. By comparing the volume of oil used (∼1 cm³) to the area affected (∼1000 m²) one can calculate the thickness of the layer (∼1 nm). Pleasingly, this is now known to be approximately the length of a single oleic acid molecule, the principle component of olive oil.

Much subsequent work on thin films and monolayers similarly focused on either liquid-air or liquid-liquid interfaces. This is partly due to the great commercial interest in such interfaces, but also because measurement of surface tension provides a sensitive method to access surface thermodynamics and aid understanding of surface behaviour. Using a variety of apparatus, the change in the surface tension of a liquid due to the presence of molecules at the surface, can be measured to a high degree of precision. Study of solid surfaces is not as straightforward. Solids have a fixed shape, so changes in the surface energy are not easy to measure. Also, most other analytical techniques normally used to study solids are incapable of distinguishing bulk solid from surface. Techniques that are able to distinguish between surface and bulk are said to be either surface sensitive or surface specific, depending on whether the bulk signal is merely suppressed, or eliminated entirely. Measurement of contact angles of liquid drops on solid surfaces was for many years the sole measure of interfacial energies available, and represents a result of three boundaries, liquid-solid, solid-vapour and liquid-vapour.

Langmuir was the first to identify the similarities between adsorption on a solid-air interface with surfactant action at liquid-air interfaces. However, the first actual construction of such a monolayer on a solid surface was performed by Blodgett in 1935. This technique, which involves depositing a monolayer on a liquid-air interface and then transferring it onto a solid support (Figure 1.8), has proven extremely versatile. However, it is limited by the need to find molecules that will form an initial layer at the liquid-air interface, before they

---

1Much confusion can arise as, due to their near ubiquity, those less familiar with surface science often use "self-assembled monolayers" or "SAMs" in reference exclusively to gold-thiol monolayers.
1.4 Monolayers

Fig. 1.8 Schematic from reference 55 showing the use of a Langmuir-Blodgett trough to deposit a monolayer on a surface

can be transferred to the solid. These early monolayers generally consist of amphiphilic molecules with a polar head and non-polar tail and hence a resultant dipole moment. Thus, the predominant ordering forces are fundamentally electrostatic and hydrophobic in nature. The first example of monolayer formation on solids from solution was found by Bigelow in 1946, considering the adsorption of polar organic molecules onto metal surfaces. Despite this, adsorption from solution proved relatively unreliable and so Langmuir-Blodgett depositions remained the most prevalent way to produce monolayers through much of the early 20th century. It was only later, with the advent of ultra-high vacuum surface science, that adsorption directly onto the solid surface from the vapour could be investigated fully.

1.4.3 Adsorption on Solid Surfaces

With respect to monolayer formation, there are essentially just two types of adsorption onto solid surfaces to consider: chemisorption and physisorption.

Physisorbed molecules exhibit only minimal change in structure upon adsorption. This is because the dominant interactions with the surface are physical in nature (Van der Waals, dipole-surface, hydrogen bonding etc.). These forces are relatively weak and fairly uniform across the substrate, so both surface diffusion and desorption are commonly observed. Due to the ease of diffusion, the layers are fairly well equilibrated, with reversible adsorption meaning that adsorbed molecules are capable of rearranging into the optimal conformation. Any adsorbate-adsorbate interactions thus become key to the organisation of the layer.

By way of contrast, chemisorbed monolayers exhibit some form of chemical change upon binding. In extreme cases, this can even manifest as a covalent bond to the surface atoms. Whatever form they take, these links are strong and directional, so both desorption and surface diffusion are minimised. This means that it is much easier to "trap" these layers in local minima, as the system is less able to respond to changes in conditions. Schematic diagrams of the two forms of layer are shown in Figure 1.9.
Fig. 1.9 Schematic diagram of binding in typical Physisorbed (a) and Chemisorbed (b) monolayers. In physisorbed monolayers directional adsorbate-adsorbate interactions define the structure within the surface plane, while in chemisorbed monolayers adsorbate-adsorbate interactions are generally non-directional. Hence close packing within the surface plane is generally observed.

Chemisorption

As discussed, chemisorbed monolayers exhibit some form of chemical bond between the monolayer and the surface, though what form this bond takes can vary depending on the particular monolayer being studied. Generally, these layers can be considered as a functional head that binds to the surface, attached to a long alkyl chain tail. In certain cases, a second functional group is attached to the end of the tail to allow further functionalisation of the surface; however, care must be taken to ensure this doesn’t interfere with binding of the head group.

The earliest chemisorbed monolayers were based on trichlorosilane derivatives. These have a polar head group attached to a non-polar alkyl chain. When their adsorption from solution on silica was studied it was found that, unlike most previous amphiphilic monolayers, once formed they were extremely resistant to dissolution back into the solvent. This was taken as evidence that some form of chemical change had occurred on adsorption. This is now known to be hydrolysis by the surface hydroxyl groups to form a covalent bond. The applications for a durable monolayer which does not diffuse across the surface were quickly realised, and attempts were made to find an analogous monolayer that would form on metal surfaces.

Probably the most ubiquitous self-assembled monolayer is the family of gold-thiol monolayers. These rely on the extremely strong attraction between sulphur and gold. Surprisingly despite their widespread use, a comprehensive theory of the exact nature of the sulphur-gold boundary remains elusive. Figure 1.10 gives an overview of the structure of a "typical" gold-thiol SAM. The sulphur head group strongly interacts with the surface, anchoring the molecule. The organic interphase generally consists of alkyl chains which
closepack to form a diffusion barrier, with the "tail" of the SAM providing a functionalised interface.

Fig. 1.10 Schematic diagram of a typical gold-thiol SAM. From reference 64

Such monolayers have seen widespread use, as their versatility and ease of formation has allowed applications in a wide range of areas of science. A classic application has been the formation of gold nanoparticle clusters by anchoring with long organic molecules with thiol functional groups at both ends.

Although the interaction between surface and adsorbate is extremely strong for all these chemisorbed monolayers, generally they exhibit comparatively weak inter-adsorbate interactions. Typically, only non-directional Van der Waals type interactions are present, although some work has been done studying more specific non-covalent interactions in the surface plane. Thus, for the vast majority of chemisorbed SAMs there is little possibility to chemically design structure within the surface plane. However, the lack of surface diffusion can be exploited to overcome this disadvantage.

When forming a chemisorbed monolayer, conditions are generally used such that there is a significant time gap between initial adsorption of the species and formation of the strong surface-adsorbate bond. This allows the adsorbate to diffuse to (at least) a local energy minimum before the covalent chemisorption "locks" the adsorbate in position. Once the covalent bond is formed, the monolayer is extremely stable, with minimal diffusion of adsorbates across the surface. Thus, an area of surface can be masked from initial adsorption, the monolayer formed, and the mask removed to leave behind patterned areas of bare surface. The disadvantage in this, and similar, techniques is that it is still a "top down" approach; a long-held goal of nanoscience has been to achieve "bottom-up" patterning which would be significantly less time-consuming. Such patterning does not seem possible using only these systems.
Physisorption

The structure of physisorbed molecules does not change significantly upon adsorption. Although, in reality, the surface will always perturb the adsorbate to some extent. The forces binding the molecule to the surface are physical in nature, generally with Van der Waals and dipole-dipole interactions forming the largest component of the attractive interaction.

The in-plane structure of physisorbed monolayers was historically difficult to determine experimentally. If deposited from solution, Gibbs adsorption isotherms can be used to calculate an average "area per molecule". This provides some information on molecular orientation, however the results only provide a lower bound on the surface area in contact with the surface, and gives no detail on long range order or different phases. Thanks to the aforementioned low diffusion barriers of physisorbed monolayers the final surface structure can (ideally) be predicted by theoretical simulation of the strengths of the various intramolecular interactions. In practice, simulation of intramolecular interactions is an extremely challenging task, even when constrained to two dimensions. Also, in some practical systems kinetic barriers are still large enough to lead to the observation of non-equilibrium phases.\(^{66}\) This can be minimised by annealing of the monolayer, but indicates surface diffusion is not as completely free as was once assumed.

1.4.4 Techniques

Early investigations of physisorbed monolayers generally considered simple adsorbates such as noble or simple diatomic gases. Investigation of these monolayers was performed using a variety of techniques, with diffraction techniques such as low energy electron diffraction (LEED)\(^ {67}\) and X-ray or neutron diffraction\(^ {68}\) most common for structural analysis.

LEED

LEED is a well established technique often used to check the quality of monolayers deposited in UHV systems. It involves use of an electron gun to fire low energy electrons at the surface. These electrons can interact with the surface inelastically (losing or gaining energy) or elastically. Those back-scattered elastically preserve diffraction information about the structure at the surface of the sample. A series of electron energy analysers filter out electrons with energy different to that of the incident beam, ensuring that only elastically scattered electrons can reach the detector. The detector is generally a simple phosphorescent screen, this converts detected electrons into visible light, which can be directly observed or captured by a camera.
In many cases LEED is simply used qualitatively, where the intensity and shape of the diffraction spots are used to confirm the surface is prepared as expected (exhibits the correct symmetry) and is free of significant impurities (has strong peaks). However, by measuring the change in beam intensities as a function of incident beam energy it is possible to obtain so-called I-V curves that contain significant structural information about the atomic positions within the unit cell.

LEED has been used historically to investigate relatively simple systems such as nitrogen,\textsuperscript{69} or hydrogen\textsuperscript{70} on graphite. Such studies were more common in the 1960s-1980s when alternative techniques were less developed, as beam damage from the strongly interacting electrons can be an issue when considering larger molecules such as methane.\textsuperscript{71} However, modern optics do allow the use of low beam energies, allowing the study of weakly adsorbed molecules such as acetylene,\textsuperscript{72} further developments such as Fiber-Optic LEED have allowed even less invasive investigations of structures such as methanethiolate.\textsuperscript{73} Despite these advances, LEED has been largely supplanted by other techniques, due to relative difficulty of using quantitative LEED to obtain detailed structural information, and the requirement for high, or ideally ultra-high, vacuum conditions due to the high attenuation of electrons by the atmosphere.

**Powder diffraction**

Investigation of monolayer structures through diffraction from powdered substrates is more fully discussed in the next chapter. Similar to LEED the technique was originally used to investigate simple systems interacting through weak dispersion interactions such as noble\textsuperscript{74,75} and diatomic\textsuperscript{76,77} gases on graphite. These systems were found to exhibit a rich phase behaviour at a range of temperatures and surface coverages, with the technique allowing facile modification of gas pressure to modify surface coverage. Further work extended these results to larger molecules, for example alkanes\textsuperscript{78,79} and perfluoroalkanes.\textsuperscript{80}

Meanwhile, work had also been published investigating the structures of monolayers of polar physisorbed gases. For example chloromethane,\textsuperscript{81} bromomethane,\textsuperscript{82} and iodomethane.\textsuperscript{83} Strongly interacting adsorbates such as these are found to form incommensurate structures. Strong halogen-halogen interactions with the type II geometry were identified, but not explicitly noted as hydrogen bonds. Further investigations considered other strongly interacting adsorbates such as carboxylic acids,\textsuperscript{84} alkylamides,\textsuperscript{85} and long chain haloalkanes such as bromoheptane.\textsuperscript{86} Again, for strongly interacting substrates it was found that incommensurability with the surface was common, as the optimisation of interadsorbate interactions outweighs any benefits to commensurate adsorption sites.
The most commonly investigated substrate by powder diffraction is papyx graphite, but other substrates have also been investigated using this technique. For example, recent work considered adsorption of alkanes on hexagonal Boron Nitride, and studies have also investigated on substrates such as MgO. The key parameter for a substrate to be applicable to this technique is for it to be available in a format that is high enough surface area for detectable quantities of monolayer to be deposited, and for it to have large, flat, domains on which crystalline monolayers can grow.

**Scanning Probe microscopy**

Scanning tunnelling microscopy is more fully discussed in the next chapter. Unlike the previously considered diffraction techniques, it allows direct observation of the in-plane structure of molecules adsorbed on a surface. Most early studies were performed on long-chain molecules, which bind strongly (compared to many other physisorbed molecules) due to their large surface area, over which dispersion interactions can act. It was generally found that, as expected, these molecules adopted a close-packed structure on the surface, maximising the attractive interactions between the long alkyl chains.

Although generally leading to close packing, it has been shown that, for suitable designed systems, it is possible to form porous and other novel in-plane structures using interdigitated alkyl chains. However, by far the most common method to control in-plane monolayer structure is through the use of directional intermolecular interactions. The interactions relevant to this work are hydrogen and halogen bonds, as considered in section 1.2. The use of such interactions in monolayer systems will be discussed in the next section.

### 1.4.5 Hydrogen-bonded Monolayers: Trimesic acid

Hydrogen bonding is one of the best understood of the directional intermolecular interactions. It was thus inevitable that the earliest work on designed monolayers would consider hydrogen bonding systems. One of the earliest examples of such a monolayer was that of trimesic acid (TMA) on a graphite surface. Although this work is concerned with monolayer systems, the TMA system is also considered in chapter 7. Hence the next section shall briefly discuss the bulk structure of TMA.

**Bulk Trimesic acid**

1,3,5-tricarboxylicbenzoic acid, or trimesic acid, is a trifunctional carboxylic acid with a structure as shown in figure 1.11. As discussed in section 1.2.1 carboxylic acids are known to form hydrogen bonded dimers, with the two hydrogen bonds acting cooperatively to enhance
both the rigidity and strength of the interaction. Carboxylic acids are thus an extremely useful tool in rational design of supramolecular systems, as the strength and predictability of their interactions allows a high degree of accuracy in prediction of the final structure, something less often seen in alternative functionalities. The rigidity of aromatic systems is also advantageous for design of supramolecular systems, as they reduce the possible alternate conformations that molecules could exist in, both simplifying design and reducing the entropic cost of self-assembly relative to more flexible backbone motifs.

![Chemical structure of trimesic acid (TMA). TMA contains three carboxylic groups which can hydrogen bond to other molecules to form different crystalline phases.](image)

The crystal structure of trimesic acid was first reported in 1967 by Duchamp and Marsh. The structure was reported as a monoclinic crystal with lattice parameters $a = 26.52$, $b = 16.42$, $c = 26.55$ Å, and $\beta = 91.53^\circ$. The structure was found to consist of a basic motif consisting of multiple two-dimensional hydrogen bonded sheets containing pores of 14Å diameter. The 2D structure consisting of three carboxylic acid dimers was termed “chickenwire”, a designation that has since become common for this motif. Due to the large gaps in the chickenwire structure, interpenetration of two sheets at an angle of approximately $70^\circ$ occurs, allowing close-packing. This means the pores are filled in the crystal, and so inaccessible to any guest molecules.
Further work with trimesic acid was performed by Herbstein.\textsuperscript{95} A survey of co-crystals of trimesic acid with varying amounts of water and other guests present during crystallisation found a variety of alternate structural motifs, with inclusion of guest molecules. However, the guest occupancy was seldom high, and structures still consisted predominantly of interpenetrating layers, due to the favourability of close-packing. Several structures were discovered whereby the large size of the guests prevented catenation of the chicken-wire motifs however, disorder in the guest molecule prevented detailed structural refinement.\textsuperscript{96} Overall, the bulk structures of TMA were not considered useful due to their inability to form a porous network without being co-crystallised with a guest species, and the inability to exchange or otherwise manipulate the contents of pore in such co-crystallised networks.
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Trimesic Acid Monolayer

As discussed in the previous section, in the bulk the porous "chickenwire" layers formed interpenetrate, meaning the pores are inaccessible in the crystalline state. Limiting the system to two dimensions was a logical method of ensuring the layers could not interpenetrate.

Griessl et al. deposited TMA onto an Au \{111\} single crystal surface and studied it via ultra-high vacuum STM. Figure 1.13 is taken from their work, and shows the two structures they observed. The "expected" chickenwire phase was simple a 2-dimensional equivalent of the hydrogen bonding motif observed in bulk. This phase contains triply dimerised carboxylic acid groups, and 14 Å pores. In addition to this a new "flower" phase was also observed. This more dense phase is formed via the assembly of three carboxylic acid groups into a trimer (see figure 1.14c). The unexpected emergence of a new phase, even when considering a system containing a motif with a well known preference for forming hydrogen bonded dimers, shows the challenges in predicting ab-initio the ways in which even a simple system can self-assemble.

Later DFT simulation work has found that the "chickenwire" and "flower" phases are extremely close in energy, with the chickenwire found to be slightly more stable. The small energy difference between the two phases provides a possible reason why they are observed to coexist, despite 2 phases of a mono-component system existing for more than a single temperature violating the phase rule as discussed in section 1.3.4.

Interestingly, at high coverages it was observed that excess TMA molecules could act as guests in the pores, forming bifurcated hydrogen bonds (Figure 1.15). This illustrates how concepts familiar to solution-phase supramolecular chemistry can also be applied in the study of monolayers, and how more advanced design could lead to a range of potential applications.
Fig. 1.14 Different hydrogen bonding schemes for the trimesic acid (TMA)

(a) Single molecule  
(b) TMA dimer  
(c) TMA trimer

Fig. 1.15 Excess TMA molecule acting as a guest inside a cavity from the TMA monolayer. Bifurcated hydrogen bonds provide the favourable binding interaction. Reproduced from reference 93
**Liquid-solid interface**

Further work on TMA found that, as well as under UHV conditions, a porous network could be formed at the solid-liquid interface, adsorbed from a range of carboxylic acid solvents.\(^9\) Here it was found that both the so-called “chickenwire” and “flower” phases could be reliably imaged in STM through varying the solvent. Short chain fatty acids showed a higher solubility for TMA, and exhibited formation of the dense “flower” phase in contact with graphite, while under long chain acids the less dense “chickenwire” phase was observed. Later work observed that sonication of the solution to enhance the dissolved amount could also affect the observed phase, with several novel phases at supersaturated concentrations being observed.\(^9\) Assembly of TMA under a variety of solvents has led to mapping out of a rich range of phases, including even a close-packed phase that formed under phenyl-octane.\(^1\)

**Variety of Surface Phases observed**

The richness of this phase behaviour for TMA adsorbed on graphite was also observed on alternative substrates. Self-assembly of TMA on Au(111) under UHV conditions, without an annealing step and with a variety of dosing times saw a wide range of phases being observed.\(^1\) These were shown to be built from a closely related family of unit cells (see figure 1.16 with some dimerised and some tri-cyclic hydrogen bonds holding the structure together. Further development of this model led to simulation to attempt to better explain how the various phases could interconvert in response to changing coverage.\(^1\)
Introduction

Fig. 1.16 Schematic diagram of the unit cells of the various TMA phases reported in reference\textsuperscript{101}

Structural study

Although the phase behaviour of TMA could be easily followed using STM, detailed structural information can be difficult to extract from this technique. Uncertainty about calibration, as well as the effect of the tip on the structure being imaged means that pore sizes and lattice parameters were comparatively badly defined for the surface phases, relative to those discovered for the bulk. An ingenious attempt to work around this limitation was recently published.\textsuperscript{103} This used the periodicity of observed Moire patterns formed from interference between two periodic structures, as well as the well defined periodicity of graphite to calculate an improved lattice constant for the “chickenwire” phase of TMA of 16.52 ± 0.002 Å. However, this technique is still reliant on using an invasive STM tip to probe the system, meaning that the effect of interaction with the tip is impossible to remove from the observations.

Host Guest Chemistry

Once it was discovered that the porous networks formed by TMA could be reliably formed under liquid, study was shifted towards host-guest chemistry. Poly-aromatic-hydrocarbons (PAHs) are an ideal initial guest species. Due to their planarity and lack of significant directional interaction, and since π interactions with the substrate are similar at all adsorption sites, their binding either outside of a system, or in a pocket is a function simply of pore size and shape. Coronene is a good fit to the 14 Å pore size of the TMA porous networks, and
was found to bind well in the solution phase. Interestingly the choice of solvent was found to influence the dynamics of guest binding. The equilibrated structure, with a well-defined coronene position within the pore, was obtained almost instantaneously, within the time resolution of the experiment, when heptanoic acid was used as the solvent. However, for experiments using the longer chain nonanoic acid as solvent there was a measurable delay between introduction of the guest, and the equilibrium adsorption position being reached.\(^{104}\)

**Monolayer to Thin film transition**

The problem of “moving up” from monolayer, in the third dimension to thin films and eventually to bulk is one of great research interest. This is because the vast majority of applications of functional organic layers involve thicknesses in the transition region between thin film and bulk thicknesses. Multiple models have been developed to explain growth, though which behaviour a particular layer exhibits can be difficult to reliably predict from first principles. Structural studies in this regime have proven difficult. This is because the layers shares the “surface science problem” of not having a large amount of material of interest present, while also no longer being surface confined, nor consisting only of the outer exposed surface, meaning that surface specific techniques such as scanning probe techniques cannot be easily applied.

Recent work utilised TEM to study multilayers of two different molecules on graphene.\(^{105}\) The two molecules considered were TMA and the related benzene-1,4-dicarboxylic acid. Using TEM, it was possible to observe the diffraction pattern of samples of multilayer TMA, which was compared to the structures observed for monolayer thick layers imaged using scanning probe techniques. From these experiments it was possible to study the transition from monolayer to bulk. For example the benzene-1,4-dicarboxylic acid was observed to exhibit Stranski-Krastanov (layer plus island) growth, with an initial monolayer structure with further adsorbate being deposited as islands on top of this layer. Within these islands the structure of the benzene-1,4-dicarboxylic acid gradually and continuously transitions to the bulk structure as the layer is built up. By contrast the TMA was shown to exhibit Frank-van der Merwe (layer-by-layer) growth, with multiple layers of identical structure to the monolayer formed up to 20 \(\mu m\) in thickness, followed by an abrupt transition to a polycrystalline phase with random in-plane orientations upon further deposition.

Although the electron diffraction technique utilised was not sensitive enough to characterise the monolayer thick samples, this example shows how diffraction based techniques can be utilised to bridge the gap between surface and bulk structural investigations, and examine systems that scanning probe techniques cannot.
1.4.6 Hydrogen-bonded Monolayers: PTCDI

Taking inspiration from work on TMA, it was soon realised that application of hydrogen bonding motifs familiar to solution-phase supramolecular chemistry could aid in the design of monolayers. A reliable motif for hydrogen bonding is the triply-hydrogen bonding complex between 2,6-di(acetylamino)pyridines and imide groups. Theobald et al. thus studied the co-crystal formed when perylenetetracarboxylic diimide and melamine were sublimed onto a surface under ultra-high vacuum conditions. (Figure 1.17). These molecules form significantly larger pores than TMA and so a range of experiments could be performed studying host-guest interactions in this network. In particular, it was found that modification of the pore size through the addition of side chains to the PTCDI allowed greater selectivity in adsorption of guest species, and also that the network could act
as a template for deposition of gold-thiol SAMs. Studies also considered deposition from solution, however in this case it was found that formation of the layer became dependent on a variety of factors, with competitive adsorption and binding to solvent molecules meaning that porous-network formation is not always dependable.

Inspired by the range of work on co-crystals of PTCDI, an in-depth study of the mono-component PTCDI monolayer on gold was performed by Mura et al.\textsuperscript{108} The mono-component system is of interest as, because PTCDI is approximately rectangular in shape, both close packing and hydrogen bonding interactions favour similar structures so the same structures are reliably observed under a range of deposition conditions. In this case, monolayer formation was performed by sublimation of PTCDI at 335 °C and deposition of the vapour onto an Au\{111\} surface. The sample was then imaged using a room-temperature STM with no subsequent annealing. Three phases were found to coexist on the surface (Figure 1.18).

![Fig. 1.18 Three phases of PTCDI on gold: canted (a), domino (b), and brick wall (c). From reference 108](image)

The first, and most prevalent, structure was the "canted" structure (Figure 1.18a). This consists of rows of PTCDI aligned along the Au [112] direction. The molecules in one set of alternate rows were measured to be rotated at 12° relative to the row direction, while the molecules in the other set of rows could not be accurately measured, but were presumed to be tilted at a similar angle in the opposite direction. The second "domino" structure (Figure 1.18b) was novel in their work with sets of 4 molecules arranged into squares similar to domino pieces. The final "brick wall" structure (Figure 1.18c) had previously only been
observed on an NaCl surface. This structure consists of identical rows, shifted relative to each other similarly to a brick wall, and aligned with the Au [11\(\bar{2}\)] direction. DFT calculations were performed that demonstrated these phases to be among the most stable configurations possible, along with predicting an unobserved "waveform" configuration. According to these simulations the canted phase was predicted to be the most stable of all structures considered, explaining its prevalence. This work helped demonstrate the power of combining both observation and simulation in the study of self-assembly of monolayers.

### 1.4.7 Halogen-bonded Monolayers

One of the simplest two-dimensional halogen-bonding networks is found within the solid dihalogens. Dihalogen molecules possess both two \(\sigma\)-holes and two belts of high electron density associated with their lone pairs. Thus, each dihalogen molecule can take part in four halogen-bonding interactions. For example in solid Cl\(_2\), it is found that a lamellar structure forms, with each plane containing adjacent chlorines interacting to form a 2D network with characteristic 90°type II halogen-halogen contact bond angles. (Figure 3.6).

![Fig. 1.19 Crystal structure of solid chlorine viewed from the side (a) and from above (b). The halogen bonds between Cl\(_2\) molecules within each layer are indicated. From structure YATKIP in the Cambridge Structural Database.](image)

As with much work on halogen bonding in the 20th century, this was written off as a curiosity and little thought put into designing potential analogues. The explosion of activity in the field of halogen-bonded crystal design in the early 21st century initially passed 2D structures by. The first STM study of a halogen-bonded monolayer was only published by Yang et al. in 2007. Yang imaged the monolayer formed when 1-dodecyl-imidazole and N-(2,3,5,6-tetrafluoro-4-iodophenyl)hexadecylamine were deposited on a surface of highly orientated pyrolytic graphite (hopg). As shown in Figure 1.20, these molecules form a
lamellar structure held together by the strength of the halogen bond and alkyl chain-alkyl chain interaction.

Fig. 1.20 (a) Chemical structure of 1-dodecyl-imidazole (top) and N-(2,3,5,6-tetrafluoro-4-iodophenyl)hexadecylamine (bottom) (b) STM image of a 218.6 nm square area of the surface showing the laminated structure of the monolayer. Based on their size and texture, bright patches were assigned as corresponding to the \( \pi \)-systems. From Reference 111

Based upon their size and texture the bright stripes in the STM image (Figure 1.20b) were assigned as belonging to the two electron-rich \( \pi \) systems joined by a halogen bond. The dark stripes were similarly assigned to the electron-poor interdigitated alkyl chains. The quality of the image indicates the molecules are immobile, even when probed by the tip, suggestive of strong intermolecular interactions. By contrast, a deposited layer containing only 1-dodecyl-imidazole was not well imaged by the tip. This was taken to indicate that Van der Waals interactions alone are insufficient to prevent the molecule being moved by the tip, and so that halogen bonding is key to monolayer formation.

This same motif of halogenated benzene donors and pyridine derivative acceptors was then extended to multifunctional molecules. Clarke et al. used synchrotron X-ray diffraction to image monolayers of 4-4’-bipyridine (BPY) and 1,4-diodotetrafluorobenzene (TF1) on an HOPG surface.\textsuperscript{112} These molecules (Figure 1.21a) are both bifunctional, with a 180° angle between their binding sites. As expected from the linear structure of the functional groups, these molecules were found to form long-chains along the surface. The calculated structure is shown in Figure 1.21b.
Later work by Sacchi et al. used a mix of DFT simulation and diffraction data to show that 1,4-diiodotetrafluorobenzene (the non-fluorinated TF1 analogue) does not form a halogen-bonded co-crystal with BPY, instead separating into two phases.\textsuperscript{113} This demonstrates the importance of fluorination of the halogen bond donor in promoting the $\sigma$-hole and so favouring halogen bond formation. Brewer et al. performed additional investigations, finding that 1,4-dibromotetrafluorobenzene (TF2)(Figure 1.22a) also formed a halogen-bonded monolayer with BPY.\textsuperscript{114} The structure however was found to be bent slightly from linear (Figure 1.22b). This was attributed to lateral hydrogen bonding interactions between C-H bonds on the BPY and the electron-rich region of the Br. The fact that these interactions have a more significant effect on the structure of the brominated monolayer compared to the iodinated one was taken to be evidence of the comparative weakness of the halogen bond. DFT simulation was performed that supported this hypothesis.
1.5 Scope of this Work

This chapter has provided a brief overview of key concepts in the fields of intermolecular interactions and assembly of molecules at surfaces of relevance to the current work. It is clear that many interactions not covered can also be relevant to molecular assembly, and many further aspects of surface science have not been considered. This work is concerned with the use of hydrogen and halogen bonding interactions to assemble molecules at surfaces, ideally in ordered, crystalline arrays, with the aim of further understanding how these interactions can generate porous monolayer systems with potential further applications in host-guest chemistry.

The key techniques considered will be scanning tunnelling microscopy (STM) and X-ray diffraction (XRD). Chapter 2 discusses key aspects of these experimental techniques. Chapter 3 then presents data collected via STM on a small range of molecules. Chapter 4 provides an overview of the diffraction technique used, as well as containing some analysis specific to this work necessary to model the XRD substrate. Chapters 5 and 6 then consider the use of diffraction on several halogen bonding molecules. Finally, Chapter 7 presents diffraction data collected for two hydrogen bonding systems.

Fig. 1.22 Figures taken from reference 114 showing the structure of a halogen bonded monolayer) Chemical structure of BPY and TF2, the two component molecules (b) Structure of the monolayer calculated from the X-ray diffraction pattern. Unlike in figure 3.12 it can be seen that the BPY:TF2 chains are not linear, but are instead kinked. This has been interpreted as an indicating of the relative weakness of the Br...N halogen bond, compared to the I...N halogen bond contained in the previous figure.
Chapter 2

Experimental Techniques

As has been seen in the previous chapter, scanning tunnelling microscopy is the predominant technique that has been used in the study of monolayers. It is an extremely powerful technique, and an initial portion of this work concerns itself with the use of a high precision STM system. Section 2.1 will consider the aspects of the theory and application of the technique that are of relevance to this work.

An additional technique that has been used in this work is a specific X-ray diffraction (XRD) technique designed to investigate monolayers on graphite. Section 2.2 further describes the background of the technique, while section 4.4 considers additional mathematical derivations that were necessary for the specific diffraction geometry utilised.

2.1 Scanning Tunnelling Microscopy (STM)

2.1.1 Introduction

Scanning Tunnelling Microscopy (STM) was first developed in 1981 by Binnig and Rohrer, mainly as a technique for imaging the surface reconstruction of bulk solids. The instrument is part of a family of scanning probe techniques, all of which rely on scanning a sharp probe over a substrate, in order to infer some aspect of the character of the surface. Potential applications in large areas of science were quickly realised after its invention, and the creators were awarded the Nobel Prize in 1986.

STM is one of very few techniques that can regularly achieve atomic resolution, and provides an interesting real-space alternative to diffraction based experimental techniques. STM relies on the quantum effect of electron tunnelling, whereby electrons can be observed to cross potential barriers that classically they would not be expected to. The effect is strongly dependent on separation, and so a high degree of depth sensitivity can be achieved. Through
careful design of the scanning stage on which the tip is mounted, high spatial resolution can also be achieved. These two factors together allow atomic scale resolution images to be obtained.

### 2.1.2 Theory of Operation

#### Quantum Tunnelling

In classical mechanics, there cannot be significant conduction through a vacuum under reasonable temperature conditions. This is because there is a large potential difference between solid state electrons and the free electron energy, which the electrons do not have sufficient energy to overcome under experimental temperatures. However, in practice it is observed that electrons can "tunnel" through the potential energy barrier separating two conductors, provided the distance is short enough. If both conductors are at the same potential then their Fermi levels will be equal and so tunnelling in both directions will be equally favoured leading to zero net current. However, if a bias voltage is applied to one conductor, tunnelling from the negative to the positive conductor will become more favoured and so a measurable net tunnelling current \( I_t \) will be observed. The key result is encapsulated in the equation

\[
I_t \propto e^{-2\kappa d}.
\]

This equation states that tunnelling current \( I_t \) is exponentially dependent on the sample separation \( d \) and a characteristic decay length \( \kappa \). The decay length term accounts for a large number of parameters such as bias voltage, sample geometry, and electronic configuration, with theories at various levels of detail able to calculate it. However none of these change the key feature of the equation, the exponential dependence of observed current on separation. For physically realistic values of \( \kappa \), a 1 Å increase in separation causes approximately an order of magnitude drop in \( I_t \). Thus, miniscule changes in separation between two conducting species can be observed readily by a change in observed current.

#### Experimental Setup

For STM an (ideally) atomically sharp tip is used as a probe to study an almost flat conducting surface. This is performed by applying a bias voltage to the system \(^1\) and then scanning the tip over the sample. Movement of the tip is performed by high precision...
piezoelectric crystals. These allow submolecular spatial resolution of tip position within the sample plane. Figure 2.1 shows a schematic of the tip-sample setup.

![Schematic diagram of an STM tip held above a surface. The applied bias voltage leads to a tunnelling current between the tip and sample.](image)

**Fig. 2.1** Schematic diagram of an STM tip held above a surface. The applied bias voltage leads to a tunnelling current between the tip and sample.

In its simplest incarnation (constant height mode) the tip is held at a constant height \( z \) and the variation in tunnelling current measured as the tip scans the surface. Constant height mode is a conceptually simple mode of operation, however seldom used in practice because there is a large risk of a collision between the tip and the substrate (tip crash) if the surface is rough. This can render the tip unusable, and so is to be avoided. For this reason, constant current mode is generally used. Here, a feedback mechanism is used to maintain a constant tunnelling current by modifying the \( z \) position of the tip. For a surface with a uniform electronic structure this will coincide with a constant tip-sample separation. Any deviations in electronic structure will then be mirrored by changes in the tip position. By tracking the movement of the STM tip it is then possible to image the surface.

As the feedback loop takes a finite amount of time to move the tip, the tunnelling current still varies somewhat as the tip scans, and so provides an alternate stream of information that can also be observed. Thus, information from STM experiments is obtained through two "channels", the \( I \) (current) channel and the \( z \) (position) channel. Unless otherwise stated all images in this work are collected by observing the \( z \) channel. However chapter 3 presents some unexpected images collected through observation of the \( I \) current channel.
Interpretation of Images

Although the theory of STM seems comparatively simple when considering model systems, in reality any solid has a range of electron energy levels, any of which can contribute to the observed tunnelling current. The measured image therefore represents a complex combination of tip and sample electronic and topographic information. To simplify this analysis, several approximations are generally made. These approximations are generally considered valid for low bias voltages and metallic substrates. At higher bias voltages, and when considering semiconductors these approximations break down.

As the tunnelling current is so dependent on the size of the potential energy gap, it can be approximated that only the highest energy electrons i.e. those at the Fermi level, will tunnel. Furthermore, if the tip is atomically sharp, it can be assumed that the tip electronic state is spherically symmetric. Thus, any observed symmetry in the STM image must originate from the surface. These assumptions may seem extreme, and accounting for them can be important in high precision studies, but, suitably interpreted, STM has been shown to be a powerful probe of molecules on surfaces for a variety of systems. A more rigorous approach to simulating STM images using the Tersoff-Hamann approach is possible but shall not be considered in this work.

2.1.3 Image Processing

Although it would be hoped that STM data could be analysed unaltered, in reality many artefacts such as from thermal drift of the tip control piezos or adsorption/desorption of molecules from the tip can affect the quality of images. Thus, it is common practice to use image processing software to aid in analysis of data. For this work the open source software "gwyddion" was used. In all cases such processing is minimised to maintain the integrity of the data. Generally, the only corrections applied were:

Mean plane subtraction Calculates a mean plane and subtracts it from the image, this helps level the image.

Remove polynomial background Calculates a polynomial background function and subtracts it. This helps level more complex images.

FFT filtering Applies a Fourier transform that allows the removal of low frequency noise that is known to be a problem with the particular instrument used in this work.

Stretch colour range Adjustment of the false-colour scale allows highlighting of particular features of interest.
2.1.4 Practical Considerations

Temperature effects

STM can be performed at almost any temperature. However, high temperatures generally lead to undesirable thermal noise in the observed images, as well as thermal drift of the piezos controlling the tip. Also, many monolayer systems will be mobile at room temperature, due to the low energy barrier to surface diffusion. It is thus often desirable to image under low temperature conditions. Generally, either liquid nitrogen (LN2) or liquid helium (LHe) are used as coolants. These can cool the system to a temperature just above their boiling points, 77 K and 4 K respectively.

Ultra-high vacuum

Modern STMs are capable of imaging in a diverse range of environments; images have been produced in ambient atmospheric conditions, and even of solid-liquid phase boundaries. However, for the best image quality, ultra-high vacuum (UHV) conditions are required. This is because adsorption of unwanted molecules from the air can contaminate the sample or tip. The need for "ultra-high" rather than just "high" vacuum can be seen from a consideration of the kinetic theory of gases. It can be shown that the flux \( F \) of an ideal gas on a surface is given by

\[
F = \frac{p}{\sqrt{2\pi m k T}}.
\]

(2.1)

If one considers carbon monoxide (CO) as a model contaminant, at room temperature and a high vacuum pressure of \( 10^{-6} \) mbar the flux will be \( 2.88 \times 10^{14} \) cm\(^{-2}\) s\(^{-1}\). If the surface has a density of \( 10^{15} \) atoms cm\(^{-2}\) (typical of a close packed solid substrate), and the sticking probability is 1 (i.e. every collision between CO and the surface leads to irreversible binding), then the time for the surface to be completely covered by CO would be 3.5 seconds, even at this very low pressure. Since the flux is proportional to pressure, lowering the pressure by 4 orders of magnitude to \( 10^{-10} \) mbar would raise the time required to cover the surface by 4 orders of magnitude, to 35000 seconds, or just over 9 hours.

In reality, adsorption sticking probability is less than 1 for all but the most reactive molecules, so the pressure constraints are somewhat looser than this, however the need for extremely low pressures to avoid contamination is clear. A secondary consideration of the need for UHV in low temperature (LT) STM in particular is the need to keep the sample cooled. This requires thermally isolating both the sample and cryostat from the surroundings. Placing the instrument in a vacuum chamber is an ideal way to do this, and also avoids any issues with condensation on the cold surfaces.
Achieving UHV

To achieve UHV conditions, the STM is mounted in a vacuum chamber made of stainless steel. Stainless steel is used as even small gas molecules cannot easily penetrate its lattice. All flanges are sealed using single-use copper gaskets. In combination with knife-edge flanges these form a near-impermeable seal. A variety of pumps can be used to achieve UHV pressures. In the equipment used for this study, rotary pumps provide the main initial pumping. Turbomolecular pumps are used once pressure is below 0.1 mbar and ion pumps once pressure is below $10^{-6}$.

Once the chamber is evacuated, turbomolecular and ion pumps are then used to maintain UHV conditions. Turbopumps have a higher pumping load but higher energy usage, and have a finite pump life. They can also introduce vibrations which will affect sensitive measurements. Thus, they are only used when large amounts of gas flux are expected. For everyday maintenance of pressure, ion pumps are preferable.

To achieve the best vacuum conditions, baking of the chamber is also required. Many adsorbates from the air, in particular water, adsorb onto the inside of the chamber and only degas very slowly. This slow, steady, flux of gas prevents pressures below about $10^{-8}$ mbar from being achieved. To remove these in-chamber contaminants the whole chamber can be "baked" by being enclosed in a thermally insulating baking chamber and heating the whole apparatus to 150 °C. This increases the rate of desorption of the contaminants and so, after 72 hours of baking and then being allowed to cool, the chamber is capable of reaching UHV conditions.

Tip preparation

A consideration of the theory of STM makes clear that a sharp tip is essential to achieve atomic resolution. Two main methods of achieving sharp tips have been developed: mechanical cutting and electrochemical etching.

- **Mechanical cutting** involves cutting a piece of metal wire at an angle. This leads to a rough tip consisting of multiple "microtips". Since the tunnelling current is so dependent on separation, the longest microtip will be the overwhelming contributor to the measured signal, so other microtips can theoretically be ignored. In practice, it is found that several attempts are required before a satisfactory tip can be produced. As the STM used in this work is mounted in a cryostat, tip transfer is comparatively difficult so a more reliable tip production method is desirable.

- **Electrochemical etching** involves using some electrochemical reaction (dependent on tip material) to shape the tip to a point. The exact details of the technique can vary,
but generally depend on using the meniscus of the etchant solution to form a sharp point. Figure 2.2 shows electron microscopy images of both a mechanically cut and an electrochemically etched tip. As can be seen the etched tip has a much more defined shape.

![Fig. 2.2 Left: Mechanically cut tip made from Pt80/Ir20 wire; Right: Etched tungsten tip. From reference 119](image)

The tip material used depends on the conditions that shall be used for imaging. For imaging in air, it is important the tip does not corrode, hence an alloy of platinum and iridium is generally used. For imaging in UHV conditions corrosion is less important, hence tungsten tips are generally used due to the ease of etching. In this work, electrochemically etched tips purchased from Scienta Omicron GmbH were used for all images presented. Mechanically cut and self-made electrochemically etched tips were trialled, but gave unsatisfactory imaging results.

### 2.1.5 Substrate

As discussed above, for STM imaging an extremely flat substrate is required. This is because the limited range of the piezo crystals means that the tip cannot move enough to compensate for large changes in the height of the substrate. Highly polished metal single crystals are a commonly used substrate. These are carefully cut to expose a particular Miller plane of the metal surface. Another commonly used substrate is graphite in the form of highly oriented pyrolytic graphite (HOPG). This is available commercially in a range of grades separated by their mosaic spread angle. In this work an Au \{111\} single crystal was used for most initial imaging. Several HOPG single crystals of ZYB grade (Mosaic spread 0.8°±0.1) were used for some STM studies, however these unfortunately could not be completed due to restrictions due to the Covid-19 lockdown.
2.1.6 Substrate Cleaning

As has been seen, even under UHV conditions a surface will still be contaminated after long periods of storage. It is thus desirable to clean the surface prior to monolayer deposition, so that adsorbates are interacting with a known surface.

Metal Surfaces

For metal single crystals, the main methods used to clean the surface are annealing and sputtering. Heating of the surface increases the desorption rate of any adsorbed contaminants, and remove any defects or reconstructions the contaminants may have caused. It is important the substrate is kept well below its melting point, and also below the temperature of any phase transitions which could cause the single crystal to split into domains. For the Au \{111\} surface considered in this work an annealing temperature of 850 K was used, in keeping with standard literature.\(^\text{120}\)

Heating does not always remove all the contaminants from the surface, particularly strongly bound ones. For this reason, it is common to also sputter the surface by bombarding it with Ar\(^+\) ions. These ions contain a large amount of kinetic energy, which is transferred to the surface atoms upon impact and hence ejects them. Sputtering for approximately half an hour removes the top few layers of atoms to reveal a completely fresh surface. This fresh surface is highly disordered and hence a further annealing step is necessary to obtain an equilibrated surface. In practice multiple sputter-anneal cycles are used to ensure cleanliness of the surface prior to imaging, as impurities diffuse out from the bulk to the surface in the first few annealing steps.

Graphitic Surfaces

The main method of obtaining a clean graphite surface is through cleaving of the crystal using adhesive tape to form a fresh surface. This is the predominant method reported in literature for quickly preparing a fresh substrate in ambient conditions. As this step involves exposing the graphite to ambient conditions every time it is cleaned, it can involve the contamination of the graphite and sample plate. Hence, for this work an additional step of heating the crystal to 900 K in UHV was also performed after every cleavage, to ensure that contaminants were removed prior to dosing and imaging.

Sample dosing

There are multiple methods considered in the literature for forming surface assemblies. For work in UHV conditions, solvent deposition methods are obviously impractical in situ.
Ex situ deposition and fast entry into the instrument can be used, particularly for initial studies, due to its ease of use. However, the uncertainty of whether the formed structure still contains solvent molecules means that it is undesirable for high quality data collection.

The generally used method of sample deposition for UHV studies is chemical vapour deposition. In this method, a sample of the adsorbate is sublimed, with the substrate positioned such that the sublimated vapour will impinge on the surface. The doser used in this work is adapted from one previously developed within the group.\textsuperscript{121} It consists of a glass capillary held by a ceramic plate attached to three copper screws. The copper screws also function as electrodes for resistive heating by a tantalum coil wrapped around the capillary. The capillary is half open and half solid glass, meaning that the “bottom” of the capillary occurs halfway up its length, and hence all dopant is covered by the heating coil. A thermocouple is attached to the capillary to allow temperature measurement. A schematic of the doser is shown in Figure 2.3. The doser is capable of containing and separately heating two capillaries, however in practice it was found that the thermal isolation between the two capillaries was poor. This caused co-sublimation of both dopants when only one was heated. Hence in all work presented here the component molecules were dosed individually, with the doser being vented and refilled in between changing the molecule being dosed.

![Fig. 2.3 A schematic of the doser used for this work](image)

Once a sample is loaded into the capillary, the doser is attached to the doser chamber and pumped using a combined turbopump and roughing pump. The sample must then be heated
to remove contaminants, particularly water. Previous work had used narrow capillaries fully filled with adsorbate. These were found to only partially degas. It was observed that even after 48 hours of drying, significant quantities of water were detected by the residual gas analyser once the doser was connected to the main vacuum chamber. For this work the capillary holder was adjusted to hold larger, 6 mm capillaries. These are easier to fully degas and are also easier to load and clean. For cases where the sample to be dosed was only available in limited quantity, narrow capillaries can be placed inside the larger capillary to reduce the required sample quantity. These were only partially filled to minimise the total adsorbate mass, and hence improve the rate of degassing. The increased thermal mass of two glass capillaries means that thermocouple readings of sublimation temperature may be affected, however slow heating rates were used to reduce this problem.

2.1.7 STM Instrumental details

The STM instrument considered in this chapter was first used more than 20 years ago. Prior to the commencement of this phase of work it had been left dormant for three years and so significant effort was required to make it operational again. The instrument is an Omicron LT-SPM with the ability to operate either in STM mode or in AFM mode using a Qplus tip. For this work only simple STM tips were used.

The STM is contained in a vacuum system that consists of two separately pumped main chambers (preparation and STM), with a third separately pumped load lock and a fourth separately pumped doser chamber. Each chamber is separated by gate valves from adjacent chambers. Base pressure in the prep chamber is $10^{-10}$ mbar under normal conditions while the STM chamber pressure can fall into the $10^{-11}$ mbar pressure range when cooled, as the cryostats act as a cold trap (‘cryopumping’). The apparatus can operate at room temperature, low temperature cooled by LN2, or ultra-low temperature while cooled by LHe. For this study only liquid nitrogen temperatures were used. A schematic diagram of the apparatus is included (Figure 2.4).

- The load lock consists simply of a small chamber with an easily opened viewport, pumped by a turbopump with backing rotary pump, which can achieve pressures of around $10^{-7}$ mbar. Sample transfer is achieved using a magnetic transfer arm that can be extended into the prep chamber. This allows samples and new tips to be quickly introduced into the manipulator while introducing minimal atmospheric contamination.

- The preparation chamber consists of an electronically controlled manipulator arm that can move the crystal around different positions within the chamber. This arm can also be extended into the STM chamber. Within the preparation chamber are several
facilities for surface characterisation and cleaning. The first of these is resistive heating within the manipulator. The second is a Hiden quadrupole residual gas analysis mass spectrometer, which can track masses up to 200 amu. A leak valve connected to a gas line allows the introduction of low partial pressures of specific gases. Introduction of argon to the chamber, combined with an ion gun, allows sputtering of the sample to clean the surface as described in section 2.1.6. There is also a set of SPECS LEED/Auger optics. The Auger mode was found to lack sufficient sensitivity to reliably identify adsorbates, while the LEED has not been considered in this work. The preparation chamber also contains a gate valve that connects to the doser chamber.

- The doser chamber consists of a small chamber pumped by a Pfeiffer Turbopump system. The doser described previously is attached to this chamber once loaded. Heating tape allows the doser to be baked independently of the rest of the apparatus. Base pressure after baking is generally $10^{-8}$ mbar.

- The final chamber is the STM chamber. Once in this chamber the crystal can be manipulated using a wobblestick from the manipulator into either a 6-space carousel for storage, or into the STM sample stage. The entire STM sample stage is encased in two cryostats, an inner and an outer. For ultra-low temperature work the inner can be filled with liquid helium (LHe) and the outer with liquid nitrogen (LN2) to provide thermal shielding. Alternatively both cryostats can be filled with LN2 for operation at low temperature (77 K) with an extremely long (48 hours) temperature hold time. Once the sample is in the STM stage, the doors on both cryostats can be closed to thermally isolate the sample. The entire sample and scanner are both suspended by springs and connected to a magnetic eddy current damping system. This allows isolation of the STM from mechanical vibrations. Coarse and fine-motion piezos are used to control the tip, while the sample is held stationary and grounded.
Fig. 2.4 Schematic of the layout of the STM system used to collect the results presented here.
2.1.8 Instrument Effects

Near the end of the tenure of the previous user of the STM (Dr Stephen Driver) he reported an issue with large amounts of noise appearing in images in the y scan direction. Despite multiple adjustments and technician visits no satisfactory solution to this issue was found. This issue was reproduced upon commencement of this work to reactivate the instrument.

The method used to remove the effects of this noise is through a Fast Fourier Transform filter, as implemented in the post-processing software described in section 2.1.3. Figure 2.5 shows an atomic resolution scan of a HOPG surface before/after processing.

![Fig. 2.5 STM image showing an atomic resolution image of graphite before (a) and after (b) image processing](image)

2.2 X-Ray Diffraction (XRD)

X-ray diffraction (XRD) experiments are some of the most powerful structural techniques available for ordered materials. X-rays are part of the high energy range of the electromagnetic spectrum, with wavelengths ranging from about 10nm to 10pm. This lengthscale coincides with typical atomic separations in molecules, thus X-rays are diffracted by solids with systematic atomic separations. The use of X-ray diffraction to determine crystal structures was pioneered by William and Lawrence Bragg. With the key result summarised in Bragg’s law:
\[ 2d \sin(\theta) = n\lambda. \] (2.2)

Bragg’s law gives the conditions for constructive interference, i.e. a spot in the diffraction pattern. \( d \) is an atomic spacing in the crystal, \( \theta \) is the scattering angle, and \( \lambda \) the radiation wavelength. \( n \) is simply an index number for different peaks. By systematically collecting data from different peaks it is possible to obtain a diffractogram of a crystalline material. Careful analysis of the positions and intensities of peaks in the diffractogram allows the solution of the crystal structure. This method has allowed the determination of the structures of a large range of solids.

### 2.2.1 Substrate

The substrate used in these XRD experiments is papyex, a recompressed exfoliated graphite. Chapter 4 details the methods used to characterise the specific batches used in this work.

Exfoliated graphite is graphite that has been produced industrially through the addition of agents that intercalate between the graphite sheets. On rapid heating these then thermally dissociate in an explosive manner to delaminate the graphite sheets, forming a powder. The intercalation agent used to form papyex is sulphuric acid. The powdered exfoliated graphite is then heat treated to remove the additives, and compressed into a sheet. The compression of the papyex is important as this means that the graphite crystallites exhibit a preferred orientation, being more likely to lie parallel with the plane of the sheet than perpendicular. This allows manipulation of diffraction geometry to maximise the in-plane scattering contribution.\(^{82}\)

In general papyex exhibits a surface area of approximately 15-20 m\(^2\)g\(^{-1}\). This is lower than many nanostructured graphites which can exhibit surface areas in the 1000s of m\(^2\)g\(^{-1}\) however, it is significantly higher than HOPG crystals. A key feature of papyex is the comparatively large size of the crystallites. It has been characterised that the typical crystallite size in papyex is 20 µm, with the packing of these crystallites generating voids of 500 Å in size.\(^{124}\) Papyex is thus a mesoporous material, meaning that the electronic and other properties of the graphite are closer to that of bulk graphite than of nanomaterials. This provides a large, comparatively flat surface that is closer to an ideal “infinite flat plane” than higher surface area carbons which exhibit smaller planes and a higher defect density.
2.2.2 Sample Dosing

Although papyex has been cleaned post exfoliation and is specified as high purity (>99.85% Carbon). Impurities from the atmosphere are known to concentrate on the surface of materials, so it is prudent to further clean the substrate prior to use. Each substrate batch was outgassed by pumping with a turbomolecular pump to $10^{-5}$ mbar pressure. The batch was then heated to 500 °C and pumped for at least 12 hours until the pressure returned to the $10^{-5}$ mbar regime. This outgassing temperature is somewhat higher, and pressure somewhat lower, than has been previously used. This is possible thanks to the use of a metal vacuum system and improved pump in place of the previous glass vacuum system. For the first batch cleaned in this way a liquid nitrogen cold trap was placed between the papyex and pump, however no condensible residue was obtained. The metal-glass joints between the vacuum system and cold trap limited the pressure that could be achieved, so for future cleaning cycles the cold trap was not used.

Once degassed, dosing was generally performed by sublimation within a sealed pyrex glass tube. Section 7.2.3 covers some of the alternate dosing mechanisms that were used for the dosing of trimesic acid which required more complex treatment. For other systems, dosing was performed by placing weighed amounts of graphite and adsorbate within the pyrex tube. This was then evacuated by a trained glassblower using a rotary pump to 0.1 mbar before being sealed. Most adsorbates used are solids with a low vapour pressure, meaning that loss of adsorbate due to initial pumping is negligible. However, for dosing of volatile liquids it is possible that significant quantities of adsorbate could be lost while obtaining vacuum. For this reason when using volatile adsorbates the entire apparatus was submerged in liquid nitrogen shortly before pumping commenced to freeze the adsorbate and hence reduce adsorbate loss.

The sealed tube was then heated to a specified temperature, generally at or just above the literature sublimation temperature. Once this temperature was reached, it was maintained for one hour before being left to slowly cool to room temperature overnight.

The tube was then broken open, and the contents recovered. For study at synchrotrons where a capillary geometry was utilised, the dosed graphite was cut into 3mm diameter discs and stacked into a Lindemann glass capillary. For experiments where a "flat plate" geometry was used, the recovered graphite was simply cut into narrow strips and mounted parallel to the sample pin of a standard crystallography sample mount as in figure 2.6 and used in air. This was appropriate because these additives adhere very strongly to the papyex surface and will not be removed or out competed by atmospheric impurities once on the surface.
Fig. 2.6 Mounted XRD sample for flat-plate transmission. The sample is aligned parallel to the stub pin, and held in place with adhesive putty

2.2.3 X-ray sources

There are several methods of generating X-rays. The quality of the incident radiation is a key determinant of the quality of the end diffractogram. This section will briefly outline essential theory on different methods of X-ray generation and their pros and cons.

Laboratory sources

Conventional laboratory X-ray sources generate radiation using an X-ray tube. These generate radiation through the collision of electrons emitted by a hot cathode with an anode target. Figure 2.7 gives a schematic overview of this process.
There are two mechanisms of X-ray production when electrons collide with the target. So called “K-lines” are generated when the incident electron beam excites a low energy core electron from its atomic orbital. The excited electron is ejected and leaves behind a vacancy in a low energy shell. This low energy vacancy is then filled by a higher energy electron, with the energy difference being emitted as a photon. As the core electron energy levels are well defined and quantised, this process ideally leads to production of several discrete wavelengths of radiation, defined by the energy of the core shells of the target. In practice even core electron energy levels vary somewhat between atoms in different electronic environments, leading to some finite peak width, but this effect is generally negligible.

However, a second mechanism of photon production is more problematic for diffraction, as it occurs over a range of wavelengths. As incident beam electrons strike the target, they are deflected and accelerated through interaction with the positive nucleus. When charged particles such as electrons change in kinetic energy, the excess energy is emitted in the form of a photon (see figure 2.8). These photons lead to Bremsstrahlung radiation, a continuous background evident in figure 2.9.

For the optimal diffraction pattern monochromatic radiation is desired. This is because radiation of different wavelengths has a different wavevector (k) and so is diffracted through different angles by the same reciprocal lattice spacing, hence broadening the detected signal. Careful choice of anode material can minimise the number of similar k lines produced,
however the inelastically scattered Bremsstrahlung background is present for all anode materials. Monochromators and other optics can be used to improve the quality of the generated radiation, but these serve to further reduce the available intensity available for analysis. Hence, the trade-off between incident beam intensity and quality is an important choice when running a diffraction experiment.

![Diagram of electron deceleration](image1)

**Fig. 2.8** Deceleration of electrons from V1 to V2 reduces their energy from E1 to E2. Due to conservation of energy a photon is emitted with energy equal to E1-E2. Image is public domain sourced via Wikimedia Commons.

![Energy Intensity graph](image2)

**Fig. 2.9** X-ray production from an X-ray tube, showing multiple discrete “K-lines” as well as a continuous bremsstrahlung background. Image is public domain sourced from Kieranmaher, via Wikimedia Commons.

Taken as a whole the process of X-ray generation is highly inefficient, with 1% of the electrical energy used in the process generating X-rays of any kind, with the rest dissipated as heat. Once the undesired wavelengths have been removed the efficiency of production is
even lower. Overcoming the low X-ray generation efficiency through increasing the power supplied is possible, however the main limitation then becomes the need to dissipate the excess heat generated. It is for this reason that the intensity of lab-based X-ray sources is largely limited by the availability of cooling for the anode target.

A particular development has been the creation of Rotating anode sources. As the name suggests, these utilise an anode that rotates, with only part of the Anode being exposed to the electron beam at any one time. This significantly improves heat dissipation and allows the use of significantly higher emission currents to generate a more intense X-ray beam. However they are still inherently inefficient and cannot reach the highest possible intensities, as well as producing much of the X-ray flux at undesired wavelengths.

**Particle accelerators**

Generation of highly intense, electromagnetic radiation is important for a multitude of applications, both for its intrinsic intensity, and to allow monochromation and optical manipulation while maintaining acceptable intensity. Particle accelerators were known for some time to be capable of generating electromagnetic radiation through acceleration of electrons, however it took much work for the process to be refined enough to use for analysis.

**Synchrotron**

Synchrotrons are particle accelerators in which electrons follow a circular path defined by applied magnetic fields. As the electrons are constantly being diverted they are constantly accelerating and hence constantly emitting radiation (in this case magnetobremssstrahlung radiation). In practice modern synchrotrons utilise more complex modes of operation including undulators and linear sections, but the principle of acceleration of electrons via a magnetic field remains the mechanism of X-ray generation.

This process is significantly more efficient in terms of energy usage than the process described above, and through the use of superconducting electromagnets heat dissipation issues can be almost eliminated. This allows significant manipulation of the generated radiation to produce highly collimated, highly monochromatic radiation of unprecedented intensity. Synchrotron radiation is highly tunable and can range from far IR to hard X-ray energies depending on the user requirements.

**Monochromators**

Monochromators are often used to limit the radiation that gets to the sample to a narrow range of wavelengths. This is done in an analogous method to that used to split white light
into its component parts, through a prism. The materials used as monochromators are single crystals, where the crystal lattice spacings act as lines on a diffraction grating. Ideally they should be resistant to X-ray damage, as they are constantly exposed to the full intensity of the incident beam. Crystal choice is determined by a variety of factors, including the presence of intense Bragg peaks and low absorbance to maximise the transmitted intensity. For the instrument used in this work, a graphite monochromator is used. This maximised the beam intensity at the cost of a relatively larger wavelength distribution.

2.2.4 Instruments Used

Diamond light source

Some of the diffraction patterns presented in this work were obtained at Diamond Light Source (DLS). This is a third generation synchrotron with 39 beamlines available. Different beamlines are setup for different experimental techniques and can utilise electromagnetic radiation of a range of wavelengths, and with a range of detector and sample geometries. For this work the dedicated powder X-ray diffraction beamline I11 was used. This beamline is equipped with a MYTHEN multidetector\textsuperscript{127} which allows collection of a large angular range simultaneously, greatly reducing acquisition time. The minimum accessible scattering angle was 1° (limited by a beamstop used to prevent detector damage) and the maximum angle collected was 90°, however for the systems of interest here most peaks occurred at 2\(\theta\) <30°. The X-ray wavelength chosen was approximately 1 Å, chosen to coincide with the maximum available flux. Previous experiments had shown that beam damage was not significant for systems of this type, and comparison of patterns after several hours of exposure confirmed this to be the case for the systems studied. A silicon standard was used to calibrate the exact incident wavelength (0.998421 Å).

The sample environment required mounting of the samples in capillaries. This was done by cutting circular discs of the papyx substrate, and stacking them upright, keeping the aligned planes of the papyx parallel. Figure 2.10 presents a schematic of the setup. The red arrows indicate the incident and diffracted beam scattered by the blue \(\mathbf{Q}\) vector.

3mm diameter capillaries were obtained to maximise the illuminated sample volume, along with custom stubs to allow mounting of the extra-large capillaries to the standard sized sample holder. The sample environment is equipped with a nitrogen cryostream (Oxford cryostream) that can range from 80 K to 500 K.
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Fig. 2.10 Schematic diagram of the capillary geometry. Stacked discs of papyex are placed in the capillary, with the detector oriented such that $Q$ is oriented within the aligned planes

**Lab-sources**

Although synchrotrons emit the highest possible X-ray intensity, they are of only limited availability. Due to the large numbers of systems that have been studied in this work, most data has instead been collected from lab-based sources.

Some screening data was collected using a Panalytical Empyrean powder diffractometer at the Department of Chemistry. The diffractometer has a fixed copper anode leading to low incident beam intensity. Because of this no monochromator was used so as to maximise incident intensity. Despite the lack of intensity loss due to monochromation, data collection was still extremely slow, and collected diffractograms of low quality. It was however useful for simple studies of strongly scattering systems to determine if any crystalline monolayer was present.

Unless otherwise stated all X-ray data was obtained from a Rigaku FR-E+ superbright located at the MRC laboratory of Molecular Biology. This system contains a rotating copper anode and so is significantly more intense than the Panalytical. A graphite monochromator was used to improve beam quality and despite reducing beam intensity improved the quality of diffractograms that could be collected. Acceptable diffractograms could be obtained with just a ten minute exposure. The monochromator ensures generated radiation wavelength
is tightly distributed around 1.54179 Å. The beam size is 200-μm in diameter and highly collimated with knife edge slits, further improving the collected diffraction pattern quality.

The detector used with this instrument is a MarDTB 2D area detector. An area detector allows the collection of the whole powder ring, rather than just a segment as in 1D detectors. This can provide information on the distribution of crystallites in the sample if the powder ring is not uniform, or can be radially integrated and used to produce a conventional PXRD intensity- $2\theta$ plot with improved counting statistics compared to a conventional detector.

To make best use of this detector the sample geometry was adjusted to flat plate so that the whole monolayer powder ring would be detectable. This involved some differences in analysis compared to capillary geometry, which are presented in section 4.4, but the order of magnitude gain in measured intensity makes it worthwhile. Figure 2.11 compares the capillary geometry used with a 1D detector as at Diamond I11 with the flat plate geometry used for the area detector at the LMB. The area detector is able to capture the whole of the powder ring, while the 1D detector collects only a fraction of the total scattered radiation.
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(a) Capillary Geometry

(b) Flat plate geometry

Fig. 2.11 Schematic diagrams of the experimental setup for the two geometries considered. The incident and diffracted X-ray beams are represented by red arrows, while the sample is grey. For the capillary geometry the view is from above, looking down on the capillary. Hence, all scattering occurs in the plane of the page. In the flat plate geometry data is collected from scattering in three dimensions.

The LMB instrument is also equipped with a nitrogen cryostream (Oxford Cryostream) with a range from ambient to 100 K. Cooling diffraction samples helps reduce intensity.
drop-off at higher Q due to thermal motion (Debye-Waller factor) and so unless otherwise
states samples were run at 100K.

2.2.5 Theory

Bulk crystallography and diffraction are well established fields with many comprehensive
standard texts. However it is useful to discuss some basic concepts and results here, that will
translate to more specialised cases later.

Crystallography

In a three dimensional crystalline material the periodicity of the crystal can be represented
by a maximum of three lattice vectors $\mathbf{a}$, $\mathbf{b}$ and $\mathbf{c}$. Two symmetrically equivalent points can
then be represented by a combination of these three vectors.

Any plane in the unit cell can then be represented by three Miller indices; h,k, and l
where the plane intersects the points $\mathbf{a}/h$, $\mathbf{b}/k$, and $\mathbf{c}/l$. A Miller index of 0 indicates that the
plane is parallel to the corresponding axis. Any plane can be represented by the values of the
Miller indices in the format $\{hk\ell\}$, for example the $\{111\}$ plane is the plane formed from the
three points $\mathbf{a}$, $\mathbf{b}$, and $\mathbf{c}$, while the $\{110\}$ plane would intersect $\mathbf{a}$ and $\mathbf{b}$ while being parallel
to the $\mathbf{c}$ lattice vector.

Reciprocal space is a concept that is extremely useful when considering diffraction. In
reciprocal space, rather than considering the lattice vectors $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$; three reciprocal lattice
vectors $\mathbf{a}^*$, $\mathbf{b}^*$, and $\mathbf{c}^*$ are defined such that

$$
\mathbf{a}^* = \frac{2\pi (\mathbf{b} \times \mathbf{c})}{\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c})}
$$

$$
\mathbf{b}^* = \frac{2\pi (\mathbf{c} \times \mathbf{a})}{\mathbf{b} \cdot (\mathbf{c} \times \mathbf{a})}
$$

and

$$
\mathbf{c}^* = \frac{2\pi (\mathbf{a} \times \mathbf{b})}{\mathbf{c} \cdot (\mathbf{a} \times \mathbf{b})}
$$

The above equations define $\mathbf{a}^*$, $\mathbf{b}^*$, and $\mathbf{c}^*$ in such a way that the lattice vector $\mathbf{a}^*$ has a
magnitude of $\frac{2\pi}{\mathbf{a}}$ and points in the direction perpendicular to both $\mathbf{b}$ and $\mathbf{c}$, with equivalent
relationships for $\mathbf{b}^*$ and $\mathbf{c}^*$. The reciprocal lattice shall be used in section 2.2.6
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X-ray Scattering

All electromagnetic radiation is to some extent scattered by matter. Two main types of scattering are of relevance to X-ray diffraction.\(^{128}\)

- **Compton scattering** involves a change in the energy of the scattered radiation. This generally occurs where a charged particle (such as an electron) absorbs some of the energy of the radiation, reducing the energy of the incident photon and hence increasing its wavelength.

- **Thompson scattering** involves no change in the energy and hence wavelength of the scattered radiation. It occurs for all charged particles, however the intensity of the scattering varies inversely with the square of the mass of the particle.

As Thompson scattering does not change the energy or wavelength of the radiation the scattered photons are coherent with each other. This means that when multiple scatterers are present the coherent scattered photons constructively and destructively interact to produce diffraction patterns that contain information on the structure of the scatterer.

By contrast, because of the change in photon energy photons scattered by Compton scattering are incoherent (have random relative phase differences) meaning they do not interact repeatably to give diffraction patterns. Because of this, Compton scattering is undesirable for diffraction experiments, as the incoherent background obscures the information from the coherent, Thompson scattered, photons. Compton scattering is minimised when the photon energy is small relative to the mass energy of the scatterer. Thus for a scatterer of a fixed mass, Compton scattering is minimised when the lowest possible X-ray energy (longest wavelength) is used.

2.2.6 Atomic Scattering Factors

As X-rays are scattered by electrons, the intensity of scattering from an atom must depend on the number of electrons it contains. This means that heavy atoms with a higher atomic number (and hence more electrons) scatter significantly more strongly than lighter atoms. The information on the strength of scattering for an atom, \(n\), is contained in the atomic scattering factor \(f_n\), given by

\[
f_n = \frac{\text{amplitude of wave scattered by atom}}{\text{amplitude of wave scattered by free electron}}. \tag{2.4}
\]

An initial approximation would be that scattering of X-rays by many electrons is independent of each other and additive. With this approximation the above equation would reduce
to \( f_n = Z \) where \( Z \) is the atomic number, the number of electrons in a particular atom. In practice there is destructive interference due to scattering from nearby electrons, particularly at higher scattering angles. This means that for a given element the value of \( f_n \) vary with X-ray wavelength and scattering angle - the so called atomic scattering factor. Tabulated values are available for all wavelengths and elements that shall be considered in this work.\(^{129}\)

**Single Scattering**

Diffraction occurs when waves are scattered by two or more points. This results in a path length and hence phase difference between the scattered waves. This phase difference leads to both constructive and destructive interference at different points away from the two scatterers.

As X-rays are only weakly attenuated by matter, a general assumption is single scattering, that each transmitted beam has only been scattered by a single pair of points. In this case there is will be a path length difference between the beams scattered by each point. Constructive interference occurs only when this path length difference equals \( n\lambda \). Figure 2.12 shows a schematic of this process. Although these calculations can be performed using the real separation of the scatterers, it is useful to introduce the concept of reciprocal space, as this greatly simplifies analysis.

![Diagram of single scattering](image)

**Fig. 2.12** Schematic diagram of single scattering, when an X-ray beam (red) is scattered by two points, there is a phase difference (blue) between the beams scattered by each point. Constructive interference occurs when this phase difference = \( n\lambda \).

**Scattering Using the Reciprocal Lattice**

Using reciprocal space, rather than considering the radiation as a wave with a wavelength \( \lambda \), it is instead considered to consist of a wavevector \( \mathbf{k} \) with a length \( \frac{2\pi}{\lambda} \). The incident
beam is denoted $k_i$, while the final, diffracted beam is denoted $k_f$. For elastic scattering the energy and hence wavelength of the radiation is unchanged, meaning the magnitude of the wavevectors is constant. The change in direction between the initial and final wavevectors can be represented as occurring due to a scattering vector $S$ as in figure 2.13.

![Fig. 2.13 Schematic diagram of scattering in reciprocal space. The wavevector $k_i$ is deflected by the scattering vector $S$ and ends up with a different direction as in $k_f$.](image)

In general, the intensity of radiation with a scattering vector $S$ is given by the square of the modulus of the structure factor $F$. $F$ is given by the sum over all $n$ atoms in the unit cell as shown in the equation

$$F(S) = \sum_n f_n \exp(r_n \cdot S).$$  \hspace{1cm} (2.5)

Where $r_n$ is the position vector of atom $n$, while $f_n$ is the atomic form factor of the same atom.

Because of the form of the above equation, it is found that significant scattering intensity is found only when $S$ is a point on the reciprocal lattice, i.e. when

$$S_{hkl} = h\mathbf{a}^* + k\mathbf{b}^* + l\mathbf{c}^*.$$  \hspace{1cm} (2.6)

Where $h,k,l \in \mathbb{N}$.

The diffraction pattern of a perfect crystal can thus be considered as a series of wavevectors pointing towards all the points on the reciprocal lattice, each with a unique set of $h,k$ and $l$ values. The intensity of each peak is given by the square of the modulus of the structure factor defined in previously.
2.2.7 Powder Diffraction

A related treatment of X-ray scattering is often considered when the sample is an isotropic powder. In this instance it is assumed that all possible orientations of the crystallites are possible in the sample, and that hence the individual diffraction “spots” evident for a single crystal above instead appear as “rings”. It is then convenient to project the pattern onto a single dimension, a radial integration of the powder rings. In this case the scattering can best be modelled using a single scattering vector $Q$, related to the observed scattering angle $2\theta$ by the equation

$$Q = 2k \sin \theta. \quad (2.7)$$

Here, $k$ is the wavevector of the incident beam, related to the X-ray wavelength by

$$k = \frac{2\pi}{\lambda}. \quad (2.8)$$

For diffraction from a crystal, the conditions for a ‘spot’ or a ring to appear on the detector can be demonstrated to occur when $Q$ is equal to the reciprocal lattice vector so that

$$Q = \frac{2\pi}{d}. \quad (2.9)$$

The integration of the rings into one dimension necessarily means that significant amounts of structural information are lost, particularly from the overlap of adjacent peaks. However, the relative ease of obtaining random powders as opposed to perfect single crystals mean that powder diffraction is frequently the most accessible technique for difficult-to-crystallise samples. Typically, structural solutions of powder diffraction are not possible ab initio. However, using intuition and working from a trial structure, it is possible to use powder diffraction to solve atomic structures.

Generally, this is automated using a Rietveld-type refinement that systematically varies unit cell sizes and atomic positions to obtain the best fit from a given trial structure, with operator intuition guiding the selection of trial structures and discounting clearly incorrect refinements. Data must be interpreted with care however, as solutions are not unique. It has been shown to be perfectly possible to achieve a well refined structural fit to a powder pattern with a completely wrong structure.\textsuperscript{130}

2.2.8 Temperature Effects

Although the above treatment is applicable for a perfect powder with all atoms perfectly at rest, in a real crystal there is atomic motion driven by thermal effects (and, even at low
temperature, by zero point energy). The end result of this thermal motion is to reduce the (useful for diffraction) elastic scattering, and increase the inelastic scattering (visible as a diffuse background).

The overall effect of the thermal motion is that higher $Q$ peaks are suppressed with increasing temperature, making the low $Q$ peaks appear more prominent in real experimental data than in the modelled data.

This can be taken into account by the addition of a temperature factor, generally called the $B$ or Debye-Waller factor. This factor represents a scaling term for the intensity of diffraction peaks of a given $Q$. The $B$ factor can be calculated from the equation

$$B = \langle e^{iQ\mathbf{u}} \rangle^2,$$

(2.10)

where $Q$ is the scattering vector and $\mathbf{u}$ is the displacement of the atoms at a given time. The $B$ factor is calculated by taking the square of the time average $\langle \ldots \rangle$ of $e^{iQ\mathbf{u}}$.

As it is impossible to know $\mathbf{u}$ for a newly characterised system, fitting of $B$ to the experimental data is another step that is performed to fully fit experimental data to a model. Because of the comparatively small number of peaks available for systems considered in this work, Debye-Waller factors have been set to unity to reduce the number of fitting parameters. This is justifiable as experimental data was collected at low temperatures (100K) and (for most systems) the component molecules are extremely rigid, meaning that $\mathbf{u}$ varies over only a small range. These assumptions were also used in previous work considering similar systems and proved valid.\textsuperscript{113,114}

### 2.2.9 Diffraction From 2D systems

A key reason for the usefulness of X-rays in bulk structural studies is their comparatively weak attenuation. The scattering cross section of atoms for X-rays is of the order of $10^{-6}$ Å$^2$ meaning that X-rays penetrate deep into the material. Hence, observed diffraction patterns can be taken to be representative of the bulk structure, and not of reconstructions and impurities concentrated at the surface. However, the ability of X-rays to probe deep into the bulk of a material is problematic for those who wish to study the reconstructions, impurities and other phenomena localised at the surface. Grazing incidence can be used to enhance the surface selectivity of a wide range of techniques, including diffraction. Indeed, this technique has been used for the study of heavy elements at surfaces, however the weak attenuation of light elements mean that it is generally not possible to use it for organic molecules at surfaces.
**Powder diffraction as a surface sensitive technique**

An alternative way to achieve surface sensitivity is to maximise the signal from the surface relative to bulk by using a powder or other high surface-area substrate. By comparing a dosed and clean diffraction pattern it is then possible to "subtract out" the signal from the substrate. The residual pattern after subtraction can be approximated as being due simply to diffraction from the monolayer structure. This is significantly more facile to set up than grazing incidence. However, even for a high surface area substrate, the scattering signal from the surface will still be comparatively tiny. Hence, a large flux of incident radiation is required to obtain usable data.

The subtraction of the substrate signal is also generally imperfect, so that features close to substrate diffraction peaks will be lost. The masking effect of significant substrate peaks limits the technique to applications where the surface peaks of interest do not significantly coincide with diffraction peaks observed for the substrate. For physisorbed monolayers the peaks of interest are those identified with long range periodicity within the layer, as the molecular structure is already known. From the theory of diffraction it is clear that these long range features will appear at significantly lower scattering angles than the peaks due to the short interatomic distances, due to the inverse relationship between scattering angle and real-space separation. Thus, study of self-assembly of molecules is well suited to surface sensitive powder diffraction.

**Differences from 3D**

Diffraction from 2D crystals such as monolayers bears much similarity with diffraction from bulk materials. However, there are also key differences that must be addressed before proceeding. A key difference is the behaviour in the perpendicular plane. As 2D materials have no periodicity in the third dimension, they have no reciprocal lattice spacing in this direction. Instead the in-plane reciprocal lattice points become reciprocal lattice rods, extending infinitely out of the plane of the surface. Within the plane, the spacing of these rods relates to the real-space lattice parameters of the 2D crystal in the same way as the bulk.

There are significant repercussions to the existence of these rods. In a bulk diffraction pattern, the diffraction condition for a particular reciprocal lattice spacing are satisfied only when the scattering vector aligns with the reciprocal lattice point separation. Figure 2.14 shows how, due to their infinite extent, the Bragg rods of any misaligned planes will eventually intersect with the scattering vector, at some higher \( Q \). This means that diffraction peaks from 2D systems are highly asymmetric, with slightly misaligned planes contributing significant intensity to the high-angle side of the peak.
Fig. 2.14 When planes are misaligned from the scattering plane, the diffraction condition for a Bragg rod spacing of $Q_0$ is met not only when the Bragg rod spacing and scattering vector align, but also for larger scattering vectors.

The Bragg rods would ideally be considered as being entirely one-dimensional objects, with no size within the plane. However in reality the Bragg rod obtains some broadening due to various factors such as the limited coherence length of the real-space lattice. This broadening can be modelled using either Gaussian or Lorentzian terms. The forms of these two model cross sections are presented in the below equations. The form of any specific Gaussian/Lorentzian is determined only by the relevant constant $\alpha$ or $\beta$, which are related to the full width at half maximum of the Bragg rod by a set of equations shown below. The term calculated for Gaussian line broadening is

$$Gaussian = \exp \left( -\frac{(uQ - Q_0)^2}{\alpha^2} \right), \quad (2.11)$$

while for Lorentzian line broadening the term is

$$Lorentzian = \frac{\beta_{Lorentz}}{1 + \beta_{Lorentz} (uQ - Q_0)^2}. \quad (2.12)$$

An alternative term utilises a squared Lorentzian and is given by

$$Lorentzian^2 = \frac{\beta_{Lorentz}/\pi}{\left( 1 + \beta_{Lorentz} (uQ - Q_0)^2 \right)^2}, \quad (2.13)$$
The $\alpha$ and $\beta$ constants in the above equations are related to the full width half maxima (FWHM) of the Bragg rod. For the Gaussian term the constant $\alpha$ is given by

$$\alpha = \frac{\text{FWHM}}{2\sqrt{\ln 2}}. \quad (2.14)$$

For the Lorentzian terms there are two subtly different $\beta$ factors given by

$$\beta_{\text{Lorentz}} = \frac{4}{\text{FWHM}^2}, \quad (2.15)$$

and

$$\beta_{\text{Lorentz}}^2 = \frac{4\left(\sqrt{2} - 1\right)}{\text{FWHM}^2}. \quad (2.16)$$

**Lineshape**

The shape of diffraction peaks from monolayers of this type has been analysed by Schildberg and Lauter for scattering from samples in capillary geometry.\textsuperscript{131} Section 4.4 covers some subtly different details relevant for the novel geometry used in this work, however the bulk of the analysis is identical to that put forward by Schildberg et al. The key points are reproduced here for clarity.

When considering diffraction from substrates with a range of orientations, it is necessary to consider the distribution of substrate/crystallite orientations. It is useful to define a dummy variable $u$ that varies $0 < u < 1$. $u$ defines how parallel a plane is to the scattering vector where $u = 1$ indicates they are parallel and $u = 0$ indicates they are perpendicular. It is then possible to integrate over all possible orientations (all possible $u$) to determine the predicted diffractogram from a given sample.

An important quantity in the case of samples with preferred orientation is the probability distribution $P(u)$. Schildberg et al. considered solutions for no preferred orientation, as well as preferred orientation perpendicular to the scattering vector as used in capillary geometry.

Combining the preferred orientation term with the appropriate term (Gaussian, Lorentzian etc.) for the decay of the Bragg rods gives the set of equations below. These describe the intensity variation with $Q$ of a peak at $Q_0$.

For the Gaussian shaped Bragg rods, the calculated intensity profile is given by

$$I_{\text{gauss}}(Q) \propto \frac{1}{\sqrt{Q Q_0}} \int_{u=0}^{u=1} P(u) \frac{\sqrt{u}}{\sqrt{1-u^2}} \exp \left( -\frac{(uQ - Q_0)^2}{\alpha^2} \right) du. \quad (2.17)$$
The equivalent expression for the Lorentzian term is

\[ I_{Lorentzian}(Q) \propto \int_{u=0}^{u=1} P(u) \frac{u}{\sqrt{1-u^2}} \frac{1}{\sqrt{B^2 - C^2}} \arccos \left( \frac{C}{B} \right) \, du, \] \hspace{1cm} (2.18)

while that for the squared Lorentzian is

\[ I_{Lorentzian}^2(Q) \propto \int_{u=0}^{u=1} P(u) \frac{u}{\sqrt{1-u^2}} \frac{1}{B^2 - C^2} \left( \frac{B}{B^2 - C^2} \arccos \left( \frac{C}{B} \right) - \frac{C}{B} \right) \, du. \] \hspace{1cm} (2.19)

In the above equations \( B \) is given by

\[ B = 1 + \beta \left( Q_0^2 + Q^2 u^2 \right), \] \hspace{1cm} (2.20)

and \( C \) is given by

\[ C = -2\beta Q_0 Q u. \] \hspace{1cm} (2.21)

### 2.2.10 Data fitting

#### Data processing

As discussed in section 4.2, collected diffraction data has a graphite background subtracted in order to isolate the monolayer diffraction peaks from that of the graphite bulk. However, in addition to Bragg peaks from the graphite there is also significant intensity at low angles due to Porod scattering. This is a form of low-angle scattering caused by the interfaces between particles.\(^\text{132}\) The scattered intensity \( I \) can be calculated from the surface area of the component particles \( S \) and the scattering vector \( Q \) through the equation

\[ I = \frac{S}{Q^4}. \] \hspace{1cm} (2.22)

Although \( S \) is not easily available, it is possible to fit a term for Porod scattering and subtract it from the data to achieve a flat low-angle baseline. This is helpful in identifying low angle peaks and this correction is applied to all processed data presented in this work.

#### Theory

Analysis of diffraction data is the subject of many standard texts.\(^\text{128}\) Concepts will only be discussed briefly here, and the reader is directed to a specialised text for a complete understanding of the concepts and techniques outlined.
Initial analysis of diffraction data involves indexing the peaks to identify a unit cell of the crystal. The smallest possible unit cell is termed the primitive unit cell, and contains just one lattice point within it. However, as shall be discussed in section 2.2.10 unit cells with symmetry groups can be easier to populate with atomic positions. Generally the highest symmetry unit cell possible is used for indexing. Indexing is performed by identifying the positions of diffraction peaks, and comparing them to those expected for trial unit cells. It is essentially a trial and error method, involving intuition to identify patterns such as regular patterns in the peak positions. Automated brute force methods have also been developed to aid in this process for larger unit cells.

Once a unit cell has been identified, it must be populated with atomic positions. Information on the distribution of scatterers (electron density for X-rays) is contained within the intensities of the observed diffraction peaks. However, analysis of the diffraction data is complicated by the so called phase problem. This problem occurs because the collected data consists only of the diffracted intensity, \( \propto |F_{hkl}|^2 \) and not the actual value of the structure factor. This means it is impossible to mathematically invert the structure factor equation to directly obtain the atomic positions, as would be possible if the actual structure factors were measurable.

A variety of methods have been used to overcome this limitation for single crystal X-ray data. These generally consist of obtaining initial estimates for the phase of the diffracted beams, and then refining these estimates to then invert the diffraction data and directly obtain the electron density. This electron density can then be related to a chemical structure.

An example method often used for initial analysis of diffraction data is the Patterson method. This involves calculation of a function called the Patterson function. This is the Fourier transform of the measured intensities, rather than the structure factor. This ignores the phase term but creates a function that still has a relationship to the crystal structure. The Patterson function \( P(u,v,w) \) is calculated by summing over all the indexed peaks the equation

\[
P(u,v,w) = \sum_{h,k,l} |F_{hkl}|^2 \exp(-2\pi i (hu + kv + lw)). \tag{2.23}
\]

Where \( \{hkl\} \) are the indices of the peaks, and \( u,v,w \) are the indices of the position vector within the unit cell. The Patterson function is thus a scalar field within the unit cell, with a value at each \( u,v,w \) point. It can be shown that the Patterson function has the property of having a maximum at the same distance and magnitude from the origin of every interatomic displacement in the atomic structure.

Figure 2.15 visualises the Patterson function for a simple model of atoms in a unit cell. The key property of the function is that the peak maxima have an intensity that is the product
of the atomic numbers of the two atoms related to a particular separation. This makes them ideal for constraining the relative positions of the heaviest atoms in the unit cell, and hence providing a starting point for further trials.

![Fig. 2.15 schematic indicating how the Patterson function (b) relates to the interatomic separation in the unit cell (a). Patterson peaks have an intensity equal to the product of the atomic numbers of the two atoms. Thus it is dominated by the atomic separations of the heaviest atoms.](image)

Powder diffraction data compresses the three-dimensional information obtained for diffraction from a single crystal into just one scattering angle. This loss of information means that peaks often overlap, and hence it is challenging to obtain accurate estimates for peak intensities. This, combined with the low number of peaks observed in the systems studied here, meant that Patterson functions were not as useful as first hoped in structural analysis.

**Rietveld Refinement**

The simplest powder diffraction analysis technique is one of simple trial and error. That is, making a trial structure, predicting its diffraction pattern, and comparing that with the observed pattern. The trial structure is then refined to minimise difference between the predicted and experimentally collected diffractogram. This is implemented in a variety of software packages, generally using some variation of a Rietveld refinement method.

Rietveld refinement was first performed in 1969 by Hugo Rietveld. In this method a theoretical whole diffractogram profile is built for the trial structure, based on theoretical peak positions and intensities, and quantities accounting for experimental factors such as line
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broadening. This profile is then compared to the experimentally obtained profile. The various parameters, both structural (unit cell size, atomic positions...) and experimental (experimental line broadening, zero angle offsets...) for the trial structure are then optimised to obtain a best fit for the experimental pattern. Although there are many parameters to optimise, careful use of the Rietveld refinement process has been extremely successful in solid powder diffraction studies, and the technique is extremely well established.\textsuperscript{135,133} However, care must always be taken in validating the results, as due to the number of parameters it is quite possible to overfit the model to an incorrect structure.\textsuperscript{130}

Software

Although bulk powder diffraction techniques are well established, and integrated into both commercial and open source analysis packages, all of these software packages are designed for bulk X-ray crystallography and utilise a mixture of Gaussian and Lorentzian lineshapes (convoluted into a Voigt lineshape) to model the lineshape of bulk powder diffraction. None of the software packages were able to be modified to accept the significantly more complex forms of the "sawtooth" lineshapes obtained from monolayer diffraction. For this reason it was not possible to utilise automated structural refinement, instead such optimisation was performed manually, and using chemical intuition on likely structures.

As discussed in section 4.2, the powder diffraction method is only able to capture peaks that do not overlap with the diffractions peaks of the graphite substrate. For this reason, only relatively low angle peaks can be collected. These peaks containing information on the large scale atomic structure of the monolayer, but relatively little on the internal structure of molecules within the layer. For this reason, and to constrain the fitting, it is assumed that the internal molecular structure of the component molecules remains constant, and that they can be treated as rigid bodies. Combined with constraints of symmetry and disallowing atomic overlap, this greatly limits the possible structural solutions to the data.

A package "patternNx" was previously coded in python 2.7 by Dr Chris Richardson, Dr Stuart Clarke and Dr Adam Brewer (BP Institute, University of Cambridge).\textsuperscript{125} This package utilises the standard Schildberg lineshapes discussed in section 2.2.9 however is invaluable for obtaining predicted peak positions and intensities for trial structures. To take account of the slight differences due to the alternate geometry used in flat plate a series of scripts were written in Matlab. These scripts fit peak positions and intensities to the experimental data independently of any structural model. This aids in optimising the unit cell parameters, as well as adjusting for the minor relative intensity differences between the two geometries.
Symmetry

Symmetry is a powerful tool in interpreting diffraction data, both of monolayers and of bulk systems. The details and origins of the effects of symmetry on diffraction are well covered in any standard diffraction text. In two dimensions there are just four crystal families: oblique, rectangular, square, and hexagonal. When combined with symmetry operations these generate 17 two-dimensional plane (or wallpaper) groups. Full details of all of these groups are available from the International Tables for Crystallography.

The key reason these groups are of interest is because they contain symmetry elements (mirror planes or rotation axes) that constrain the positions of molecules. This is especially useful for small unit cells where it is known that only a limited number of a given molecule is present. In this case the symmetry elements of the molecule must line up with that of the cell. For example an aromatic molecule such as 1,3,5-triiodotrifluorobenzene has three 2-fold rotation axes (running through the iodines and fluorines), but only one 3-fold rotation axis. If this is to be tiled using a unit cell with a 2-fold rotation axis, it is necessary that the molecule must be “standing upright” on the surface, with either an iodine or a fluorine pointing directly towards the surface. By contrast if it is to be tiled on a unit cell with a 3 fold rotation axis, it is necessary that it is lying flat on the surface, with the molecular centre coinciding with the centre of the cell.

The correct wallpaper group to use for a given fitting can be identified through the presence of systematic absences in the experimental diffraction pattern. These are families of Bragg peaks (e.g. 00l where l is odd) that are absent in diffraction patterns from a particular wallpaper group. The origin of these absences comes from detailed diffraction theory, but the relevant absences are tabulated with each group in the International Tables for Crystallography.

Fitting Strategy

The fitting strategy used in this work has been validated for many different monolayers systems of varying degree of structural complexity. Due to the low number of available peaks, and novel lineshapes of monolayer systems it is found that conventional powder diffraction analysis such as Rietveld refinement cannot be applied. Instead structural models are refined manually.

The fitting begins with indexing of peaks through identification of peak positions and matching these with the expected peak positions for possible unit cells. Any “missing peaks” from a unit cell can either be due to symmetry, or simply a lack of scatterers at appropriate
points in the cell. However any peaks present not predicted by the unit cell cannot be due to that trial structure.

Once a trial unit cell is obtained the peak intensities must then be matched. Matching is done by comparing the predicted pattern from a placement of molecular rigid bodies within the identified unit cell. A great deal of chemical intuition is required to identify sensible structures, with structures that maximise adsorbate-substrate interactions (e.g. being flat-lying) and adsorbate-adsorbate interactions (e.g. halogen bond donors and acceptors adjacent) being obvious starting points.

In addition to the intensities, the peakshape parameters (chiefly the coherence length, L) and Bragg rod shape (Gaussian, Lorentzian etc.) are also optimised to best fit the experimental data. These factors do not vary the peak shapes or intensities and so can be varied almost independently of unit cell size and atomic positions.

The fitting process is labour intensive, and the limitations of manual optimisation mean that it is not an exhaustive search of the possible solution space. For this reason it is preferable to have alternative techniques available to build confidence in the accuracy of the solution. Collaborators have performed DFT simulations to aid in structural validation, and relevant DFT work is presented in relevant chapters.

2.2.11 Neutron diffraction

Although the majority of the diffraction experiments in this work consider diffraction of X-ray photons, several experiments in chapter 7 consider scattering of neutrons.

Neutron scattering is a complementary technique to X-ray scattering with much of the physics being superficially similar. However the nature of the interaction between neutrons and atoms, and photons and atoms differ, meaning there are some key differences that must be taken into account.

Theory of neutron scattering

One key difference is that neutrons are scattered through interactions with the nucleus, rather than charged electrons like X-rays. Because of this, the scattering strength of a given nucleus depends on detailed interactions that go beyond the work considered here. The scattering strengths are observed vary wildly between atoms and isotopes, with no simple trend analogous to that of “increased electron density equates to increased scattering” as is the case for X-rays. It is also notable that, unlike X-ray scattering factors which are nearly angle independent, neutron scattering factors decrease with increased scattering vector $Q$. Although this adds additional complexity, detailed tabulations of the scattering strengths
of different nuclei (both different elements, and even different isotopes) and how they vary with $Q$ are available. Upon application of the appropriate atomic scattering factors, the analysis and interpretation of X-ray and neutron data is analogous, with similar issues due to the phase rule and fitting procedures using a structural model.

The utility of neutron scattering is that, because of the different atomic scattering factors, it is possible to change the relative peak intensities due to scattering from different centres. Combining the results of X-ray and neutron scattering thus provides additional information that can aid in fitting, by eliminating structural solutions that appear similar. Neutron experiments are also useful because, while hydrogen atoms interact only weakly with X-rays, hydrogen nuclei are extremely significant neutron scatterers. $^1$H nuclei are problematic due to their large incoherent scattering component, however $^2$D nuclei exhibit a large coherent scattering cross-section and so give strong diffraction signal. Hence, to avoid a large incoherent background in the diffractogram generally only deuterated molecules are utilised for neutron scattering experiments.

**Neutron sources**

The neutron experiments reported in chapter 7 were performed on beamline D20 at the Institut Laue-Langevin. This is a nuclear reactor neutron source with one of the strongest neutron fluxes available anywhere in the world. The layout and availability of the equipment is similar to that of I11 synchrotron considered earlier, although because of the relatively weak interaction of neutrons with matter the samples are significantly bigger (2cm in diameter). These are held in aluminium sample holders in a geometry otherwise analogous to the glass capillaries utilised for the synchrotron experiments.
Chapter 3

STM data

3.1 Introduction

The Low-Temperature Scanning Tunnelling Microscope (LT-STM) apparatus described in chapter 2 is potentially extremely powerful. It can image surfaces to atomic scale precision at temperatures from liquid helium to ambient. However, it had been out of operation for several years by the time the research in this project began, and institutional knowledge of how to use the equipment was sparse. As such the focus of the early stage of my PhD was gaining familiarity with this equipment. Initial testing was performed on a Au{111} single crystal, as this is an extremely well characterised surface. It exhibits a characteristic "herringbone" reconstruction that is frequently lifted upon addition of adsorbates. Figure 3.1 presents STM images showing the reconstructed gold surface. The "zig-zag" patterns are characteristic of the herringbone reconstruction.
As this surface is well known it is able to be used for calibration of the STM tip. The bulk lattice parameter of gold is 4.08 Å. As bulk gold has a face-centered-cubic unit cell, the step change between adjacent layers is \( \frac{a_0}{2} \) which is equal to 2.04 Å. The surface unit mesh consists of a hexagonal lattice with unit vector \( a_1 = \frac{a_0}{\sqrt{2}} \) or 2.88 Å. The herringbone reconstruction then consists of a rectangular lattice with parameters \( 22a_1 \) and \( \sqrt{3}a_1 \) or 63.50 Å and 5.00 Å respectively.\(^{143}\) These distances can be used to provide a known benchmark to calibrate measured distances in the STM. This is necessary after each tip exchange, as the relationship between applied potential and displacement of the piezoelectric crystals used for tip control will be weakly affected by the weight of the tip.

### 3.2 PTCDI

Once some degree of familiarity with the equipment was achieved, an appropriate test monolayer to study had to be chosen. The goal was to deposit a well-known monolayer structure to confirm the equipment and experimental procedures were working effectively. As seen in the literature review, perylenetetracarboxylic diimide (PTCDI) (Figure 3.2) has been well studied under similar deposition conditions and the monolayers it forms are known to be robust. Hence it was chosen for this initial study.
3.2 PTCDI

3.2.1 Experimental

PTCDI was purchased from TCI chemicals, (>95% purity), and used without further purification. It was loaded into a capillary and placed in the doser setup described in section 2.1.6. The entire doser assembly was then baked for 4 hours at 150 °C using both heating tape and resistive sample heating through the tantalum coil. After being left overnight to cool, the pressure stabilised at around $3 \times 10^{-8}$ mbar, the lowest achievable pressure in this setup. The PTCDI was observed to change colour from red to dark purple, possibly an indication of dehydration.

Upon opening the gate valve to the main chamber, a small increase in pressure to $2 \times 10^{-8}$ mbar was recorded in the main chamber, alongside large peaks from water (18 amu), N$_2$/CO (28 amu) and CO$_2$ (44 amu) in the mass-spec residual gas analyser. These peaks grew upon heating of the PTCDI, until at 490K it was observed to visibly sublime. At this point an extra peak at 64 amu appeared in the RGA signal, likely a fragment peak of PTCDI (390 amu). This sublimation temperature is lower than that which has been reported (608 K). This variance could be due to different pressure/impurity conditions to the previously reported work, or due to insufficient thermal contact between the thermocouple and the sample due to the thick capillary. Visual inspection of the sample indicated a large excess of adsorbate had been deposited. To remove some of this excess, as well as any small molecule contaminants from the raised background pressure, the sample was gently annealed to 373 K before being transferred to the STM chamber, and left for one hour to allow thermal equilibrium to be established.

3.2.2 Initial images

Initial images followed the previous studies in using a comparatively low tunnelling current of 0.3 pA and a large applied potential of -1.8 V. These conditions lead to a comparatively large tip-sample separation and so minimise the risk of destruction of the monolayer by the tip. However, this comes at the cost of reduced precision of measurements.
The initially observed images are shown in Figure 3.3. Under these conditions the image resolution is relatively poor, however it can be seen that there is a complete tiling of the surface. There also appears to be a partially formed layer on top of this underlying base layer. No area of bare substrate is visible so it is not possible to measure the thickness of the base layer and determine if it is monolayer or multilayer. The underlying base layer appears to be arranged similarly to the canted phase observed by Mura,\textsuperscript{108} this alignment implies a strong interaction between the base layer and the surface, implying the observed layer is likely a monolayer.

Fig. 3.3 Initial STM image of PTCDI on Au\{111\}. A regular tiling pattern can be seen. ($V_{bias} = -1.8$ V, $I_{set} = 0.3$ nA)

In order to remove the unwanted excess molecules, the tunnelling current was raised to 2.0 nA, and bias voltage lowered to +1.2 V. This has the effect of moving the tip nearer to the surface, allowing it to scrape off any weakly bound adsorbates.

From Figure 3.4 this approach does indeed produce a clearer image, where the structure of the overlayer can be clearly equated to the canted structure suggested by Mura. At no point was any non-canted phase imaged during study of the surface, likely due to the annealing step equilibrating the monolayer. The images obtained under these conditions are of comparable quality to those seen by Mura, with no internal molecular structure visible. The top of the image shows a disordered region that forms the boundary between two different grains of the canted phase.
3.2 PTCDI

Fig. 3.4 STM image of the PTCDI base layer. Individual molecules can be identified, but with no submolecular resolution. ($V_{\text{bias}} = -1.2$ V, $I_{\text{set}} = 2.0$ nA)

It is possible to compare these results with those obtained by Mura et al. They characterised the canted phase as consisting of parallel rows of molecules along the Au [112] direction. The molecules in one set of rows were measured to be canted (rotated about the z axis) at approximately 12° relative to the row direction, while the other set could not be reliably measured. DFT work suggested the most stable tilt angle was 10.4° for an isolated row, and 11.5° for a set of rows. Using Figure 3.5a, it is possible to more precisely measure the angle of tilt of the molecules relative to the rows. In confirmation with Mura it was found that one set of alternate rows had molecules tilted at approximately 12° relative to the row direction. The other set however were measured to be tilted at a somewhat lower angle of about 10°. This is closer to the DFT calculated tilt of an isolated row, but lower than the 11.5° tilt calculated for rows with parallel neighbours.

3.2.3 High Resolution Images

Adjustment of tunnelling conditions allowed better resolution images to be obtained. Figure 3.5a shows the image produced when a high bias voltage (in this case -3 V)$^1$ and an extremely high tunnelling current (12 nA) were used. Under these conditions the tunnelling current (I) channel exhibited very good quality images, as shown in figure 3.5. Each molecule

---

$^1$It is worth restating that, in keeping with convention, all bias voltages are reported as sample biased, despite the fact that the instrument is tip biased. A reported bias of -3V thus corresponds to a grounded sample and a tip of +3V relative to ground. Tunnelling is thus occurring from the sample to the tip.
can be seen to have two planes of symmetry, similar to the PTCDI molecular structure. There are 4 lobes on each side of the molecule, with the atomic structure not discernible. Figure 3.5b shows a simple calculation of the structure of the PTCDI HOMO. Although there are differences between these images, there are also some similarities, such as the 4 lobes on each side of the molecule.

The structure of the STM image does not exactly correlate with the HOMO because tunnelling from other orbitals will also be significant. As well as this the interaction with the gold surface will modify the form of the molecular orbitals. A full theoretical treatment of the tunnelling would be possible using the Tersoff-Hamann approach, but this has not been performed. Nevertheless, the form of Figure 3.5a is of the type that would be expected for high resolution STM images, with imaging revealing the internal electronic structure of the molecule.

Fig. 3.5 (a) STM image showing orbital resolution of the PTCDI monolayer. ($V_{\text{bias}} = -3$ V, $I_{\text{set}} = 12.0$ nA) (b) $\Psi^2$ of the PTCDI HOMO calculated using the semi-empirical PM3 basis set on hyperchem

When different tunnelling conditions were tested, they delivered an extremely unexpected result. While still observing the current channel, images appeared to map out the geometric connectivity of the molecule. Figure 3.6a was the result of optimisation of these conditions;
the tip feedback mechanism was reduced to minimum setting give a pseudo-constant height image, while the tunnelling parameters were set to $V_{\text{bias}} = 900\, \text{mV}$, $I_{\text{set}} = 7.0\, \text{nA}$. This image does not correlate with any frontier orbitals of the molecule, appearing instead to map out the $\sigma$ framework. This is an extremely unusual result for STM.$^{144}$

![STM image showing geometric resolution of the PTCDI monolayer ($V_{\text{bias}} = 900\, \text{mV}$, $I_{\text{set}} = 7.0\, \text{nA}$). Compared with (b) the atomic structure of PTCDI. Limited thermal drift has occurred between this and the previous image.](image)

Fig. 3.6 (a) STM image showing geometric resolution of the PTCDI monolayer ($V_{\text{bias}} = 900\, \text{mV}$, $I_{\text{set}} = 7.0\, \text{nA}$). Compared with (b) the atomic structure of PTCDI. Limited thermal drift has occurred between this and the previous image.

If the contrast of these images is suitably adjusted it is also possible to discern faint features, in at least some locations one would identify hydrogen bonds as occurring. However, as figure 3.7 shows, not all expected hydrogen bonds coincide with these lines.
Fig. 3.7 STM image of PTCDI with adjusted contrast to highlight intermolecular "features". Areas where "features" coincide with expected hydrogen bonds are circled in red. Circled in blue is an area expected to show hydrogen bonds, but with no feature visible. $V_{\text{bias}} = 600\text{mV}$, $I_{\text{set}} = 2.4 \text{nA}$

3.2.4 Discussion

The STM images presented in the previous section appear similar to high-quality atomic force microscopy (AFM) measurements of organic monolayers, as AFM maps out atom positions rather than electron density, and has also been shown to image "features" that correlate with intermolecular interactions. However, since these images were taken under pseudo-constant height conditions, it would be thought the images must be due to purely electronic effects.

The most similar images to these in the STM literature are those captured at ultra-low temperatures, and with tips functionalised using a gas molecule. This phenomenon was first shown by Temirov et al. in a study of perylenetetracarboxylic dianhydride (PTCDA). This is a very similar molecule to PTCDI, differing only in the replacement of the two terminal imide groups with anhydride. Temirov et al. used temperatures of 20 K, along with a tip pre-dosed with H$_2$ to obtain images showing atomic resolution. Figure 3.8 shows a selection of images obtained using this method under varied tunnelling conditions.

Further refinement to this technique found that Xe and CO could also act as good "probe" molecules to functionalise the tip. The best quality images even seemed to highlight intermolecular bonds, for example in Figure 3.9a.
Fig. 3.8 STM images taken with a H$_2$ dosed tip of PTCDA (the acid anhydride analogue of PTCDI) on a variety of silver and gold surfaces. The top two rows are 5 × 5 nm, while the bottom row is 1 × 1.5 nm. $V_{\text{bias}}$ varies from -0.01 to -0.3 V while $I_{\text{set}}$ varies from 0.03 to 2.1 nA. See reference 146 for full details.

Fig. 3.9 (a) STM image of PTCDA taken at 5 K using a Xe functionalised tip. $V_{\text{bias}} = -0.004$ V, $I_{\text{set}} = 0.1$ nA. (b) Simulated images considering only the tip-probe tunnelling current $T_T$. (c) Simulated images considering only the probe-surface tunnelling current $T_S$. Image From reference 147
Previous work attempted to explain these images by modelling a three component tip-probe-surface system. This enables consideration of contributions to the tunnelling current from both tunnelling between the tip and "probe" \( (T_T) \) and tunnelling between the "probe" and the surface \( (T_S) \). The work suggested the sub-molecular resolution could be explained by the extremely small tip-sample separations meaning that the probe molecule, at the surface of the tip, was affected by Pauli repulsion. Over atoms and \( \sigma \) bonds the probe is pushed away from the surface, due to the high total electron density. This then moves the probe closer to the tip, raising the \( T_T \) and lowering the \( T_S \) components of the tunnelling current. For the intermolecular features it was considered that a short separation between atoms (which generally coincides with where hydrogen bonds would be expected to be) would repel similarly to an atom/covalent bond, with similar effects on the \( T_S \) and \( T_T \) tunnelling currents. It was then thought that different probes would show different weightings between \( T_S \) and \( T_T \) allowing either sub-molecular or intermolecular features to dominate.

No previous images showed both good sub-molecular and intermolecular resolution in one image, thus it is difficult to reconcile the collected images with the \( T_S, T_T \) theory. An alternate theory contended that sub-molecular resolution was due to the probe being pushed closer to the tip and Pauli repulsion lowering the local density of states at the tip.\(^{148}\) This theory did not attempt to explain any intermolecular features however, and any theory will struggle to explain why areas with a large degree of Pauli repulsion can show either lowered (atoms and \( \sigma \) bonds) or raised (intermolecular contacts) tunnelling currents.

It is also notable that all previous images were taken at lower bias voltages, and much lower temperatures, than were utilised here. The tip used in this work was also not intentionally dosed with a "probe" molecule, however it is commonly known that even in UHV conditions it is possible for molecules to adsorb on the STM tip, and these will often prefer to bind to the apex of the tip due to this atom’s low co-ordination number. Thus, the presence of a probe cannot be discounted.

### 3.2.5 Summary

In this section we have present a number of STM images of the bare gold substrate and of a well-studied organic molecule adsorbed on the surface. In both these respects we are able to both repeat observations in previous literature, as well as provide obtain high quality images through an unknown mechanism. However, the most significant conclusion we draw here is that we have successfully reinitialised the experimental LT-STM facility and obtained data that gives us some confidence that we have appropriate working methods to address these very challenging 2D adsorbed layer systems. This facility is now suitable to investigate other systems which have not been presented in the literature.
We will now present a number of STM systems investigated, some have been previously studied in the literature, however, significant further work was required, and other previously uninvestigated systems.

### 3.3 Trimesic acid on gold

This section presents an STM study of trimesic acid (TMA) on gold. This is complementary to the diffraction study presented in section 7.2.

#### 3.3.1 Experimental

In keeping with previous dosing conditions used for deposition onto graphite, TMA was sublimed from a capillary at 573 K. As in the previous section, a clean Au\{111\} single crystal held at room temperature was the substrate. Similarly to PTCDI, despite 24 hours degassing at 120 °C large amounts of water and CO\textsubscript{2} were detected on the RGA during deposition, indicating degassing was not quite complete. No significant fragment peaks of TMA (210 amu) were detected in the RGA, indicating either that the amount sublimed was minute compared to the volatile molecules observed, or that the sublimed TMA was immediately and strongly bound to the prepared surface and very few TMA molecules reached the RGA which is offset from line-of-sight of the capillary.

The crystal was annealed post deposition at 330 K before being imaged, in order to reduce the presence of the aforementioned volatile impurities on the surface.

#### 3.3.2 Results

Figure 3.10 presents an initial image of what was observed. A number of terraces of Au \{111\} are visible, and on large terraces there are irregular islands of an ordered layer. The areas around the islands consist of bare gold, with the herringbone reconstruction faintly visible.
Fig. 3.10 STM image of trimesic acid deposited on Au \{111\}. Taken at 77 K, $V_{\text{bias}} = 3$ V, $I_{\text{set}} = 0.1$ nA.

Figure 3.16 presents a high resolution image of the ordered layer. Examination of the periodicity of the layer allows this layer to be identified with the "chickenwire" structure previously reported. No other ordered structures could be observed. Previous research has reported coexistence of flower with chickenwire. The observation of just the chickenwire phase could be due to the low coverage, as the flower phase is significantly more dense (area per molecule $\approx 100^2$ for the flower phase compared to $\approx 120^2$ for chickenwire). This means the flower phase will be more favoured at higher coverages when denser packing is favourable. Alternatively the annealing step used in preparation of this sample may have caused the less thermodynamically stable "flower" phase to reform into the thermodynamically more stable chickenwire phase.

Attempts to repeat the same conditions as described in the previous section to achieve "atomic resolution" were unsuccessful, implying that the imaging conditions used for PTCDI are not generally applicable.
3.4 Halogen Bonded layers

Having successfully imaged two previously studied hydrogen bonding systems, the next step was to investigate the behaviour of novel, halogen bonding, systems. 1,4-diodotetrafluorobenzene (TF1) is frequently studied as a halogen bond donor, and its co-crystal with 4,4'-bipyridine on graphite previously reported via X-ray diffraction. The chemical structures of these molecules is presented in figure 3.12. A related molecule, 1,3,5-triiodotrifluorobenzene is also of interest due to its potential for forming more complex, porous, layers.
3.4.1 Experimental

4,4’-Bipyridine (Alfa Aesar, 97%), 1,4-diiodotetrafluorobenzene (Sigma Aldrich, 90%), and 1,3,5-triiodotrifluorobenzene (Acros Organics, 97%) were obtained commercially and used without further purification. These molecules were dosed using the sublimation system reported previously, with deposition temperatures of 100 °C utilised for both BPY and 1,4-diiodotetrafluorobenzene, while a temperature of 60 °C was sufficient for 1,3,5-triiodotrifluorobenzene. These initial experiments utilised the same Au{111} single crystal surface utilised above as the substrate.

3.4.2 4,4’-Bipyridine

Literature

Assembly of 4,4’-Bipyridine (BPY) into a crystalline lattice on graphite has been previously characterised through diffraction experiments. In these instances the BPY was seen to lie flat on the surface, forming a monolayer with regular unit cell $a = 11.26 \, \text{Å}$, $b = 11.45 \, \text{Å}$, and $\gamma = 90.0^\circ$.

Meanwhile assembly of BPY on gold {111} surfaces under aqueous perchlorate solution has been by two authors using electrochemical STM and a combination of electrochemical STM and AFM.

Cunha et al. found several different monolayer structures dependent on electrochemical potential of the electrolyte solution, however the structure at ground potential was indexed to an overlayer lattice, $a = 12.55 \, \text{Å}$, $b = 13.20 \, \text{Å}$ and $\gamma = 72.5^\circ$. Within this mesh the BPY molecules were modelled as upright with a nitrogen molecule facing the gold surface.
Mayer et al. similarly reported several different structures dependent on electrochemical potential, with the structure at ground potential also identified as consisting of upright BPY molecules, but with a subtly different lattice parameters $a = 11.5 \text{ Å}, b = 13.2 \text{ Å}, \gamma = 71^\circ$.\textsuperscript{149}

**Results**

Figure 3.13 presents a typical STM image obtained after BPY was deposited onto the Au $\{111\}$ crystal. A suggested unit mesh and structural assignment is overlain on the image. The tentatively assigned unit mesh is a centered mesh with cm symmetry. Mesh parameters are $a = 13.9 \text{ Å}, b = 6.5 \text{ Å},$ and $\gamma = 88^\circ$. The topography of the image is extremely flat, with the difference in height between the dark and light regions being only approximately 30 pm. As discussed in section 2.1.2, care must be taken in interpreting this number, however it strongly supports a flat-lying BPY structure, unlike the upright structures observed in solution by Cunha and Mayer.

If it is assumed that the BPY molecules are flat lying, the logical structural interpretation of figure 3.13 is of a series of offset chains. Each chain consists of a unit approximately 12 Å in length, with these units appearing to consist of two roughly circular “caps” of 2 Å in length, and an elongated unit of approximately 7 Å in length. The initial interpretation of these observations is of a BPY molecule, lying flat on the surface, with two gold adatoms coordinated to each of the BPY molecule’s nitrogens.

As this was a preliminary study in molecular imaging, designed purely to confirm the presence of BPY prior to deposition of halogen bond donors onto the surface, no complementary techniques were conducted to test this interpretation. However, it is clear that the structure is unlike that which has been observed in solution phase.
Fig. 3.13 STM image of 4,4’-Bipyridine deposited on Au {111}. Taken at 77 K, $V_{\text{bias}} = 1$ V, $I_{\text{set}} = 1$ nA. The centered unit mesh has parameters are $a = 13.9$ Å, $b = 6.5$ Å, and $\gamma = 88^\circ$. The structural interpretation of the image is of offset chains of BPY coordinated to two gold atoms.

1,4-diiodotetrafluorobenzene

Deposition of aromatic molecules containing both iodine and gold has not previously been reported. Deposition of TF1 was attempted, however no clear structural signal was identified. In some images a consistent pattern could be identified. An example of these is shown in figure 3.14. The structure is amorphous with irregularly shaped indents with an apparent depth of 0.15-0.2nm. However, the signal is extremely noisy and variable, making it difficult to draw solid conclusions from these images. Multiple attempts at depositing TF1 with different dosing/annealing procedures were attempted, as well as deposition of TF1 onto a gold surface precoated with BPY. However, none of the experiments yielded non-amorphous images.
Fig. 3.14 STM image of 1,4-diiodotetrafluorobenzene deposited on Au \{111\} post annealing to 340 K. Image collected at 77 K, \(V_{\text{bias}}=-0.3\) V, \(I_{\text{set}}=0.6\) nA.

The nature of the STM images indicates that no crystalline monolayer structure was formed upon TF1 deposition onto gold. Ullmann coupling, where a surface adatom atom inserts into the C-I bond, followed by coupling of adjacent molecules through C-C bond formation, has been observed in similar non-fluorinated molecules. This was originally thought to chiefly occur with more reactive metals than gold, and at elevated temperature, but more recent work has shown it to occur on gold \{111\} at room temperature.\(^{151}\) These initial experiments are not sufficient to confirm the occurrence of a reaction of this type, however it provides a plausible mechanism for the generation of amorphous material from the deposited TF1 molecule.

**1,3,5-Triiodo-2,4,6-trifluorobenzene**

1,3,5-Triiodo-2,4,6-trifluorobenzene (TITFB) is a putative halogen bond donor that will be further explored in chapter 5. The structure of the molecule is presented in figure 5.3b
Deposition of TITFB onto the gold surface generally gave similar poor quality images as for TF1 above, likely for similar reasons. However, in one run of experiments a low coverage of TITFB was deposited, followed by a post deposition annealing step to 373 K. After this stage images of the surfaces found evidence of assembly on the edges of the gold \{111\} terraces. Figure 3.16 illustrates the observed assembly.

The features are 1 Å in height with a size of approximately 4.0 Å by 7.1 Å. The height of 1 Å is of the order of size that may be expected for TITFB lying flat on the surface, while 7.1 Å is similar to the I...I bond length in the crystal structure.
Conclusion

Initial STM experiments with BPY were able to identify the formation of a crystalline monolayer with a structure different to that which has been identified under solution. However, initial experiments depositing halogen bond donors onto the gold surface yielded chiefly amorphous or impossible-to-image samples, aside from a single low coverage TITFB sample. The few samples attempted co-deposition of BPY with TF1 or TITFB were all unsuccessful in obtaining images of any sort. Given the previously discussed likelihood of Ullmann coupling or other interaction of the surface metal atoms with the halogen-bond donors, it was decided to change substrate from the metallic Au{111} surface, to an HOPG graphite surface. This would also have the benefit of improving the transferability of the structural conclusions from the STM data to the diffraction data and vice versa.

3.5 Graphite

Graphite and monolayer assemblies on graphite have been commonly studied via STM. However, the instrument used in this work had not previously been used to image graphite. Initial experiments focused on imaging a clean graphite surface. This was aimed to be a prelude to further investigations of adsorbed molecules on graphite. However, the poor quality of the recovered images, and constraints due to the Covid-19 pandemic led to this subsequent phase of work not being completed.

3.5.1 Experimental

Commercially available HOPG crystals were obtained from Merck. These were of ZYB grade, with a mosaic angle of $0.8 \pm 0.2^\circ$. This is of sufficient grade to be generally recommended for STM imaging. The samples were freshly cleaved in air and then quickly transferred into the vacuum system. Once in the chamber they were heated to 900 K to be outgassed before imaging.

3.5.2 Results

Imaging quality of the bare HOPG surface was extremely poor, despite using the sample conditions recommended by the system operation manual prepared by the instrument manufacturer Omicron ($V_{\text{bias}} = 0.5 \text{ V}$, $I_{\text{set}} = 500 \text{ nA}$). Alternative tunnelling conditions were attempted, however image quality remained poor. A typically recovered image is shown in figure 3.17
Although the image appears to simply be random noise, it is possible to discern some regularity in the pattern. The Gwyddion software package used for image processing post scan allows the filtering of frequencies in a collected image using a Fast Fourier Transform (FFT). If this is performed it can be seen that there are regularities in the scan with a hexagonal symmetry (see figure 3.18).

Fig. 3.17 STM image of bare HOPG surface taken at 77 K. $V_{bias} = 0.5$ V, $I_{set} = 0.5$ nA.

Fig. 3.18 2D FFT of the image presented in figure 3.17 obtained using the “Fourier filter” option in Gwyddion. The six peaks highlighted represent periodicity close to that of a graphite lattice.
3.5 Graphite

From these points it is possible to fit a lattice with parameters $a = 2.505(6)$ Å and $b = 2.663(8)$ Å, and a $\gamma$ value of $57.09^\circ$. The expected lattice constant of graphite is $a = b = 2.459$ Å with $\gamma = 60^\circ$. As there is a reasonably close match between the regularity detected in the STM images and the actual lattice constant of graphite it is likely that the graphite surface is being successfully imaged, however that noise in the collected scan is so significant that it can barely be detected. As discussed in the experimental section, high frequency noise was known to be a problem with this instrument from the previous operator, Dr Stephen Driver. When using the instrument 5+ years ago there had been multiple technician visits and instrument modifications to attempt to eliminate the noise, to no avail. It had been accepted as a minor nuisance when imaging on metal surfaces, and easily isolated from sample signals using image processing software. It is unknown why noise appears drastically worse when imaging HOPG.

After a tip exchange it was possible to obtain more successful images of graphite. However, the noise was still evident, and had to be removed using software adjustment as in section 2.1.8. Because of the difficulties in imaging on graphite, as well as repeated equipment failures and leaks in the vacuum system it was decided to de-prioritise STM investigations in the present work. Because of this de-prioritisation, and the effects of the COVID-19 pandemic no more STM data was collected in this work.
Chapter 4

Substrate Analysis

4.1 Introduction

In this work the focus is on the intermolecular interactions of adsorbed molecular species. The substrate, to first order, is simply a support for the 2D layers. The interactions of the molecules with the substrate, ideally should be weak and not exhibit any significant in-plane periodicity, as this may favour commensurate layers, determined by the substrate periodicity, rather than overlayer molecular structure. Graphite has been demonstrated to be a reasonable model in these criteria. The interactions are mainly weak van der Waals and although there is some substrate corrugation, it is relatively weak. Hence, we hope that adsorption onto the basal plane of graphite will enable us to explore the adsorbate-adsorbate interactions without significant perturbation from the substrate.

4.1.1 Highly Oriented Pyrolytic Graphite (HOPG)

It is very difficult to obtain single crystals of graphite. The closest material is Highly oriented pyrolytic graphite (HOPG) such as that produced by Merck. This material consists of highly oriented graphite basal planes stacked onto each other with a single exposed basal plane. These are ideal for STM (see section 3.5) but do not have a high surface area appropriate for surface diffraction studies, the contribution from the adsorbed layer is too weak to observe relative to the much larger amounts of graphite.

4.1.2 Powdered Graphites

There are a large number of high surface area graphitic materials, produced in a number of ways. In this work we have used papyex, a commercially available material from Mersen.
Papyex is a weakly compressed, exfoliated graphite with the graphite basal planes preferentially oriented. It has been previously been used successfully as a relatively high surface area graphite substrate for scattering experiments. As discussed in section 4.2, the properties of papyex are key, as the high surface area allows maximisation of the signal from molecular assemblies at the surface. At the same time, many higher surface area graphite substrates contain significant micropores and high defect density, meaning they are far from the ideal infinite flat plane necessary for adsorbate-substrate interactions to be negligible. Papyex thus falls into a "goldilocks zone" that allows the study of behaviour at macroscopic surfaces. The structure of papyex was characterised by Gilbert et al.\textsuperscript{124} They found that papyex consists of highly crystalline flakes of graphite of thickness 10\,\mu m and radius 20 \,\mu m. These flakes are randomly stacked with a tendency to align parallel to the sheet direction. This tendency is quantified by the mosaic spread angle which shall be further covered in section 4.3.3. The preferred orientation, as discussed below, is a significant benefit in optimising scattering studies.

Each flake of graphite is not a single crystal, but instead consists of multiple domains. X-ray analysis indicates a coherence length of 600\,\AA\ in-plane and 300\,\AA\ out of plane in the graphite lattice. This indicates that there is no long-range order beyond these distances, and so is closely related to the average size of a graphite domain in the substrate.

Papyex is significantly less dense than single-crystal graphite, consisting of approximately 60\% void space. In-depth analysis of nitrogen adsorption isotherms indicates that the pores are macro-scale. Precise quantification of the pore sizes was difficult, but there is strong evidence the dimension of the pores is similar to that of the graphite domains (300\,\AA).

In summary papyex can act as a good model substrate suitable for these experiments mainly due to its preferred orientation and significantly larger surface area than HOPG single crystals.

Although different batches of papyex are not found to deviate significantly from the aforementioned properties. It is prudent to fully characterise the particular papyex substrate used in these scattering experiments. The key quantities that must be considered for each individual batch are the specific surface area (usually characterised by BET isotherm), the preferred orientation of the crystallites (mosaic spread), and the fraction of unoriented crystallites (determined by rocking curve analysis). The batches of papyex utilised in experiments reported in this work are: BPI004L (0.5mm thickness) and JAD01 (2mm thickness). The batch of substrate used will be clearly displayed in the results chapters. Because none of the diffraction experiments with the 2mm substrate were successful, a rocking curve analysis has not been performed for this substrate.
4.2 BET

4.2.1 Theory

Measurement of the surface area of high surface area and porous materials is not a straightforward task. The most commonly used method is the Brunauer-Emmett-Teller (BET) method. This method involves characterising the adsorption of nitrogen onto the surface. The method is an application of the BET isotherm model, which is itself an extension of the Langmuir model.

In the Langmuir model the surface is assumed to consist of a discrete number of adsorption sites. Each site can either be unoccupied or occupied by one molecule. The binding energy of a molecule to a site is termed the enthalpy of adsorption and is the same for all sites, regardless of their neighbour’s occupancy. This model can be used to derive an expression relating the surface coverage ($\theta_A$) of a gas $A$ to the partial pressure of $A$ ($p_A$) and the equilibrium constant of the single site binding of $A$ to an adsorption site ($K_{eq}^A$). The Langmuir expression for the surface coverage ($\theta_A$) is

$$\theta_A = \frac{K_{eq}^A p_A}{1 + K_{eq}^A p_A}$$

and leads to an adsorption isotherm as in figure 4.1.

Fig. 4.1 Model data of the Langmuir isotherm. Surface coverage initially increases near linearly with partial pressure of $A$. But as pressure increases the rate of change of coverage decreases until reaching a maximum (saturation of the surface).

The BET model is an extension to the above Langmuir model to account for the fact that additional gas molecules can adsorb on top of already adsorbed molecules. Similar to the Langmuir model the enthalpy of adsorption is modelled as being independent of the occupancy of neighbouring sites, however a distinction is drawn between the first adsorbed
layer (binding to the surface), and the enthalpy of subsequent layers (binding to other gas molecules). Figure 4.2 provides a schematic of the model. The first layer binds with an enthalpy $E_1$ equivalent to the Langmuir binding enthalpy, while the subsequent layers bind with enthalpy $E_L$ equivalent to the enthalpy of liquefaction of the adsorbate. These values are used to define a quantity $c$ which is called the BET constant and quantifies the difference in strength of interaction of the adsorbate with the surface versus itself. The BET constant can be calculated using the equation $c = \exp \frac{E_1 - E_L}{RT}$. The form of the BET isotherm then also depends on the vapour pressure of the adsorbate $p_o$, leading to a more complex expression for relative surface coverage of

$$\theta_A = \frac{cp}{(p_o - p)(p_o + p(c - 1))}. \quad (4.2)$$

This equation leads to behaviour exhibited in figure 4.3, the initial behaviour of the system is Langmuir like, but at high partial pressures of $A$ multilayers of adsorbed gas start to form as fewer unoccupied sites become available.

Fig. 4.2 Schematic diagram of the BET model. The surface is subdivided into a number of sites, each of which can have any number of gas molecules adsorbed. In the BET model each layer is assumed to follow the Langmuir model, with the first layer having a greater enthalpy of adsorption, and all subsequent layers have the same, lesser, adsorption enthalpy.
4.2 BET

Fig. 4.3 Model data of the BET isotherm. Initial behaviour exhibits Langmuir-like behaviour with an initial linear increase in coverage, followed by a levelling off as the initial layer becomes saturated. However, as partial pressure of $A$ continues to increase additional adsorption occurs to form subsequent layers. This allows surface coverage to go above 1 (the amount required to completely cover one monolayer).

The BET theory is useful because it better reflects the adsorption properties of gases at high partial pressures near the vapour pressure than the Langmuir model. This is relevant because to precisely measure the surface area of a substrate it is ideal to have as much gas adsorbing onto the surface as possible so that the change in number of molecules in the gas phase (the quantity measured) is as large as possible.

4.2.2 Method

To calculate the surface area of a substrate, a weighed amount of the substrate is placed inside a vessel. Another vessel of the same volume is left empty as a control for all subsequent steps. Both vessels are then degassed by being pumped at elevated temperature. The aim of this step is to ensure that the entire surface area of the substrate is free of any adsorbates. Once the chamber is fully evacuated, a quantity of an inert gas such as He is added to measure the dead volume of both vessels, with inert substrate such as glass beads added to the control vessel to ensure a similar dead volume in both vessels.

Once the two vessels are evacuated, nitrogen is then added to both vessels and the pressure change measured as a function of the quantity of nitrogen added. In the control vessel, all the nitrogen will remain in the gas phase, and so the pressure will vary purely as a function of the ideal gas law ($PV = nRT$). For the vessel containing the substrate, a quantity of nitrogen will become adsorbed on the substrate, meaning for a given amount of nitrogen added, the pressure will be less than for the control vessel.
Analysis of the variance in adsorption with pressure and temperature can be used to measure the surface area of the substrate, as well as providing information on the distribution of pore sizes. In this work all analysis was performed by Antonio Exposito in the group of Dr Laura Torrente in the Department of Materials Science in the University of Cambridge, using commercial equipment.

4.2.3 Results

BET surface area measurements were performed on both two recompressed papyex batches (2 mm and 0.5 mm thickness), and a sample of uncompressed papyex powder. The uncompressed powder was found to have a surface area of 31.53 m\(^2\)g\(^{-1}\).

Compression of the graphite powder to form papyex sheets will be expected to reduce the surface area somewhat, Gilbert et al. reported a BET area of approximately 18 m\(^2\)g\(^{-1}\) for a 0.5 mm thickness sheet. From past experience the surface area within batches is fairly similar, but can vary between batches due to slight changes in the manufacturing conditions. For the 0.5 mm batch BP1004L a surface area of 15.72 m\(^2\)g\(^{-1}\) was found. The 2 mm thick batch JAD01 had a BET surface area of 22.88 m\(^2\)g\(^{-1}\). Both of these surface areas are lower than for the uncompressed powder, indicating compression into papyex reduces the available graphite surface area as expected. It is likely that the faces of the strips are more compressed than the centres, thus it is possible to justify why the thicker batch (which will have a lower ratio of face to centre) exhibits a higher BET surface area.

The value of the BET surface area is used in the determination of the amount of adsorbate required to give a desired coverage. Since all systems studied in this work are at sub-monolayer coverage, to ensure no multilayer structures, the precise value is not of particular importance, however it is necessary to confirm that the adsorbates are indeed at the sub-monolayer coverage regime. As discussed in chapter 2, substrates were dosed to approximately 0.8 of a monolayer coverage. This represents a trade-off between maximising the coverage to obtain a strong scattering signal, while providing a safety factor reflecting the possible differences in accessible surface area between N\(_2\) molecules used in the BET isotherms and the larger molecules considered later in this work.

4.3 Rocking curve

The distribution of graphite crystallites is an important parameter in the determination of the monolayer diffraction lineshape, and as a means to optimise the experimental geometry of the scattering experiments. As discussed in section 2.2.9 the lineshape is determined by
both the properties of the monolayer (in particular the crystallite size, L) and the distribution of orientations of the crystallites P(u). In all previous work the orientation of the crystallites to obtain P(u) has been modelled as the superposition of an isotropic fraction (f) and an oriented fraction (1-f) whose orientation is described using a Gaussian, with a characteristic spread angle $\theta_{\text{mosaic}}$ which equated to the full-width at half maximum of the Gaussian.

L is a function of the monolayer crystallite and so will vary between different monolayer systems and so must be fit as part of the curve fitting procedure for each sample studied. However f and $\theta_{\text{mosaic}}$ are functions of the substrate and so can be measured separately. This is useful as it helps to constrain the monolayer pattern fitting procedure by reducing the number of free variables. Previous literature has reported on a number of different experiments on papyex substrates, reporting values of $\theta_{\text{mosaic}} \approx 30^\circ$ and f$\approx 0.3$.\textsuperscript{124,154,155} However, these references give little detail of how these values were obtained. Adam Brewer’s PhD thesis goes into greater detail of the method employed, obtaining similar values to the above.\textsuperscript{125}

In keeping with Brewer’s previous work, the diffraction pattern of a blank papyex strip was measured and the intensity of the inter-basal plane diffraction peak (00l) was recorded as a function of sample orientation. By analysing the change in intensity with rotation angle it is possible to extract information about the orientation of the papyex crystallites and hence obtain values for f and $\theta_{\text{mosaic}}$. 

4.3.1 Geometric correction

Fig. 4.4 Two diffractograms for a papyex sample at two orientations relative to the incident X-ray beam: a) the plane of the papyex sample parallel to incident beam (blue) or b) perpendicular (black). It can be seen the relative intensities of peaks vary drastically, with the out of plane \{002\} and \{004\} peaks being orders of magnitude more intense with the incident beam parallel rather than perpendicular to the sample.

Figure 4.4 shows the experimentally measured X-ray intensity as a function of the scattering vector \(Q\) of an undosed papyex sample for the two extremes of sample orientation relative to the incident beam of a) beam parallel to the graphite planes (blue) or b) beam perpendicular to the graphite planes (black). Relevant peaks are labelled. Due to the symmetry of the stacking of the graphite sheets the \{00\(l\)\} reflections are systematically absent for odd \(l\). The \{002\} and \{004\} are thus the only interlayer peaks visible within this \(Q\) range. As can be seen, the intensities of these peaks vary drastically with sample orientation. This is partly a function of the distribution of graphite crystallite orientations within the papyex, but also a function of several other factors which must be corrected for.
4.3 Rocking curve

**Path Length**

Carbon has a low Z number so there is a relatively weak attenuation of the X-rays on passage through the sample. Nevertheless for best results it is necessary to account for changing path length of the beam as the sample rotates.

Figure 4.5 shows the key geometries for consideration of transmission path length. The sample is modelled as a cuboid of infinite extent in the direction normal to the plane of the paper. Within the paper plane the sample has a long dimension (width, w) and a short dimension (thickness, t). The angle $\beta$ is defined as the angle between the long axis of the graphite strip and the incident beam. The beam is modelled as an incident beam of no thickness entering the strip and scattering from its centre. Critical values of $\beta$ can be identified that correspond to maxima in path length and discontinuities in path length change with angle. These critical angles denote where the incident or transmitted beam switches from exiting through an edge to a face, or vice versa.
Fig. 4.5 Schematic diagram of the key geometries in the rocking curve. The sample strip has a thickness of \( t \), and a width of \( w \). The red arrows represent the incident and diffracted X-ray beams, with scattering modelled as being localised entirely from the centre of the substrate. \( \beta \) is defined as the rotation angle of the substrate from beam parallel. Two critical values of \( \beta \), labelled \( \beta_{\text{crit}}^{\text{trans}_1} \) and \( \beta_{\text{crit}}^{\text{trans}_2} \) denote changes in regime as the beam exits through different faces of the sample.
The path length of the incident and transmitted beams for the geometries shown in figure 4.5 can be calculated through simple trigonometry. The below equations can be used to calculate the transmitted beam path length \( l_t \).

When \( \beta \) is less than \( \beta_{crit}^{trans1} \) the beam falls in regime (a) from figure 4.5 and the transmitted path length is given by

\[
l_{t}^{topface} = \frac{t}{2\sin(2\theta - \beta)}. \tag{4.3}
\]

When \( \beta \) is greater than \( \beta_{crit}^{trans1} \) but less than \( \beta_{crit}^{trans2} \) the geometry is in regime (c) and the transmitted path length is

\[
l_{t}^{edge} = \frac{w}{2\cos(2\theta - \beta)}. \tag{4.4}
\]

Finally, when \( \beta \) is greater than \( \beta_{crit}^{trans2} \) but less than 180° the geometry is in regime (e) and the path length is

\[
l_{t}^{bottomface} = \frac{t}{2\sin(\beta - 2\theta)}. \tag{4.5}
\]

Once \( \beta = 180° \) the geometry becomes equivalent to regime (a). The values of the critical angles \( \beta_{crit}^{trans1} \) and \( \beta_{crit}^{trans2} \) are given by the equations

\[
\beta_{crit}^{trans1} = 2\theta - \arctan\left(\frac{t}{w}\right), \tag{4.6}
\]

and

\[
\beta_{crit}^{trans2} = -2\theta + \arctan\left(\frac{t}{w}\right) \tag{4.7}
\]

respectively.

Figure 4.6 shows how the path length calculated using the above set of equations changes with rotation angle \( \beta \) for a sample with dimensions of thickness = 0.5 mm and width = 2mm. As can be seen, the minimum transmitted path length is 0.25 mm (half of the strip thickness) while the maximum path length is 1.03 mm (exiting diagonally through a corner of the strip at one of the critical angles). In between these two extremes the transmitted beam path length varies smoothly with derivative discontinuities at the critical angles.
Fig. 4.6 Transmitted beam path length for the \{004\} reflection of X-ray of 1.54179 Å wavelength for a strip of papyx 0.5mm by 2mm in size. $\beta = 0^\circ$ equates to the strip being parallel to the incident beam as in figure 4.5a, while $\beta = 90^\circ$ equates to the strip being perpendicular to the beam as in figure 4.5e.

Similar analysis was also performed for the incident path length. Due to the simplified geometry only one critical angle is required ($\beta_{\text{crit}}^{\text{incident}}$), determining whether the incident beam enters through the face or edge. This critical angle is given by

$$\beta_{\text{crit}}^{\text{incident}} = \arctan \left( \frac{t}{w} \right).$$ \hspace{1cm} (4.8)

When $\beta$ is below this critical angle the incident path length is

$$l_i^{\text{face}} = \frac{w}{2 \cos(\beta)},$$ \hspace{1cm} (4.9)

while above the critical angle the incident path length is equal to

$$l_i^{\text{edge}} = \frac{t}{2 \sin(\beta)}.$$ \hspace{1cm} (4.10)

Figure 4.7 shows how the incident beam path length changes with rotation angle $\beta$. As can be seen the minimal incident beam path length occurs at $\beta = 90^\circ$ when the strip is perpendicular to the incident beam and so the incident path length is 0.25 mm, half the thickness of the strip. The maximum path length occurs when the beam enters diagonally at $\beta_{\text{crit}}^{\text{incident}}$ ($\beta \approx 14^\circ$).
4.3 Rocking curve
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Attenuation

The X-ray attenuation coefficient $\alpha$ is a key quantity when considering X-rays passing through matter. It is the reciprocal of the distance through the sample at which the X-ray beam decays by a factor of $e$ from its original intensity. For a sample of thickness $d$, the intensity of the attenuated beam is given by $I(d) = I_0 e^{-\alpha d}$.

The attenuation of a given wavelength of radiation by an atom of a given element is fixed and can be obtained from literature values. However, the value for a particular sample depends on the number of atoms of that kind per unit length of beam path, and hence the density of the atoms in the sample.

For photons of wavelength 1.54179 Å, the attenuation coefficient of carbon is 4.576 cm$^2$g$^{-1}$. The density of papyx can be estimated through weighing of samples of known dimensions. The density is found to be variable between 0.4 and 0.6 g cm$^{-3}$. For a density of 0.5 g cm$^{-3}$ a value of $\alpha \approx 2.3$ cm$^{-1} = 0.23$ mm$^{-1}$ is obtained. This means the attenuation length (the path length required for beam intensity to drop to $1/e$ of the original intensity) is $\approx 5$ mm. 5mm is significantly larger than the thickness of the papyx (0.5-2 mm) and so attenuation is negligible for these samples.

It is desirable to have a more exact value for the attenuation coefficient for the particular sample of graphite being scanned in the rocking curve. This could be done by observing how the intensity of the direct through beam varies with sample orientation. The direct beam is highly intense, and so a beamstop is used to prevent the beam from damaging the detector.
However, despite the beamstop there is still a residual beam detectable in the detector area shadowed by the beamstop.

However, attempts to relate the intensity of the residual beam to the rocking curve of the papyex were unsuccessful, with no discernible relation between sample thickness and direct beam intensity. Figure 4.8 shows how the through beam intensity changes with $\beta$. If attenuation was significant a periodicity of 90° would be expected as the sample rotates. No discernible trend can be seen likely indicating that random fluctuations in intensity of the residual "through beam" are more significant than attenuation by the graphite.

Because it was not possible to measure a value for $\alpha$, the literature value of 0.2 mm$^{-1}$ was used. However it is important to note that the structural interpretation of the rocking curve results, the focus of this work, were largely insensitive to the absolute values of $\alpha$ (or attenuation neglected entirely).

![Fig. 4.8](image)

Fig. 4.8 Intensity of the through-beam showed no significant periodicity with sample rotation angle $\beta$. This means that random fluctuations in beam intensity were more significant than any attenuation by the graphite sample.

**Illuminated volume**

The second geometric effect that must be accounted for is the changing volume of the sample illuminated by the beam as the sample rotates. The incident beam is of a fixed beamwidth and illuminates all of the sample in its path. Assuming the papyex is of uniform composition the intensity of a diffracted beam should be directly proportional to the illuminated volume. The illuminated volume is simply the incident beam path length multiplied by the beamwidth (a constant). Thus the illuminated volume correction simply takes the form of a multiplication by $I_{\text{incident}}$. 
Total Geometric Correction

The final form of the geometric correction term is given by an overall correction factor $I_c$. This factor is obtained from the equation

$$I_c = l_i \times e^{-\alpha l_i} \times e^{-\alpha l_t}.$$  \hspace{1cm} (4.11)

The form of this correction factor is plotted in figure 4.9. The correction factor takes a value of one for maximum intensity (large illuminated volume, little attenuation) and is smaller for conditions that serve to lower collected intensity. The measured intensity must therefore be divided by the $I_c$ to give the corrected intensity. The form of the total geometry correction is extremely similar to figure 4.7. As discussed previously attenuation is almost negligible for this system and so the illuminated volume term provides nearly all of the variance in diffracted intensity with angle.

Fig. 4.9 Correction factors calculated using the above equations for a strip of papyex 0.5 mm by 2 mm in size and with density 0.4 g cm$^{-3}$ ($\alpha = 0.2$ mm$^{-1}$). The form of the correction is dominated by the illuminated volume term as in figure 4.7, with a slight asymmetry due to the attenuation terms. As the correction factor accounts for factors influencing the intensity other than crystallite orientation, the correction factor is a number the measured intensity must be divided by to obtain a "corrected intensity".

4.3.2 Experimental

Data was collected at the Laboratory of Molecular Biology (LMB) on the rotating anode diffractometer discussed in section 2.2.4. A sample of papyex from batch BPI004L was cut to form a strip. The dimensions of this strip were thickness of 0.5 mm, width 2 mm and
length 30mm. The sample was mounted lengthwise along the sample pin, such that only the sample’s width and thickness are relevant for diffraction. The goniometer was adjusted so that the sample could fully rotate while remaining in the beam. The diffractometer was setup to rotate the sample by 2.5 degrees between diffractograms, with each data collection step taking 20 seconds. A comparatively short sample-detector distance of 105 mm was used to allow collection of higher angle peaks.

The 160 scans collected were integrated using a fit2D macro script to produce an intensity-$2\theta$ scan for each value of $\beta$. A Matlab script was then used to extract from each scan a single value for the 004 peak intensity. This was done by first taking a linear background using the peakfit function to identify the centre of the 004 peak and fitting a linear background between the points 4 peak halfwidths before and after the peak. The total peak intensity was then calculated using the trapezium rule to sum the area under the curve.

Both the $\{002\}$ and $\{004\}$ peaks can be used to perform a rocking curve. However in practice the high intensity of the $\{002\}$ reflection leads to significant issues with detector saturation. This was also reported in previous work. As such, the change in $\{004\}$ peak intensity is considered in this analysis.

### 4.3.3 Analysis

The sample was rotated through a full $360^\circ$. Due to the symmetry of the sample the 180-360$^\circ$ range can be mapped onto the 0-180$^\circ$ range. When performing rocking curves it has previously been found that despite the geometric correction, intensity when the beam and graphite planes are close to parallel is still significantly higher than is expected. This is thought to be due to the papyex strips not being perfectly flat and aligned. Hence, the data has been removed for $\beta < 20^\circ$ and $\beta > 160^\circ$.

As outlined above in section 4.3.3 the shape of the rocking curve can be modelled by an isotropic component of unoriented graphite crystallites that give scattering that has the same intensity across the angular range, and an oriented component of crystallites that has a Gaussian form to the intensity. Figure 4.10 shows the intensity of the $\{004\}$ peak against rotation angle of the papyex strip, mapped to the 0-180$^\circ$ range. In red is a modelled intensity pattern optimised to the experimental data. The optimised parameters are the isotropic fraction, $f$ and the spread angle of the oriented component $\theta_{mosaic}$. 
Fig. 4.10 Rocking curve of papyex. The geometrically corrected intensity against rotation angle is plotted in blue, while red represents a modelled intensity from a fraction, $f$, of isotropic component and a fraction $1-f$ of oriented component. Optimised parameters for this sample are $f = 0.025$ and mosaic spread angle $= 29.42^\circ$

Previous work has reported several different values of $f$ and $\theta_{mosaic}$ for the papyex substrate. In Dr Adam Brewer’s PhD thesis the two batches of papyex gave $\theta_{mosaic}$ values of $29.1 \pm 0.1$ and $31.8 \pm 0.1$ respectively, with $f$ values being $0.32 \pm 0.01$ and $0.37 \pm 0.01$ respectively. However the large $f$ values reported in that work are largely impacted by a poor fit of the oriented crystallite component to a Gaussian, with the reported $f$ value clearly overestimating the fraction of crystallites oriented far $> 50^\circ$ from the $z$ axis. This can be seen in figure 4.11 which is reproduced from Dr Brewer’s thesis.\textsuperscript{125}
Fig. 4.11 Reproduced from reference 125. The rocking curve has been translated such that a rotation angle ($\phi$ of 0 equates to a maximum in the intensity. The crystallite distribution modelled using $\theta_{\text{mosaic}} = 29.1$ and $f = 0.32$ is shown in red, while the experimental data is shown in blue crosses. The green line is a model based on previous, badly fitting, parameters. The model (red line) shows a good match with the experimental data at low $\phi$, but the Gaussian is a poor match for the tail of the experimental curve at around $\phi = 30^\circ$. I hypothesise that the relatively large value of $f$ Adam Brewer obtained was due to the fitting attempting to account for this mismatch.

Due to these experiments being collected on an area detector it is possible to utilise single scans to visualise the distribution of crystallites. This data is uncorrected for geometric effects but provides a useful sanity check of the low value of $f$ (and hence high degree of preferred orientation) calculated above. Figure 4.12 is an image of the diffraction data collected when the papyex sample was tilted at $57.5^\circ$ to the incident beam, approximately the same angle as the $2\theta$ value of the $\{004\}$ peak. This would be expected to maximise the intensity of the $\{004\}$ peak from crystallites aligned with the preferred orientation.
Fig. 4.12 Image of the unprocessed data from the area detector. This run was taken when the papyex was at an angle to the detector optimised for scattering from the 004 peak to be optimised pointing downwards. As expected the maximum intensity in the outer ring (the 004 Bragg peak) is directed downwards. There is some spread azimuthally, but far from the maximum the Bragg peak intensity is significantly less.

In figure 4.12 the outermost ring in the diffractogram represents the \{004\} peak of the graphite, with a clear maximum in intensity towards the bottom of the ring. Looking azimuthally around the ring it can be seen that the intensity becomes less significant. It should be noted that the intensity again increases directly opposite the maximum (at the top of the detector). The top of the ring equates to diffraction from crystallites that are perpendicular to the direction of preferred orientation. The second maximum may be an artefact of the lack of geometric correction to this data (as the transmitted path length will be shortest for this direction) or represent an over-representation of crystallites directly perpendicular to the axis of preferred orientation. Detailed textural analysis of the papyex substrate would theoretically be possible using this data, but is beyond the scope of this work.

Ideally, an alternative mathematical function that more precisely represents the experimentally measured crystallite probability distribution would be used in the expression for \(P(u)\) introduced in section 2.2.9. However, any move away from a Gaussian expression would significantly complicate the derivation and drastically increase the expense of the computational calculations. The experimental patterns reported in chapters five and six are all consistent with the small \(f\) value of 0.025 calculated here, and not with the higher \(f\) value.
reported in Brewer’s work. Other than the divergent values of $f$ the determined value of $\theta_{mosaic}$ falls within the range of values reported previously.

### 4.3.4 Summary

Hence in summary, this section has carefully examined the graphite crystallite orientation distribution in a typical Papyex sample. The details of the analysis of the experimental data requires some care to ensure geometric effects and transmission are correctly included. The results are to be employed in structural determination of the physisorbed overlayers.

### 4.4 Flat Plate Geometry

The software tools used to analyse the monolayer diffraction patterns previously use lineshapes based on the mathematical treatment by Schildberg and Lauter. Their work considered an experimental setup where the incoming radiation is orthogonal to the principal axis of the crystallite preferred orientation, as used in capillary experiments at synchrotrons. This geometry removes any dependence of the scattered intensity on the mosaic spread angle of the papyex, simplifying analysis of the data. However it means that only a small fraction of the incident beam is scattered by the monolayer. For experiments at synchrotron beamlines this is acceptable, as generally only a one-dimensional detector is used, and incident beam intensity is extremely high. However, when using lab based sources incident beam intensity is significantly lower, and it is desirable to maximise the fraction of the beam that is scattered by the in-plane periodicity of interest.

The lab-based source used in this work utilises a two-dimensional area detector allowing collection of scattered intensity from the full Debye-Scherrer ring. The data from this ring can then be compressed into a single radial dimension similar to that obtained from a one-dimensional detector, but with better detection statistics. For this reason it was found optimal to orient the samples in a flat plate geometry, with the preferred orientation of the graphite sheets aligned with the incident beam. Figure 4.13 presents schematic diagrams of the two scattering geometries.

The use of this flat plate geometry for study of monolayer samples is completely novel and has allowed drastically improved collections times, allowing a lab X-ray source to collect high-quality monolayer diffraction patterns with measurement times on the order of minutes rather than multiple hours. However, it requires a new mathematical treatment to model the lineshapes.
4.4 Flat Plate Geometry

4.4.1 Setup

The aim of this section is to derive an expression which, given a set of monolayer diffractions peaks and intensities, returns the scattering intensity detected at given $Q$. This will involve structural terms considering the structure factor of the monolayer, as well as geometric terms based on the experimental setup. It is these geometric terms which will be different from those previously calculated due to the new sample orientation. For completeness, figure 4.14 defines the standard polar coordinate system that shall be used.
Fig. 4.14 Standard spherical polar coordinates used in this derivation $\theta$ defines the angle relative to the z axis, while $\phi$ defines the angle relative to the x axis.

Figure 4.13 relates the two scattering geometries to the coordinate system. In all that follows the preferred orientation of the graphite planes of the papyex is considered to point directly along the z axis. This preferred orientation takes the form of a Gaussian weight factor of the form $\exp \left(-\frac{\theta^2}{\sigma^2}\right)$, where $\sigma$ defines the mosaic spread angle ($\theta_{mosaic}$) of the graphite as obtained in section 4.3.3 through the equation

$$\sigma = \frac{\theta_{mosaic} \pi}{360 \sqrt{\log 2}}.$$  (4.12)

For the capillary geometry the incident beam enters along the y axis, and the scattered beam exits on the other side of the sample at some angle to the y axis. This angle is generally called $2\theta$, however to avoid confusion with the coordinate system shall in this case be simply be referred to as the scattering angle. The scattering vector $Q$ is localised within the x-y plane. Utilising this geometry greatly simplifies the derivation, as $Q$ is always at the same value of $\theta$ (90°).

For the flat plate geometry the incident beam enters along the z axis, and the scattered beam exits on the other side of the sample having been deflected by an equivalent $2\theta$ scattering angle to the capillary geometry. As shown in figure 4.13b this means the scattering vector $Q$ is oriented at an angle $\alpha$ to the x-y plane, where $\alpha$ is equal to half the scattering angle, and is related to $Q$ by the equation

$$\alpha = \arcsin \left(\frac{Q \lambda}{4\pi}\right).$$ (4.13)
Because of this, different values of $Q$ are located at different values of $\theta$, meaning there is a $Q$ dependence of the intensity that distinguishes the flat plate geometry from the capillary geometry.

### 4.4.2 Derivation

The sample consists of many crystallites with different orientations. The orientation of a particular crystallite can be fully described using the surface normal vector $n$ to describe the orientation of a crystallite, as well as the quantity $\omega$ to describe the rotation of the sample about $n$.

In polar coordinates, $n$ is given by

$$
\mathbf{n}(\theta, \phi) = \begin{bmatrix}
\sin(\theta) \cos(\phi) \\
\sin(\theta) \sin(\phi) \\
\cos(\theta)
\end{bmatrix}.
$$

(4.14)

$\omega$ represents the orientation of an individual 2D crystallite within the plane defined by $n$. As the system is a 2D powder consisting of a large number of randomly oriented crystallites it is assumed that all values of $\omega$ are equally probable. In that case there is no $\omega$ dependence on the probability of a particular orientation.

To obtain an expression for how the total scattered intensity varies with $Q$ it will be necessary to sum over all possible orientations. Due to the preferred orientation of the papyex substrate not all values of $n$ have equal probability. Thus a weight factor must be derived to account for the different probabilities of certain orientations of crystallite to the total scattered intensity.

### Distribution of Orientations

The scattering of X-rays from a system depends on the interaction of the reciprocal lattice of the system with the scattering vector $Q$. For a monolayer system it can be shown that the reciprocal lattice consists of a series of Bragg rods oriented perpendicular to the plane of the surface. As the rods are uniform along their length, the scattering does not depend on the component of $Q$ parallel to the rods ($Q_\parallel$) but only on $Q_\perp$, which is perpendicular to the rods and thus within the surface plane.

It is thus convenient to define a quantity $u$, which is a function of $\theta$, $\phi$ and $\alpha$ and describes the contribution of a particular orientation of crystallite to the scattering at a given $Q$. This is derived in a method analogous to that used by Schildberg. This quantity is the flat plate
equivalent of the Schildberg $u$ and is given by the equation

$$u_{fp}^2(\theta, \phi, \alpha) = (\sin(\alpha) \sin(\theta) \sin(\phi))^2 + (\sin(\alpha) \sin(\theta) \cos(\phi) - \cos(\alpha) \cos(\theta))^2 + (\cos(\alpha) \sin(\theta) \sin(\phi))^2.$$  \hspace{1cm} (4.15)

This equation can then be rearranged to find $\phi$ as a function of $u_{fp}$, $\theta$ and $\alpha$ in an analogous way to the literature. If this is done it is found that there are four roots of the equation. Two of the roots are simply reflections in the x-z plane (i.e. $\phi$ in the range $0-\pi$ is symmetrically equivalent to $\phi$ in the range $\pi-2\pi$). However, two of the roots ($\phi_1$ and $\phi_2$) consider values of $\phi$ between $0$ and $\pi/2$, and $\pi/2$ and $\pi$ respectively. These are equivalent for $\alpha = 0$, but are distinct for non-zero values of $\alpha$, so must both be considered separately.

The first root of the equation ($\phi_1$) is

$$\phi_1(u_{fp}, \theta, \alpha) = \arccos\left(\csc(\theta) \sec(\alpha) \sqrt{1-u^2} - \cot(\theta) \tan(\alpha)\right),$$ \hspace{1cm} (4.16)

while the second root ($\phi_2$) is

$$\phi_2(u_{fp}, \theta, \alpha) = \arccos\left(\csc(\theta) \sec(\alpha) \sqrt{1-u^2} + \cot(\theta) \tan(\alpha)\right).$$ \hspace{1cm} (4.17)

It is possible to obtain the probability density of $u_{fp}$ by integrating between the equipotentials $\phi(u, \theta, \alpha)$ and $\phi(u+\Delta u, \theta, \alpha)$. If this is done the expression obtained for the probability density of $u_{fp}$ is

$$P(u_{fp}) = \int_{\text{lowerlim}}^{\text{upperlim}} \left(\phi(u+\Delta u, \theta, \alpha) - \phi(u, \theta, \alpha)\right) \sin(\theta) d\theta.$$ \hspace{1cm} (4.18)

The $\sin(\theta)$ term in the above equation accounts for the spherical nature of the polar coordinates being integrated over. The term in brackets is simply the derivative of $\phi(u, \theta, \alpha)$ with respect to $u$.

To obtain the total $P(u_{fp})$ two integrals must be performed separately, for both $\phi_1$ and $\phi_2$. These shall be denoted $P_{\phi_1}(u_{fp})$ and $P_{\phi_2}(u_{fp})$. The limits for the integration can be obtained by considering the possible values of $\theta$ when $\cos(\phi) = -1$ and $\cos(\phi) = 1$ respectively. The equations for these limits are

$$\text{upperlim}_{\phi_1} = \arccos\left(\frac{-u \sec(\alpha) - \sqrt{1-u^2} \sec(\alpha) \tan(\alpha)}{1 + \tan^2(\alpha)}\right),$$ \hspace{1cm} (4.19)
\[ \text{lowerlim}_\phi_1 = \arccos \left( \frac{u \sec (\alpha) - \sqrt{1 - u^2} \sec (\alpha) \tan (\alpha)}{1 + \tan^2 (\alpha)} \right), \quad (4.20) \]

\[ \text{upperlim}_\phi_2 = \arccos \left( \frac{-u \sec (\alpha) + \sqrt{1 - u^2} \sec (\alpha) \tan (\alpha)}{1 + \tan^2 (\alpha)} \right), \quad (4.21) \]

and

\[ \text{lowerlim}_\phi_2 = \arccos \left( \frac{u \sec (\alpha) + \sqrt{1 - u^2} \sec (\alpha) \tan (\alpha)}{1 + \tan^2 (\alpha)} \right). \quad (4.22) \]

It can be shown that defining a new variable \( t \) and substituting such that \( t = \arccos (u) \) aids numerical solution of the integral. A weighting term \( \exp \left( -\frac{\theta^2}{\sigma^2} \right) \) must also be added to reflect the preferred orientation of the crystallites around the z axis. This finally gives two integrals below that must be summed to obtain the total probability distribution of possible \( u_{fp} \). The first equation, for the probability density of \( u_{fp} \) related to \( \phi_1 \), is

\[
P_{\phi_1} (u_{fp}) = \int_{\text{lowerlim}_\phi_1}^{\text{upperlim}_\phi_1} \frac{\cot (t) \csc (\theta) \sec (\alpha) e^{-\frac{\sigma^2}{\sigma^2}}}{\sqrt{1 - (\csc (\theta) \sec (\alpha) \sin (t) + \cot (\theta) \tan (\alpha))^2}} \, d\theta. \quad (4.23)\]

The second equation, for the probability density related to \( \phi_2 \), is

\[
P_{\phi_2} (u_{fp}) = \int_{\text{lowerlim}_\phi_2}^{\text{upperlim}_\phi_2} \frac{\cot (t) \csc (\theta) \sec (\alpha) e^{-\frac{\sigma^2}{\sigma^2}}}{\sqrt{1 - (\csc (\theta) \sec (\alpha) \sin (t) - \cot (\theta) \tan (\alpha))^2}} \, d\theta. \quad (4.24)\]

These integrals added together give a non-normalised value of \( P(u_{fp}) \). Integrating over the values \( 0 < u_{fp} < 1 \) gives a normalisation constant, used to ensure the total probability density equals unity.

It is instructive to see the difference that the alternate geometry makes to values of \( P(u_{fp}) \) compared to Schildberg and Lauter’s \( P(u) \). For Schilderberg and Lauter’s \( P(u) \) the distribution is found to increase rapidly to a maximum at \( P(u_{fp}) = 1 \).

Figure 4.15 compares the normalised probability distributions for both the capillary geometry \( P(u) \) and the derived \( P(u_{fp}) \) for the case that \( Q = 0 \). When \( Q = 0 \), it can be seen that \( \alpha = \) zero. This means that the scattering vector lies within the x-y plane and so is an equivalent to the capillary geometry case. This is confirmed by figure 4.15, which shows that the \( P(u) \) distribution calculated using the two methods is identical.
Fig. 4.15 Figure comparing the $P(u)$ distributions obtained using the previously published equations for the capillary geometry and those newly derived for the flat plate geometry. When $Q = 0$ the two geometries are identical.

When $Q$ is non-zero, the angle $\alpha$ between the scattering vector and the x-y plane is also non-zero. This means that the distribution $P(u_{fp})$ will shift. Figure 4.16 shows how $P(u_{fp})$ changes with different values of $Q$. 
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Fig. 4.16 Figure showing how the $P(u_{fp})$ distributions change with changing scattering vector $Q$. The distributions are similar to those seen in the capillary geometry for low $Q$, but change significantly for higher $Q$.

The distributions are similar to those seen in the capillary geometry in figure 4.15 for low $Q$, but change significantly for higher $Q$. When considering monolayer patterns, generally only peaks below the 002 graphite peak ($Q = 1.8$) are considered. Hence the changes in the lineshapes will be minimised for the systems studied.

The overall effect of the alternate geometry can be seen in figure 4.17. This figure has been prepared for a hypothetical diffraction pattern with peaks at $Q = 0.5, 1, 1.5, 2, 2.5 \text{Å}^{-1}$ all having equal intensity of unity. For both geometries the measured peak maximum decays with increasing $Q$ due to the effect of the atomic form factor. However, the flat plate geometry exhibits a more rapid decrease in intensity with $Q$ due to the geometric effects discussed. The peak at $Q = 2.5 \text{Å}$ is approximately half the intensity of the same peak in a capillary geometry diffractogram.
Fig. 4.17 Figure showing the modelled diffractograms for a hypothetical pattern with five peaks with unit intensity at $Q = 0.5, 1, 1.5, 2, 2.5$ Å$^{-1}$. The flat plate geometry is seen to have a sharper drop-off in peak intensity with $Q$, as well as marginally broader peaks at higher $Q$. This loss of intensity from the flat plate geometry relative to the capillary at first implies this to be a sub-optimal geometry for data collection. However, it becomes more useful with the addition of an area detector that can collect scattered beams from the whole Debye-Scherrer ring. In a capillary geometry experiment only a small segment of the ring is captured. Exact calculation of the improvement in detection efficiency requires detailed knowledge of a particular sample. However, it is at least 6x, as the mosaic spread angle of the graphite means that at most two 30° regions give in plane scattering in a capillary geometry, meaning that $60/360 = 1/6$ of the total detector area is utilised. Thus overall the flat plate geometry remains more favourable for collecting diffraction data at low angles.

The other noticeable difference in figure 4.17 is that, especially at higher values of $Q$ the flat plate geometry lineshapes exhibit longer tails. Again the effect is relatively small for the low values of $Q$ considered, but this is an important correction to consider when fitting coherence lengths of diffraction patterns to experimental data.
The nature of the flat plate geometry means that several mathematical approximations made by Schildberg and Lauter are no longer valid. This means that the flat plate lineshapes are significantly more computationally expensive to calculate. Typically they take 1000 times as long to calculate as the equivalent capillary geometry lineshapes, even when fully parallelised. As such, and considering the comparatively minimal differences in form, the classic capillary geometry lineshapes were largely used for initial structure calculation and optimisation, with the flat plate lineshapes only being used for a final fitting step. Throughout this work the lineshape being presented will be made clear in the figure caption.
Chapter 5

Triiodotrifluorobenzene

In this section the X-ray diffraction technique discussed in chapter 3 shall be used to identify and characterise the monolayer assembly of triiodotrifluorobenzene (TITFB). Initially the monolayer structure will be identified, and then in subsequent sections the behaviour of TITFB when co-deposited with two halogen bond acceptors will be reported. These experiments were designed to better understand whether TITFB has the capability to form porous monolayer structure.

5.1 Introduction

As discussed in Chapter 1, nearly all work considering the formation of halogen bonds at surfaces has utilised aromatic halogen bond donors. This is because of the comparatively strong (for a physisorbed system) interaction between aromatic systems and most surfaces, as well as the planarity inherent in the 2D nature of an aromatic system. Clarke et al. reported the assembly of a co-crystalline monolayer of 1,4-diiodotetrafluorobenzene with 4,4’-bipyridine on graphite,\textsuperscript{112} while Brewer et al. further investigated the effect of substitution of fluorine with hydrogen\textsuperscript{113} or of iodine with bromine.\textsuperscript{114} Interestingly despite the strong evidence for crystalline monolayer formation no 2D structure could be deduced for the monocomponent monolayer of 1,4-diiodotetrafluorobenzene (DITFB).

To form a porous network it is necessary that at least one component have a coordination number greater than two. Building upon the previous work one potential candidate molecule to study is 1,3,5-triiodo-2,4,6-trifluorobenzene (TITFB). The structure of TITFB is shown in figure 5.3b. This molecule can be considered to be a the three-fold analogue of DITFB. In bulk supramolecular systems TITFB has been shown to interact with halogen bond bases to form co-crystals.\textsuperscript{45,46}
At a liquid-graphite interface, TITFB has also been observed to form halogen bonds, Zheng et al. found that TITFB could interact with halogen-bond bases to form ordered structures. Intriguingly, several of these systems were only observed to form after application of a high voltage pulse from an STM tip. Several of these layers are reported to be porous, but as they were observed under a phenyloctane solution the pores are likely to be at least transiently occupied by solvent molecules. Assembling similar systems at the solid-air interface would indicate that halogen bonds are capable of supporting porous monolayer structures even in the absence of guest solvent molecules occupying the pore.

5.2 Monocomponent

5.2.1 Introduction

Before considering the interaction of TITFB with halogen bond accepting groups on other molecules, it is instructive to first study the behaviour of the monocomponent system on graphite. This helps to provide a point of comparison for any co-crystal structures that may be observed, as well as being an interesting topic of investigation in its own right. In the monocomponent system the lack of strongly basic atoms means that any layer formed can only be stabilised by halogen-halogen interactions. As discussed in section 1.2.3 halogen-halogen contacts come in two types; type I and type II. These are defined by the angles shown in figure 5.2a. Type I contacts exist where $\theta_1 \approx \theta_2$ and are simply the result of the VdW close-packing of large, polarisable, halogen atoms.

Type II contacts are equivalent to a halogen bonds containing an electron-rich halogen atom as the halogen bond acceptor. They ideally have $\theta_1 = 180^\circ$ and $\theta_2 = 90^\circ$, though can vary from this geometry.
Fig. 5.2 (a) Schematic of the key parameters $\theta_1$ and $\theta_2$ used to characterise halogen-halogen contacts. If $\theta_1 \approx \theta_2$ the contact is type I and not considered halogen bonded. Type II contacts typically exhibit $\theta_1 \geq 150^\circ$ and $\theta_2 \leq 120^\circ$. For an ideal halogen bond $\theta_1 = 180^\circ$ and $\theta_2 = 90^\circ$. (b) Schematic of the $X_3$ motif, which consists of three type II contacts in a trigonal geometry.

In systems of this type, a particularly interesting motif is the $X_3$ shown in figure 5.2b. This motif was first identified in the bulk crystal structure of trihalomesitylene molecules, and has since been recognised in several other halogen bonding systems. The motif consists of a trigonal arrangement exhibiting three type II contacts, with each halogen atom acting both as a halogen bond donor and acceptor.

The significance of this motif is that it contributes a versatile three-fold symmetric vertex for the construction of supramolecular scaffolds. Molecules exhibiting structural and chemical similarity to the trihalomesitylene compounds are therefore of significant interest, as they may also give rise to exploitable $X_3$ motifs in their intermolecular interactions. $X_3$ motifs have been observed in bulk crystal structures isomorphic to triiodomesitylene such as 1,3,5-triiodo-2,4,6-trichlorobenzene and 1,3,5-triiodo-2,4,6-tribromobenzene. Interestingly however bulk TITFB does not exhibit this motif. Instead it has been observed to adopt a corrugated structure with multiple type II contacts to adjacent out-of-plane TITFB molecules (see figure 5.4). The fact that bulk TITFB differs from its chloro and bromo analogues, as well as triiodomesitylene, in not exhibiting a planar structure based around a $X_3$ halogen bonding motif is initially surprising due to these molecules’ structural similarity. The apparent anomaly was ascribed by Reddy et al. to the destabilising effect of large voids that would be left in the TITFB-based structure due to the significantly smaller size of fluorine atoms relative to bromine, chlorine or methyl groups.
Fig. 5.3 (a) Chemical structure of triiodomesitylene, the first species shown to exhibit the X$_3$ halogen bonding motif. (b) Figure taken from 158 showing the bulk structure identified for this molecule.

Fig. 5.4 Visualisation of the bulk structure of TITFB collected by Reddy et al, deposited in the CSD as UCEPEY. 162
Although the bulk structure of TITFB has been reported, intriguingly the structure of the single component TITFB monolayer has thus far resisted analysis. When studied under phenyloctane solution using STM in ambient conditions Zheng et al. were able to report on imaged co-crystals but could not obtain an image from the monocomponent TITFB system.\(^{157}\) This was attributed to the effect of solvent displacement of the TITFB from the surface. A later DFT simulation found that planar adsorption was predicted to be more favourable, though considered only interactions between a single TITFB molecule and a very small flake of hydrogen terminated graphene, not graphite.\(^{163}\)

Although no previous study has identified the monolayer structure of TITFB, related molecules have been successfully imaged using low temperature STM on metal surfaces. Hexabromobenzene on gold (77K)\(^{164}\) and hexafluorobenzene on silver (5K)\(^{165}\) have both been found to adsorb in a planar geometry, with close halogen-halogen contacts between adjacent molecules. F-F contacts have been identified to be type I (close packing) in nature, while Br-Br contacts are type II (halogen bond). This is consistent with expectations, as the F atom’s low-energy orbitals mean that the \(\sigma\)-hole is not present. However, metal surfaces exhibit stronger interactions with adsorbates than graphite surfaces, so care must be taken in generalising these results to monolayers on graphite or other weakly adsorbing substrates. No STM images of small perfluorinated aromatic molecules on graphite have previously been reported. It is possible that this is due to comparatively weak binding to the surface that renders the layer prone to perturbation by the STM tip, or that the electronic properties of molecules of this type are unfavourable for high-resolution STM imaging.

### 5.2.2 Experimental

Diffraction data was collected as described in section 2.2.4 using the rotating anode diffractometer at the LMB. Patterns were collected at a cryostream temperature of 100K to freeze any layer and minimise thermal motion, and a detector-sample distance of 250 mm to optimise the scattering angle range accessible. TITFB (Acros Organics, 97%) was dosed onto the papyex at 523 K under reduced pressure and allowed to cool to room temperature before being retrieved and mounted for study.
5.2.3 Results

Fig. 5.5 Collected diffractogram of papyex dosed with TITFB, the Graphite \{002\} peak is labelled. Below 5° small-angle scattering is significant. In addition to the bulk graphite peak several additional "sawtooth" peaks of much lower intensity can be seen.

The raw collected diffractogram for graphite dosed with TITFB is presented in figure 5.5. There is a large symmetric peak at $2\theta = 27^\circ$ consistent with the 002 reflection of the graphite substrate. In addition to this, there are several asymmetric “sawtooth” type peaks evident only in the dosed graphite diffractogram. The most significant of these peaks occur at $2\theta = 11^\circ, 19^\circ$ and $30^\circ$. As discussed in section 2.2.9 this sawtooth shape is indicative of monolayer diffraction peaks, the peak asymmetry originates from the presence of Bragg rods from the 2D periodicity of the monolayer. Below 5° small-angle Porod scattering is evident. As discussed in section 2.2.10 this scattering can be subtracted using a fitted function varying as $Q^{-4}$. After subtraction of the Porod scattering term it was not possible to identify any further peaks at lower angles.

As discussed in chapter 2 subtraction of the pattern of a bare graphite allows isolation of the monolayer peaks. By examining the locations of these peaks it is possible to index them to a 2D unit mesh. High symmetry unit meshes are preferred to constrain the fitting. For this system the peak positions were indexed to a relatively high symmetry hexagonal unit mesh with p3 symmetry ($a = b = 9.28(7) \text{ Å}, \gamma = 60^\circ$).
It is important to note that this cell is not commensurate to the underlying graphite hexagonal lattice $a = 2.461 \ \text{Å}$, meaning that the overlayer lattice cannot be represented by linear transformations of the underlying graphite unit mesh. The overlayer not being commensurate indicates that inter-adsorbate molecular interactions are dominant over molecule-substrate interactions in determining the periodicity of the layer. The area of the overlayer cell is $74.7 \ \text{Å}^2$ which is only slightly larger than the summed areas of the Van der Waals radii of the component atoms of a TITFB molecule ($62.7 \ \text{Å}^2$). The slight increase in unit mesh area compared to molecular area would be consistent with imperfect packing of TITFB in the layer. The interpretation of a flat lying TITFB monolayer structure is further supported by the 3-fold symmetry of the unit mesh (since the rotational symmetries of the molecule and of the unit cell can match only if the molecule lies flat on the surface). This symmetry greatly constrains the position of the TITFB molecule, and indeed treating TITFB as a rigid body leaves rotation within the plane of the substrate as the only remaining degree of freedom. This degree of freedom can be represented by means of a rotation angle, $\omega$, defined relative to the molecular orientation in which iodine atoms from adjacent TITFB molecules point directly along the primitive lattice vectors.

Using the lineshape prediction method described in chapter 2 the best fit to the experimental data is achieved when $\omega = 11.5^\circ$, leading to the monolayer structure depicted in figure 5.6a. Figure 5.6b compares the predicted diffraction pattern for this model to the experimentally collected data after substrate subtraction. An excellent match can be seen between the experimental data (black) and the modelled data (blue). Rotation of just a few degrees in either direction dramatically worsened the peak intensity fit. The slight underestimation of intensity in the first peak is likely due to the absence of Debye-Waller temperature factors in this model. As discussed in the experimental chapter these are ignored so as to constrain the fitting. As TITFB is a fairly rigid molecule, the magnitude of these temperature effects would be expected to be minimal.

The structure presented in 5.6a shows the iodine atoms of adjacent TITFB molecules adopting the distinctive $X_3$ motif discussed in section 5.2.1. The small size of the fluorine atoms leads to some empty space in the structure, though at approximately $3.25 \ \text{Å}$ the pore size is too small to be of interest for guest occupancy. Within the $X_3$ motif each C-I bond points very nearly directly towards an iodine atom in a neighbouring molecule, yielding values of $\theta_1 = 163.2^\circ$ and $\theta_2 = 103.2^\circ$ and suggesting a Type II (halogen bond) interaction. In contrast, the C-I bonds point quite wide of the fluorine atoms on neighbouring molecules, yielding $\theta_1 = 148.2^\circ$ and $\theta_2 = 148.0^\circ$ and suggesting a Type I interaction (non-halogen bonded) between the I and F atoms. This is expected due to the high electronegativity
Table 5.1 Key geometric parameters for several relevant systems. $\theta_1$ and $\theta_2$ are defined in figure 5.2a. The literature structures were not symmetrically constrained, and so the average of the three distinct values for the X$_3$ motif are used.

and low polarisability of the F atoms making them poor halogen bond donors or acceptors respectively.

The structure displayed in figure 5.6 can be compared to planes of the bulk lamellar structures reported for 1,3,5-triidoiodomesitylene$^{158}$ and 1,3,5-tridiodotrichlorobenzene.$^{162}$ Table 5.1 compares a few key parameters for these systems. As the literature reported structures were not symmetry constrained and there is some minor variation in the angles, the reported values are the average of the three distinct contacts of the X$_3$ motif.

The distance between adjacent molecules is slightly smaller for the TITFB monolayer than the methyl and chloro equivalents. This is consistent with the structures compensating for the small size of the fluorine atoms by "squeezing together" to minimise the void space in the structure. Interestingly although the lattice constant of the TITFB layer is smaller, the I···I separations are slightly larger (4.1 Å vs 3.9 Å). The $\omega$ value for the TITFB is also smaller (11.5° vs 17.5°). Since $\omega$ is defined as the angle relative to the lattice vectors this indicates that the iodines in the TITFB molecule point further away from each other than in the analogue bulk structures. This is consistent with the small size of the fluorine atoms modifying the packing, causing the molecules to both squeeze together and twist to minimise the void space. Thus, even for this strongly polarised halogen bond donor, the X$_3$ motif is insufficiently strong to entirely override close-packing effects.

In summary, we have successfully obtained the 2D diffraction pattern from TITFB monolayer and fitted the data with a high symmetry, highly constrained 2D crystal structure with X$_3$ halogen bonded motif.
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(a) Optimised experimental structure for the TITFB monolayer. The unit mesh is hexagonal with lattice parameters $a = 9.28(7)$ Å $\gamma = 60^\circ$.

(b) Comparison between the X-ray diffraction pattern of TITFB at 100K after background subtraction (black) with the modelled pattern (blue) for the structure shown in figure 5.6a using the flat plate geometry lineshape derived in chapter 3.

Fig. 5.6 Comparison between the experimental (black) and modelled (blue) diffraction pattern for the TITFB monolayer structure shown in (a)
5.3 Co-deposition of TITFB with Bipyridine

5.3.1 Introduction

As discussed above there is much interest in bi-component halogen bonded systems. Here we consider TITFB and the previously studied bitopic halogen bond acceptor bipyridine.

![Visualisation of a single plane of the lamellar co-crystal structure found by Lucassen et al. upon evaporation of a chloroform solution of 2:3 TITFB and BPY in the bulk. Each TITFB molecule forms two halogen bonds, with a third type I I...F contact. The in-plane lattice constants are a = 27.396 Å, b = 9.056 Å, γ = 90°.](image)

The tritopic halogen bond donor TITFB might be expected to form a hexagonal co-crystal with large pores when present in a 2:3 ratio with a bitopic linear halogen bond acceptor. Such behaviour would require a large deviation from close-packing behaviour, but is an intuitive advance from the 1,4-diiodotetrafluorobenzene:BPY system considered previously. Lucassen et al structurally characterised the bulk co-crystal from TITFB with BPY in the bulk. They found crystallisation from evaporated chloroform yielded a lamellar 1:1 cocrystal with two halogen bonds and a close-packed I...F type I contact. Figure 5.7 shows a visualisation of one plane of the lamellar crystal. The in plane lattice constants are a = 27.396 Å and b = 9.056 Å, while γ = 90°.
5.3 Co-deposition of TITFB with Bipyridine

It was unclear whether the 1:1 chain structure was favoured over a lamellar structure due simply to close packing, or if charge transfer led to a build-up of negative charge on the TITFB, reducing the $\sigma$-hole. Lucassen et al performed some initial DFT results which indicated that there was some weakening of the third halogen bond, but that it would still be thermodynamically favourable to form.

Co-deposition of TITFB with BPY on graphite was also previously performed by Adam Brewer$^{125}$ in a 2:3 ratio. The deviation from close-packing in forming three halogen bonds would be expected to be lessened in two dimensions compared to three. The analysis in the thesis consisted solely of demonstrating that the collected pattern was not consistent with the desired hexagonal porous pattern. In this work a more detailed treatment is performed, and a monolayer structure determined.

5.3.2 Experimental

Experiments combining TITFB with bipyridine were some of the first diffraction experiments performed during this work. As such the samples were prepared using the remaining papyex substrate code BPI004J utilised by Adam Brewer.$^{125}$ This graphite is 1 mm thick, and had already been characterised by Dr Brewer as having a mosaic spread angle of 29.1° and an isotropic fraction (f) value of 0.32 and so it was considered unnecessary to re-characterise it. Samples were prepared in keeping with the method described in section 2.2.4 using graphite substrate code BPI004J, TITFB (Acros Organics, 97%) and BPY (AlfaAesar, 97%). The components were dosed at 353 K in the apparatus described previously and cooled for study.

Collection of the diffraction data was performed by Dr Tom Arnold at the Diamond Light Source using beamline I11. A wavelength of 0.8266Å was used and verified by a silicon standard. The data was collected in capillary geometry.
5.3.3 Results

Fig. 5.8 Comparison of the obtained diffraction pattern for graphite co-deposited with TITFB and BPY, with those of the monocomponent systems. The co-deposited layer can be seen to exhibit distinct peaks, indicating it consists of a novel phase and not simply phase separated domains of BPY and TITFB.

Figure 5.8 presents the diffraction pattern obtained when TITFB and BPY were co-deposited on graphite in a 1:1 ratio and compares it to that collected for TITFB and BPY alone. Most significantly the collected pattern from the combination is novel and not simply an addition of the two monocomponent diffraction patterns, indicating formation of a new co-crystal phase. It is especially notable that the lowest angle peaks of the co-deposited layer occur at lower Q values than for either individual component. This indicates the co-crystal unit mesh is larger than either monocomponent unit mesh as expected. Interestingly it was not possible to index the co-crystal peaks to the expected three-fold symmetric mesh. Instead the pattern was indexed to a unit mesh with parameters a = 26.795 Å, b = 9.749 Å and $\gamma = 90^\circ$. From the indexing it is notable that there is an additional peak that doesn’t match this unit cell. The peak occurs around $Q = 1.6$ Å and is symmetrical rather than sawtooth in shape, as can be seen in figure 5.8. This peak occurs due to formation of bulk crystalline ice on the outside of the capillary. This is an often unavoidable artifact of data collection at low temperatures, and the peak shall be ignored in all subsequent analysis.

This indexed mesh is close, but slightly different to that measured from analysis of a single lamellar plane of the structure deposited in the CSD by Lucassen et al ($a = 27.396$ Å, $b = 9.056$ Å, $\gamma = 90^\circ$). It is likely that the main driving forces determining the plane structure are similar, but that the absence of adjacent lamella, and presence of the graphite modify the structure slightly.
Although low-angle peaks are difficult to determine as they are superimposed onto the small angle scattering caused by the size of the crystallites, there is no evidence of the \{10\} peak which would be expected from the indexed mesh at $Q = 0.23 \, \text{Å}$. The \{30\} reflection at 0.703 Å is also weak or absent. These systematic absences are consistent with a $P_g$ symmetry with glide planes parallel to the $a$ lattice vector ($P_ga$). As expected from Brewer’s work, this symmetry is inconsistent with the "chickenwire" type monolayer structure that might be expected from a porous three fold mesh.

The best fit to the observed experimental diffraction pattern is consistent with a chain structure analogous to that found in the bulk.\textsuperscript{166} This structure is shown in figure 5.9 and the comparison of the experimental and predicted diffraction patterns in figure 5.10. The fit is not perfect, however no sensible alternate structure gave as close a fit. The inconsistencies between the experimental and modelled diffraction patterns are likely due to the rigid body assumption made in the fitting, and discussed in chapter 2.

Fig. 5.9 Visualisation of the modelled structure of the cocrystal formed between TITFB and BPY
5.3.4 Conclusion

Although it is often observed that monolayer co-crystal structures can differ significantly from the bulk structure, for the case of TITFB+BPY it seems the same factors preventing the bulk structure from forming a porous lamellar structure also prevents formation of a porous monolayer structure. The loss of binding energy in not forming a third halogen bond must be more than compensated in the close packing of the chains.

5.4 Co-deposition of TITFB with Triazine

5.4.1 Introduction

The fact that the TITFB:BPY system formed a close-packed system rather than an open porous structure indicates the high cost of forming porous networks due to the reduction in Van der Waals interactions. If a three-fold symmetric halogen bond acceptor is used
alongside TITFB, this would minimise the size of the pores and so potentially reduce the energetic cost of forming a porous mixed layer.

### 5.4.2 Experimental

Experiments combining TITFB with s-triazine were performed on papyex batch BPI004L. Samples were prepared in keeping with the method described in chapter 2.2.4 using TITFB (Acros Organics, 97%) and triazine (AlfaAesar, 97%). The components were dosed at 323 K and slowly cooled to crystallise any layer for study in the apparatus described previously. Diffraction experiments were performed on the rotating anode instrument described in chapter 3, with the cryostream set to a temperature of 100 K.

### Results

![Diffraction Patterns](image)

Fig. 5.11 Comparison between the experimental patterns of TITFB, triazine, and a TITFB+triazine co-deposited sample. The three patterns are scaled to be the same intensity. The co-deposited sample is near identical to the TITFB monolayer pattern. (The experimental triazine monolayer structure will be analysed in the next chapter).

Figure 5.11 compares the diffraction pattern obtained when TITFB and triazine were co-deposited with the diffraction patterns for the components individually. It can be seen that the diffraction pattern of the co-deposited layer is almost identical to that of the TITFB monolayer. It should be noted that in this figure the patterns are scaled to be approximately the same intensity. In reality the scattering power of TITFB is significantly greater than triazine, due to the larger number of heavy elements. Figure 5.12 utilises the modelled patterns of TITFB and triazine, so that the absolute magnitude of scattering from the two
systems can be compared. It can be seen that the observed co-deposited diffraction pattern is consistent with a simple addition of the diffraction patterns of the two components. This indicates phase separation has occurred and means that the binding energy of the respective pure monolayers is greater than that of any possible co-crystal structure.

Fig. 5.12 Comparison between the experimental TITFB+triazine co-deposited sample and the modelled patterns of triazine and TITFB plotted in absolute magnitude. The scattering power of triazine is orders of magnitude less than TITFB and so the TITFB scattering dominates the scattering of the co-deposited layer.

5.4.3 Conclusion

The crystalline structure of a monolayer of 1,3,5-triiodotrifluorobenzene (TITFB) on graphite has been structurally characterised. The monolayer is found to consist of flat-lying TITFB with threefold $X_3$ halogen-halogen contacts between adjacent molecules.

When TITFB and the putative halogen bond acceptor triazine were co-deposited on graphite, it was found that they do not mix and instead phase separates. This indicates that the binding energy from the formation of a putative halogen bonded co-crystal is less than that of the respective monolayers.
Chapter 6

Perfluoroalkane Halogen Bond Donors

6.1 Terminally Iodinated Perfluoroalkanes

6.1.1 Introduction

As discussed in section 1.4.7 the previous work on halogen bonding at surfaces has to date utilised solely aromatic halogen bond donor molecules. The reason for this is the strong interaction between the aromatic system of the adsorbate and the graphite substrate. Strong adsorbate-substrate interactions help to promote crystalline monolayer formation by maximising the total binding strength of a crystalline monolayer. However, as seen in the previous chapter it has not been possible to use these aromatic halogen bond donors to form a porous layer. Published literature has also observed difficulty in using halogen bonding to predictably assemble desired monolayer structures. Some systems were successful in forming desired structures, but the structures were observed to only be stable when the pores were filled with solvent or guest molecules, so in this sense are not truly porous layers.¹⁶⁷

Given the failure of several hypothesised porous networks to form, detailed previously, changing the nature of the halogen bond donor represents a logical next step in rational design of a porous layer, and also builds on the growing fundamental basis as more halogen bonded co-crystals are added to the literature.

α,ω-diiodinated perfluoroalkanes have been previously used in a range of bulk halogen bonding systems.¹⁶⁸,¹⁶⁹,³⁷,¹⁷⁰ The high fluorination of the molecule means that the terminal iodines have a substantial affinity for nucleophiles, though the magnitude of the sigma hole is generally estimated to be somewhat less than in perfluorinated aromatic systems. As shall be discussed in the next section, the nature of the perfluoroalkane chain means that the packing property of this class of molecules is subtly different to the previously explored aromatic systems. In this work we shall designate the α,ω-diiodinated perfluoroalkanes with a name
of the formula CnF2nI2 (e.g. C4F8I2) where n indicates the number of carbon atoms in the alkyl chain.

**Nature of the perfluoroalkyl chain**

A key difference between aromatic halogen bond donors and those with a perfluoroalkyl chain is the nature of the backbone. Aromatic systems have an intrinsically rigid sp² hybridised backbone, minimising degrees of freedom and the ability of the molecule to contort. By contrast, hydrocarbon alkyl systems are generally thought of as flexible, with only a weak preference for the all-trans thermodynamic minimum geometry. Fluoroalkyl chains, though similar to hydrocarbon analogues, exhibit a different, helical, thermodynamically most stable state. The origin of this helical twist in perfluoroalkyl chains has been identified to be a mixture of steric and coulombic repulsion, with coulombic repulsion identified as the most significant.\(^{171}\) The fluoroalkyl chain can also be identified to be more rigid than hydrocarbon analogues\(^{172}\) indicating a greater preference for this helical thermodynamically most stable state and affecting the strength of intermolecular interaction.\(^{173}\)

Fig. 6.1 Chemical structure of (a) 4,4'-Bipyridine (BPY) and (b) the family of terminally iodinated perfluoroalkanes used in this study. n=1,2,3 were studied. Halogen bond donating and accepting motifs are indicated

The assembly of perfluoroalkane monolayers on graphite has been previously reported by Parker et al. perfluoroalkanes from C6-C16 were studied, all of which formed crystalline monolayers at the low temperatures studied (10K). For all of the systems studied these crystalline layers were incommensurate with the underlying graphite lattice and consisted of the carbon backbone chain lying flat on the surface.\(^{80}\) Additional calorimetry measurements of some of the layers found a range of melting temperatures from 189 K for C6 to 392 K for C14.\(^{174}\) The interaction between the layers and the underlying graphite was observed to be relatively weak, exemplified by the displacement of the perfluoroalkane monolayer by stronger binding hydrocarbon alkane layers.\(^{175}\) This low adsorption energy is symptomatic of the low polarisability of Fluorine, and hence the weak van der Waals (vdW) interactions
present between the chains. This relative weakness of the interchain interactions is key to crystal design, as it would be hoped to reduce the energetic cost in deviating from close-packing when forming a porous system.

**Bulk Co-crystals**

The assembly of halogen bonded co-crystals between 4,4’-bipyridine and short chain \( \alpha, \omega \)-diiodinated perfluoroalkanes has been previously reported in the bulk. It was found that the chains remained in the low energy linear conformation, and segregation between the hydrocarbon and perfluorinated segments was evident. Figure 6.2 is a visualisation of the structure of the C6F12I2:BPY cocystal as deposited by the authors in the CSD structure QANRAS and visualises the segregation. The authors found the structures of the co-crystals of C2, C4, C6, C8, and C10 \( \alpha, \omega \)-terminally iodinated perfluoroalkanes with BPY to be analogous, with increasing chain length serving only to enlarge the size of the unit cell.

![Fig. 6.2 Structure of the C6F12I2:BPY cocystal (CSD structure QANRAS) from reference 170. Segregation between the aromatic hydrocarbon BPY and perfluorinated C6F12I2 chains is evident, assigned to the weak nature of C-H...F interactions](image-url)
6.1.2 Experimental

Diffraction experiments were performed using the LMB rotating anode diffractometer described in chapter 2. The batch of Papyex used in this work was BPI004L. As characterised in section 4.2. The adsorbates used were purchased from commercial suppliers and used without further purification. Stated purities were 98% for 4,4’-Bipyridine (Alfa Aesar), 97% for C4F8I2 (Fluorochem), 97% for C6F12I2 (Alfa Aesar) and 98% for C8F16I2 (Sigma Aldrich). Dosing was performed through the vapour phase as detailed in section 2.2.2

6.1.3 Monocomponent 2D systems

![Comparison of the diffraction patterns obtained for graphite dosed with the series of Halogen bond donors used in this study. Only the C8F16I2 pattern shows evidence of crystalline monolayer](image)

Fig. 6.3 Comparison of the diffraction patterns obtained for graphite dosed with the series of Halogen bond donors used in this study. Only the C8F16I2 pattern shows evidence of crystalline monolayer

Before two-component systems can be studied, it is first necessary to understand the behaviour of the single-component systems on graphite. This can help confirm whether or not mixing has occurred in the multicompontent system, as well as providing information on the behaviour of the adsorbates as a single phase.

Figure 6.3 presents the low temperature (100K) diffraction patterns after background subtraction for graphite dosed with sub-monolayer coverage of three halogen bond donors. Incomplete subtraction of the strong 002 graphite peak at Q = 1.8 Å⁻¹ limits the high Q range of the pattern. Small angle Porod scattering limited the low Q range. However no significant diffraction features were observed below Q = 0.3 Å⁻¹.
6.1 Terminally Iodinated Perfluoroalkanes

For the graphite dosed with C8F16I2 it is possible to discern “sawtooth” peaks in the observed pattern. The main features are at approximately \( Q = 0.4 \) and \( 1.2 \, \text{Å}^{-1} \) with a good number of weaker features. The pattern can be indexed to a unit cell with \( \text{pg} \) symmetry, with a glide plane parallel to the \( a \) lattice parameter. The unit cell has lattice parameters \( a = 31.38(2) \, \text{Å} \), \( b = 5.52(5) \, \text{Å} \) and \( \gamma = 90^\circ \). This is similar but slightly longer than the high symmetry Phase I centred structure previously reported for perfluorooctane. The peak intensities are well fit by a flat-lying structure with chains lying at an angle of approximately 7° to the \( a \) lattice parameter. Figure 6.4 compares the modelled intensities (black) with the experimental data (grey), while figure 6.5 illustrates the model structure.

At room temperature this pattern was observed to melt to give a pattern typical of an amorphous structure, indicating the melting point of the monolayer structure lies somewhere between 100K and 298 K. Initial DSC experiments failed to identify a significant monolayer melting peak to support this hypothesis. However, the monolayer melting enthalpies are very small and hence the monolayer melting peaks would be expected to be difficult to observe.

![Fig. 6.4 Comparison between the experimental (black) and predicted (blue) diffraction pattern for the crystalline C8F16I2 monolayer](image-url)
For the diffraction pattern of both pure samples of C4F8I2 and C6F12I2, no sharp diffraction peaks were detected, even after extended time to equilibrate in the 100K cryostream. Broad amorphous features are observed at approximately $Q = 1.2 \, \text{Å}^{-1}$ and $1.1 \, \text{Å}^{-1}$ respectively, with a secondary feature for C6F12I2 observed at $Q = 0.5 \, \text{Å}^{-1}$. This is initially surprising, as the bulk melting temperatures of these compounds are 270 K and 302 K respectively. The monolayer melting temperature would be expected to be of the order of 3/4 of the bulk (i.e. $>200 \, \text{K}$), and so significantly above the experimental temperature.

To confirm the sample’s purity, differential scanning calorimetry (DSC) was performed on the purchased samples. The experimentally determined melting point did match the literature bulk melting temperatures. However, a large hysteresis in melting and freezing temperatures was observed for the bulk samples. For example, C4F8I2 melted at 270 K, yet only froze at 245 K in the DSC. This thermal hysteresis is indicative of difficulty crystallising in the bulk and may indicate that kinetic trapping could also be problematic in monolayer crystallisation. Given the lack of crystallisation an unambiguous structural assignment for these layers is not possible.

Overall there is minimal evidence of crystalline monolayer formation under the experimental conditions for the C4F8I2 and C6F12I2 molecules. The larger C8F16I2 system forms a crystalline monolayer on graphite that can be identified at low temperatures, but which melts
at ambient temperatures. As expected this indicates the $\alpha_1,\omega$-diiodinated perfluoroalkanes only weakly interact with both the substrate and each other.

### 6.1.4 Co-deposition of $\alpha_1,\omega$-terminally iodinated perfluoroalkanes with Bipyridine

![Diffraction Patterns](image)

Fig. 6.6 Comparison of the diffraction patterns obtained for graphite dosed with BPY along-side the series of Halogen bond donors used in this study. The first peak (indexed as 01) shows a progression to lower Q with increasing chain length.

Fig. 6.6 presents the diffraction pattern observed for 1:1 ratios of the C4F8I2:BPY, C6F12I2:BPY and C8F16I2:BPY systems. From initial observation it is clear that these systems exhibit diffraction patterns that are distinct from those of the individual components, indicating the formation of new phases. The observed peaks all exhibit the characteristic “sawtooth” shape characteristic of monolayer diffraction peaks. Hence, it can be concluded that monolayer crystal structures have formed. For each system, if an excess of one component was added, the collected pattern was a superposition of the bicomponent diffractogram from figure 6.6, and the excess monocomponent phase. It is thus clear that the mixed phase contains each component in an approximately 1:1 ratio. This is in agreement with the expectations if the halogen bond is key to co-crystal formation.

It is evident there are two major peaks in the diffraction patterns of all three co-crystals, around the approximate positions indicated by the two lines on figure 6.6. Observing the progression of peaks, it is evident that the first peak shifts to lower Q with increasing length.
of halogen bond donor. Assuming the structures are homologous this suggests the molecules may be partially aligned in the lattice direction associated with this peak, as that would cause longer α,ω-terminally iodinated perfluoroalkanes to extend the lattice in this way.

Data Fitting

The diffraction patterns were analysed as described in section 2.2.10. Molecular rigid bodies for the structural optimisation were taken from the corresponding bulk crystal structures to constrain the fitting as much as possible. In keeping with previous work, and to limit the number of degrees of freedom of the model, the Debye-Waller factors have been set to unity. Qualitatively, this term would be expected to suppress the intensity of higher Q peaks, and so our fitting will slightly underestimate the intensity of low Q peaks. The peakshapes were modelled using the Gaussian peakshape models of Schildberg and Lauter.

C4F8I2+BPY

Figure 6.7 compares the observed diffraction pattern for a sample dosed with a 1:1 combination of C4F8I2 and BPY with the modelled pattern. The pattern was indexed to an oblique unit cell with lattice parameters a = 20.47(8) Å, b = 9.99(0) Å and γ = 34.20°. This is incommensurate with the underlying hexagonal graphite lattice a = 2.4589 Å, γ = 60°, indicating that intermolecular interactions are more important than the substrate in determining monolayer structure. The area of the cell (115 Å²) matches well with the expected size of a 1:1 C4F8I2:BPY complex from consideration of the atomic VdW radii (≈ 117 Å²). Similarities can be identified between the identified unit cell and that previously observed for the co-crystalline monolayer formed from a mixture of 1,4-diiodotetrafluorobenzene and BPY.
Given the dimensions of the cell, and similarity to the DITFB:BPY pattern, a logical trial structure is one based around linear chains of alternating molecular species. It is found that the pattern is well fit by such a structure consisting of the I atoms of the C4F8I2 molecule and two N atoms of BPY lying along the same axis. Deviation from this linearity by only a few degrees dramatically worsened the fit, strongly supporting a linear structure.

Figure 6.8 illustrates the determined monolayer structure. Interestingly, this structure shows the perfluorinated species and non-fluorinated species adjacent to each other in the lattice with no evidence of the segregation between hydrocarbon and perfluorinated tectons that has been observed in the bulk.\textsuperscript{170} It has previously been noted that mixing of dissimilar components occurs more readily in 2D than in 3D, as a function of the decreased dimensionality of the system.\textsuperscript{177}

The low-Q peak intensities in figure 6.7 are somewhat underestimated in the model relative to the experiment. This is likely a function of significant Debye-Waller factors (previously observed to be insignificant in our studies of aromatic systems) which act to suppress the intensity of high Q peaks in the experimental pattern, and hence make the low
Q peaks appear somewhat larger. A greater effect of Debye-Waller factors is somewhat expected, as less constrained fluorocarbon chains are less rigid than aromatic rings, and so exhibit a greater degree of thermal motion. As discussed in section 2.2.8, the low number of reflections observed means that more detailed modelling of the Debye-Waller factors would be extremely challenging and require collection of data from a wide range of temperatures, which was not available on the instrument in this work.

Fig. 6.8 A visualisation of the modelled structure of the C4F8I2:BPY co-crystalline monolayer.
Fig. 6.9 Comparison between the experimental (black) and predicted (blue) diffraction pattern for the C6F12I2:BPY co-crystal

Figure 6.9 compares the experimental and modelled structure of the C6F12I2:BPY co-crystal. Upon indexing unit mesh parameters were found to be $a = 22.71(5)$ Å, $b = 10.44(3)$ Å and $\gamma = 32.53^\circ$. Again, this indicates an incommensurate unit cell, implying strong intermolecular interactions. The experimental intensities were fit to a linear chain structure similar to that observed for the short chain C4F8I2. Figure 6.10 visualises the determined monolayer structure. Similar to the previous system, it seems the low angle peak intensities are under predicted in our model, as discussed above. Again, any deviation from a linear chain structure dramatically worsened the fit.
C8F16I2+BPY

The diffraction pattern of the C8F16I2:BPY system was indexed to an incommensurate cell with parameters $a = 25.27(4)$ Å, $b = 11.29(3)$ Å and $\gamma = 30.61^\circ$. However, upon fitting of the intensities to a pattern it was considerably more difficult to obtain a satisfactory fit. Figure 6.11 presents the best obtainable fit using the rigid bodies taken from the bulk structure published by Catalano et al. It can be seen that the intensities of the peaks at $Q = 0.7$-0.8 Å (indexed as the [11] and [31]) are underestimated, while the relative intensity of the higher $Q$ peaks are not correct and in contrast to the previous structures there is no underestimation of the [10] peak. Although the broad form of the structural assignment matches well with the data, with a physically realistic chemical structure, it is clear that at least some atomic positions are significantly incorrect. In an effort to remedy this problem with the structural fit, the nature of the rigid bodies was reconsidered.

Fig. 6.10 A visualisation of the modelled structure of the C6F12I2:BPY co-crystalline monolayer.
6.1 Terminally Iodinated Perfluoroalkanes

Fig. 6.11 Comparison between the experimental (black) and best obtainable predicted diffraction pattern (blue) for the C8F16I2:BPY co-crystal utilising a rigid body containing a near all trans perfluoroalkyl chain.

Upon reexamination it is notable that the rigid bodies taken from the published work by Catalano et al. all contained near all trans conformations for the perfluoroalkyl chain. This is despite perfluoroalkyl chains being notable for their helical twist, as discussed in 6.1.1. For example, in the diffraction structure of perfluorohexane the C-C-C-C torsion angle is observed to be between 163 – 165°.178

Similar torsion angle values have been reported across the fluorocarbon literature.171 In an attempt to better understand the distribution of perfluorocarbon helical torsion angle a CSD search was performed. The search utilised the "crystal packing feature search" utility in the Mercury software program to collect the C-C-C-C torsion angles of any structures containing acyclic -C4F8- motifs up to May 2020 in the CSD. Structures with errors, disorder, or not 3D coordinates were excluded using the utility options. 378 hits were detected, of which a surprisingly large proportion feature perfluoroalkyl chains with a torsion angle of exactly 180°. Figure 6.12 presents a polar histogram of the C-C-C-C torsion angles observed across the 378 structures identified. 37 submissions exhibit a torsion angle of exactly 180°,
with 96 submissions exhibiting torsion angles >175°. The remaining torsion angles are more distributed, with a maximum occurring at 162°, consistent with that expected for helically twisted chains.

Fig. 6.12 Polar histogram showing the frequency of various torsion angles in perfluoroalkyl chains submitted to the CSD. A large number of submitted structures exhibit torsion angles of exactly, or close to, 180°. The maximum at lower torsion angles is centered around 162°.

From this it is clear that, although many CSD structures do exhibit the expected behaviour, many do not. From examination of the structures none seem to be particular outliers, instead it seems that there is great difficulty in obtaining the correct torsion angle in perfluoroalkyl chains, even via single crystal x-ray diffraction, meaning that many authors simply leave the chain torsion angles constrained in the fitting procedure. Considering the more limited information available from powder diffraction of monolayer systems it was determined that fully optimising the torsion angle in the monolayer systems considered in this work would be impossible. Instead, an alternative trial rigid body molecular structure was obtained that exhibited the expected helical twist.179

Figure 6.13 compares the optimised model diffraction pattern using this twisted perfluoroalkyl chain to the experimental data for the C8F16I2 system. The unit cell remains identical to that of the previous figure (a = 25.27(4) Å, b = 11.29(3) Å and γ = 30.61°) but the peak intensities exhibit a better match to the experimental data. Figure 6.14 visualises the structure of this model. As can be seen the structure exhibits similarities to the C4 and C6 monolayer structures, consisting of linear halogen bonded chains, with no evidence of segregation of perfluorocarbon and hydrocarbon motifs. The chief difference is the perfluoroalkyl chain
helical twist, which means that the F atoms are not equally displaced from the horizontal lattice vector.

Following the previous discussion helical chain structures were trialled for the C4 and C6 monolayer fittings, but no significant difference was noted. Because a fitting of the exact torsion angle would be impossible with the limited information available from powder monolayer diffraction experiments, it was decided to keep the rigid bodies from the corresponding bulk crystals for these systems, while acknowledging the exact torsion angle may be different to this.

Fig. 6.13 Comparison between the experimental (black) and predicted (blue) diffraction pattern for the C8F16I2:BPY co-crystal utilising a helical chain structure of C8F16I2 obtained from reference 179
Pure C8F16I2 was successfully observed to form a crystalline monolayer on graphite at low temperature (100K). At room temperature this was melted, but due to limitations of the equipment it was not possible to exhaustively perform temperature scans to determine the monolayer melting point. Neither C4F8I2 nor C6F12I2 showed evidence of crystalline monolayer formation in the absence of a halogen bond acceptor. This is somewhat surprising as such monolayers if formed generally exhibit a monolayer melting temperature of approximately three quarters of the bulk melting point. It may be that these systems exhibit unusually low monolayer melting temperatures, or that kinetic trapping could be significant in the experimental setup used or they may be glass formers.

When co-deposited with the halogen bond acceptor BPY, all three molecules successfully showed clear evidence of new monolayer co-crystalline phases. For the three systems studied, the diffraction patterns could be indexed to a similar set of unit meshes. Hence in this sense all three co-crystals were fitted by homologous structures which gives more confidence in the determined structures. Peak intensities were fit to this set of homologous structures containing linear chains of halogen bonded molecules. These meshes were significantly
different to any planes of the bulk crystal structures, indicating the monolayer structures are novel and not simply a plane of the corresponding bulk co-crystals.

The damping of higher Q intensities of the experimental patterns compared to the modelled structures may indicate that the structures are slightly less rigid than the previously studied aromatic systems. For the longest chain halogen bond donor, the helical nature of the perfluorinated chain had a significant effect on the observed pattern, but using a helical or trans chain structure had limited effect on the predicted diffraction behaviour of the shorter chain systems. Because of the limited information available from the collected data, a precise fitting of the torsion angle was not possible.

6.2 Terminally Brominated Perfluoroalkanes

Due to the strong halogen bonding observed in the series of \( \alpha,\omega \)-diiodinated perfluoroalkanes just discussed, a logical next choice was to examine what effect substituting iodine for bromine would have on the monolayer structure. Compared to iodine, bromine has higher energy electron orbitals, and hence brominated molecules exhibit a reduced \( \sigma \)-hole compared to the corresponding iodinated molecules, this means they generally exhibit somewhat weaker halogen bonds. For example, 1,4-dibromoperfluorobenzene was found to form a halogen bonded monolayer co-crystal with BPY similarly to its iodinated analogue. However, the halogen bonds were found to be significantly non-linear, with DFT results confirming the bond as being significantly weaker than for DITFB with BPY.\(^{114}\)

Figure 6.15 presents the experimental patterns collected for C8F16Br2 and C8F16Br2 + BPY, alongside the calculated pattern for a BPY monolayer collected by Clarke et al.\(^{137}\) 1,8-dibromoperfluorooctane on graphite yielded a broad amorphous diffraction signal indicative of a liquid or amorphous monolayer pattern.

The pattern from the co-deposited material can be clearly identified as a simple addition of the broad amorphous peak of the dibromide with the well defined BPY sawtooth peaks. This is indicative of phase separation and indicates that, unlike for the aromatic system, the brominated perfluoroalkane does not form a halogen bonded co-crystal monolayer.

This interesting results also qualitatively supports the initial hypothesis that brominated halogen bonds are weaker than iodo and that is why although co-crystals are identified above for the di-iodo species, the di-bromo combinations phase separate.
Fig. 6.15 Stacked plot of the diffractograms of the graphite deposited with C8F16Br2, BPY, and a 1:1 ratio of both. C8F16Br2 can be seen to exhibit only a broad scattering feature consistent with an amorphous structure, while the sample co-deposited with BPY exhibits a combination of the aforementioned broad feature with the sawtooth peaks of the crystalline BPY monolayer. This is consistent with phase separation and indicates no mixing of the two components.

6.3 Computational

Alongside the experimental work performed by myself, parallel computer simulation studies have also been performed by both Marco Sacchi (University of Surrey) and Stephen Jenkins (University of Cambridge) Much of the evolution of this area of work in our group has exploited the synergy of experiment and DFT calculations. All simulations were performed by Dr Sacchi and Prof. Jenkins, with interpretation of the results being performed jointly with myself. The results of these simulations are complementary to the above experimental results and so are presented below. Note that without the detailed crystallographic data collected by myself and presented in this thesis, the DFT is generally unable to find the true monolayer crystal structure and hence determine the appropriate energetics. This is because the molecules on the surface live in a very rough potential energy surface where there are lots of local minima. Without the diffraction to precisely guide the DFT, the simulations would likely end up in the wrong minimum.
6.3.1 TITFB Simulation

Simulation of the TITFB monolayer presented in chapter 5 was performed by Professor Stephen Jenkins using both uncorrected DFT, and DFT using two popular corrections for Van der Waals forces. The comparison of results obtained using different DFT methods helps elucidate the contribution of different interactions to the monolayer binding.

Computational details

First-principles DFT calculations, was performed at the University of Cambridge by Professor Stephen Jenkins using the CASTEP computer code.\textsuperscript{180} Previous experience with similar systems\textsuperscript{113,181} has confirmed that interactions between halogen-bonded overlayers and the underlying graphite substrate are weak enough that the substrate can be ignored.

Hence, the TITFB was modelled as a raft of molecules, applying periodic boundary conditions consistent with a supercell with height of 12 Å (perpendicular to the raft) and lateral dimensions conforming initially to a hexagonal lattice constant of 9.30 Å (chosen close, but not identical, to the experimentally determined value). The lateral lattice constant was permitted to relax, along with the internal structure of the TITFB molecule replicated within each supercell, in response to the calculated forces, subject only to the constraint that the lattice was to remain of simple hexagonal type.

Sensitivity of the results to Van der Waals (VdW) interactions, which are not satisfactorily described within the standard DFT approach, was tested by comparing the effects of two semi-empirical correction schemes, namely the Tkatchenko-Scheffler (TS) scheme\textsuperscript{182} and Grimme’s D2 scheme.\textsuperscript{183} These schemes utilise either fixed polarisability terms for each element (D2) or terms that vary depending on atomic environment (TS), to correct for dispersion interactions. The most appropriate correction for each case can be difficult to determine, hence the use of several corrections in this work.

Intermolecular interaction energies were estimated by comparing total energies computed in the fully relaxed supercells (for each scheme) against energies computed for molecules relaxed within supercells artificially fixed at twice the equilibrium lateral lattice constant (in which circumstances the interactions between neighbouring molecules are expected to be negligible). Calculations performed in such “expanded” cells (but with frozen local molecular geometries) were also the source of reference electron density distributions, which could be subtracted from the electron density obtained at the equilibrium lateral lattice constant to provide “electron density difference” maps that reveal spatial information on the formation of intermolecular bonds.
Table 6.1 Key geometric parameters for a TITFB monolayer determined by experimental or DFT simulation methods. $\theta_1$ and $\theta_2$ are defined in figure 5.2a.

<table>
<thead>
<tr>
<th>Method</th>
<th>Lattice Vector (a) /Å</th>
<th>$\omega /^\circ$</th>
<th>$\theta_1 /^\circ$</th>
<th>$\theta_2 /^\circ$</th>
<th>d(···I)/Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>9.29</td>
<td>11.5</td>
<td>163.2</td>
<td>103.2</td>
<td>4.08</td>
</tr>
<tr>
<td>No VdW correction</td>
<td>9.40</td>
<td>15.1</td>
<td>171.4</td>
<td>111.4</td>
<td>3.92</td>
</tr>
<tr>
<td>TS correction</td>
<td>9.31</td>
<td>14.1</td>
<td>168.4</td>
<td>108.4</td>
<td>3.90</td>
</tr>
<tr>
<td>D2 correction</td>
<td>9.26</td>
<td>13.9</td>
<td>168.1</td>
<td>108</td>
<td>3.90</td>
</tr>
</tbody>
</table>

Discussion

Optimisation of the DFT model structure in the absence of VdW corrections yielded a lateral lattice constant of 9.40 Å, which is 1.2% greater than the experimental value. Inclusion of the TS correction reduced this to 9.31 Å (0.2% higher than experiment) while the D2 correction led to a value of 9.26 Å (0.3% smaller than experiment). This means that the TITFB lattice constants obtained from four different methods (experimentally in this work, and via three different DFT calculations) fall within 1.5% of another.

Because the internal structure of TITFB was allowed to relax in the calculations, values of $\omega$ are not strictly comparable to the experimental value ($\omega = 11.5^\circ$). By taking the rotation of the aromatic carbon ring it was possible to obtain values for $\omega$ that are reported in table 6.1.

The calculated geometries all feature an X3 motif similar to that deduced from the experimental data. The key parameters are collected in table 6.1, and it can be seen they are broadly consistent with the experimentally determined values.

By artificially doubling the lattice constant and comparing the calculated binding energy for the initial and doubled systems it is possible to estimate the magnitude of the intermolecular interactions. In the non VdW corrected calculation this binding energy was found to equate to 0.16 eV per molecule. By comparison the TS VdW corrected calculation found a binding energy of 0.34 eV, and a value of 0.44 eV was found for the D2 corrected calculation. These results suggest that halogen-bonding (present even without VdW corrections) amounts to between one third to one half of the total intermolecular interaction, the remaining contribution being dispersive in nature.

To further investigate the nature of the intermolecular interaction it is possible to compare the shift in electron density between the doubled and initial calculations. This was conducted for the D2 corrected calculation. Figure 6.16 presents an isosurface visualisation of the electron density difference for this calculation. In this figure red equates to an increase in
electron density, and green to a reduction in electron density in the monolayer relative to the unbound state. It can be seen that there is a threefold symmetric increase in electron density equating to the $X_3$ motif, with a corresponding depletion in the vicinity of the iodine atoms. Such a pattern is entirely consistent with the previously published work on aromatic halogen bonding systems.\textsuperscript{113, 181}

### 6.3.2 Terminally Iodinated Perfluoroalkanes

Similar computational work was performed by Dr Marco Sacchi at the University of Surrey for the $\alpha,\omega$-diiodinated perfluoroalkanes discussed earlier. The method used was similar to that used by Stephen Jenkins using the CASTEP code to simulate a raft of molecules without any substrate.

#### Computational details

As previously discussed, simulations were performed using the CASTEP code.\textsuperscript{180} For these simulations only the Tkatchenko Scheffler (TS) dispersion force correction\textsuperscript{182} was applied to account for VdW interactions. These empirical functionals are necessary due to the plane-wave basis of the CASTEP code and have proven to be robust for these types of system.\textsuperscript{114}

In order to estimate the contribution of different interactions to the total binding energy, the binding energy of a complete tiling can be compared to that of a system with doubled b...
lattice size. This will (almost) eliminate the interchain interactions, and hence the calculated binding energy will represent the strength of the two intra-chain halogen bonds.

**Discussion**

Table 6.2 Results of the DFT-optimised unit meshes for the co-crystals studied, alongside binding energy and estimated halogen bond and interchain interactions strengths. For each system the total binding energy consists of two halogen bonds plus the total interchain interaction energy. Data previously reported for 1,4-diiodotetrafluorobenzene (DITFB) has been reproduced for comparison.

![Table 6.2 Results](image)

<table>
<thead>
<tr>
<th>Species</th>
<th>a /Å</th>
<th>b /Å</th>
<th>γ</th>
<th>B.E /eV</th>
<th>X-bond /eV</th>
<th>Interchain /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4F8I2 +BPY</td>
<td>20.29</td>
<td>9.89</td>
<td>34.99</td>
<td>1.199</td>
<td>0.255</td>
<td>0.627</td>
</tr>
<tr>
<td>C6F12I2 + BPY</td>
<td>22.81</td>
<td>10.54</td>
<td>33.51</td>
<td>1.168</td>
<td>0.256</td>
<td>0.658</td>
</tr>
<tr>
<td>C8F16I2+ BPY (twisted)</td>
<td>25.46</td>
<td>11.34</td>
<td>30.96</td>
<td>1.130</td>
<td>0.253</td>
<td>0.624</td>
</tr>
<tr>
<td>C8F16I2+ BPY (trans)</td>
<td>25.60</td>
<td>11.44</td>
<td>30.515</td>
<td>1.051</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DITFB + BPY</td>
<td>19.36</td>
<td>12.45</td>
<td>31.73</td>
<td>1.078</td>
<td>0.249</td>
<td>0.580</td>
</tr>
</tbody>
</table>

Fig. 6.17 Optimised structure of the C4F8I2+BPY system. **Figure (a)** shows the structure visualised using spacefill atomic models. **Figure (b)** shows a plot of the electron density difference of the monolayer relative to the separate molecules. Blue indicates an increase in electron density while red indicates a loss of electron density relative to the separate molecules (isosurface level 0.005 e/Å³). Shifts in electron density due to the halogen bond are clearly visible, with there mainly being an increase in iodine and decrease in nitrogen electron density.

As in previous work DFT optimisation used the experimentally modelled unit cell as the starting point. Geometry optimisation saw less than a 1.5% change in unit mesh for all three structures, with little change in the atomic structure. This helps support the experimental structures as being reasonable.
Figure 6.8 presents a visualisation of the simulated structure of the C4F8I2:BPY layer. Mixing of the perfluorinated and hydrocarbon tectons is evident, as in the experimental structure.

The total binding energy of the structure can be found by artificially double the unit cell parameters. Here it is calculated that the total intermolecular interactions equate to 1.120 eV (115.7 kJmol \(^{-1}\)) per unit cell. It is possible to estimate the interchain and intrachain components by doubling the b parameter to effectively remove interchain interactions, leaving only the halogen bonds (two per cell) intact. Each halogen bond can then be estimated as having a strength of 0.255 eV (24.6 kJmol \(^{-1}\)), which is similar to that previously reported for an aromatic halogen bond donor (0.249 eV). The lateral hydrogen bond and vdW interactions can then be estimated as having a total strength of 0.627 eV. This is slightly larger than the previously simulated interaction for the aromatic halogen bond donor 1,4-diodotetrafluorobenzene. In 3D crystal engineering perfluorinated aromatic molecules are considered to be more strongly interacting than their perfluoroalkane equivalents. In two dimensions it is evident that this ordering is reversed, as the exposed edge of a perfluorinated aromatic system consists of fewer, less polarisable, sp\(^2\) fluorine atoms than the perfluoroalkyl chains considered in this work.

Within the plane of the layer, the only relevant interaction with the fluorine is weak C-H bonds to the aromatic protons of BPY. Although generally considered inert, fluorine is capable of acting as a hydrogen bond acceptor, with sp\(^3\) C-F motifs being better acceptors than sp\(^2\). Such bonds are rare however, and due to their weakness generally only occur where no other interaction is possible.

The electron density difference between the bound and free molecules is a useful proxy for the nature of interactions. The plot in figure 6.17b shows the difference in electron density in the co-crystal relative to the component molecules. Blue indicates an increase in electron density and red a decrease. Significant charge transfer is characteristic of halogen and hydrogen bonds, while minimal electron density difference indicates that dispersion forces are the chief method of binding. As observed previously, the halogen bond is evidenced by the increased electron density on the iodine and reduced density on the nitrogen. Hydrogen bonds are also evident in the lateral interactions, with particularly large degree of charge transfer evident between the \(\alpha\) and \(\beta\) fluorine atoms and their adjacent BPY protons.

Similar optimisation was performed for the C6F12I2+BPY system (figure 6.18). Again very good agreement is found with the experimental structures where the simulated unit cells are within 1.5 % of the experimental lattice, and minimal change in molecular geometry is observed. The electron density difference plot shows a similar pattern to that observed in the shorter C4 system.
Fig. 6.18 Optimised structure of the C6F12I2+BPY system. **Figure (a)** shows the structure visualised using spacefill atomic models. **Figure (b)** shows a plot of the electron density difference of the monolayer relative to the separate molecules. Blue indicates an increase in electron density while red indicates a loss of electron density relative to the separate molecules (isosurface level 0.005 e/Å³). Charge transfer between the chains is evidence of interchain hydrogen bonding between C-H and F atoms.

Fig. 6.19 Optimised structure of the C8F16I2+BPY system. **Figure (a)** shows the structure visualised using spacefill atomic models. **Figure (b)** shows a plot of the electron density difference of the monolayer relative to the separate molecules. Blue indicates an increase in electron density while red indicates a loss of electron density relative to the separate molecules (isosurface level 0.005 e/Å³). Aside from one putative hydrogen bond, the central fluorine’s are relatively uninvolved with charge transfer, explaining the small energy differences between conformers.
For the C8F16I2+BPY system, optimisation was performed on both an all-trans alkyl chain analogous with the previous systems, and a twisted-chain structure more consistent with the experimental data. When considering the C8F16I2 molecule individually, the twisted-chain conformer is 0.0488 eV (4.7 kJmol⁻¹) more stable than the trans conformation. However, for the co-crystal the twisted conformer is 0.128 eV more stable. This means that the twisted-chain conformer exhibits a stronger binding energy to BPY than the trans conformer by 0.0790 eV (7.6 kJmol⁻¹).

The optimised unit cell parameters obtained for the two conformers are extremely similar, with a being 0.5% and b 0.8% larger for the trans conformer. As the twisted conformer is lower in energy and was the configuration that best matched the experimental data, it is the structure presented in figure 6.19. The twisting of the chain largely affects the position of the fluorine atoms in the middle of the chain, however as can be seen in the electron density difference (figure 6.19b) these atoms are relatively uninvolved in charge transfer, with only one δ fluorine exhibiting a charge increase consistent with hydrogen bonding. This helps explain the comparatively small binding energy difference.

Table 6.2 summarises the simulated geometry of the three unit cells, as well as the calculated binding energies. For comparison, the previously calculated data for 1,4-diiodotetrafluorobenzene (DITFB) is included. It can be seen that the halogen bonds in all three systems reported here are of similar strength to that previously calculated for DITFB. The two halogen bonds together account for almost half of the total binding energy in each case, and thus make a significant contribution to the mixing of these otherwise dissimilar components.

The total binding energies for the three systems are remarkably similar. A doubling of the carbon chain length between C4F8I2:BPY and C8F16I2:BPY leads to a slight reduction in inter-chain interaction. This indicates the vast bulk of the interchain interactions originate from hydrogen bonds to the BPY, with little contribution to the binding from non-hydrogen bonding atoms. The strength of these interchain interactions has important implications for future rational design of monolayers containing perfluorinated motifs.

6.4 Conclusion

In this chapter the assembly of a series of bicomponent halogen bonded monolayers between terminally iodinated perfluoroalkanes and 4,4'-bipyridine on a graphite surface has been observed and characterised. The monolayers exhibit homologous structures, with longer perfluoroalkane chains leading to a longer unit cell but minimal other change. The bicomponent monolayers are more robust than monolayers formed from the iodinated perfluoroalkanes alone, maintaining their crystallinity even above the bulk melting point. Compared
to the corresponding bulk co-crystals, the monolayers exhibit novel packing with a greater
degree of mixing between dissimilar components.

Although previous work has observed monolayers that exhibit similar structures whether
the halogen bond donor is iodinated or brominated, for the \( \alpha,\omega \)-disubstituted perfluorooctane
system at least, only the iodinated chain was observed to form a co-crystalline layer, with the
brominated system phase separating instead.

Through the use of DFT simulation performed by collaborators it has been possible to
collect validating evidence behind the structural interpretation of the diffraction data. There is
a close match between the DFT optimised geometry, and the experimentally refined structural
model for all the co-crystals identified. This analysis has also allowed a better understanding
of the driving force of mixing between the two components, with interchain interactions
proving to give a substantial contribution to mixing, with important lessons for rational
design of potential porous systems.
Chapter 7

Hydrogen Bonded systems

7.1 Triazine

7.1.1 Introduction

In the previous chapter s-triazine (Figure 7.1) was introduced as a tritopic halogen-bond acceptor for potential co-crystals. For completeness, the diffraction pattern of the monocomponent system was also collected and is reported here. S-triazine is interesting because it consists solely of light atoms, which have been a challenge to study using lab based diffractometers in the past. The ability of the rotating anode diffractometer to collect a usable diffractogram from a light atom monolayer is a useful test of its capabilities, and opens the door to further studies of light atom molecules without requiring synchrotron beamtime.

![Fig. 7.1 Chemical structure of 1,3,5-triazine](image)

The study is also important in its own right. The formation of co-crystals is always a balance of the energy of the co-crystal compared to the energy of the two separate mono component monolayers. An understanding of the energies of the pure components can help to understand why mixing did not occur for the TITFB:triazine system.
7.1.2 Experimental

A monolayer of s-triazine on graphite was produced using the method described in Chapter 3. A weighed amount of S-triazine (Alfa Aesar, 97%, ) was deposited onto papyex graphite from batch BPI004L under reduced pressure and then annealed at a temperature of 423 K before slow cooling to room temperature. Data was collected at the rotating anode X-ray source detailed in chapter 3 using a cryostream with a temperature of 100K.

7.1.3 Results

*Fig. 7.2 Comparison between the experimental data (black) and predicted pattern (grey) for the proposed structure of the triazine monolayer.*

Figure 7.2 presents the diffraction pattern obtained from the substrate and adsorbate after subtraction of the graphite background. As in the previously analysed patterns incomplete subtraction of the graphite peaks limit the range of high Q peaks that can be reliably observed. Below Q = 0.4 small angle ‘Porod’ scattering is evident arising from the small angle scattering of the graphite crystallites. However, no significant 2D diffraction peaks were observed in this region so it has not been considered further. Figure 7.2 illustrates that there is just one feature, a peak with "sawtooth" lineshape at Q = 1.18 Å⁻¹. The sawtooth lineshape of the single feature does indicate that a 2D crystalline layer has been formed. However, a single
peak suggests a small unit cell (that might be expected for such a small molecule) and/or a high symmetry unit cell.

When interpreting powder diffraction data it is generally held that the highest symmetry structures should be considered first, with lower symmetry structures considered only if no satisfactory high-symmetry assignment is possible. Given the symmetry of the triazine molecule the single peak is interpreted as being due to a hexagonal unit mesh, which is consistent with previous STM results. If a hexagonal unit mesh is assumed, it is possible to fit this peak to obtain the monolayer lattice parameter. For this structure there is only a single parameter (cell length) that completely defines the lattice. The angle between the 2D unit cell axes is fixed at 120 degrees. The grey line in Figure 7.2 presents the best fit for the monolayer structure. The lattice size was fit as \( a = b = 6.161(5) \, \text{Å} \).

The coherence length was fit to be 405 Å. It is typical for monolayers of this type to exhibit coherence lengths on the order of magnitude of the coherence length of the substrate (ca. 600 Å). Previous authors, using the periodicity of Moire patterns imaged using STM have reported lattice constants of 6.14 Å at 40K. This value is approximately 0.3% smaller than that found here, which may be due to thermal contraction, or evidence of a structural effect of STM tip perturbation.

As outlined above, there is only one identifiable peak in the region of the diffraction pattern observed, so it is impossible to assign relative peak intensities, and thus atomic positions within the unit cell. This is a limitation of the diffraction technique, as overlap with graphite peaks and the low intensity of the monolayer signal means interpretation is reliant on interpretation of a few, strong signals. Particularly for triazine which has a low scattering power, only the most strongly scattering diffraction peaks can be observed. However, the previous STM results as well as the area and symmetry of the cell are all consistent with the molecule lying flat on the surface. Assuming this is the case, the only remaining structural characteristic is the orientation of the molecule about the 3-fold molecular axis.
In the past, monolayer structures have been generated by assuming that internal molecular structures are unchanged from the single crystal structure deposited in the CSD. These molecular structures can then be placed on the experimentally determined lattice. The bulk structure of s-triazine has been previously deposited in the CSD as TRIZIN\textsuperscript{188} However, it is often found that the positions of light atoms such as hydrogen can be imprecise when using bulk diffraction data. Knowledge of the hydrogen atom positions is important for interpretation of the strength of the hydrogen bonding in the monolayer.

For this reason it is desirable to obtain an alternative experimental model for the internal structure of triazine. A literature molecular structure derived from electron diffraction data\textsuperscript{189} has previously been benchmarked against DFT simulations, showing good agreement with the simulations.\textsuperscript{190} The carbon and nitrogen backbone of the structure is similar to that of the structure listed in the CSD, however the electron diffraction structure has significantly different C-H bond lengths. Because the scattering power of electrons by hydrogen is significantly stronger than that of X-ray photons, it is reasonable to assume this structure will better represent the H atom positions.

If the aforementioned electron diffraction derived triazine structure is placed upon the experimentally determined monolayer unit mesh, the produced monolayer is sensible, with no overlapping atoms. The exact angle of the triazine molecules on the lattice points is
impossible to determine from a single diffraction peak. However, a logical placement would be such as shown in figure 7.3. This conformation maximises the potential hydrogen bonding interactions between the C-H and N motifs of adjacent molecules. In this conformation there is a distance of 2.383(3) Å between the hydrogen and nitrogen of adjacent molecules. This is a comparatively short distance, but not physically unrealistic for a system expected to exhibit comparatively strong C-H...N hydrogen bonds. The separation equates to 14% below the combined VdW radii of the two elements. For reference, in the bulk TRIZIN structure the H-N separation is offset in the z direction and is comparatively large at 2.799 Å.

Figure 7.4 depicts the frequency distribution of various C-H...N distances found in the CSD for aromatic protons interacting with aromatic nitrogen-containing rings. As can be seen the experimental C-H...N separation is within the range of observed values, but towards the low separation extreme.

Fig. 7.4 Frequency of various C-H...N distances in the CSD. The distance of the proposed structure is highlighted ('Expt'), and is found to be within the range of experimentally identified separations for a hydrogen bonded system, if towards the shorter end of the distribution.
7.1.4 DFT analysis

In order to further support the experimental findings, DFT simulation was performed by Professor Stephen Jenkins. All calculations were performed by Professor Jenkins, however all interpretation is my own.

Methods

The first-principles density functional theory (DFT) calculations were carried out using periodic boundary conditions, as implemented in the CASTEP computer code.\textsuperscript{180} In view of the expected lack of any strong interaction between graphite and the adsorbed molecules, the substrate was omitted from the adopted model. Instead, an isolated triazine raft was modelled within a supercell of height 12 Å, with lateral dimensions initially conforming to a lattice constant of 6.15 Å (based upon an early estimate of the experimental value). Atomic positions and the lateral lattice constant were then refined according to the calculated forces.

In order to test the sensitivity of the results to Van der Waals (VdW) interactions, beyond the capacity of standard DFT, two semi-empirical correction schemes were compared, namely Grimme’s D2 scheme\textsuperscript{183} and the Tkatchenko-Scheffler (TS) scheme.\textsuperscript{182}

Discussion

Initial DFT simulations in the absence of VdW corrections obtained a monolayer unit mesh of 6.15 Å. This is in very good agreement with the experiment being only 0.2\% smaller than the experimental value (6.16 Å) and thus supports the experimentally proposed structure. Similarly to the halogen bonded systems discussed earlier inclusion of VdW correction schemes saw a reduction in the simulated unit cell to 6.08 Å using the D2 correction, and 6.07 Å using the TS correction.

The molecular structure in all three cases was effectively unchanged, with minor changes seen in the C-H bond length. In an analogous method to that used to estimate halogen bond strength, by comparing the simulated energy of the modelled monolayer to that of a hypothetical monolayer with doubled separation it is possible to estimate the total binding energy of the layer. Table 7.1 presents the relevant parameters for both the experimental and DFT simulated structures. Due to the uncertainties in hydrogen atom position discussed in the previous section, C...N separation is sometimes used as a proxy for hydrogen bond length, and is reported for completeness.

As can be seen from table 7.1 all three simulations find a similar or smaller hydrogen bond separation, supporting the experimental analysis. The availability of binding energy information allows an estimation of hydrogen bond strength. Electronic effects (that are
Table 7.1 Results of the unit meshes determined for the triazine monolayer via experimental or DFT methods. Relevant geometric parameters are broadly consistent, with the C-H...N hydrogen bond length varying between 2.3-2.4 Å for the different methods. Binding energy (B.E.) is 0.27 eV for the DFT with no VdW correction, and approximately 0.13 eV stronger for both the cases with VdW corrections.

<table>
<thead>
<tr>
<th>Method</th>
<th>a /Å</th>
<th>C-H Bond length /Å</th>
<th>C-H...N Hydrogen bond length /Å</th>
<th>C...N Inter-molecular separation /Å</th>
<th>Binding Energy /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>6.16</td>
<td>1.11</td>
<td>2.38</td>
<td>3.49</td>
<td>-</td>
</tr>
<tr>
<td>DFT No VdW correction</td>
<td>6.15</td>
<td>1.09</td>
<td>2.39</td>
<td>3.48</td>
<td>0.27</td>
</tr>
<tr>
<td>DFT + D2 correction</td>
<td>6.08</td>
<td>1.11</td>
<td>2.31</td>
<td>3.42</td>
<td>0.40</td>
</tr>
<tr>
<td>DFT+TS correction</td>
<td>6.07</td>
<td>1.07</td>
<td>2.33</td>
<td>3.40</td>
<td>0.41</td>
</tr>
</tbody>
</table>

predominantly hydrogen bond related) equate to 0.27 eV per triazine molecule, or 0.09 eV per close hydrogen contact. VdW effects will originate from a mix of hydrogen bonds and other atomic contacts, and account for only an additional 0.13-0.14 eV of binding energy. It can thus be seen that electronic effects (which can predominantly be ascribed to the hydrogen bonds) make up the bulk of the binding energy of this system, and hence the triazine monolayer can be confidently described as a hydrogen bonded system, despite consisting only of C-H...N contacts.

7.1.5 Summary

In this section we have presented experimental evidence for the formation of a 2D layer of triazine on graphite at sub-monolayer coverages. The experiments were successful despite the experimental challenges in collecting light-atom scattering data using only a lab-based X-ray source. A high symmetry, hexagonal unit cell is consistent with the data and previous STM reports. The single molecule in each unit cell is flat on the surface. With minimal diffraction data to exploit, a combination of chemical insight and quantitative DFT, was used to locate the atoms in the unit cell and extract the interatomic energies of the layer. We conclude that this molecular layer is dominated by C-H...N hydrogen bonded contacts with a surprisingly high strength.
7.2 Trimesic acid

7.2.1 Introduction

As discussed in chapter 2, Trimesic acid (TMA) was the first porous organic monolayer to be identified. The initial studies were performed using UHV STM, with many subsequent studies utilising ambient solution phase STM. In these studies the TMA monolayer system is found to exhibit interesting behaviour; with several different phases existing on the surface, as well as host-guest behaviour with both itself and other molecules. For all these reasons it was felt it would be a useful additional system to study using monolayer diffraction. In particular the fact that nearly all previous experiments studying TMA monolayers were performed using scanning probe techniques, meant that it was a prime candidate to showcase the complementarity of diffraction based techniques.

7.2.2 Bulk diffraction

Before discussing surface diffraction studies it will be useful to first consider the diffraction pattern of bulk TMA. This provides a standard to confirm distinct features of monolayer diffraction, relative to bulk crystallites. This can be relevant when adsorbates do not like to wet the surface and prefer forming 3D crystallites to 2D layers.

Data was collected at Diamond light source on beamline I11. A cryostream was employed to access a range of sample temperatures.

Figure 7.5 compares the diffractogram obtained for protonated TMA at 80 K, the lowest temperature studied, with the calculated predicted powder diffraction pattern based on the single crystal structure BTCOAC. A reasonable agreement between the recorded unit cell and collected data is seen, with some agreement between the literature structure and initial diffraction experiments. However, attempts at indexing the observed pattern were not able to converge on a good unit cell fit.
Fig. 7.5 Comparison between the powder diffraction pattern predicted from the single crystal bulk structure of TMA (grey) with the collected powder diffractogram from Diamond Light Source (black). In general there is good agreement between the two patterns, with some offset at higher angles. This could be due to thermal effects, and will not be relevant for comparison to the low angle monolayer diffractograms.

7.2.3 Dosing Monolayer Samples

Previous diffraction studies of monolayers on papyex have used a sublimation method to coat the molecules on the substrate. As described in chapter 3, carefully weighed samples of clean substrate and adsorbate are placed into a glass ampule, which is then sealed under a modest vacuum (10^{-2} mbar). The ampule is then placed in a furnace and annealed at an appropriate temperature. During this step the adsorbate is sublimed and then deposited from the vapour phase over the whole surface area of the closed system within the ampule. Due to the high surface area of the graphite, deposition onto this surface is predominant.

This method had been found to work well for a very wide range of molecules including alkanes, fatty acids, fluoroalkanes, haloalkanes, and halogen bonding aromatic molecules, as well as the systems previously considered in this work. However, for trimesic acid it was found that the annealing step led simply to growth of solid TMA crystals.
on the walls of the glass ampule, or even on the graphite itself, rather than dispersion of the adsorbate equally over the surface area of the system. This can be seen in figure 7.6, where white bulk TMA can be seen to have grown on the wall of the container (blue circle) and the papyex strip (red circle).
Fig. 7.6 Photo showing the contents of the glass ampule following a failed TMA dosing experiment. Solid TMA crystals can be seen growing on the papyex strip (red circle) and end of the ampule (blue container). For previously studied systems this was not observed, with dosed molecules being uniformly distributed on the internal surface area of the vessel.
Very great care and time was spent to optimise the dosing procedure for this molecule, however it was not possible to distribute the TMA over the internal surface area of the vessel using the previously successful method.

There are a number of possible origins to this challenge, it may be attributed to a comparatively small difference between the bulk and monolayer binding energies of TMA. Alternatively the hydrophilic nature of the glass ampule surface (the location of most of the bulk crystallites) may be templating the formation of the bulk TMA phase. There is a possibility that TMA does not wet the graphite substrate at all and at equilibrium the stable phase is a 3D crystal, rather than a 2D layer. However, previous studies have examined TMA monolayers on graphite in UHV conditions using a sublimation based technique, so it is clearly possible to form the desired monolayer by deposition from the gas phase. Due to the difficulty in obtaining monolayer samples using the established dosing technique, a significant number of novel approaches were trialled to dose TMA onto the papyex substrate.

**Solution Dosing**

Deposition from solution has been used to create monolayers in many studies conducted using ambient STM. Generally a volatile solvent is chosen, and a solution of less \(10^{-6}\) M concentration formed. This is then deposited onto the substrate and allowed to evaporate before data collection. This is a facile method of deposition, though has the disadvantage of introducing another component to the system. It is possible that the added solvent used may not fully evaporate from the surface. In addition, any addition of a ‘bulk’ amount of sample can lead to minute impurities becoming significant and modifying the behaviour of the system. Despite these drawbacks, it was the first alternate deposition method attempted.

TMA is soluble in a range of polar organic solvents. Solubility is particularly good in fatty acids, and assembly of chickenwire and flower monolayer patterns has been observed under solution STM in long chain fatty acids.\(^9\) For this reason acetic acid was chosen as a more volatile analogue of these solvents. Ethanol and Acetone are two other ubiquitous volatile polar organic solvents that TMA is sparingly soluble in that were also trialled.

Figure 7.7 presents the diffraction patterns that could be obtained using these solvents to deposit TMA onto papyex, and compares them to the diffraction pattern of bulk TMA. The patterns have been scaled for comparison, however it should be noted that the intensity of the peaks for the acetic acid dosed sample were significantly lower than for the other two samples, hence the greater background noise.
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Fig. 7.7 Figure showing the diffractograms obtained for papyex dosed with a measured amount of TMA solution equating to 0.8ML compared to that obtained for bulk TMA. Intensities are scaled to ease comparison of relative peak intensities.

The observed diffraction patterns for ethanol and acetone dosing are fairly similar, though with some differences in relative intensities. In particular the lowest angle peak at Q = 0.44Å is significantly more intense for the acetone deposited sample. The peaks all show a symmetrical broadening that is more consistent with a 3D periodicity than the asymmetric "sawtooth" peakshape expected for 2D periodic systems. Assuming the observed peaks are all from crystals of bulk TMA, the changes in relative peak intensity can be assigned to some preferred orientation of the formed crystals, possibly induced by the graphite substrate. However, the symmetry of the peaks, strong intensity of the diffraction peaks, and strong similarity to the diffraction pattern of bulk TMA all indicate that a pure monolayer phase has not been formed.

The acetic acid dosed sample exhibits significantly weaker peak intensities than for the other two solution deposited samples. Interestingly and significantly the lowest angle peak exhibits a quasi sawtooth asymmetric lineshape - characteristic of a 2D layer. However the relatively intense peak at Q = 1.5Å was not observed in any other samples, and likely indicates the presence of additional phases (such as remaining acetic acid on the surface). Because of this, and the comparatively low peak intensity acetic acid was not pursued further as a reliable dosing method.

An alternative method of dosing to measured addition of solution is immersion in a concentrated solution, followed by removal and drying. This provides limited control of coverage, but should provide a more uniform, equilibrated, assembly than from rapid drying
of volatile solvents. Generally control of the solution concentration and exposure time allows conditions to be adjusted to obtain monolayer thick layers of surfactants. Korolkov et al. have reported on the behaviour of TMA in water for a range of concentrations and exposure times. Exposure to a 50µM solution for 100 seconds was reported to yield a monolayer, with further exposure building up islands of multilayers.

To mimic the referenced technique for this work, a freshly cleaned sample of papyex was immersed in a 50µM solution of TMA in ultrapure (18 MΩcm$^{-1}$) water for 100 seconds, before being removed and dried using a nitrogen gas line. Unfortunately when the diffraction pattern for this sample was collected, no features of any kind could be seen beyond those of bare graphite.

**Sublimation onto a cold finger.**

Deposition in UHV experimental chambers is generally performed by heating the adsorbate in a source crucible and then depositing it onto a room temperature substrate, essentially driving the deposition with a thermal gradient. In an attempt to emulate this method, a separate vacuum system was created. (see figure 7.8) This contains a cold finger to keep the graphite cool, while a heat gun is used to heat the surrounding glass and sublime the TMA. In order to maintain vacuum this system has to be continuously pumped, a cold trap is visible to the right of the image to collect any TMA vapour lost from the chamber, as well as to protect the pump.

![Fig. 7.8 Cold finger dosing of TMA on graphite](image-url)
Using this dosing method it was possible to ensure that none of the weighed amount of TMA introduced into the vessel remained on the glass after dosing. No measurable amounts of TMA could be identified in the cold trap, indicating negligible losses to the vacuum system and pump. However the problem of evenly distributing the deposited TMA remained. As can be seen in figure 7.9. The visible fringes on the deposited graphite indicate the layer thicknesses are of the order of the wavelength of visible light (100s of nm). This is significantly thicker than the expected monolayer thickness (0.3 nm). It is also clear from the image that only a fraction of the exterior surface area of the graphite is coated and, due to the thickness required for the refractive fringes, likely only a fraction of the interior surface area of the porous graphite.

Fig. 7.9 TMA deposited on graphite using the cold finger method. The red circle highlights fringes of high refractive index. Although not captured well by camera, these fringes indicate significantly greater than monolayer deposition

Diffraction patterns of samples taken from along the length of the graphite are shown in figure 7.10. These show that along the strip there are only reflections consistent with the bulk structure of TMA. The intensities of these peaks decreases in sections taken from further up the strip, but no new peaks that would be expected of a monolayer structure were seen
to develop. From this it can be concluded that the deposition led to the formation of a bulk phase partially covering the graphite, with no monolayer or other novel phases detected.

Fig. 7.10 Diffraction patterns of graphite samples taken from the cold finger deposited graphite shown in figure 7.9. Patterns are normalised in intensity, but as can be seen from comparison of the background noise, the intensity of the peaks decreases as samples are taken from further up the strip. All peaks observed are well matched by those expected from bulk TMA.

**Warm substrate deposition**

UHV experiments previously performed using this molecule have been successful and encountered few dosing problems. This may be attributed to the monolayer forming only on the external face of the substrate. Attempts to replicate this type of setup using a cold finger were unsuccessful, as the molecule simply condensed directly onto the outside face of the papyex, and did not penetrate into the whole of the substrate sample. To prevent this and facilitate more uniform adsorbate distribution it was thought to try a “warm finger” type dosing. Here, the entire glass ampule and graphite were heated to 150°C, just under the normal TMA sublimation temperature. The apparatus was then removed from the furnace, and a hot air gun used to locally heat the outside of the ampule (and attached TMA) above the TMA sublimation temperature, so that it deposited onto the warm graphite. It was observed that the TMA did not form any macroscopic crystals or photoactive thin layer, which indicates some difference from the cold finger method.

Diffraction data of this sample is presented in figure 7.11. The pattern does indicate quasi-2D lineshapes, including some peaks at scattering vectors not present in the bulk phase. Hence, we tentatively conclude that this was the first sample studied to be unambiguously identified as successfully demonstrating formation of a monolayer TMA system.
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Fig. 7.11 Comparison of the diffraction pattern collected of bulk TMA with that of TMA deposited on papyex using the warm finger dosing technique described above. Significant differences in linesshape as well as several additional "sawtooth" peaks indicate that the warm finger technique led to the formation of monolayer TMA on the surface. Unfortunately subsequent attempts to repeat this dosing technique were unsuccessful in achieving a comparable pattern.

Altogether, this method delivered good results on the first attempt. However, subsequent attempts to repeat this method were unsuccessful, with bulk TMA crystallising on the far side of the ampule, or only on the outer surface of the graphite.

Annealing in Metal Vessel

As all the above deposition techniques have proven to be problematic, it was thought that the energy balance between bulk and monolayer phase formation must be extremely finely balanced, with undetectable temperature/humidity/purity fluctuations causing inconsistency in results. For this reason it was decided to attempt to use a metal reactor vessel to perform a slow anneal. Due to limited access to furnaces with slow enough controllers some of these samples were prepared by Professor Markus Lackinger at TU München. Unless otherwise stated the samples were prepared by myself. For samples prepared by Professor Lackinger all work from when the vessel was opened and data analysis was also performed by myself. The vessel was first pumped and heated to 500 °C to clean it. It was then removed and weighed amounts of freshly cleaned graphite and TMA placed inside. The vessel was then attached to a turbopump and heated at 120 °C for at least 12 hours, until the pressure levelled off within the 10^{-5}mbar range. This was done in order to degas as much water/other contaminants as possible, without loss of TMA.
After the pressure had levelled off, the reactor was sealed and wrapped in aluminium foil to distribute heat evenly. It was then placed in a furnace with the following setting:

- Fast ramp to 250°C
- Hold for one hour
- Cool at 2K hour\(^{-1}\) to 90°C
- Power Off

![Metal reactor after being used for TMA deposition. Graphite residue (grey) from ablation of the papyex strips can be seen inside the reactor along with bulk TMA (white)](image)

When the reactor was opened it was evident that there was some bulk TMA crystals on the walls of the reactor. Despite this the first sample attempted (TMA sample z) which was dosed by Professor Lackinger showed extremely promising results. The diffractogram was extremely similar to that previously obtained using the "warm finger" method described above. Figure 7.13 presents the diffraction pattern obtained.
Fig. 7.13 TMA diffraction pattern collected after using the procedure described above. The pattern is comparable to that obtained using the "warm finger" method and show several unique peaks such as at Q = 0.28 and 0.56 Å compared to the bulk TMA pattern.

The diffractogram of this and other samples will be further studied in the next section. However, it must be noted that many more samples were dosed than achieved acceptable diffractograms. The quantity of TMA residue remaining in the reactor varied substantially with runs, despite no apparent difference in preparation method.

A limitation of the method was that even at these slow cooling rates some bulk TMA remained, so the absolute coverage of the monolayers could not be precisely determined or controlled.

**Modified metal vessel**

Neutrons interact with matter significantly less strongly than X-rays. For this reason samples for Neutron experiments must be orders of magnitude larger to give measurable scattering. The geometry of the neutron source also means that the capillary geometry rather than the flat plate geometry must be used. For this reason a different batch of papyex, JAD01 that is 2mm in thickness was used for the preparation of samples for neutron diffraction experiments. In preparation for beamtime at the D20 crystallography beamline at the Institut Laue Langevin (ILL) in Grenoble a larger dosing reactor setup was created to allow larger amounts of this thicker papyex to be dosed.

To test the validity of the setup an initial batch (dTMA II) was dosed at the Department of Chemistry in the University of Chemistry. This batch was then examined using the LMB rotating anode diffractometer. The diffractogram from this sample is shown in figure 7.14. It
can be seen that the pattern is similar to that observed for the smaller metal vessel deposition, providing confidence that both metal vessels perform similarly.

![Graph](image)

Fig. 7.14 Diffraction pattern collected of batch dTMA II using the larger dosing chamber described above. The relative intensities of some peaks are modified compared to those of protonated TMA as shall be described in the next section, however the positions and shapes of the peaks all indicate formation of a monolayer dTMA system.

Sample d-TMA II was then sealed and shipped to the ILL, alongside the dosing equipment two weeks before the beamline experiment. At the ILL the deposition method was repeated utilising a locally sourced turbopump and furnace, with the same vacuum system as before. This created sample d-TMA III.

Unfortunately, during the beamline experiment, when the vessel containing d-TMA III was opened, it was immediately apparent that dosing had been unsuccessful, with large quantities of bulk d-TMA clearly visible inside the vessel. The absence of monolayer dosing was confirmed upon inspection of the neutron diffraction results, with no differences observed between the dosed papyex and undosed background. At this point sample d-TMA II (which had exhibited a strong monolayer diffraction signal two weeks previously) was inspected, figure 7.15 presents the collected diffractogram and compares it to the data collected using X-ray diffraction on the same sample two weeks prior.

Some peaks in the collected neutron data bear some resemblance to diffraction peaks in the expected positions, however even after accounting for the different scattering properties of neutrons, the relative intensities of the peaks don’t match with the collected X-ray data. As well as this, features are also present in completely different scatter vector positions, further reducing the credibility of any attempted peak identification. It is believed that some deterioration of the sample must have taken place between the X-ray and neutron diffraction
experiments. This is actually, an interesting result implying some limitations to the stability of the TMA monolayer under ambient conditions. Further experiments to explore the long term stability of the TMA layers were planned, but were unable to be performed due to the disruption of the Covid-19 pandemic.

Fig. 7.15 Figure comparing the neutron collected data for sample dTMA II with that previously collected for the same samples using XRD. Some features are visible in the neutron diffraction pattern that bear some relation to peaks in broadly the expected positions, however the data is extremely noisy and the reliability of these features is questionable.

Summary

This section presents the first 2D monolayer diffraction patterns of TMA on graphite. This represents a considerable success given the experimental challenges of dosing the graphite and the propensity of 3D crystallite formation to frustrate 2D layer forming. A significant number of experimental approaches were considered and discarded, before three successful approaches were identified. However, even these still suffer from poor reproducibility.

7.2.4 Monolayer Diffraction Results

As discussed in the previous section, multiple methods were attempted to dose monolayer quantities of TMA on the papyex substrate. Overall, three diffractograms can be regarded as successes (Figures 7.11, 7.13 and 7.14), with the diffraction patterns being unambiguously identifiable as two dimensional in nature due to their very clear sawtooth lineshape. These patterns came from a) the first sample dosed using the "warm finger" technique, b) several samples deposited in the slow annealing metal chamber technique, and c) the deuterated pattern dTMA-II. Figure 7.16 compares representative diffractograms from samples dosed
using each technique to the diffraction pattern of bulk TMA. The patterns identified as successful in generating monolayers can be seen to be broadly alike, with asymmetric lineshapes and several different peak positions to bulk TMA. Some detailed differences can be observed between the three monolayer diffractograms, notably the relative intensities of several of the peaks. This will be discussed in the next section. Of the three dosing methods the use of a metal chamber was the most repeatable, and hence initial diffractogram analysis was performed on this pattern.

Fig. 7.16 Comparison of successful diffractograms of TMA deposited on graphite. Although there are some differences in peak intensity between the three samples, all three monolayer samples show asymmetric lineshapes, absence of some bulk TMA peaks, and presence of novel peaks. Hence, they can be considered as evidence of generation of a novel phase upon deposition of TMA onto the graphite.

**Diffractogram analysis**

Using the metal vessel slow anneal method described previously, it was possible to obtain reasonably consistent diffraction data for Trimesic acid monolayers on papyex. Figure 7.17 presents a typical diffractogram collected after graphite subtraction. Multiple diffraction peaks are visible. Importantly, it was not possible to index all of the observed peaks to a single unit cell. This can be an indication that several different phases may be present in the sample.

As discussed in chapter 1, a range of 2D phases have been observed or hypothesised to exist for trimesic acid monolayers in the literature. Ibenskas et al. utilised a triangular lattice to relate various observed structures together. At a simple level the "chickenwire" phase exists where each TMA molecule is bound solely through COOH dimers. At the other end of the spectrum, a hypothesised "superflower" phase would exhibit each trimesic acid molecule
having three bifurcated hydrogen bonds. In between these phases it is possible to imagine an infinite number of nth generation flower phases with varying degrees of bifurcation of hydrogen bonds.

Taking sensible estimates of the lattice parameter that would exist for each phase, it was possible to examine if any of the experimentally observed peaks match what may be expected for each of these phases. As seen from figure 7.17 it can be seen that all of the major observed diffraction peaks in this diffractogram match those of peaks from a combination of the chickenwire and flower TMA phases.

![Momentum Transfer Q (Å⁻¹) vs. Intensity chart](chart.png)

**Fig. 7.17 Chart comparing the experimental diffractogram for TMA deposited on graphite using a slow anneal in a metal chamber, with predicted patterns for the TMA chickenwire and flower monolayers. The bulk TMA diffractogram is also included for comparison. The TMA on graphite patterns contains peaks with a characteristic sawtooth pattern that match well with those expected from the flower and chickenwire phases. A large degree of overlap between the bulk and predicted monolayer diffraction peaks is noticeable, so it is not possible to completely eliminate the possible presence of bulk TMA, however the asymmetry of the observed peaks strongly supports the predominance of two-dimensional periodicity in the structure.**

More precise values for the size of the unit mesh for the chickenwire and flower phases can be obtained by refining the fit of the predicted and experimental diffraction patterns, similar to the analysis performed for previous systems. Table 7.2 presents the optimised lattice parameters for the chickenwire and flower polymorphs found for the three deposition methods.

The data includes protonated and perdeuterated TMA (the background from protons in neutron scattering prohibits their use). Perhaps surprisingly, minimal difference is seen between the protonated and deuterated refined lattice parameters. Using a combination
of analysis of the periodicity of Moire patterns of STM images of TMA on graphite and DFT calculation, Spitzer et al.\textsuperscript{103} estimated the periodicity of the chickenwire structure as being $16.52 \pm 0.002 \text{ Å}$, a value that is slightly smaller than those obtained here (16.54, 16.58, and 16.56 Å). No such high precision value is available for the flower motif, however measurement of the packing density of the flower motif on a gold surface\textsuperscript{101} found a value of $25.8 \pm 1 \text{ Å}$, with the diffraction results falling well within these error bars at 25.89, 25.98, and 25.87 Å.

It is also possible to estimate the ratio of the amounts of the two phases present through optimising the fit and considering a simple addition of the two patterns to the experimental diffraction pattern. This is possible as the patternNx software used for structure prediction reports the calculated peak intensities for a grid of 4x4 unit meshes. These can be compared to the intensity of the diffraction peak of a 4x4 grid of an alternate phase. By accounting for the areas of the unit meshes of the two phases, and the number of TMA molecules per unit mesh, it is possible to estimate the number of TMA molecules that are in each phase.

Figure 7.18 presents an example of the fit for the deuterated TMA sample. The predicted pattern for a chickenwire:flower ratio of 0.82:0.18 is in black, while the experimental pattern is in grey. There is generally a good fit between the experimental and predicted data. However, some additional features at $Q = 0.33$ and 0.61 Å are unexplained and not attributable to either of these two polymorphs. It wasn’t possible to index these features to any previously observed TMA structure, monolayer or bulk.
7.2 Trimesic acid

Fig. 7.18 Example plot comparing the experimental and predicted diffraction patterns for the deuterated TMA monolayer. The experimental pattern (grey) matches well with the pattern predicted for a 0.82:0.18 ratio addition of chickenwire (16.56 Å) and flower (25.87 Å) polymorphs. As discussed in the text, not all experimentally observed peaks can be accounted for with this simple combination of 2D polymorphs.

This analysis has been performed for each of the successfully dosed TMA patterns and the ratio of flower:chickenwire extracted is given in table 7.2. From this it can be seen that for the different samples the estimated ratios of flower:chickenwire phases are different. This is perhaps unsurprising, as the uncontrolled nature of the dosing of these samples means that the total amount of TMA deposited on the surface (and hence the surface pressure of TMA) will be different for each system. However, for each system the chickenwire polymorph is predominant.

Table 7.2 Table comparing the lattice constants and molar ratios of the chickenwire and flower TMA polymorphs found from the diffraction results of three different samples. Sample dTMAII was deuterated and hence may be expected to exhibit larger differences than between the two protonated samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Chickenwire /Å</th>
<th>Flower /Å</th>
<th>Molar ratio Chickenwire</th>
<th>Molar ratio Flower</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMA metal chamber</td>
<td>16.54</td>
<td>25.89</td>
<td>0.53</td>
<td>0.47</td>
</tr>
<tr>
<td>TMA warm finger</td>
<td>16.58</td>
<td>25.98</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>dTMA II</td>
<td>16.56</td>
<td>25.87</td>
<td>0.82</td>
<td>0.18</td>
</tr>
</tbody>
</table>
It should be noted that all of the above analysis is based upon provisional results obtained from experiments that were chiefly designed to screen dosing methods, rather than to investigate minute changes in TMA lattice constant. A set of experiments designed to cover the variables of deuterated/non-deuterated and low temperature/room temperature were designed and attempted on several occasions, however in each case the deposition method was unsuccessful. This type of difficulty in obtaining reliable samples was never a problem for any of the previous systems studied, and shows the unique difficulty in equilibrating samples of TMA deposited on graphite.

However, there are some interesting conclusions that can be made. It is particularly significant that the diffraction results confirm the STM data indicating that the chickenwire and flower phases coexist. As discussed in section 1.3.4, based on the Gibbs Phase rule, a monocomponent system containing 2 phases can only exist at thermodynamic equilibrium where only one of temperature and pressure are allowed to vary. As coexistence is observed in this work for samples over a range of temperatures and coverages (surface pressures) a conclusion could be that the samples are not at thermodynamic equilibrium. However, given the long annealing step in the deposition, it would be thought a high degree of equilibration would exist. Previous work\textsuperscript{98} has found the co-existence of two phases of trimesic acid even in solution phase STM, where dissolution and recrystallisation would be thought to ensure equilibrium is reached. An alternate explanation would be that the system is not truly monophasic. The above phase rule argument ignores the graphite as a component, treating it simply as an inert "infinite plane" with which to constrain the monolayer. If instead the graphite interacts strongly enough to be treated as an additional component, such as if it is a featured topography strongly interacting with the growth of the layer, then a thermodynamic account of trimesic acid assembly must also consider this surface. Using the phase rule, a system containing two components (TMA and graphite) can exhibit two phases ("chickenwire on graphite", and "flower on graphite") across a range of temperatures and pressures. Defects in the graphite plane may mean that at some points on the sheet the chickenwire phase is lowest in energy, and in others the flower phase.

7.2.5 Conclusion

Here I have successfully presented the first 2D monolayer diffraction patterns of TMA on graphite, overcoming very significant experimental challenges of dosing the graphite and the propensity of 3D crystallite formation. It was possible to identify peak positions and asymmetric lineshapes that can be considered indicative of monolayer dosing. Through analysis of these patterns it has been possible to deduce the coexistence of at least two polymorphs and obtain preliminary values for the lattice constants of these two phases of the
TMA monolayer. The coexistence, the monolayer structures and lattice values are broadly consistent with those estimated in previously published work using STM and DFT.

The confirmation of the previously reported STM result that the two phases of TMA monolayer (chickenwire and flower) coexist in the samples studied is an interesting result that appears to challenge the phase rule. Further investigation to better understand this effect would be desirable, however unfortunately experimental difficulties in repeatable dosing limited the number of samples that could be analysed.
Chapter 8

Conclusion

8.1 Summary

In this work the self assembly of a range of systems into ordered two-dimensional monolayer systems has been investigated. The initial aim of this work was to combine both STM and diffraction experimental work performed by myself, with the DFT simulations of co-workers.

Some initial significant advances with STM data collection were made, with some very high spatial resolution images of PTCDI obtained (chapter 3). However ongoing experimental difficulties with the STM limited what could be achieved using this technique. The limited STM images that could be collected provide a tantalising glimpse into the potential of this technique, explaining why it and related scanning probe techniques have become the analytical method of choice for investigation of two-dimensional systems. The origin of the unexpectedly high resolution of the obtained images of PTCDI remains unexplained, and demonstrate how much is still to be understood in terms of the exact nature of the STM tip-sample interaction.

A body of X-ray and neutron monolayer diffraction experiments were performed. These diffraction experiments have progressed previous work on halogen bonded monolayer systems, extending the work to utilise non-aromatic halogen bond donors, and tritopic building blocks in an attempt to form porous networks. I was able to gain access to one of the most intense lab based X-ray sources for my work, and developed a novel diffraction geometry to maximise the utility of modern area detectors for this study. This enabled the use of convenient lab based X-ray sources to study even weakly scattering systems such as monolayers of s-triazine, with 10 minutes of exposure, rather than multiple hours. We are most grateful to Fabrice Gorrec and the LMB for allowing myself access to these facilities.
Comparison of the results of the diffraction studies presented here generally agree well with literature work using STM and/or DFT where applicable. We have demonstrated how some systems such as TITFB that are difficult or impossible to image using scanning probe techniques can be investigated using less invasive diffraction methods.

In contrast the TMA monolayer system, which has provided such a rich vein of scanning probe research, proved to be extremely challenging to reliably dose onto diffraction substrate samples, and showed some evidence of degradation under ambient storage conditions. These examples serve as lessons against relying on a single technique for scientific investigation, particularly when considering the assembly of delicate structures such as physisorbed monolayers.

8.2 Further Work

Due to the aforementioned experimental difficulties, the aim of combining scanning probe and diffraction techniques to study the same system remains unfulfilled. If the vapour dosing of TMA onto graphite could be made more reliable then this system would provide a fascinating system to probe using different techniques. The effects of temperature and deuteration in modifying the lattice size of the monolayers is something which my collaborator (Markus Lackinger) had struggled to reliably determine using scanning probe techniques. The limited data collected in this diffraction work was unfortunately not sufficient to provide unambiguous results, however the potential of a repeatable dosing method to generate high quality data is a clear extension of the presented work.

The investigation into diffraction of TMA started as an interesting side project, but the difficulties in reliably dosing monolayer TMA onto graphite meant that the work became a recipient of substantial research effort. The factors behind unsuccessful and successful dosing regimes remain unknown, and could have substantial implication for the thermodynamic stability of the previously reported TMA systems. Use of alternative high surface area graphites would allow a comparison of the facile dosing performance onto HOPG crystals (as used in the literature) with the difficult dosing onto papyex. As well as this, a more complete vacuum system including a residual gas analyser (RGA) mass spec would allow determination of the effect residual quantities of water may have in influencing TMA crystallisation.

The high quality of the PTCDI STM images was a pleasing if surprising result considering the relatively high (77K) temperature of imaging. As discussed in chapter 3, similar atomic resolution had been observed with AFM only at significantly lower <10K temperatures with tips functionalised using a small probe molecule. An initial hypothesis would be that the electronic conductivity of the PTCDI molecule means that it can also act as a probe molecule,
with its larger size relative to CO or Xe allowing a larger effect on observed resolution. However, MD modelling the effect of this system on the tip and comparing the results with those observed in an analogous way to Temirov et al. would provide a way to test this.

Formation of a porous halogen bonded system has proven to be substantially more difficult than anticipated. Although halogen bonds are conventionally considered highly directional, the non-linear halogen bond angles observed in the $\alpha - \omega$-terminally iodinated perfluoroalkanes in chapter 6 demonstrate that comparatively large deviations in halogen bond angle can be accommodated in exchange for improved close-packing interactions. Design of molecular systems where each vertex is joined by two or three halogen bonds, similar to TMA or PTCDI:melamine systems would be a logical next step, to strengthen the directional interaction and mimic the porous hydrogen bonded systems. However, design and synthesis of such building blocks would be a substantial challenge.

8.3 Concluding Remarks

Monolayer systems represent an intriguing field within nanoscience and surface science. The potential of 2D supramolecular chemistry to allow tunable interfaces could have a myriad of industrial uses. Despite that, the self assembly of monolayers is still in relative infancy. While bulk supramolecular systems benefit from a toolbox of applications for prediction and measurement of structure, those studying surface self assembly have comparatively few guidelines and analytical methods available. This work presents three different but complementary techniques (STM, XRD, and DFT) that, while useful alone, achieve greater utility when used in tandem. These techniques have been used to further investigate well known surface supramolecular systems (PTCDI, TMA), and to investigate novel halogen bonded systems.
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