INTRODUCTION
Transforming light to electricity belongs to the range of problems that have both a deep fundamental importance and a great impact on modern technology. The influence of light on electrical processes has been studied since the late 19th century and led to the discovery of the photoelectric effect. In 1902, Lenard found that the energy of electrons emitted from a metal under irradiation by x-rays depends only on the frequency, but not the intensity, of the incident light (1). This puzzling observation stimulated Einstein in 1905 to put forward the idea that formed the foundation to the development of quantum mechanics: Light is absorbed in the form of discrete quanta (photons), and a photon can excite an electron from the surface of a metal, if its quantized energy $h\nu$ is larger than the potential step height formed at the material interface—the work function (2). The photoelectric effect provides a way of detecting electromagnetic radiation by measuring the light-generated current or voltage or by registering changes of the electrical conductivity of a material under irradiation.

The work function of most solid-state materials lies in the range of several electron volts; therefore, the conventional, external photoelectric effect with electron emission from a material into vacuum can only be used for detection of ultraviolet and higher energy radiations. At lower frequencies, near infrared to visible, the photovoltaic effect can be used for conversion of light to electricity, e.g., in solar cells, via interband excitation of electrons across the bandgap between the valence and conduction bands. At even lower frequencies, mid to far infrared, this process becomes inaccessible because of the lack of semiconductors with suitably low bandgaps, and researchers exploit instead intraband transitions in semiconductors in the internal photoelectric effect. This can be electron photoexcitation from a confined ground state into a higher-energy quantum state, as in the case of, e.g., quantum well infrared photodetectors (QWIPs) (3, 4) and quantum dot infrared photodetectors (5), stressed Ge:Ga blocked impurity band detectors (BIBs) (6, 7), or continuum-to-continuum photoexcitation in heterojunction or homojunction internal photoemissive detectors (HEIWIP and HIWIP) (8–11). Another detector type based on intersubband transitions are tunable antenna-coupled intersubband terahertz (TACIT) detectors (12–14), which rely not on electron extraction but on the bolometric heating and change in conductance as a result of electrons in a quantum well being promoted into an excited subband.

Several properties are inherent to detectors relying on charge carrier extraction via the internal photoelectric effect (15). These detectors have a lower frequency limit, which, in practice, results in a rapid falloff of their responsivity toward the terahertz (THz) range. The frequency threshold is given, for example, by the doping or material-dependent potential step at the boundary of $n^+$ and $i$ areas in the internal photoemissive detectors. In GaAs/Al$_{x}$Ga$_{1-x}$As heterostructure-based detectors such as HEIWIPs, the frequency threshold tunability is limited by the practically achievable alloy ratio of $x = 0.005$; in HIWIPs, the lower frequency is restricted by the achievable emitter doping concentration (15, 16). In BIBs, the lower frequency limit depends on the ionization energy of donor states. In addition, readout or the extraction of electrons is usually done in photoconductive mode, under the presence of an external bias (6, 7, 17–19), which represents an additional noise source.

A more general, crucial issue of detectors relying on optical transitions (including intraband and intersubband) results from the transverse nature of the electromagnetic waves. The natural way of detecting electromagnetic radiation would be to send the light normally onto the material surface. In this case, the electric field vector is parallel to the material interface and couples to the electron momentum parallel to the interface (20). However, to contribute to the photocurrent, electrons need to obtain sufficient momentum perpendicular to the material interface to overcome the potential barrier (in the internal photoemissive detectors) or to jump into the first excited subband (in the quantum well intersubband detectors) (3, 19). Electrons may obtain the necessary momentum using oblique or grazing incidence of p-polarized light (21–23) or through scattering...
From rapidly decreasing responsivity above 1 THz, being restricted by the resistive-capacitive time constant (26, 27). Detectors such as QWIPs, HIWIPs, and HEIWIPs show promising higher-frequency performance, but practical demonstrations show a rapid decrease toward the range of 2.5 to 3 THz from above (16, 18, 28). While highly sensitive THz detectors are available in the range of 1 to 3 THz, e.g., stressed GeGa detectors (6, 7) or high-speed superconducting hot electron bolometers (29–31), they are restricted to operational temperatures around the liquid helium range. Hence, the search for alternative detector schemes in the THz gap is still going on.

Recently emerged detectors based on field-effect transistors provide a good compromise for practical applications (32–40). They feature a compact design allowing for easy integration in devices using state-of-the-art semiconductor processing technology and can be tailored for high responsivities (41–43), high bandwidth, and high damage threshold (44). The main operation mechanism of these detectors is referred to as plasmonic mixing (32, 33, 45) or distributed resistive mixing (41, 46). Other mechanisms that give rise to a THz photoresponse in gated two-dimensional electron gases (2DEGs) can be of a thermal nature, such as the photothermoelectric effect (47–49), the bolometric effect (50), and collisionless electron heating (51), or are based on photonic processes, such as photon-assisted tunneling (52–55) or the photovoltaic effect (56), the latter being present in materials such as gapless graphene where charge carriers of both signs exist (electrons and holes).

In this work, we present a new quantum, photonic mechanism of THz photoresponse generation in 2DEGs, which exceeds the response expected from plasmonic mixing in our device by more than an order of magnitude and cannot be explained by other known mechanisms mentioned above. In our experiment, we create an artificial, in situ electrically tunable potential step for electrons moving within the 2D channel. This way, we create a material interface within the plane of the 2DEG, between two regions of different electron density controlled by two independently biased gates. Normally incident THz radiation leads then to an electron flow across this step, parallel to the semiconductor surface. On both sides of the potential step, the chemical potential of the 2DEG lies above the conduction band edge, so that the photoresponse is observed under zero source-drain bias. The dual-gated device architecture allows independent tunability of responsivity and output impedance of the device, facilitating in situ impedance matching to external readout electronics.

We will call this phenomenon the in-plane photoelectric effect. In contrast to the conventional 3D photoelectric effect, it has a number of remarkable features and is observed under conditions where the 3D photoelectric effect cannot be observed. We have developed a quantum theory of the in-plane photoelectric effect, which describes the experimental findings very well and shows that the discovered phenomenon is highly promising for efficient photodetection across the entire THz range.

**RESULTS**

**Physics of the in-plane photoelectric effect**

Consider a uniform 2DEG covered by two gates (see Fig. 1A). In equilibrium, the bottom of the conduction band (magenta dashed line) and the chemical potential μ are position independent. By applying two different voltages on the gates, UV,1 and UV,2, we create an artificial, gate voltage tunable potential step for electrons moving in the 2DEG. This shifts the bottom of the equilibrium conduction band under the left and right gates by V1 and V2, respectively, resulting in the local chemical potentials μL and μR (see Fig. 1B). Without any incident radiation, the net particle flow vanishes: Electrons with energies E < V1 do not contribute to the current because they are reflected backward at the step, while, for E > V1, the current flow cancels out because of equal reflection and transmission probabilities regardless of the direction of electron motion.

Once the potential step in the gap between the gates is exposed to incident electromagnetic radiation of frequency \( f = \omega / (2\pi) \), electrons can absorb a photon of energy \( h\omega \). Those with energies E < V1 on the right side, which previously could not overcome the step, are now able to do so by an instantaneous process of photoexcitation. For electrons with energies V1 < E < μ, photon absorption will lead to a higher probability to move to the left (onto the step) than to the right. The probabilities of particles incident from the left (P−) and from the right (P+) to absorb a photon and keep moving in the same direction can be calculated (see the “Theory” section), and Fig. 1C illustrates the resulting probabilities for \( h\omega = 8 \text{ meV}, V_1 = 5 \text{ meV}, \) and \( V_2 = -5 \text{ meV} \). Below \( V_1 - h\omega \), both probabilities P− (blue curve) and P+ (red curve) are zero, because even the absorption of a photon will not help to overcome the potential step. There are no electrons with energies E < V1 on the left of the potential step; hence, P− is zero for E < V1. Electrons incident from the right with energies \( V_1 - h\omega < E < V_1 \) have insufficient energy to pass the potential step but are now able to overcome it by absorbing an incident photon, which is shown by the finite P+ in this region. This probability grows from zero at E = V1 − hω up to a finite value at E = V1. At E > V1, the probability P+ starts to grow, while the probability P− starts to decrease from its maximum value. For E ≫ V1, P− and P+ tend to the same values, as electrons with very high energies barely notice the presence of the potential step.

It should be noted that, for all energies E, the probability of photoexcited electrons to move onto the potential step—from the higher-density region to the lower-density region—is always higher than in the opposite direction. As a result, the radiation induces a net particle flow from the higher-density region to the lower-density region. We use this in-plane photoelectric effect for THz detection in a 2DEG covered by two gates, which simultaneously serve as a THz antenna.

**Samples and setup**

Our samples (see Fig. 2A) are fabricated from a GaAs–Al0.33Ga0.67As heterostructure grown by molecular beam epitaxy with a 2DEG d ≈ 90 nm below the surface (see details in Materials and Methods). Narrow channels were created by mesa etching. A bow-tie antenna of 17-μm radius (see Fig. 2B) focuses the incident THz radiation on the active part of the device. The two wings of the antenna simultaneously serve as independently biased gates, which can be used to create a potential step in the 2DEG as shown in Fig. 2B (inset). Compared to Fig. 1A, in the real device, the gates have finite widths and are asymmetric. The right antenna wing, the “narrow gate,” is split into two halves that are joined together via a 200-nm narrow
bridge (Fig. 2B). The left “wide gate” has no cutout, and electrons underneath have to pass a distance \( \geq 4 \mu m \) from the narrow channel to escape into the un gated source 2DEG connections. The 2DEG has four ohmic contacts, labeled source 1 or 2 and drain 1 or 2, which are at least 100 \( \mu m \) away from the center of the antenna to avoid their influence on the active part of the device (see fig. S1). THz detection is then carried out by a two-terminal photocurrent or photovoltage measurement for which one source and one drain contact are sufficient; all four contacts are used only for four-terminal conductance measurements.

The devices were cooled to 9 K (\( k_B T \approx 0.78 \text{ meV} \)) in a liquid-helium continuous-flow cryostat. A copper waveguide system delivered 1.9-THz (\( h \omega \approx 7.9 \text{ meV} \)) radiation from a THz quantum cascade laser (QCL) source (57) to the samples. The QCL is electrically modulated with a modulation frequency of \( f_{\text{mod}} = 781 \text{ Hz} \) and a duty cycle of 2.14%. The time-averaged intensity at the position of the sample (without considering interference effects in the waveguided THz system) is \( (I) \approx 6.3 \mu W/mm^2 \) and is used for subsequent estimations; for details, see Materials and Methods. This value corresponds to an intensity during the pulse of \( (I)/(2.14 \%) \approx 0.29 \text{ mW/mm}^2 \). We observed similar THz responses, both qualitatively and quantitatively, on three THz detectors of identical fabrication geometry and present results on a representative sample.

**Photoreponse and device parameters**

Figure 3A illustrates the conductance of the sample, measured in a four-terminal configuration, as a function of the two gate voltages in a 2D colormap. At zero gate voltages, the four-wire channel resistance is \( R_0 \approx 1.1 \text{ kilohm} \). The conductance vanishes at the left and at the bottom of the map, which corresponds to the pinch-off of the channel using the wide or narrow gate, respectively. The threshold voltage is \( U_{t,h} \approx -0.43 \text{ V} \), and the equilibrium electron density at zero gate voltage is \( n_0 = 2.9 \times 10^{11} \text{cm}^{-2} \) (see Supplementary Text and fig. S4). This corresponds to an equilibrium chemical potential of \( \mu = \pi h^2 n_0 m_{\text{eff}} \approx 12 \text{ meV} \), with the effective electron mass \( m_{\text{eff}} = 0.067 m_e \) in GaAs (58).

Under incident THz radiation, the sample generates a photoreponse. The induced current under zero source-drain bias, the photocurrent, is measured using a current preamplifier and is shown in Fig. 3B. Similarly, the THz photovoltage is depicted in Fig. 3C. The measurements are carried out using a lock-in amplifier with the QCL modulation frequency \( f_{\text{mod}} \) as reference. The red and blue color schemes indicate areas where the response is positive or negative, respectively.

The photoreponse arises predominantly in the left or bottom areas in the 2D maps Fig. 3 (B and C), where either of the narrow- or wide-gate voltages are negative. Here, one of the gates depletes the 2DEG, which gives rise to a potential step in the channel. The sign of the photoreponse is always such that the THz-induced electron flow moves onto the potential step, from the higher-density region to the lower-density region. The photoreponse is mostly antisymmetric with respect to the diagonal line \( U_{G,narrow} = U_{G,wide} \). Two regimes can be identified: (i) \( U_{G,wide} \) and \( U_{G,narrow} \leq 0.6 \text{ V} \), shown in detail in Fig. 3E, and (ii) \( U_{G,wide} \) or \( U_{G,narrow} \geq 0.6 \text{ V} \), where the photoreponse increases strongly in the top-left and bottom-right corners under strong asymmetry of the chemical potentials.

A further increase of the gate voltage, beyond \( U_{G,narrow} > 0.885 \text{ V} \) and \( U_{G,wide} > 0.75 \text{ V} \), leads to the onset of a rapidly growing gate leakage. In this regime, undesirable for detector operation, the sample becomes unstable and noisy. Blocking and unblocking the incident THz radiation did not result in any change (within measurement accuracy of 10 pA) of the gate currents. This excludes gate currents as a possible origin of the photoreponse, e.g., due to Schottky barrier rectification.

A negative voltage on the narrow gate creates a barrier of 0.2-\( \mu m \) width, whereas, on the wide gate, it creates a 0.3-\( \mu m \)-wide barrier (Fig. 2B). A remarkable result is that the photoreponse changes by less than 30% (Fig. 3, B and C, top left versus bottom right), despite
The best photovoltage performance is achieved at the point \( (U_{G,\text{wide}}, U_{G,narrow}) = (-0.45 \, \text{V}, 0.885 \, \text{V}) \) (Fig. 3C), where the resistance is \( \sim 70 \, \text{kilohm} \). At this point, Fig. 4A shows the source-drain current \( I_{\text{source-drain}} \) to be \( \sim 2.4 \) times higher than at zero gate voltages. Figure 4B shows the source-drain potential \( V_{\text{source-drain}} \) as a perturbation (see Materials and Methods).

The best photovoltage performance is achieved at the point \( (U_{G,\text{wide}}, U_{G,narrow}) = (-0.45 \, \text{V}, 0.885 \, \text{V}) \) (Fig. 3C), where the resistance is \( \sim 70 \, \text{kilohm} \). At this point, Fig. 4A shows the source-drain voltage measured using a dc voltmeter, while the THz radiation is mechanically blocked and unblocked. The observation of a clear dc response demonstrates that the device can operate as a direct THz voltage measured using a dc voltmeter, while the THz radiation is the source-drain potential \( V_{\text{source-drain}} \) as a perturbation (see Materials and Methods).

**Theory**

We consider a narrow 2DEG under two semi-infinite gates. The gate voltages \( U_{G,L} \) and \( U_{G,R} \) induce a smooth-step potential \( V_0(x) \) (Fig. 1B). Under THz irradiation, an additional localized ac electric field appears in the gap region between the gates and gives rise to an additional time-dependent potential \( V_1(x,t) \). To get an analytical solution of the problem, we model these potentials as \( V_0(x) = V_L - (V_L - V_G)\Theta(x) \) and \( V_1(x,t) = \Delta \phi_{\text{ac}} \text{sign}(x)/2\cos(\omega t) \), where \( \Theta(x) \) is the Heaviside step function. \( \Delta \phi_{\text{ac}} \approx E_{\text{ac}} b \) is the potential difference induced by the ac electric field acting on the 2DEG at the step in the \( x \) direction with amplitude \( E_{\text{ac}} \). Because the mean free path in the 2DEG \( \lambda_e \gtrsim 11 \, \mu\text{m} \) is much larger than \( b = 0.27 \, \mu\text{m} \), electrons are assumed to pass the gap between the antenna wings ballistically. In the \( y \) direction, an infinite potential well of width \( W \) is assumed (\( W \approx 0.7 \, \mu\text{m} \)), so that the ground-state energy of the transverse motion is \( E_W = \pi^2 \hbar^2/(2m_{\text{eff}} W^2) \approx 12 \, \text{meV} \); for details, see Materials and Methods.

To describe the photoresponse of the system, we solve the time-dependent Schrödinger equation in the first-order perturbation theory, treating \( V_1 \) as a perturbation (see Materials and Methods).

The resulting expression for the photocurrent is

\begin{equation}
I_{\text{ph}} = ef \left( \frac{eE_{\text{ac}} b}{\hbar \cos(\omega t)} \right)^2 2 \sqrt{\frac{\hbar}{E_W}} \left( \frac{\mu_L}{\hbar \omega} \frac{\mu_R}{\hbar \omega} \right) \tag{1}
\end{equation}

The photocurrent’s dependence on the chemical potentials is described by a universal dimensionless function \( J \) that depends on the two dimensionless parameters \( \mu_L/(\hbar \omega) \) and \( \mu_R/(\hbar \omega) \) and is antisymmetric (see Fig. 3D). The gates are pinned off at \( \mu_{L,R} = 0 \). In the area with \( \mu_L < 0 \) and \( \mu_R < 0 \), where there are no electrons in both parts of the sample, the photocurrent vanishes. When only one of the chemical potentials is negative, down to \( -\hbar \omega \), the function \( J \) is nonzero: Photoexcited electrons are still able to jump onto the step...
when $\mu < V_{L/R} < \mu + \hbar \omega$. This is similar to the “conventional” photoelectric effect, with a “work function” corresponding to $-\mu_{L/R} = V_{L/R} - \mu$ (see Fig. 3D, bottom inset). However, this region is of little significance for the experimentally observed photoresponse: In practice, the very large channel resistance beyond the pinch-off strongly suppresses the photocurrent.

The main features of the in-plane photoelectric effect are located at positive chemical potentials. The maximum of the function $J(\mu_L/\hbar \omega; \mu_R/\hbar \omega)$ is equal to 0.221 and is located at $\mu_L = 0.57 \hbar \omega$ and $\mu_R = 1.73 \hbar \omega$. Notably, this corresponds to the open regime far away from pinch-off, where in both parts of the system, $x > 0$ and $x < 0$, electrons form a degenerate Fermi gas with chemical potentials well...
above the conduction band edges, as illustrated in Figs. 1B and 3D (top inset). This is in contrast to the conventional photoelectric effect, where the chemical potential always lies below the barrier height.

The relationship between the radiation frequency and the chemical potentials allows to determine the optimal frequency range of the detection mechanism. Because typical electron concentrations \( n_0 = m_0 \mu (\hbar \pi^2) \) in 2DEGs range from \( \sim 10^{10} \text{cm}^{-2} \) (59) to \( \sim 4 \cdot 10^{12} \text{cm}^{-2} \) (60), optimal photodetection can be achieved between 0.15 and 20 THz. Apart from the function \( J \), the photocurrent in Eq. 1 contains a prefactor \( \sim \omega^{-1/2} \). Thus, the amplitude of the response scales weakly with frequency, which makes the in-plane photoelectric effect ideally suited for detection of radiation in the entire THz range.

The photocurrent given by Eq. 1 is the internal current generated by the potential step. To compare it with the measured photocurrent, the loading of the quantum mechanical current source with the external classical resistances has to be considered. The bare internal resistance \( R_{in} \) of the current source cannot be accessed in the experiment but can be estimated theoretically as the inverse of the conductance in zeroth order, without internal classical resistances has to be considered. The bare internal resistance \( R_{in} \) of the current source cannot be accessed in the experiment but can be estimated theoretically as the inverse of the conductance in zeroth order, without THz irradiation (see Eq. 5 in Materials and Methods). The total circuit resistance \( R_{total} \) consists of the four-wire sample resistance, which includes \( R_{in} \) and is shown in Fig. 3A, the resistance of the connecting leads and ohmic contacts, measured to be approximately 1.82 kilohm, as well as the input impedance of the current amplifier of 100 ohm. The expected photocurrent with external loading is given by \( I_{ph,loaded} = I_{ph}/R_{total} \).

In addition, the dependencies on chemical potentials in Eq. 1 and Fig. 3D have to be transformed into gate voltage dependencies. This is done by first translating the chemical potentials \( \mu \) to the electron density \( n_s \) via

\[
\mu(U_G) = \pi \hbar^2 n_s(U_G) / m_{eff}
\]

Then, the relationship between electron density \( n_s \) and gate voltage \( U_G \) was obtained by measuring the electron density from Shubnikov–de Haas oscillations and the Hall effect on a gated Hall bar, made from the same wafer. This way, we get the theoretical photocurrent expected under the experimental conditions, as shown in Fig. 3E.

DISCUSSION

There is a good qualitative agreement with the experimental photocurrent for \( U_{G, wide} U_{G, narrow} < 0.6 \text{ V} \) in Fig. 3E. The theory predicts photocurrent in the same regions where it is observed experimentally, with the same sign and of the same order of magnitude. The match between theory and experiment is best when considering the red regions with \( I_{ph} > 0 \). This is sensible because it corresponds to a barrier under the wide gate, which is a better approximation of a semi-infinite potential step as considered in the theory, than the 200-nm narrow gate. The darker area at positive gate voltages originates from a flat trend of the electron density as a function of the gate voltage in the region of about 0.2 to 0.4 V (see Supplementary Text and fig. S4). Despite the simplicity of the model, all key features are thus reproduced.

The strong increase in photocurrent under maximum asymmetry in the top-left and bottom-right regions in Fig. 3B, at voltages above 0.6 V on one gate, is not covered in the theoretical framework. Qualitatively, it is likely related to the conducting channel becoming wider, as edge depletion effects start to diminish at strongly positive gate voltages. An increase in channel width, which is \( \sim 0.5 \text{ to } 1 \mu \text{m} \) in equilibrium as indicated in Fig. 2B, would give rise to an increased conductance in Fig. 3A, as the bottleneck in the form of the narrow channel is widened, and also to an enhanced photocurrent \( I_{ph} \sim W \), which increases with the channel width. The quantitative explanation of this effect requires further research.

Quantitatively, the theoretical photocurrent is expected to be up to 1.5 to 2 nA (Fig. 3F). The experimentally measured maximum value in the region \( U_{G, wide} U_{G, narrow} < 0.6 \text{ V} \) is 0.3 nA (Fig. 3E). The difference may be due to the smoothness of the potential step neglected in the theory and device-related effects such as mobility reduction in the pinch-off area. This indicates that the experimentally observed signal could be further increased by optimizing the wafer structure and device geometry.

It is remarkable that, while the in-plane photoelectric effect gives a value higher than the measured one, other possible interpretations, such as plasmonic mixing (33, 45, 46), bolometric (50), electron heating (51), and photothermal effect (47, 48) or photon-assisted tunneling (54, 55), cannot explain the effect or predict a lower value than measured, as we will show in the following.

Many THz detection experiments (32–36, 38–41, 46, 62) were interpreted in terms of the plasma-wave mixing theory (45), a mechanism that, at lower frequencies, corresponds to distributed resistive mixing or resistive self-mixing (41, 46). Let us estimate the absolute value predicted by the plasmonic mixing mechanism. In our experiment, the THz gate-to-channel voltage amplitude \( U_{ac} \) is equal to 0.18 mV for the average incident power according to numerical antenna simulations. The sample can be modeled as a back-to-back series connection of two 2DEGs with different densities. The source-drain distance is much longer than the plasmon decay length, and \( \omega \tau \gg 1 \). Under these conditions, the plasmonic
the dual-gated device architecture allows independent tuning of output impedance and responsivity of the detectors. This facilitates integration into external circuits and will advance the development of high-speed, large-scale THz focal plane arrays and communication systems, which will shape the future of THz technology.

Further experimental and theoretical research studies, including studies of the temperature and frequency dependencies of the in-plane photoelectric effect on the GaAs/AlGaAs and other semiconductor systems, are needed to improve the performance of PETS detectors. Another challenge is to maximize the transfer of THz power from the antenna to the electrons in the 2DEG in the vicinity of the potential step (i.e., impedance matching of the THz antenna), to improve the sensitivity.

In conclusion, we demonstrated a fundamental physical phenomenon that has not been observed or predicted previously—the in-plane photoelectric effect. It is a purely quantum-mechanical, scattering-free phenomenon. The maximum photocurrent is obtained when the chemical potential lies above the potential step in both parts of the 2DEG, i.e., the 2DEG is degenerate. Such a situation has not been implemented so far and would not work in the case of the conventional, 3D photoelectric effect. The effect is substantially stronger than THz photoresponse mechanisms previously considered in 2D electron systems. The potential step is artificially created and tunable by gate voltages, and no dc source-drain bias is required to observe the photoresponse. The theory shows that the effect is ideally suited for utilization across the whole THz range. As an inherent effect of 2D systems, it can be used in 2DEGs on the basis of III-V materials, silicon, and the novel 2D layered, graphene-related materials.

### MATERIALS AND METHODS

#### Sample fabrication

The heterostructure was deposited on a GaAs semi-insulating substrate. The sequence grown by molecular beam epitaxy was, after a 1-μm undoped GaAs buffer layer, 40-nm undoped Al0.33Ga0.67As; 40-nm n-doped Al0.33Ga0.67As with 10\textsuperscript{18} /cm\textsuperscript{3} doping density of Si donors; and 10-nm GaAs cap. The wafer was characterized using an ungated Hall bar in a magnetic field. The 2DEG in the wafer has an electron density of \(3.7 \cdot 10^{11} /\text{cm}^2\) and a mobility in excess of 1.1 \(\times 10^6 \text{ cm}^2/\text{V s}\) at 1.5 K, which corresponds to a scattering time of \(\tau = 42 \text{ ps}\) and a mean free path of 11 μm. The antenna design was optimized using numerical finite-element simulations in COMSOL Multiphysics (see details in Supplementary Text and figs. S2 and S3). The simulations yield an absorption cross section of the antenna of (22.5 μm\textsuperscript{2}) at 1.9 THz. To process the sample, electron beam lithography was used to define an etch mask using ma-N 2410 resist onto the as-grown wafer. At this stage, the sample was etched wet chemically to form a 100-nm-high mesa with the narrow channel and areas for contact pads. The ohmic source and drain contacts to the channel were processed using optical lithography by annealing an AuGeNi eutectic alloy. Next, electron beam lithography with poly(methyl methacrylate) resist was used to define a TiAu gate structure on top of the device to create a bow-tie antenna that focuses the radiation onto the channel. Optical lithography was used for creation of large-area TiAu bond pads. Last, the sample was encapsulated in Shipley S1805 resist for surface protection.

#### Edge depletion

The lithographically defined channel width is 2.0 μm. Calibration of the mesa etching has shown that sidewall etching of 165 nm occurs...
on average on either side of the mesa, so the actual mesa width is approximately 1.67 \mu m. Measurements on other samples created by this process have shown that the lateral edge depletion of the 2DEG is between 0.34 and 0.58 \mu m. Taking this into account, the actual width W of the 2DEG in the channel is between 0.5 and 1 \mu m and is assumed to be 0.7 \mu m in the theory.

**Electrical measurement setup**
The conductance in Fig. 3A was calculated as the ratio of current to voltage when the sample was driven with a 1.6-mV sine wave at 86.5 Hz. The current is passed through source 1 and drain 1, and the voltage is measured from source 2 to drain 2 in Fig. 2A.

**Determination of the power density at the sample**
To illuminate the sample with THz radiation, we constructed a setup coupling together two liquid-helium continuous-flow cryostats: one with a 1.9-THz single-plasmon bound-to-continuum THz QCL (i.e., the THz source) and the other with the sample, using a copper waveguide. The QCL design is the same as in (57) but with 4.4-nm instead of 5.0-nm injection barrier thickness. This waveguided setup allows quantitative determination of the THz intensity at the sample space. Before measurements, the QCL cryostat is first aligned so as to induce maximum photoresponse of the sample. After the measurements, the sample is warmed up and removed, while the QCL is kept lasing, and its temperature (18 K) and alignment are maintained. The total transmitted power at the sample space is then determined using a Thomas Keating absolute power meter, while the intensity distribution is measured using a Golay cell with a 1-mm aperture on a setup with motorized xy scanning stages. We thus find the time-averaged intensity \( I \approx 6.3 \mu W/mm^2 \) at the sample space at the mode profile peak, where the intensity distribution reaches its maximum value. This intensity value does not take into account interference effects. By observing the oscillations of the device’s photoresponse when moving the z position of the QCL and hence tuning the path length between THz source and our antenna-coupled detector, we estimate that, under constructive interference, the intensity at the position of the THz antenna can be up to 74% higher than the average intensity value.

**Photocurrent calculation**
The dynamics of photoexcited electrons is determined by the time-dependent Schrödinger equation

\[
\frac{\hbar}{2m_{ei}} \frac{\partial}{\partial t} \Psi - \frac{\hbar^2}{2m_{ei}} \frac{\partial^2 \Psi}{\partial x^2} - \frac{\hbar^2}{2m_{ei}} \frac{\partial^2 \Psi}{\partial y^2} + V_0(x) \Psi + V_1(x,t) \Psi = (3)
\]

In the transverse, y direction, we assume infinite potential walls at \( y = 0 \) and \( y = W \), which give quantization energies of \( E_{nW^2} \), where \( E_W = \pi^2 \hbar^2 / (2m_{ei} W^2) \approx 12 \mu eV \) and \( n \) is the subband index.

In zeroth order, i.e., without \( V_1(x,t) \), we calculate the transmission coefficient of the potential step from the above equation. For a given particle energy \( E \), it is

\[
T_{0E}^{(0)}(E) = \Theta(E - 1) - \frac{4 \sqrt{E(E - 1)}}{\sqrt{E + \sqrt{E - 1}}} \left[ \frac{E - E_W n^2 - V_R}{V_B} \right]^2 \quad (4)
\]

and does not depend on the direction of motion of the particle (whether it is incident from the left or from the right). Here, \( V_B = V_L - V_R \) is the height of the potential step. The above formula yields the conductance of the potential step when integrated over the electron energy states

\[
\frac{\sigma}{e^2/\hbar} = \frac{1}{4k_B T} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} T_{0E}^{(0)}(E) dE \cosh \left( \frac{E - \mu}{2k_B T} \right) \quad (5)
\]

Solving Eq. 3 with \( V_1 \) as perturbation, we calculate the wave functions in zero and first order, and from them, the particle flows \( \beta_{E,n}^{(0)}, \beta_{E,n}^{(1)} \) and \( \gamma_{E,n}^{(0)}, \gamma_{E,n}^{(1)} \). Here, \( \beta_{E,n}^{(0)} \) is the flow of particles with energy \( E \) incident on the step from the right, and \( \beta_{E,n}^{(1)} \) is the flow of particles with energy \( E + \hbar \omega \) having passed the step and moving to the left (the definitions for moving to the right, "\( \rightarrow \)"), are similar. Their ratio leads to the first-order transmission coefficients of particles having absorbed a THz quantum \( \hbar \omega \), defined as \( T_{E,n}^{(1)} = \beta_{E,n}^{(1)/\beta_{E,n}^{(0)} \gamma_{E,n}^{(1)/\gamma_{E,n}^{(0)}} \) for the positive \( T_{E,n}^{(1)} = \beta_{E,n}^{(1)/\beta_{E,n}^{(0)} \gamma_{E,n}^{(1)/\gamma_{E,n}^{(0)}} \) for the negative x direction of motion. The first-order reflection coefficients can be obtained in a similar way. The calculated transmission coefficients can be written in the form \( T_{E,n}^{(1)} = \alpha P^{(0)}(E - E_{Wn^2}, \hbar \omega, V_L, V_R) \), where \( \alpha = (eE_{\text{inc}}/h\hbar) \) and the functions \( P^{(0)}(E, \hbar \omega, V_L, V_R) \) are illustrated in Fig. 1C for \( \hbar \omega = 8 \text{ meV}, V_L = 5 \text{ meV}, \) and \( V_R = -5 \text{ meV} \). While the zero-order transmission coefficients do not depend on the direction of electron flow, this is not the case for the first-order transmission coefficients. For all energies, \( T_{E,n}^{(1)} > T_{E,n}^{(0)} \), and \( V_1 > V_R \), which is also seen in the plot. This means that the particles flow onto the step. The photocurrent \( I_{ph} \) is then calculated as

\[
I_{ph} = -\frac{e}{\hbar} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} (T_{E,n}^{(1)} - T_{E,n}^{(0)}) f(E, \mu, T) (1 - f(E + \hbar \omega, \mu, T)) \quad (6)
\]

where the factors containing the Fermi distribution function \( f(E, \mu, T) \) take into account the occupation of electron states and \( \mu \) is the chemical potential of the unbiased system. Equation 1 is obtained from Eq. 6 at temperature \( T = 0 \).

The perturbation theory parameter \( \alpha \) should be \( \ll 1 \) for the applicability of the theory. With the incident intensity of \( I_0 \) during a THz pulse, the electric field in the x direction acting on the 2DEG between the gates is \( E_{\text{inc}} \approx 100 \text{ V/cm} \) according to the numerical antenna simulations in COMSOL Multiphysics. This gives \( eE_{\text{inc}} b \approx 2.7 \text{ meV} \) and \( \alpha \approx 0.12 \ll 1 \), which justifies the perturbative approach and neglection of higher-order contributions to the photocurrent.
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