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#### Abstract

In this thesis, I reconstruct the syntax of relative clauses in Proto-Indo-European (PIE). Syntactic reconstruction, particularly in the case of PIE, has presented a perennial challenge to Comparative Philologists. I demonstrate that Minimalist reconstruction provides a viable methodology through which we may address this challenge, integrating the specific task of reconstruction into the broader field of historical syntax. The methodology necessarily demands a discussion of Minimalist theories of relative clause structures, which I provide in relation to the synchronic analysis of ancient Indo-European (IE) languages.

I then undertake a philological survey of descendants of the putative relative pronouns in PIE: *yó- and * $\left.k^{w} i-1\right)^{*} k^{w} \delta^{-}$. The debate on which (if either) of these was the "original" relative pronoun in PIE has lasted for over a century. I argue that neither form can be excluded as a relative pronoun in PIE, and that together they reflect what was a unitary functional category: the relative pronoun, ${ }^{*}$ ReL.

Relative clauses across the ancient IE languages exhibit grammaticalised fronting of the relative pronoun, traditionally referred to as " $w h$-movement". To analyse the nature of this movement, I provide a detailed reconstruction of the PIE left periphery. Because of the additional role of discourse-driven movement (Topicalisation and Focalisation) and clisis ("Wackernagel's Law") in the left periphery, my reconstruction has implications beyond relative clauses, shaping our understanding of the significant role pragmatics plays in the ordering of constituents in PIE, as well as the syntax-phonology interface.

On the basis of all the above, I reconstruct the syntax of relative clauses in PIE. I argue that PIE had what I refer to as an "anaphoric" relative clause, that could generate a variety of surface forms, including correlatives and postnominal relatives. The "anaphoric" relative clause was adjoined to the matrix clause at the CP level, and could either precede or follow the matrix clause. I argue further that we cannot exclude embedded relative clauses from our reconstruction of PIE, but that it is possible to derive them diachronically from an earlier "anaphoric" relative clause.

This thesis thus demonstrates that Minimalist reconstruction is not only a viable methodology, but a fruitful one, allowing us to establish concrete conclusions about PIE syntax.
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## For Pāṭṭi

# அன்போடு இயைந்த வழக்கென்ப ஆருயிர்க்கு என்போடு இயைந்த தொடா்பு 

anpōṭ iyaintu valakkenpa āruyirkku enpōṭu iyaintu toṭarpu
'When breath and bones come together, they create
life lived with love'
(Tirukkural 8.3, trans. Shulman)
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## Chapter 1

## Introduction

This thesis concerns itself with the reconstruction of relative clause syntax in Proto-Indo-European (PIE). It is structured as follows:
§1 Introduction. I provide some background to the importance and relevance of relative clauses in PIE syntax. I also introduce some of the issues surrounding syntactic reconstruction, and introduce Minimalist reconstruction as a methodology to address these issues. I finish the introduction with a brief overview of some basic tenets of Minimalist syntax, and some assumptions I make for the purposes of the thesis.
§2 Methodological and Theoretical Foundations. I present in detail the methodological and theoretical context for this thesis. I discuss how Minimalist reconstruction fits into a broader Minimalist theory of syntactic change, and how this shapes the way we go about syntactic reconstruction. I provide an overview of relative clause types and the Minimalist literature on relative clause structure. I conclude with a short exposition on the left periphery, which constitutes an important part of this structure.
§3 The Relative Pronoun(s) of Proto-Indo-European. I evaluate the syntactic behaviour of the descendants of the two possible forms of the relative pronoun in PIE: *yó- and * $k^{w}{ }^{\prime}-/{ }^{*} k^{w} \sigma^{\prime}$-. This includes a survey of their descendants as attested in the ancient IE languages, as well as an analysis of their functions in both relative and non-relative uses.
§4 Clisis and the Left Periphery in Proto-Indo-European. I offer a detailed reconstruction of two intertwined aspects of PIE syntax: "second position" clitics and the left periphery. As noted above, the left periphery plays an important part in understanding the syntax of relative pronouns and relative clause structure more generally, constituting a key component of my overall theory. "Second position" clitics exhibit a special distribution in that left periphery, which places them at the centre of the discussion.
§5 Relative Clauses in Proto-Indo-European. I build a reconstruction of relative clause structure in PIE. I discuss the syntax of the relative pronoun, including its position within the left periphery
and its syntactic features. I also address larger questions of relative clause structure in PIE, including the categorical status of the relative clause; its syntactic relation to the main clause; the position of the head noun; the diachronic pathways between different types of relative clause; the interaction of syntax and semantics in PIE relative clauses.
§6 Conclusions and Outlook. I summarise my findings, noting the questions I have addressed and those which remain for future research.

### 1.1 Background

A relative clause, broadly defined, is a subordinate clause that modifies a given noun phrase. The noun phrase in question is traditionally described as the antecedent; in more contemporary terms, it is referred to as the head noun. Typically, a relative clause is introduced by a relative pronoun. Consider the following example:
(1.1) The tiger [who came to tea]
(Kerr, 1968)

In this example, the head noun ('tiger') is underlined, the relative pronoun ('who') is in bold, and the relative clause is [bracketed]. While the head noun is modified by the relative clause, it typically acts as an argument in the main clause:
(1.2) The tiger [who came to tea] ate all the biscuits.

Relative clauses therefore yield a form of complex nominal, making them a point of special syntactic interest. This is compounded by the fact that relative clauses appear to be attested across a wide range of languages, in various syntactic forms. For example, the position of the head noun, the relative pronoun (if present), and indeed the relative clause itself are all variable, sometimes even within one language. As such, relative clauses have been and continue to be the subject of much enquiry within the field of syntactic theory.

Relative clauses are particularly well attested within the ancient Indo-European languages. As such, relative clauses in PIE have concerned numerous linguists over the last three centuries. In the $19{ }^{\text {th }}$ century, much of the work on the topic surrounded the 'original' form and function of the relative pronoun in PIE; from the mid-20 ${ }^{\text {th }}$ century onward, scholars have additionally concerned themselves with the more general syntactic structure of relative clauses in PIE. Indeed, the very possibility of syntactic reconstruction here makes relative clauses a central point of interest in our understanding of the language; through a conspiracy of methodological difficulties (see $\S 1.2$ below), the syntax of PIE remains elusive. A central task in contemporary Indo-European linguistics, therefore, is to draw back the curtain on its syntax: and relative clauses may help us do this.

This thesis, which constitutes a study in the syntax of relative clauses in PIE, is therefore motivated in (at least) two ways. First, relative clauses are a very interesting part of syntax; second, syntax is a very interesting part of PIE, and relative clauses, because they are well-attested and syntactically significant, represent something of a keystone for the reconstruction of PIE syntax.

### 1.2 On the viability of syntactic reconstruction

It is a common feature of works on syntactic reconstruction to include a spirited defence of the whole endeavour. Almost all such publications frame the defence as a response to the most detailed, recent and categorically negative appraisal of syntactic reconstruction: Lightfoot (2002). Building on earlier sceptical discussion of syntactic reconstruction (e.g., Watkins, 1976; Lightfoot, 1979; Winter, 1984) Lightfoot (2002) presents three central problems for syntactic reconstruction that supposedly do not apply to phonological reconstruction, which is often taken to represent the "gold standard" for Comparative Linguistics. Willis (2011) codifies Lightfoot's (2002) arguments in the following way:

- Correspondence-set Problem. Whereas in phonology one can form correspondence-setslong lists of cognate words where one phoneme corresponds to another in a different languagesuch correspondence is not possible in syntax. This follows from the generativist notion that grammar is a system that generates sentences, which is to say sentences are not 'inherited' in the same way words are.
- Directionality Problem. We have no theory of universal direction in syntactic reconstruction. Whereas in phonology, we may draw upon ideas of "natural" change, e.g. voicing of consonants between vowels, there is no analogue for this in syntax.
- Radical-reanalysis Problem. Since syntactic change occurs when acquirers abduce "false" conclusions from the Primary Linguistic Data, and hence posit rules that are not present in the previous generation's grammar, change is random and unconditioned. Thus language users may make radical reanalyses and over a generation change may happen catastrophically, unpredictably and, crucially, in such a way that the previous state of the grammar cannot be reconstructed.

These problems have received extensive treatment in the last two decades (see, e.g., Roberts, 2007; Pires \& Thomason, 2008; Willis, 2011; Walkden, 2013, 2014; Vázquez-González \& Barðdal, 2019; Gildea et al., 2020; Windhearn, 2021). The problems present a crucible in which any proposed methodology for syntactic reconstruction must be tested. Attempts at syntactic reconstruction that fare poorly in Lightfoot (2002) include the typological approaches of the 1970s (e.g., W. P. Lehmann, 1974; Friedrich, 1975; Miller, 1975), and pattern-based approaches such as Harris \& Campbell (1995).』 A methodology which seems more apt to address Lightfoot's problems-and the one I adopt in this thesis-is Minimalist reconstruction, which I discuss in detail in §2.1. This methodology sits within the theoretical framework of Minimalism (Chomsky, 1995), to which I give a brief introduction below. In Minimalist reconstruction, we see the convergence of what have become two somewhat divergent research areas: the formal study of syntactic change, and Comparative Philology. Clackson (2017: 202) suggests this division may arise from 'a curious accident of the history of linguistics[, namely] that the most influential work on the C[omparative] M[ethod] appeared just too early to take account of the Chomskyan revolution in

[^0]syntax.' In this context, he suggests that ' $[\mathrm{h}]$ istorical syntax has been playing catch-up ever since....' An alternative framing might be to suggest that it is Comparative Philology that has to play catch-up with the advancements in syntactic theory that have been made since those most influential comparative works appeared. However we draw the metaphor, I aim for the use of Minimalist reconstruction in this thesis to be part of the 'catching up': of historical syntax with comparative methodology, and Comparative Philology with syntactic theory.

It is worth echoing here a sentiment expressed in some form in Walkden (2013: 109) and Windhearn (2020: 6): my aim is not to prove that Minimalism is the only formalism within which syntactic reconstruction is feasible. Indeed, in recent years syntactic reconstruction has also been undertaken within the framework of Construction Grammar (e.g., Barðdal et al., 2013; Vázquez-González \& Barðdal, 2019), which provides an alternative approach. Nevertheless, aside from its power in a reconstructive context (see §2.1), what Minimalism facilitates is the integration of syntactic reconstruction into a larger theory of syntax and syntactic change. Relative clauses especially have received such extensive treatment in both Generative syntax (see $\S 2.2$ for bibliography) and IE Philology (see $\S 3.4$ for bibliography) that the two disciplines present something of a natural pairing when addressing the question of PIE relative clause syntax. A different research question, still within the domain of syntactic reconstruction, may merit a different formalism - but for the purposes of this thesis, Minimalism provides precisely the necessary theoretical machinery for the task.

### 1.3 Minimalist terminology and theoretical assumptions

A PhD thesis is no place for a comprehensive introduction to Minimalism: for such purposes, I refer the reader to textbooks such as Radford (1997, 2004) and Boeckx (2007). I provide here only the briefest of overviews to account for some of the terminology used, and the basic concepts employed in this thesis. I also note at the outset that a substantial portion of the terminology and technical representations I use are not strictly Minimalist, but a represent mixture of Minimalism and earlier Generativist syntax, including Government \& Binding (GB) theory and Principles \& Parameters (P\&P) (Chomsky, 1981; Chomsky \& Lasnik, 1993). I highlight specific instances in the footnotes: where I rely on non-Minimalist theory, this is primarily for notational convenience, and to facilitate my engagement with previous syntactic work on ancient IE languages, very little of which follows 'strict' Minimalist theory.

The Minimalist program, as established in Chomsky (1995), is the latest iteration of Generativist syntax, a hugely influential approach to grammar dating back to Chomsky (1957). Minimalism inherits some core assumptions and terminology from earlier stages of Generativism, including Transformational grammar (Chomsky, 1957, 1965), and GB theory (Chomsky, 1981). Generativism is a nativist theory that presupposes the existence of an innate, domain-specific language faculty in the human mind: under these assumptions, the Minimalist program is built on the additional premise that this innate grammatical component is as small/efficient/minimal as possible. The structure-building operation that is unique to the grammar is merge. merge takes two items from the mental lexicon and merges them into a hierarchical structure in which one item projects, and the other does not. The items merged from the lexicon
are conventionally referred to as heads, while the resulting projection is conventionally referred to as a phrase. ${ }^{6}$
(1.3)


Where a head projects up more than one level, the intermediate projections are conventionally labelled as barred (X-bar schema), leading to the following structure:
(1.4)


Additionally, each head may admit a specifier which precedes it and a complement which follows it. These positions are referred to as [Spec, XP] and [Comp, XP] respectively. In the diagram above, ZP is the specifier of $\mathrm{X}^{\circ}([\mathrm{Spec}, \mathrm{XP}])$ and YP is the complement of $\mathrm{X}^{\circ}([\mathrm{Comp}, \mathrm{XP}])$. Note that since each of YP and ZP has the same basic structure as XP , this structure is recursive. Within this schema, we may talk of the domain of a head: this constitutes anything contained within its complement; the domain of $\mathrm{X}^{\circ}$ includes YP, [Spec, YP] and [Comp, YP].

With these basic building blocks, we can model a clause in the following way:
(1.5)


Each clause contains a CP-layer, an IP-layer and a VP-layer, ${ }^{\text {B }}$ in which different types of linguistic information are encoded. In general terms, the VP-layer is responsible for lexical information and argument structure; the IP-layer is responsible for grammatical information such as tense/mood/aspect;

[^1]and the CP-layer is responsible for clause-level information such as illocutionary force. As for nominals, I assume the DP-hypothesis (Abney, 1987):
(1.6)


Under the DP-hypothesis, nominals are similarly divided into different 'layers': the DP-layer hosts functional items (e.g., articles), while NP hosts lexical nouns. Functional heads such as $\mathrm{D}^{\circ}$ (and $\mathrm{I}^{\circ}$ and $\mathrm{C}^{\circ}$ ) can be phonetically null, which is to say they are not visible in surface strings, but their presence is inferred by the behaviour of overt lexical items.

Returning to the basic structure-building operation, MERGE, Minimalism allows for two possible types: external merge and internal merge. The former takes new items from the mental lexicon and merges them into the derivation. The latter takes items that are already contained within the derivation, and merges them into a different location. This phenomenon was referred to as movement in earlier theories: in keeping with popular convention, I retain this terminology, while maintaining the assumption that movement is not a distinct process from MERGE, but rather a version of it. When something is moved, it leaves a copy in its base-generated position, which is subsequently deleted at the phonetic interface, leaving only the top-most copy to be pronounced. In conventional terms, the deleted copy is referred to as a trace, conventionally written as $t$. A simple example of internal merge (henceforth 'movement') is the fronting of interrogative pronouns in questions ("wh-movement"):

| (1.7) | $\left[\right.$ quid $_{\mathrm{i}}$ | hostes | $t_{\mathrm{i}}$ | consili | caperent $]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |$\quad$ exspectabat

'He waited to see [what ${ }_{\mathrm{i}}$ plan the enemy would devise $t_{\mathrm{i}}$ ]'
(Caes. Gal. 3.22.1)


Here, the interrogative pronoun is fronted out of its base-generated position within VP to [Spec, CP].母 To motivate this behaviour, Minimalism introduces the feature theory of movement. This means

[^2]that the relevant functional head (e.g., $\mathrm{C}^{\circ}$ ) can bear an uninterpretable feature, e.g, $[u \mathrm{WH}]$, which in this case types the clause as a wh-question. If an uninterpretable feature reaches the interfaces (see below), the derivation crashes. $\mathrm{C}^{\circ}$ therefore acts as a probe, looking for a goal that has the relevant interpretable feature, $[i \mathrm{WH}]$, which can eliminate $[u \mathrm{WH}]$. Interrogative pronouns bear just such an interpretable feature. So when $\mathrm{C}^{\circ}$ probes into its domain and 'finds' quid, its $[u \mathrm{WH}]$ feature is eliminated, and the derivation is successful. If the $[u \mathrm{WH}]$ feature on $\mathrm{C}^{\circ}$ is strong (per Chomsky, 1995), it triggers movement of the goal to its specifier; if $[u \mathrm{WH}]$ is weak, there is no overt movement.

The operations described above take place at what is often described as the narrow syntax, which takes items from the lexicon and builds them into a hierarchical structure. The conventional assumptions of Generativism are that once a given structure has been 'built' in the narrow syntax, it is sent to the interfaces, of which there are two:

- Phonetic Form (PF).This is where the lexemes merged into the narrow syntax receive their phonological content, which ultimately produces the articulatory/gestural strings that constitute utterances.
- Logical Form (LF). This is where the structure receives its semantic interpretation, and is the locus of logical processes that are not necessarily encoded in the narrow syntax, such as scope and variable binding.

The four modules established so far-lexicon, narrow syntax, PF and LF-constitute what is traditionally be referred to as the (inverted) Y-model of grammar:


Figure 1.1: The Y-model of grammar.

In this thesis I focus primarily on the features of items in the lexicon and operations that take place in the narrow syntax; there are also various points at which PF is also implicated in surface word orders. For this reason, it is worth stating that once an element leaves the narrow syntax and reaches PF , hierarchical structure is no longer visible; PF is sensitive only to linear order.

This concludes my brief overview of the basic theoretical assumptions in this thesis: other aspects of Minimalist theory will be elaborated upon as necessary in the course of the discussion.

[^3]
## Chapter 2

## Methodological and Theoretical Foundations

In this chapter, I establish the foundations of a Minimalist reconstruction of relative clauses in Proto-Indo-European. I first expand upon the methodology of Minimalist reconstruction. I then turn more specifically to Minimalist analyses of relative clause structure, within which I will situate my analyses of ancient IE languages. I finish the chapter with a brief exegesis on the fine structure of the left periphery, which plays a crucial role in the word order constraints of ancient IE languages, with special relevance for relative clauses.

### 2.1 Minimalist reconstruction

The methodology of Minimalist reconstruction emerges from the broader picture of Minimalist approaches to syntactic change (to be discussed below): it is advocated in some form in Roberts (2007), Pires \& Thomason (2008), Willis (2011), Walkden (2014) and Windhearn (2021). In this section, I give a brief overview of the central tenets of Minimalist reconstruction, with a critical discussion of previous studies implementing the methodology such as Willis (2011) and Walkden (2014). I add some clarifications of my own, addressing some methodological queries specific to PIE.

### 2.1.1 Syntactic change

To a certain extent, any reconstructive methodology requires an underlying theory of language change. In Neo-Grammarian phonological reconstruction, there must be a theory of sound change in order to 'undo' the relevant changes in the descendant languages to find the PIE form. The same is true, therefore, of syntactic reconstruction. Indeed, one of the central criticisms of various approaches to syntactic reconstruction is precisely that they did not incorporate a theory of syntactic change (Balles, 2008). Minimalist reconstruction, on the other hand, places a heavy emphasis on the theory underpinning language change. This is neatly summarised in the following from Pires \& Thomason (2008: 42):

Diachronic change does not exist as a primitive, atomic operation, but rather is just a convenient way...to refer to the acquisition of distinct grammars by different generations and to the fact that the output of a set of grammars 1 can function as the input triggering the acquisition of a (maybe different) set of grammars 2.

This argument must be contextualised within the broader picture of Generativist approaches to syntactic change, dating back to authors such as Andersen (1973), Langacker (1977), Timberlake (1977) and Lightfoot (1979). These authors concentrate on the language acquisition process as the locus of syntactic change. There are four relevant variables in this process: the mental grammar of the parent/caregiver $\left(\mathrm{G}_{1}\right)$ and the linguistic output of that grammar $\left(\mathrm{O}_{1}\right)$, typically referred to as the Primary Lingusitic Data (PLD). We then have the mental grammar of the child/acquirer $\left(\mathrm{G}_{2}\right)$, and the linguistic output of the acquirer $\left(\mathrm{O}_{2}\right)$. During the acquisition process, the acquirer must build $\mathrm{G}_{2}$ on the basis of the patterns they observe in $\mathrm{O}_{1}$ (the PLD); they can use $\mathrm{G}_{2}$ to generate their own output $\left(\mathrm{O}_{2}\right)$. Crucially, however, the acquirer does not have direct access to $G_{1}$; rather, their connection to $G_{1}$ is mediated via the PLD. This can be visualised in the Z-model of language change:


Figure 2.1: The Z-model of language change.

This model incorporates the notion that the output $O_{1}$ could be generated by either $G_{1}$ or $G_{2}$, which suggests that the two grammars are very similar-perhaps so similar as to be identical. However, as noted by Willis (2011: 416), '[a] given syntactic pattern may be produced by more than one possible grammar'. In other words, $G_{1}$ and $G_{2}$ can be distinct and yet produce the same surface strings. This introduces the possibility that a change could occur between $G_{1}$ and $G_{2}$ which is not visible on the surface. This is essentially what we mean by reanalysis: a change in the structure of an expression or class of expressions that does not involve any immediate or intrinsic modification of its surface manifestation' (Langacker, 1977: 58). To take a textbook example from Harris \& Campbell (1995: 62), consider the following string:
(2.1) ...it is bet for me / to sleen myself, than been defouled thus
'It is better for me to slay myself than to be violated thus'
(Chauc. FranT. 714-5)
In ME, for is strictly a preposition governing $m e$, as represented in the following bracketing:
(2.2) [It is better [for me]][to slay myself than to be violated thus]

In such as string, however, for can be reanalysed not as a preposition governing me, but as a complementiser introducing an infinitival clause me to slay myself:
(2.3) [It is better][for me to slay myself than be violated thus]

We know this analysis holds for PDE because we can generate an alternative string of the form:
(2.4) [For me to slay myself] [would be better than to be violated thus]

Thus we may consider the original string to be structurally ambiguous. It could be generated by two distinct grammars: one in which for was strictly a preposition $\left(\mathrm{G}_{1}\right)$, and one in which it also functions as a complementiser ( $\mathrm{G}_{2}$ ). $\mathrm{G}_{2}$, however, is also capable of generating a different version of the string (ex. 2.4 ), which is no longer structurally ambiguous, but would be ungrammatical in $\mathrm{G}_{1}$. This is what we call actualisation: the reanalysis that occurs between exx. (2.2) and (2.3), originally 'invisible', is actualised in ex. (2.4).

With these terms established, we may theorise syntactic change in the following way:

1. $\mathrm{G}_{1}$ generates a set of strings in $\mathrm{O}_{1}$, of which a relevant subset are structurally ambiguous
2. The acquirer ascribes a different underlying structure to the subset of structurally ambiguous strings in $\mathrm{O}_{1}$ from the one that generated them: $\mathrm{G}_{2}$ is distinct from $\mathrm{G}_{1}$ (reanalysis)
3. On the basis of the reanalysis, $\mathrm{G}_{2}$ generates structures manifest in $\mathrm{O}_{2}$ that could not have been generated by $\mathrm{G}_{1}$ (actualisation)

This understanding of syntactic change in this way is crucial to Minimalist reconstruction. Pires \& Thomason (2008: 45) argue that for our reconstruction to be sufficient in this theoretical framework for syntactic change, we must provide:
(i) hypotheses about the properties of the mental grammars that could generate the outputs possible in the daughter languages; [i.e., $\mathrm{G}_{2}$ ]
(ii) hypotheses about the properties of the mental grammars that could have been internalized by speakers of the ancestral language (the grammar of the proto-language); [i.e., $\mathrm{G}_{1}$ ]
(iii) hypotheses about how the different grammars of the daughter languages could have developed from the exposure of earlier generations to the output of the proposed ancestral grammar. [i.e., reanalyses]

In order to go about Minimalist reconstruction, each of these sets of hypotheses must be established. Except in cases of identity-in which case no change is hypothesised to have taken place- it is not enough to investigate a syntactic pattern in the attested languages and reconstruct by an axiom like 'majority rules'; we must provide a plausible diachronic pathway for any posited change. We may consider again the standard ' $Z$ '-model of syntactic change, and apply it specifically to reconstruction:


Figure 2.2: The Z-model of reconstruction (adapted from Willis, 2011: 417).

Since the syntactic change itself does not 'hop' from the Proto-Grammar to the Descendant Grammar(s), but is mediated through language acquisition and the mechanisms therein, syntactic reconstruction should not 'hop' either. For any given syntactic feature in the descendant language(s), we
should aim to trace the path of reanalys( $\mathrm{i} / \mathrm{e}$ )s and extension(s) that would account for the change(s) from the proto-language to the descendant language(s). In doing so, this methodology addresses the radicalREANALYSIS PROBLEM (see §1.2). Radical though any given reanalysis might be, syntactic change is by no means random. Willis (2011: 13, emphasis mine) makes this point succinctly: ‘The output of the grammar after reanalysis approximates to that of the grammar before reanalysis, and [we must] posit plausible and motivated reanalyses' between the two grammars. In short: Minimalist reconstruction requires our hypotheses about the proto-language to be systematically informed by a theory of syntactic change, with an emphasis on positing plausible reanalyses, actualised in the descendant languages.

Another important component of a theory of syntactic change is grammaticalisation. The term dates back to Meillet (1912) and has played a key part in studies of language change across a variety of theoretical frameworks. I will adopt the definition of grammaticalisation, as phrased in Kuteva et al. (2019: 3), as 'the development from lexical to grammatical forms and from grammatical to even more grammatical forms.' Kuteva et al. (2019: 3) note that 'grammatical form' in this definition ultimately refers to a functional category (see $\S_{2.1 .3}$ below). As for what makes something 'even more' grammatical means in this context, we may refer back to Hopper \& Traugott (1993: 7) who suggest the possibility of a 'cline' from least to most grammatical of the following form:
(2.5) content item $>$ grammatical word $>$ clitic $>$ inflectional affix

Grammaticalisation, then, is visualised as the movement along this cline. The reason that grammaticalisation is so important to theories of language change (and hence, reconstruction) is the hypothesis that it is undirectional. That is to say, e.g., lexical items routinely become functional, but not vice versa. It is certainly the case that grammaticalisation is overwhelmingly common: Kuteva et al. (2019) list 544 grammaticalisation pathways, attested across over 1000 language varieties. There are, however, a limited number of exceptions, typically referred to as degrammaticalisation (see, e.g., Joseph \& Janda, 1988; Ramat, 1992; Newmeyer, 1998; Norde, 2009). For the purposes of this thesis, therefore, I do not subscribe to the strong thesis of unidirectionality, but will hold that since grammaticalisation is overwhelmingly more common than degrammaticalisation, it should factor into our reconstructive methodology.

Within the Minimalist framework, grammaticalisation receives extensive treatment in Roberts \& Roussou (2003). Their definition of grammaticalisation explicitly calls upon the notion of reanalysis that is so central to Minimalist theories of language change (2003: 2, emphasis mine):
...grammaticalization involves the creation of new functional material, either through the reanalysis of existing functional material or through the reanalysis of lexical material.

From a theoretical perspective, therefore, grammaticalisation does not require us to posit a novel process of syntactic change to account for grammaticalisation; we are still adequately furnished with reanalysis and actualisation. The question for Roberts \& Roussou (2003) is how to square the apparent unremarkableness of grammaticalisation at a theoretical level with its remarkable preponderance in attested languages. Clearly, this lies beyond the scope of the current thesis; for our purposes, it is sufficient to note that we can conceive of grammaticalisation in the same way as other forms of syntactic change,
with the added information that all else being equal, a reconstruction in which a given element was originally 'less' grammatical and become 'more' grammatical is preferable to one in which the reverse is posited.

Since grammaticalisation is not strictly unidirectional, when we use it as a reconstructional tool we are operating with probabilities. As it happens, there is an apt parallel with phonological reconstruction here, remarked upon by Willis (2011: 421):

Universal directionality, then, is a useful tool in syntactic reconstruction, but not an infallible one. The same in fact applies in phonology: universal pathways of sound change vary according to how unidirectional they are, but we must always keep open the possibility that a particular constellation of circumstances led to an unexpected direction of change in a particular instance.

In this way Willis (2011) presents grammaticalisation as a rebuttal to Lightfoot's directionality problem. This is coupled with the solution to the radical-reanalysis problem by fitting into the broader requirement that all hypothesised syntactic changes must be supported by a detailed account about the process(es) of reanalysis involved. The question that remains, however, is: how does Minimalist reconstruction work with the Comparative Method?

### 2.1.2 Syntactic comparison

As noted by Watkins (1991: 178), cited in Clackson (2017: 191), 'the first law of the comparative method [is that] you have to know what to compare.' In the case of phonology, this comparison has taken the form of correspondence sets, lists of lexical items that are hypothesised to be etymologically cognate, on the basis of which sound changes can be posited which, when undone, unearth the proto-form. Much ink has been spilled attempting to establish an analogous correspondence set for syntax; the nature of what one considers to be a viable syntactic correspondence clearly depends on one's theoretical assumptions about the nature of syntax (and syntactic change). Outside the Minimalist program, therefore, correspondence sets have been constructed in various forms including cognate poetic formulae (e.g., Watkins, 1976, 1995), cognate sentence patterns (e.g., Harris \& Campbell, 1995; Harris, 2008) and cognate argument-structure constructions (e.g., Barðdal et al,, 2013; Vázquez-González \& Barðdal, 2019). ${ }^{6}$ Within Minimalism, the issue has been addressed by Roberts (2007), Pires \& Thomason (2008), Willis (2011), Walkden ( $\overline{2013}, 2014$ ), and Windhearn ( $(\overline{2020})$; the solution lies in the notion of syntactic parameters.

Parametric comparison follows from the Generativist theory of Principles \& Parameters (P\&P). Beginning with Chomsky (1981), the central tenet of P\&P is that all languages share underlying, invariant principles; cross-linguistic variation, therefore, is captured by a finite set of variable parameters. A traditional example of such a parameter is the 'pro-drop' or 'null subject' parameter, which allows a finite verb to occur without an overt subject. This parameter is 'on' in e.g., Latin, but 'off' in modern French:

| (2.6) | arma | virum-que | cano | Troiae | qui |
| :--- | :--- | :--- | :--- | :--- | :--- |
| arms.ACC.PL.N | man.ACC.SG.M-and | sing.PRES.ISG | Troy.GEN.SG.F | REL.NOM.SG.M |  |
| primus | $a b$ | oris |  |  |  |
| first.NOM.SG.M | from | shore.ABL.PL.F |  |  |  |

[^4]'I sing of arms and the man, who first from the shores of Troy...'
(2.7) Je chante les héros dont Esope est le père I sing the heros of-whom Aesop is the father
'I sing of the heroes whose father is Aesop...'
La Fontaine, Fables (1668)
Perhaps the primary benefit of this theory in Chomskyan terms is that it reduces the amount of information a language learner must deduce from the PLD to a set of binary choices, which are set when the speaker is exposed to the appropriate trigger environment. Moreover, the locus for crosslinguistic variation is constrained to the parameters. In the context of diachronic syntax, therefore, syntactic changes are captured by a change in parameter setting between generations; in the examples above, one would argue that at some point between Vergil and La Fontaine, the 'pro-drop' parameter was 'switched' from [+] to [-].

The precise nature of parameters, however, is a point of contention. In the early stages of $P \& P$, parameters were generally thought to be large in scale (so-called macro-parameters), taking scope over the whole language (e.g., 'pro-drop'), and forming a distinct component of the grammar. Reasonably early on, however, some authors proposed that parameters should not be thought of as constituting an independent part of the grammar, but should instead be associated with lexical items, in the form of grammatical features (see §1.3). This was first suggested in Borer (1984), finding subsequent support in Wexler \& Manzini (1987), eventually making its way into mainstream generativist syntax in Chomsky (1995). This association between parameters and lexical items is formulated in what is often referred to as the Borer-Chomsky Conjecture, defined by Baker (2008: 353) in the following way:

Borer-Chomsky Conjecture: All parameters of variation are attributable to the features of particular items (e.g., the functional heads) in the lexicon.

This theory then breaks down the earlier macro-parameters, affecting the whole grammar, to micro-parameters, which affect only a subset of or individual lexical items. Moreover, rather than there being a distinct parametric component of the grammar, parameters are located within the lexicon, on the relevant functional heads. The old 'pro-drop' parameter is therefore explained by the features of the relevant $\mathrm{I}^{\circ}$ or $\mathrm{D}^{\circ}$ functional head(s), which are found in the lexicon. Thus, according to Pires \& Thomason (2008: 41):

The task of syntactic reconstruction can then be restricted to identifying variation in the feature specification of (functional) lexical items that determine syntactic structure and syntactic variation.

A complementary set of proposals is found in 'Emergentist' parametric theory, which attempts to reconcile these approaches in order to keep the helpful generalisations of the macro-parameters with the flexibility of the micro-parametric approach. Starting with Biberauer (2011), continued in Biberauer \& Roberts (2012a, b), Biberauer \& Roberts (2017) etc., the 'Emergentist' view of parameters introduces an 'informal' taxonomy of the following description (Biberauer et al., 2014: 109):

For a given value $v_{i}$ of a parametrically variant feature $F$ :
a. Macroparameters: all functional heads of the relevant type share $v_{i}$
b. Mesoparameters: all functional heads of a given naturally definable class, e.g. [+V], share $\mathrm{v}_{\mathrm{i}}$
c. Microparameters: a small subclass of functional heads (e.g.. modal auxiliaries, pronouns) shows $\mathrm{v}_{\mathrm{i}}$
d. Nanoparameters: one or more individual lexical items is/are specified for $\mathrm{v}_{\mathrm{i}}$

This taxonomy opens up various possibilities for the application of parametric comparison to syntactic reconstruction. One may build a correspondence set based on a macro-parameter (e.g., headdirectionality, Roberts, 2007; Windhearn, 2021), or an extensive set of meso- and micro-parameters (see, e.g., Ram-Prasad \& Roberts, 2022). As we work our way down the hierarchy, parametric correspondence starts to approximate phonological correspondence: the point of comparison is once again, lexical items. The difference is that in phonological correspondence it is the phonetic content of lexical items that is to be compared, whereas in syntactic reconstruction it is the grammatical features of those lexical items that are to be compared. This is the approach taken by Willis (2011) for Common Brythonic bynnag in free relatives and by Walkden (2013) for the early Norse 'middle' suffix $-s k$; it is also the approach I take to the reconstruction of the PIE relative pronoun *REL in this thesis in $\S 3$ and $\S 5$.

While there is an elegance in collapsing syntactic and phonological correspondence sets as simply the behaviour of lexical items, it is not a perfect solution. Walkden (2013) suggests that unlike phonology, syntax fails to meet what he calls the 'Double Cognacy Condition' (2013: 101):

Double Cognacy Condition: In order to form a correspondence set, the contexts in which postulated sounds occur must themselves be cognate.

Walkden notes that we can proceed with phonological reconstruction only by comparing cognate phonemes within cognate words. This means there are two 'levels' of correspondence: the 'abstract' phoneme and the 'concrete' word. While the comparison of parameter values, qua feature specifications of lexical items, may give 'abstract' correspondence, there is no 'concrete' level of correspondence; sentences, unlike words, are not inherited, and so cannot be cognate. In other words, what we typically refer to as correspondence sets in phonology-that is, cognate word lists-cannot be formed in syntax (at least, not in precisely the same sense of the term): there will necessarily be layer of abstraction in syntactic comparison that is not present in phonological comparison. This presents a categorical difference between the Comparative Method as applied to phonology and its application to syntax. Instead of looking for 'concrete' correspondence in syntax, Walkden (2013: 111) argues that '[e]vidence must instead be adduced from distributional patterns of the lexical items in question, i.e. the syntactic environments in which they can be found in the daughter languages.'

In the context of this thesis, therefore, we must establish the functional category which we consider to be cognate (e.g., *yó- or * $k^{w} i^{\prime} /{ }^{*} k^{w} \delta^{\prime}$ - in their function as a relative pronoun); we must then examine its distributional patterns within the descendant languages; on the basis of our observations, following the set of requirements established by Pires \& Thomason (2008) in §2.1.1, we reconstruct the grammatical features of this functional category in PIE. In this way, we are not building a correspondence 'set', akin to those in phonological reconstruction. Rather, we are building upon a categorically different type of correspondence. I therefore concur with Clackson (2017: 203) that 'syntactic reconstruction is a
different type of enterprise from phonological reconstruction'. The methodology I adopt in this thesis is one in which parameters, located on lexical items, as the theoretical locus of syntactic variation, represent the point of comparison; they are thus a solution to the Correspondence-set problem, though I do not treat them as a correspondence 'set'.

### 2.1.3 Functional categories

Although in the main I accept the methodology of Minimalist reconstruction as outlined above, I believe a more precise explanation of the role 'Functional categories' should play in our reconstruction is needed. I agree that they should be the focus of our reconstructions: Functional categories, and their behaviour, are effectively what grammar is, in Minimalism. Nevertheless, though Functional categories may be the end of syntactic reconstruction, they may not necessarily be the beginning.

In Minimalist theory, the lexicon is divided into 'Lexical' and 'Functional' categories. ${ }^{\square}$ The former includes nouns, lexical verbs, adjectives and adverbs; the latter, determiners, auxiliary verbs, prepositions and complementisers. Functional categories can be phonetically realised, but they may also be phonetically null. Consider, e.g., tense markers in English:

(2.9)


Accordingly, items from the lexicon fall into three categories: Lexical, Functional (overt), and Functional (silent). Of these, Functional (overt) items present the golden combination for syntactic reconstruction; their phonetic content can be reconstructed, to which we may add our reconstruction of their grammatical features. Common Brythonic bynnag (Willis, 2011) and early Norse *-sk (Walkden, 2013) fall into this ideal category. Yet such ideal candidates for feature-based reconstruction, to the extent that they can be found for PIE at all, present only a very limited picture of its syntax. To present as full a picture as possible of the proto-grammar, therefore, we must also aim to reconstruct the syntactic features of Functional (silent) items.

To do this, we must look at the syntactic behaviour of Lexical items. For example, in §4, I will provide extensive discussion of the left periphery of PIE. The functional heads responsible for, e.g., Topicalisation $\left(\mathrm{Top}^{\circ}\right)$ and Focalisation (Foc ${ }^{\circ}$ ), are not (always) themselves visible. Rather, their effects are visible because they attract overt lexical elements to their specifiers (i.e., they bear 'strong' features, see

[^5]§1.3). Take, for example, the category of 'local particles', or 'P-words'. Though the exact syntactic categorisation of P-words is somewhat obscure, in the earliest stages of these languages they bear most similarity to adverbs, making them more Lexical than Functional. One syntactic pattern associated with P-words is fronting to sentence-initial position, as in the following examples: ${ }^{[8]}$

(Hom. Il. 16.291)
(2.11) prá yáh vām mitrā varuṇā jīráh
forth.PW REL.NOM.SG.M you.ACC.DU mitra.voc varuna.voc quick.NOM.SG.M
dūtáh ádravat
messenger.nom.SG.M run.IMPF.3SG
'The quick messenger who ran forth to you, O Mitra and Varuna'
(RV 8.101.3ab)
I have previously argued that in Sanskrit, P -words are base-generated within the $\nu \mathrm{P}$, and subsequently fronted to the left periphery (Ram-Prasad, 2018). In $\S 4.2$ of this thesis, I argue specifically that in Vedic, the functional head responsible for this movement is $\mathrm{Foc}^{\circ}$. In this case, the Functional category $\left(\right.$ Foc $\left.^{\circ}\right)$ itself is not manifest, but its presence can be inferred from the behaviour of Lexical items (P-words). If we were to hypothesise that the same process is at play in other IE languages with fronted P-words, we may reconstruct the silent Functional category Foc ${ }^{\circ}$ for PIE, despite no direct evidence for its existence.

That we can and should reconstruct silent grammatical heads on this basis is implicit in Walkden (2014), especially in his account of $\mathrm{V}_{2}$ and $\mathrm{V}_{3}$ structures in Proto-Germanic. ${ }^{\square}$ The issue is treated more explicitly in Windhearn (2020: 11-18), who argues for the possibility of reconstructing the features of $\mathrm{C}^{\circ}$ in PIE even in the absence of a single complementiser that can be securely reconstructed phonologically; his point is rather different, however, as he argues that this reconstruction is possible because overt complementisers are still attested in the descendant languages. This is not the case for other functional heads such as $\mathrm{Top}^{\circ}$ and $\mathrm{Foc}^{\circ}$, which may also lack phonetic content in the attested languages.

At a theoretical level, within Minimalism the distinction may actually seem quite trivial; silent heads are de facto part of what syntax is. Setting aside theoretical prejudice, however, one may argue that for syntactic reconstruction to be as reliable as phonological reconstruction, we must stick with the lexical (small-l) items we have already established as cognates; necessarily, therefore, we must work with those items that have reconstructable phonetic content. Such objections, though they may seem on the face of it to address syntactic reconstruction, are in fact tantamount to criticisms of silent heads per se (and, by extension, the Minimalist framework). Even in contemporary attested languages, the presence

[^6]of silent heads can only be inferred by the behaviour of phonologically overt content. I have already noted that there is a necessary level of abstraction for syntactic comparison: in fact, I would argue that abstraction is necessary for a syntactic analysis of any sort. We should not be troubled, then, when such abstraction turns up in syntactic reconstruction; it is simply part of what syntax in the Minimalist framework looks like.

In light of this acceptance, we must revisit the role Functional categories play in our methodology of syntactic reconstruction: it becomes clear that we need not limit ourselves to working with Functional morphemes as our starting point. Furthermore, insofar as their presence might be inferred from the behaviour of other lexical items, silent Functional heads can and should be reconstructed. There are ultimately two intertwined implications from this:

- We can start syntactic reconstruction by examining the syntactic behaviour of Lexical items as well as Functional ones.
- To explain the syntactic behaviour of Lexical items, we may allow ourselves to posit silent Functional heads

These are my two theory-internal adaptations of the Minimalist reconstructive method; I do not believe these are particularly problematic, but points of methodological importance that should be addressed directly within this framework.

### 2.1.4 Uniting old and new

There remains a final point of methodology to make explicit, which is that despite the various allowances we must make for syntactic reconstruction that are not required for phonological reconstruction, Minimalist reconstruction can complement, rather than contradict, the 'traditional' conception of the Comparative Method.

As noted in $\S_{2.1 .2}$ above, the Borer-Chomsky conjecture effectively locates a language's grammar entirely in the lexicon. The response to this conjecture in Minimalism is to ascribe a set of 'features' to each lexical item. The value and 'strength' of these features are what motivates syntactic movement, and hence word order (see §1.3). In entirely theoretical terms then, Minimalism ascribes a great deal of syntactic power to lexical items. In particular, functional heads, such as determiners, tense markers and complementisers, are the primary driving force behind word order.

However, coming from "the other side"-i.e., Neo-Grammarian phonological reconstructionlexical items are often not the beginning, but rather, the end of reconstruction. The Comparative Method, as it is used for phonology, allows us to posit proto-morphemes. ${ }^{(1)}$ In the case of functional morphemes (e.g., inflectional endings), by observing the use of their descendants in the daughter languages, we may hypothesise some of their grammatical functions in the proto-language, e.g. the morpheme *-mi marks

[^7]the first person singular present tense on athematic verbs. Such a hypothesis can be 'translated' in a Minimalist feature matrix applied to this morpheme, e.g. .]
(2.12) $\quad{ }^{*}-m i=$ tense:present, $i$ Num:sg, $i$ Pers:1, etc.

Equipped with lexical items and their feature matrices, we now find ourselves at the door of Minimalist reconstruction. The narrow syntax, i.e. the operation merge, takes these lexical items and combines them into hierarchical structures. Such structures-established using the methodology of Minimalist reconstruction detailed above-form our syntactic reconstruction. Of course, the difficulty lies precisely in securing the reconstructed feature values for various lexical items, especially when there may be 'strong' features that drive syntactic movement. But the point stands that, owing to Minimalism's focus on the behaviour of lexical items as the locus of of syntactic features, Minimalist reconstruction represents a knitting-together of philological and theoretical approaches to proto-languages.

This methodological consilience is particularly apt for the purpose of this thesis: reconstructing the relative syntax of PIE. An old and quite persistent debate concerning PIE relative clauses surrounds the status of the two possible relative pronouns, *yó- and * $k^{w} i^{\prime-} /{ }^{*} k^{*} \delta^{\prime}$ - (see §3). In the descendants of these forms, therefore, we are presented with a functional category (the relative pronoun) whose syntactic behaviour can be compared. In other words, while phonological comparison can help us establish *yóand ${ }^{*} k^{w} i^{-} /{ }^{*} k^{w} \delta^{-}$- as possible functional categories in PIE, Minimalist reconstruction allows us to posit the syntactic features associated with these lexical items, which are to be compared. In fact, as I will argue in $\S 3$, I believe that when used as a relative pronoun, *yó- and ${ }^{*} k^{w} i-/ * k^{*} o^{\prime}$ - can be treated as representing the same functional category (viz. the relative pronoun) in PIE. I reach this conclusion precisely by an extensive comparison of the descendants of *yó- and * $k^{w} i^{\prime} /{ }^{*} k^{w} \sigma^{\prime}-$, which mirrors the sort of lexicallydriven correspondence that characterises phonological reconstruction.

### 2.2 Relative clauses

In this section, I discuss the various Minimalist accounts of relative clause (RC) syntax. I start with a brief summary of the different semantic types of RC, which may also correspond to different syntactic types. I then turn to the different syntactic models of RCs in Minimalist theory, including both 'plain' relatives (those that are not part of a relative-correlative structure) and correlatives (those that are).

### 2.2.1 Semantic types

A basic distinction that has long been observed is that RCs can be either restrictive or non-restrictivethe latter type is also referred to as appositive. Restrictive relative clauses (RRCs) are so-called because the RC 'restricts' the set of entities evoked by the antecedent. For example, in the sentence:

[^8]
## (2.13) The books [that I like] are novels

The antecedent denotes the set of books, while the [RC] restricts this set to only the ones liked by the speaker. ${ }^{13}$

For ARCs, however, the identity of the subject is already known, and the material in the RC provides only extra descriptive content, rather than a restriction. For example, in the sentence:
(2.14) A Tale of Two Cities, [which I like], is a novel.

Here, the antecedent already tells us exactly which book is being referred to-there is no 'set' of books called A Tale of Two Cities, to be restricted by the speaker's preference. Rather, the [RC] here does not impose any set-based restriction, but provides extra information, non-essential for the purposes of identifying the referent.

In Present-Day English, there are two major strategies for identifying RRCs vs ARCs:

- ARCs can be preceded and followed by intonational gaps, denoted by the commas in ex. (2.14).
- ARCs can only use who/which as a relativiser, while RRCs can use who/which, that or Ø.

Such diagnostics vary cross-linguistically, and can be absent altogether, as in, e.g. Japanese (Andrews, 2007: 207). This is worth bearing in mind when we reconstruct these categories in PIE.

Further to this distinction, Grosu \& Landman ( 1998 ) identify RCs of a 'third kind', 'characterized by an interpretive operation of maximalisation', and are referred to as Maximalising RCs (MaxRCs) (Alexiadou et al., 2000: 21). What is meant by 'maximalising' in this context is described by Probert (2015: 77) as 'pick[ing] out a unique entity, everything in a set, or a complete lot of stuff.' Consider, for example, the following:
(2.15) Whoever thinks that is wrong.
(2.16) I gave him what coins I had.
(2.17) I drank what water was in the glass.

These sentences could be rephrased in the following way:
(2.18) The person who thinks that is wrong.
(2.19) I gave him (all) the coins I had.
(2.20) I drank (all) the water that was in the glass.

But not, e.g., in the following way:
(2.21) Some people who think that are wrong.
(2.22) I gave him some of the coins I had.

[^9](2.23) I drank some of the water in the glass.

In other words, MaxRCs have 'built into them...a meaning similar to that of the definite article' (Probert, 2015: 73); it is this meaning that Grosu \& Landman class as 'maximalising'. MaxRCs always give a reading that selects the maximal value for the entity to which they refer: if there is is one entity, it is unique (cf. the person); if there are multiple entites, the MaxRC denotes the entire set (cf. all the coins); if it is a continuous variable, the MaxRC denotes the 'complete lot of stuff' (e.g. all the water).

Within the category of MaxRCs, there are three subtypes (according to Grosu \& Landman, 1998). Two of these we have already encountered:

- Free relatives (FRs): Traditionally described as having an 'implied antecedent', FRs do not have an overt external head noun, only the relative pronoun, cf. ex. (2.15).
- Degree relatives (DegRCs): First discussed in Carlson (1977) and Heim (1987), DegRCs 'invole abstraction over degrees or amounts, rather than individuals' (Alexiadou et al., 2000: 28). Cf. exx. (2.16-7)

The third type of MaxRC (according to Grosu \& Landman, 1998), correlatives (discussed extensively in §2.2.2.2 below) are an unmarked relativisation strategy in Hindi and other modern Indo-Aryan languages. For correlatives, in addition to the relative pronoun, there is a correlative (demonstrative) pronoun that occurs in the Matrix Clause (MC), such that the RC itself does not occupy a DP position within the MC. Correlatives play a crucial part in my reconstruction of RC structure in PIE (§5.2), since they are very common in ancient IE languages, e.g.:

| (2.24) | ex malis $\quad$ multis | malum | quod | minimum-st, |
| :--- | :--- | :--- | :--- | :--- |
| from evil.AbL.PL.N many.ABL.PL.N | evil.NOM.SG.N | REL.NOM.SG.N | least.NOM.SG.N-is |  |
| id | minim-est | malum |  |  |
| DEM.NOM.SG.N | least.NOM.SG.N-is | evil.NOM.SG.N |  |  |
| 'The thing which is least evil from among the many evils, that thing is the least (like) an evil.' |  |  |  |  |

(Plaut. Stich. 120)
(2.25) ágne yám yajñám adhvarám viśvátah

Agni.voc REL.ACC.SG.M worship.ACC.SG.M sacrifice.ACC.SG.M everywhere
paribhúḥ ási sáh it devéṣu gacchati surrounding.NOM.SG.M be.PRES.2SG DEM.NOM.SG.M EMPH god.LOC.PL.M go.PRES.3SG
'Agni, the worship and sacrifice which you surround on every side, that indeed goes to the gods.'
(RV 1.1.4)

| (2.26) | hos | vชิข | òpX $\bar{\varepsilon} \sigma \tau \bar{\partial} \nu$ | $\pi \dot{\alpha} \nu \tau \bar{\nu} \nu$ | $\dot{\alpha} \tau \alpha \lambda \hat{\prime} \tau \alpha \tau \alpha$ | $\pi \alpha i \zeta \varepsilon \iota$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | REL.NOM.SG.M | now | dancer.GEN.PL.M | all.GEN.PL.M | most-friskily | dance.PRES.3SG |
|  | $\tau \overline{0}$ | $\tau 0 \delta \varepsilon$ |  |  |  |  |
|  | DEM.GEN.SG.M | DEM. | NOM/ACC.SG.N |  |  |  |

'Whichever of all the dancers now dances most friskily, of him this...'

I will contrast correlatives with 'plain' relatives, which includes those which do not contain a correlative demonstrative in the MC. As I will demonstrate in $\S 2.2$, the presence of a correlative demonstrative is only one of several syntactic features that distinguish correlatives from 'plain' relatives.

In the Grosu-Landman typology, correlatives are classed as MaxRCs; they argue that 'correlates [are] restricted to definites and universals, and other effects' (Grosu \& Landman, 1998: 168). While this appears to be the case in Hindi, taken synchronically as the canonical correlative language, it is not the case in older European languages; indeed, appositive correlatives are reasonably common in Vedic Sanskrit (Hettrich, 1988).


This is accounted for by Davison (2009: 153) by positing semantic feature [PRED] on $\mathrm{C}^{\circ}$, present in Hindi, that requires any given correlative clause to be a MaxRC. This feature is apparently absent in Sanskrit, 雷 and so for the purposes of this study, therefore, I will amend the Grosu-Landman model. Rather than classing correlatives as a subset of MaxRCs, I will treat them as a separate type of RC altogether, without any strong commitment to their semantic value.

To summarise: RCs can be restrictive, maximalising, or appositive. At this stage, I do not commit to tying any particular semantic type to a particular syntactic formation, though as I will discuss below and return to in $\S 5 \cdot 4$, the relationship between semantic type and syntactic structure is not arbitrary.

### 2.2.2 Syntactic types

In this section, I evaluate the competing Minimalist analyses of 'plain' relatives and correlatives. The first category includes quite a large set of different syntactic types, including internally-headed vs. externallyheaded RCs, as well as pre- vs. post- vs. circum-nominal RCs. See, e.g., Lehmann (1984), de Vries (2002) and Cinque (2020) for major cross-linguistic overviews of these different types under varying theoretical assumptions. For the purposes of the following discussion, I will focus on what are traditionally referred to as externally-headed postnominal RCs as examples of 'plain' relatives, as these are the main type found in IE languages.

### 2.2.2.1 'Plain' relatives

Generativist theories of RC syntax can be divided into broadly three analyses, which vary concerning the details of the syntactic relationship between (a) The matrix clause (MC) (b) the head noun (antecedent) (c) the relative clause ( RC ):

[^10]1. Head External Analysis (HEA) (Chomsky, 1981):
(a) Adjunction hypothesis: RCs are adjoined to NP or DP
(b) Base-generated head hypothesis: The head noun of an RC is base-generated outside the RC
2. Head Raising Analysis (HRA) (Brame, 1968; Schachter, 1973; Vergnaud, 1974; Kayne, 1994; Bianchi, 1999, 2000; de Vries, 2002): ${ }^{[6}$
(a) Determiner complementation hypothesis: The RC is the syntactic complement of $\mathrm{D}^{\circ}$
(b) Head-raising hypothesis: The head noun raises from a structural position within inside the RC
3. Matching Analysis (MA) (Lees, 1960, 1961; Sauerland, 1998, 2003; Citko, 2001; Salzmann, 2006, 2017; Douglas, 2016): 17
(a) Base-generated head hypothesis: The head noun of an RC is base-generated outside the RC
(b) Matching hypothesis: There is a complex representation of the head noun within the RC, which is deleted at PF under identity

To illustrate the difference between these theories, consider the following RC:
(2.28) The thing which you see

Under the HEA, the structure posited for this would be:
(2.29)


The functional head associated with 'which' in ex. (2.29) is referred to as the relative operator (OP); in English RRCs such as ex. (2.29), OP can be null, in which case the declarative complementiser 'that' can be optionally pronounced.

[^11](2.30) The thing $\mathrm{OP}_{\mathrm{i}}$ (that) you see $t_{\mathrm{i}}$

OP originates as a complement of VP, and raises to a position in [Spec, CP ]. Here, it turns the CP into a predicative expression. ${ }^{18}$

Under the HEA, the difference between RRCs (and MaxRCs) and ARCs can be encoded in the syntax: namely, by what constituent the RC adjoins to. There is some disagreement between authors on where exactly the adjunction happens (cf. Browning, 1991: 51), but it has been argued that the difference between RRCs and ARCs can be encoded in terms of scope: for RRCs, the external $\mathrm{D}^{\circ}$ takes scope over the relativised noun phrase. For instance, 'the coins that I have' selects every item in the intersection between the sets COINS and THINGS THAT I HAVE, but 'some coins that I have' selects only a subset of these items. On the other hand, for ARCs, ‘[t]he semantic effect of the...article...is applied to the antecedent noun phrase in a way that logically precedes the modification of this noun phrase by an [ARC]' (Probert, 2015: 69). So, in 'the/some coins, which I have' the article does not take scope over the RC, as it has already 'applied' its semantic constraints to the head noun before relativisation. On a theory where scope $=$ c-command, ${ }^{0}$ therefore, ARCs should adjoin higher up in the structure such that the external $\mathrm{D}^{\circ}$ does not c-command that RC, and therefore does not take scope over its contents. Thus, while RRCs adjoin to NP, as in ex. (2.29) above, ARCs adjoin at the DP level (Demirdache, 1991), as in (2.31) below.


However, as noted above, the diagnostics that distinguish between RRCs vs ARCs are languagespecific. There are languages in which there is no distinction in the surface forms of RRCs and ARCs, including Basque and Japanese (Bianchi, 1999: 136). ${ }^{20}$ It is also possible to encode the semantic content of ARCs in other ways, such as treating relative pronouns as E-type pronouns (I discuss this possibility for PIE in §5.6). For this reason, hard-wiring a distinction into the syntactic derivation, in the form of adjunction level, is not the only way of capturing the interaction of semantics and syntax here.

[^12]Moreover, there are several weaknesses to the HEA. These are addressed in detail across the authors who favour either the HRA or the MA to the HEA (see references above). The earliest arguments against the HEA and for the HRA, as put forward by Brame (1968), Schachter (1973) and Vergnaud (1974), involve reconstruction effects, ${ }^{2}$ where the relativised head noun needs to be understood as originating within the RC in order to bind an anaphor, here exemplified with the reciprocal pronoun each other:

## (2.32) The [interest in [each other $\left.]_{\mathrm{i}}\right]_{\mathrm{j}}$ that [John and Mary $]_{\mathrm{i}}$ showed $t_{\mathrm{j}}$ was fleeting

(Schachter, 1973: 43a)

Unfortunately, reconstruction effects of this sort (and other locality constraints) are hard to diagnose in the ancient IE languages. ${ }^{22}$ More relevant criticism, for the purposes of this thesis, can be found in Bianchi (2000), who argues against the HEA and in favour of the HRA with reference to ancient IE languages. Her first argument pertains to the status of the relative pronoun itself. Bianchi discusses the following example:

```
(2.33) [animum meum] esse in hoc corpore ex eis
    soul.ACC.SG.M my.ACC.SG.M be.INF in DEM.ABL.SG.N body.ABL.SG.N from DEM.ABL.PL.F
    rebus quas gerebam intelligebatis
    thing.ABL.PL.F REL.ACC.PL.F do.IMPF.1SG understand.IMPF.2PL
```

    'You understood that my soul was in my body from the deeds I performed.'
    

Here, the relative pronoun quas acts as an 'independent pronoun anaphoric to the antecedent NP' rebus ('things') (Bianchi, 2000: 56). Bianchi compares this use of the relative pronoun with that found in correlative clauses (discussed in detail below). In correlative RCs, rather than acting 'anaphorically', relative qui seems to act rather as a determiner that selects the relativised a head noun (Bianchi, 2000: 56):

[^13]```
(2.35) Quibus diebus Cumae liberatae sunt obsidione,
REL.ABL.PL.M day.ABL.PL.M Cumae.NOM.PL.F free.PPP.NOM.PL.F be.PRES.3PL siege.ABL.SG.F
    isdem diebus... Ti.Sempronius... prospere pugnat
    same.ABL.PL.M day.ABL.PL.M Titus-Sempronius.NOM.SG.M victoriously fight.PRES.3SG
```

    'In the days in which Cumae was freed from siege, in the same days... Titus Sempronius fought
    victoriously'
    (Livy Ab urbe cond. 23.37)

In this example, quibus fulfils the same syntactic role as eis does in (2.33)-i.e., it is a determiner selecting a noun (diebus, 'days')—and apparently not the same role as quas in ex. (2.34), which Bianchi takes to be an 'independent pronoun'. Bianchi argues that this apparent dual function of the relative pronoun (or OP) is an unresolved issue in HEA, which is more generally inept to account for correlatives (on which see §2.2.2 below).

Second, Bianchi treats issues of case attraction. Case attraction phenomena can lead to either the relative pronoun or the head noun surfacing in a case that appears to be at odds with our expectations (Smyth, 1956: §2522, §2533):


```
    worthy.NOM.PL.M the.GEN.SG.F freedom.GEN.SG.F REL.GEN.SG.F obtain.PERF.2PL
```

    'Worthy of the freedom which you have obtained'
    (Xen. An. 1.7.3)
Usually, the relative pronoun takes its case from the syntactic role it plays in the RC. In ex. (2.36), as the direct object of $\chi \dot{\varepsilon} \chi \tau \eta \sigma \theta \varepsilon$ ('you have obtained') we expect the relative pronoun to occur in the accusative case. Instead it appears in the genitive, because it has been "attracted" to its antecedent $\grave{\lambda} \lambda \varepsilon \cup \theta \varepsilon \rho i \alpha \varsigma$ ('freedom'), which stands in the genitive because it is governed by $\alpha \mathfrak{\xi}$ וol ('worthy'). It is worth noting, however, that case attraction phenomena are fairly rare: while certain Classical Greek authors (e.g., Xenophon) exhibit it optionally, it is altogether absent at the earliest stages of the language (Probert, 2015: 167-70); Bianchi (1999, 2000) cites evidence from Classical Latin, but this is highly exceptional (Pinkster, 2021: 489-90).

The opposite, however-so-called "inverse attraction"-is more common. ${ }^{23}$ This is where the head noun is "attracted" to the case of the relative pronoun:

```
(2.37) है\lambda\varepsilon\gammaov ő\taul \Lambda\alpha<\varepsilon\delta\alpha<\muóviol \hat{\omega}v \delta'\varepsilońov\tau\alphal \pi\alpháv\tau\omegav
    say.AOR.3PL that Spartan.NOM.PL.M REL.GEN.PL.N need.PRES.3PL all.GEN.PL.N
    \pi\varepsilon\pi\rho\alphaүó\tau\varepsilon\varsigma \varepsilonî\varepsilonv
    gain.PERFP.NOM.PL.M be.OPT.3PL
```

    'They said that the Spartans had gained everything which they needed.'
    (Xen. Hell. 1.4.2.)
Here, $\pi \alpha \dot{\alpha} \tau \omega \nu$ ('everything') is the direct object of $\pi \varepsilon \pi \rho \alpha \gamma o \tau \varepsilon \varsigma ~ \varepsilon โ ิ \nu ~('(t h e y) ~ g a i n e d ’), ~ a n d ~ s h o u l d ~$ stand in the accusative. Instead, it appears in the genitive; it is attracted to the case of the relative pronoun $\hat{\omega} v$, which stands in the genitive as the complement of $\delta \dot{\delta} 0 v \tau \alpha l$ ('they need').

Bianchi (2000: 58-9) argues that both these phenomena are problematic for the HEA. With regard to the 'normal' case attraction in ex. (2.36), it is not clear how the higher $\mathrm{D}^{\circ}(\tau \hat{\eta} \varsigma)$ can assign case

[^14]to the lower $\mathrm{D}^{\circ}(\hat{\eta} \mathrm{s})$. ${ }^{\text {. }}$ The example of 'inverse' attraction in ex. (2.37) is even stranger: how does the QP containing $\pi \alpha \dot{\alpha} \tau \omega \nu$ ('everything') receive its case from a verb $\delta$ 'zov $\bar{\alpha} \alpha l$ ('they need') supposedly within its own adjunct?

For these reasons, Bianchi argues, we should abandon the HEA, and instead adopt the HRA per Kayne (1994). ${ }^{\text {5 }}$ This is schematised below:
(2.38)


There are two central differences between the HRA and the HEA. First, note that the relative CP, rather than adjoining to the head NP/DP, appears as a complement of the external $D^{\circ}$ ('the'). The head noun of the RC ('thing'), therefore, belongs to the internal DP, which is base generated in the relative CP. The observed linear order is then derived by two movements: first, the internal DP ('which thing') raises to [Spec, CP] of the RC; then the NP ('thing') to [Spec, DP]. In this account, then, the head noun forms a constituent with the relative pronoun, and not with the external $\mathrm{D}^{\circ}$. In other words, [the thing] is not a constituent, but [thing which] is.

Recall the aforementioned issue with apparent dual syntactic role of the relative pronoun qui in exx. (2.34) and (2.35). Under the HRA, the two are collapsed:
(2.39)


[^15]

In both cases, the relative pronoun is a $\mathrm{D}^{\circ}$ that selects an NP complement; the difference in word order is explained by the movement of the NP rebus to [Spec, DP] in ex. (2.34). This movement is driven by the external $\mathrm{D}^{\circ}$, which is not present in correlative RCs such as in ex. (2.40). ${ }^{.6}$ The apparent lack of agreement in case between rebus (ABL) and quas (ACC) in ex. (2.34) is also accounted for by this movement: the DP is base generated as quas res (ACC), but when the whole phrase raises to [Spec, CP], and the NP raises to [Spec, DP], the external $\mathrm{D}^{\circ}$ assigns ablative case to the relative NP.

I will return to the relation between 'plain' relatives and correlatives in $\S 5$. For now, however, note that Bianchi's first issue concerning the status of the relative pronoun has been resolved: it is always a $\mathrm{D}^{\circ}$. Moreover, "inverse case-attraction" follows logically from the HRA, and is neither "inverse" nor "attraction"; it is simply the retention of the base-generated case, without influence from an external $\mathrm{D}^{\circ}$. However, the "normal" case pattern, where the head NP and the relative $\mathrm{D}^{\circ}$ can disagree in case requires some further explanation. According to Bianchi (1999, 2000), the NP bears the case of whichever D ${ }^{\circ}$ it is governed by at the end of the syntactic derivation. In other words, morphological case agreement is post-syntactic, and takes place at PF. As Salzmann (2017:93) notes, this is not impossible, but case agreement does not seem to bear any other distinctive features of a PF process, such as a unique sensitivity to linear order; on the contrary, morphological agreement in Latin (and other ancient IE languages) is expressly insensitive to linear order, as evidenced in the preponderance of discontinuous constituents in structures that often fall under the traditional category of hyperbaton (see, e.g., Horrocks, 2011). Bianchi (1999: 94-5) draws support for this possibility by arguing that conventional "case attraction" also appears to show this sort of late stage agreement, but it is not immediately clear that attraction, which is at best optional and often absent altogether, should be accounted for under the same mechanism as the "regular" pattern.

Thus, although the HRA explains several issues that are not dealt with by the HEA, various issues remain. Detailed discussions are given in Sauerland (1998, 2003); Salzmann (2006, 2017); Douglas (2016), inter alia. While these criticisms may include case behaviour as discussed above, there are other issues too. Salzmann (2017: 96-102) offers an extensive critical analysis of Bianchi (1999, 2000), identifying five flaws with Bianchi's account (Salzmann, 2017: 101):

1. The lack of reconstruction effects in some $\mathrm{RCs}^{\text {7 }}$ suggests the possibility that RCs can merge late

[^16]in the derivation. This is more plausible if they are adjuncts (as in HEA) rather than arguments (as in HRA)
2. Extraction asymmetries: Extraction of the head noun of an RC is marginally acceptable, while extraction of another noun from within the RC is ungrammatical. ${ }^{28}$ This suggests the head noun does not originate within the RC, contra the HRA
3. Various violations of locality constraints: including, e.g., violations of the Left Branching Constraint and extraction from a PP, etc.
4. Status of the relative pronoun: Relative pronouns don't pattern with determiners, but with demonstratives ${ }^{29}$
5. Case assignment: Under the HRA, the assignment of case by the governing $\mathrm{D}^{\circ}$ appears to take place at PF (once the derivation is complete) rather than in the narrow syntax

A comprehensive discussion of these issues lies beyond the scope of this thesis. Some of Salzmann's criticisms are theory-internal (e.g., late merger), and some do not clearly apply to ancient IE languages. For locality, to take just Latin as an example: the Left Branching Constraint is completely inoperative (Ledgeway, 2018). Again, extraction from a PP falls into the larger pattern of discontinuous constituents, which are perfectly grammatical. Moreover, it is very difficult to diagnose differences between Determiners and Pronouns in these languages: relative pronouns are formally identical whether they appear with an overt head noun or not. ${ }^{50}$ As such, they may not be directly applicable for the purposes of the current investigation. Nevertheless, it is worth considering the alternative put forward to remedy these issues: most commonly, this is the Matching Analysis (MA).

The MA represents a mixture of the HEA and the HRA. The theory stipulates that there are two instances of the head noun: one generated externally (per the HEA), and one within the RC (per the HRA). The two are identical, but are not copies in the Minimalist sense: they are formally identical and not linked by a movement chain: they match. ${ }^{[17}$ the RC can be either adjoined to the externally generated head noun (per the HEA), or a complement (per the HRA). The former is demonstrated below:

[^17](2.41)


As in the HRA, the RC-internal head noun raises (together with OP, or the relative pronoun) to [Spec, CP]. When the derivation reaches PF, the lower, RC-internal head noun will be deleted under identity, leaving only the higher, RC -external head noun to be pronounced, but stranding the relative pronoun. Essentially then, as noted by Douglas (2016: 15), '[t]he fundamental difference between the HRA and MA lies in how the top-most copy of the RC head gets to its position. In the HRA, we have movement, whilst in the MA, we have base-generation.'

Advocates for the MA argue that it solves the issues such as those enumerated by Salzmann (2017) for the HRA. Nevertheless, the MA brings with it its own issues. Indeed, the criticisms of the sort made by Brame (1968), Schachter (1973) and Vergnaud (1974) of the HEA are arguably applicable to the MA: as long as we understand the head noun to be base-generated outside the RC—whether it is 'matched' with the internal head or not-we cannot account for reconstruction effects such as those observed in ex. (2.32). ${ }^{2}$ Nevertheless, some authors (e.g., Douglas, 2016: 26-9) have argued that the MA can account for these reconstruction effects. Once again, we find ourselves caught in an ongoing dispute that is somewhat theory-internal, with diagnostics that are difficult to apply to the languages under investigation in this thesis. Once again, we may shed some light on the issue by looking at case effects.

Under the MA, we get the first of the three case patterns (the 'regular' one) for free. Since the top-most instance of the head noun is generated externally to the RC, we predict that its case will be assigned within the matrix clause (GEN). On the other hand, since the relative pronoun is base-generated within the RC, together with the lower instance of the head noun, we predict that it will reflect the case assigned according to its grammatical function within the clause. On the face of it, this is a simpler account than one in which the head-noun is somehow 're-assigned' its case according to the external $\mathrm{D}^{\circ}$. Yet to account for the 'attraction' of the relative pronoun to the case of the head noun, another mechanism is required. A detailed account of case attraction under the MA is given in Salzmann (2017: 411-7).

[^18]He notes that case attraction is most likely when the head noun bears a more oblique case than the relative pronoun, following the hierarchy GEN > DAT > ACC > NOM. In other words, when a relative pronoun undergoes case attraction, it is attracted from a less oblique case to a more oblique case. Citing the work of McFadden (2004) and Assmann (2013), Salzmann (2017: 410) argues that we should understand cases as feature-bundles: the more oblique a case, the more features it bears. Thus nом can be schematised as $[\alpha]$, ACC as $[\alpha \beta]$, etc. If the probe (i.e., the case-assigner) has a subset of the case features of the goal (i.e., the case-assignee), the latter can check the case requirements of former without entering into an agreement relation. A second requirement for his model is that the relative pronoun can be merged into the derivation with either the case features assigned by the RC verb or the matrix verb. This allows Salzmann to posit structures such as the following to account for instances of case attraction (adapted for ex. 2.36):
(2.42)


The derivation proceeds as follows. The relative pronoun, $\hat{\eta} s$ is merged into the derivation bearing the (unchecked) case features assigned to the head noun in the MC (GEN). The relative pronoun (RelP) then enters into a checking relation with $\chi \varepsilon ์ \chi \tau \eta \sigma \theta \varepsilon$, allowing the verb to 'discharge' its accusative case-probe; yet because RelP bears the case feature [iGEN], which is more oblique than the one on the verb, [uACC], according to Salzmann (2017: 412), it 'remains active for case checking.' It can then move to [Spec, CP] where it enters another checking relation. This time $\mathrm{N}^{\circ}$ ( $\left.\dot{\text { E }} \lambda \varepsilon v \theta \varepsilon \rho i \alpha \varsigma\right)$ acts as a probe. And since $\grave{\grave{\lambda}} \lambda \varepsilon \cup \theta \varepsilon p i ́ a \varsigma$ bears the same case features as its goal ( $\hat{\eta} \varsigma)$, the former checks the remaining features on the latter, at which point it ceases to be active for any further case checking.

So, the MA may be able to handle conventional attraction phenomena too. Yet Salzmann (2017): 417, n.56) admits that it cannot account for "inverse attraction": it falls into exactly the same trouble as the HEA. Because the instance of the head NP that is spelled out is base-generated external to the RC, there is no mechanism for it to receive its case from the relative pronoun. The field thus remains quite divided as to which of the HRA or the MA provides a more cogent account for the syntactic facts. Depending on the precise details of a given RC both intra- and cross-linguistically, each appears to have its own strengths. As
such, in a bid to square the circle, certain authors have permitted a 'mixed account', of the sort developed by Sauerland (1998, 2003). In short, we may hold that within the same grammar, RCs can instantiate either the HRA or the MA construction, with different grammatical effects accordingly. A recent account of this sort is Cinque (2013, 2020). He holds that all RCs begin with the following structure: $\mathbf{V 3}^{3}$
(2.43)


In cases where the HRA makes the correct predictions, Cinque postulates that $\mathrm{dP}_{2}$ raises to [ Spec , $\mathrm{CP}]$. At PF , both $\mathrm{dP}_{1}$ and the lower copy of $\mathrm{dP}_{2}$ are deleted under identity, yielding a structure that could have been derived by the HRA.
(2.44)


[^19]On the other hand, where the MA makes the correct predictions, it is $\mathrm{dP}_{1}$, base-generated externally, that raises, to [ $\mathrm{Spec}, \mathrm{FP}$ ]. In this scenario, $\mathrm{dP}_{2}$ is still raised to [ $\mathrm{Spec}, \mathrm{CP}$ ] within the RC , but is deleted at PF under identity. ${ }^{64}$


Thus, Cinque ingeniously collapses both matching and raising constructions into one underlying structure, the difference being encoded not in fundamentally different derivations, but rather as variation between which of the two instances of the head noun, $\mathrm{dP}_{1}$ or $\mathrm{dP}_{2}$, raises. To bring this back to the touchstone of case attraction-on which Cinque (2020) actually has fairly little to say-this model could allow for a HRA-style derivation to account for "inverse attraction", but an MA-style derivation to account for other case patterns accordingly. More generally, Cinque (2020: 31) posits the following features as characteristic of $\mathrm{dP}_{1}$ raising (generating the HRA structure, as in ex. 2.44):
a. (obligatory) reconstruction (the Head has to be interpreted inside the RC)
b. sensitivity to strong islands
c. refractoriness to resumptive pronouns
d. possible occurrence in anti-pronominal contexts
e. incompatibility with $w h$-pronouns (unless these are assimilated to an invariant relativizer)
f. no extraposition
g. no stacking
h. sensitivity to weak islands

In all other instances, according to Cinque (2020), it is $\mathrm{dP}_{2}$ that raises, generating the MA structure, as in ex. (2.45). It is worth noting that these distinctions in some way replicate the earlier debates

[^20]on HRA vs. MA, and as such are subject to the same difficulties when applied to ancient IE languages. Consider, for instance, the claim that HRA-style RCs show 'incompatibility with wh-pronouns'. This restriction is demonstrated by considering (maximalising) amount RCs, a type of RC in which Cinque (2020: 22) suggests a 'raising'/HRA-style derivation is 'forced'. He notes (2020: 28 ) that these are allegedly incompatible with $w h$-pronouns:
(2.46) Marv put \{everything, those things, the things\} (\{that, *which\}) he could in his pocket.
(Carlson, 1977: 526)
He further argues that speakers who disagree with this grammaticality judgement ${ }^{35}$ 'reanalyse such pronouns as stylistic variants of that $/ \varnothing$ ! ${ }^{[6]}$ In English at least, any supposed counter-evidence to the claim that $w h$-pronouns are incompatible with amount RCs can thus be explained away. Yet Cinque (2020) does not appear to consider languages in which inflected relative (i.e., wh-) pronouns are the only way of introducing finite RCs, to the exclusion of an uninflected complementiser. Clearly such languages instantiate amount RCs, as in the following example from Ancient Greek (Probert, 2015: 140):


```
    if truly PTC all.ACC.PL.N finish.FUT.2SG which-amount.ACC.PL.N promise.AOR.2SG
    \Delta\alphap\alphavíòn Прг\alphá\mu\omega
    Dardanian.dat.sG.m Priam.dAt.sG.m
    'If you will really accomplish everything (which) you promised to Dardanian Priam'
```

                                    (Hom. Il. 13.375-6)
    These data do not fit neatly into Cinque's characterisation of amount relatives. I have further concerns with Cinque's (2020) account for correlative clauses, which I discuss in §2.2.2.2 below. Nevertheless, it seems clear that whether or not the two approaches can be unified à la Cinque, both the HRA and the MA are required to account for 'plain' relatives. For this reason, I do not adopt a strong stance as to which is preferable here; both will feature in my analysis of PIE RCs in $\S 5$.

### 2.2.2.2 Correlative relatives

So far, I have focused mainly on the structure of the RC, and not the MC. This is because in 'plain' relatives of the type discussed in §2.2.2.1, the RC occupies a DP position within the MC, often as an argument of the main verb. In other words, if the relativised head noun is the subject of the sentence, the RC will occupy the subject position in the MC:
(2.48) [ mC [simple DP The girl] is tall.]
(2.49) [мс [Reativised DP The girl [ rC who is standing over there]] is tall].

In correlative clauses, however, the RC does not occupy a DP position within the MC; that position is instead occupied by a correlative demonstrative pronoun, as in the following form:

[^21](2.50) [ RC Which girl is standing], [MC she is tall]

What arises from this distinction is the fact that while 'plain' RCs can be 'embedded' within the MC, correlatives cannot; the 'embedded' position is reserved for the correlative demonstrative:
(2.51) [MC I told the [ ${ }_{\mathrm{RC}}$ student who was writing a thesis] to take a break]
(2.52) [ ${ }_{\text {RC }}$ Which student was writing a thesis], [MC I told them to take a break]

In English, while correlative clauses are (just about) grammatically possible, they are a highly marked relativisation strategy, and are usually avoided in favour of 'plain' relatives. However, there are some languages for which correlatives are quite unmarked, including certain ancient IE languages. Much of the generativist literature on the topic has been based on Hindi and other closely related Indo-Aryan languages, since they are some of the better studied modern languages that employ correlatives as an unmarked relativisation strategy; as such, many of the examples in the following section come from Hindi, such as the following (Dayal, 1996: 16o):

```
(2.53) jo larkī kharī hai vo (larkū)
    REL.NOM.SG girl.NOM.SG.F standing.SG.F be.PRES.3SG DEM.NOM.SG girl.NOM.SG.F
    lambī hai
    tall.NOM.SG.F be.PRES.3SG
    'Which girl is standing, she is tall' = 'The girl who is standing is tall'
```

Note also that in correlative clauses, the head noun can be spelled out twice: once in the RC, and once in the MC. This is another feature that is not possible in 'plain' RCs, where even if there are two instances of the head noun underlyingly (as in MA), only one is spelled out.

In §2.2.2.1 above, I concluded that 'plain' RCs could be accounted for with either the HRA or the MA, both of which ultimately lead to complex DPs that can occupy argument positions within the MC. Despite some obvious similarities, correlatives do not immediately follow from the same grammatical structures, and for this reason they require their own theory. Historically, there have been two main schools of thought surrounding the structure of correlative RCs. These can be broadly defined as Uniform versus Non-Uniform accounts of correlatives. The former treats the underlying structure of correlative RCs to be identical to 'plain' RCs, while that latter treats correlatives as structurally distinct.

I start with the Non-Uniform approach to correlative clauses. For Non-Uniformists, the correlative RC is not a DP, like a 'plain' RC, but rather a CP, which is adjoined to the IP of the MC (Srivastav, 1991; Dayal, 1996; de Vries, 2002; Davison, 2009). This is represented below for ex. (2.53):
(2.54)


[^22]De Vries (2002: 40) lists four features of correlative RCs that suggest they are CPs rather than DPs:
(a) Correlative RCs do not occur in DP positions
(b) Correlative RCs never have an external determiner
(c) Correlative RCs never have an external Case ending or another nominal marking
(d) Correlative RCs never have an external (affixed) adposition

There is a conceptual simplicity to seeing the relative part of a correlative clause as a CP, especially when combined with the HRA adopted for 'plain' relatives, repeated below:
(2.55)


The difference between a correlative clause and a 'plain' relative boils down to one core structural difference: the outer DP layer, which is marked above the dotted line in red ex. (2.55). In a 'plain' relative, the external $\mathrm{D}^{\circ}$ is responsible for nominalising the relative CP , allowing the relativised DP to occupy an argument position within the clause. In correlative clauses, this outer $\mathrm{D}^{\circ}$ is not merged into the derivation, and the RC remains a CP . This means it cannot occupy an argument position within the matrix clause, and so the position must be occupied by a co-indexed correlative DP.

One of the major criticisms of the Non-Uniform approach to correlatives is that it requires a differentstructure to a 'plain' relatives. According to $\operatorname{Cinque}(2013,2020)$, however, there are no languages that use correlatives exclusively for relativisation. In Hindi, for example, ex. (2.53) can be paraphrased using a centre-embedded, postnominal 'plain' RC:


To Cinque, this suggests that correlatives are, by and large, simply a specialised form of 'plain' relative (to be discussed below). ${ }^{\text {[s }}$

Another set of arguments against the correlatives-as-independent-CPs approach comes from Bhatt (2003), who argues that a Uniform hypothesis is preferable. ${ }^{\text {S }}$ Building on the observations of Dayal

[^23](1996), Bhatt (2003) demonstrates that correlatives in Hindi are bound by various locality constraints: they are sensitive to island effects; the RC and the correlative pronoun appear to form a constituent; and they are subject to reconstruction effects, as exemplified with Binding condition $\mathrm{C}^{40}$ below ( $\overline{\mathrm{Bhatt}}, 2003$ : 513): ${ }^{11}$
\[

$$
\begin{array}{llllll}
(2.57) & \text { jo } & \text { larkk } \bar{u}_{i} & \text { sīt } \bar{a}-k o_{j} & \text { pyār } & \text { kart } \bar{\imath}
\end{array}
$$ \quad hai, \quad u s-n e_{i / *_{j} / k}
\]

Bhatt argues that a structure in which the RC constitutes a CP base-generated outside the matrix clause cannot account for such locality effects. He therefore argues that the relative CP is adjoined to the correlative pronoun (DemP, within the matrix clause), and subsequently fronted:


```
    [RC REL.NOM.SG girl.NOM.SG.F Sita.ACC.SG.F love doing.SG.F be.PRES.3SG] \({ }_{\mathrm{k}}\), DEM.ERG.SG
    [Dem-XP \(t_{\mathrm{m}} u s-k o_{*}^{*} / j\) ] thukrāa diy \(\bar{a}\)
    [Dem-XP \(t_{\mathrm{m}}\) DEM.ACC.SG] rejection give.PERF
    \({ }^{\prime}\) Which girl \(_{\mathrm{i}}\) loves Sita \(_{\mathrm{j}}\), she \(_{\mathrm{i} / * \mathrm{j} / \mathrm{k}}\) rejected her \({ }_{\mathrm{i}_{\mathrm{i} / \mathrm{j}}}\) '
```

Bhatt argues that this account for all 'simple' (i.e., single-headed) correlatives in Hindi. However, Hindi also exhibits multiple-headed correlatives, such as the following:

| (2.59) | jis | larkine | jis | larke | ke-sāth | khelā | usne |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| REL.ERG.SG | girl.ERG.SG.F | REL.ERG.SG | boy.ERG.SG.M | with | play.PERF | she.ERG he.ACC |  |
| harāy $\bar{a}$ |  |  |  |  |  |  |  |
| defeat.PERF |  |  |  |  |  |  |  |

'Which girl played with which boy, she defeated him'='Whichever girl defeated whichever boy she played with'

Multiple-headed correlatives do not exhibit the same locality effects observed in single-headed correlatives (Bhatt, 2003: 516).

```
(2.6o) jis-ne i rām-koj jise k diyā, us-ne j us-se k us us i kil tarīf
    REL.ERG.SG Ram.ACC REL.DAT.SG give.PERF DEM.ERG.SG DEM.INS.SG DEM.OBL of praise
        k\overline{l}
        do.PERF
```

'Who ${ }_{i}$ gave Ram ${ }_{j}$ to whom ${ }_{k}$, he ${ }_{k}$ praised him ${ }_{i}$ to him $_{j}$ ' = 'Person $A_{i}$ gave Ram ${ }_{j}$ to Person $B_{k}$, and $\operatorname{he}_{\mathrm{j}}(=\operatorname{Ram})$ praised $\operatorname{him}_{\mathrm{i}}(=$ Person A$)$ to $\operatorname{him}_{\mathrm{k}}(=\text { Person } \mathrm{B})^{\prime}$

[^24]Note that in ex. (2.6o), for the R-expression rām-ko ('Ram') to be felicitous under Binding Condition C , it cannot originate below the co-referenced demonstrative us-ne ('he'). As such, Bhatt argues that for multiple-headed relatives only, the relative CP must be base-generated at the left edge of the clause, adjoined to IP, as in the non-Uniform analysis of correlatives. For the majority of correlatives, being only single-headed, the Uniform account of correlatives is preferred because it can account for the various locality constraints put forward. Put another way, Bhatt's criticism of traditional non-Uniform approaches to correlatives can be characterised as 'generaliz[ing] the worst case' (Cinque, 2013: 210), namely that of multiple-headed correlatives.

Cinque's $(2013,2020)$ approach is quite different from Bhatt's, but is still largely Uniform in nature, in the sense that he derives correlatives from the same starting point as 'plain' relatives. Essentially, he holds that the relative part of a correlative sentences is straightforwardly a left-dislocated relative DP (not CP), which is resumed by the correlative pronoun in the matrix clause. To exemplify this, let us take ex. (2.53) again. The starting point would be the 'plain' RC below (with the MA-style derivation as the default):


To derive the attested form, Cinque posits that the external $\mathrm{D}^{\circ}$ vo and head noun $\left(\mathrm{dP}_{1}\right)$ undergo a form of 'recoverable deletion' (Cinque, 2013: 209). This leaves us with the RC jo larkī kharı̄ hai, which Cinque understands to be a DP with the underlying structure posited in ex. (2.61). This DP is basegenerated in the MC and then raised to somewhere at the left edge of the clause. The syntactic detail concerning the nature of the fronting operation seem to vary cross-linguistically: Cinque (2020: 129) notes that the resulting construction 'may apparently be either an English-type Left dislocation/Hanging Topic (Kashmiri), or a German-type Contrastive Left Dislocation (German, Bulgarian), or a Romancetype Clitic Left Dislocation (as in the 'correlatives' of Italian).' In any event, the fronted relative DP is resumed in the MC, variably with repetition of the head noun or with a demonstrative alone, yielding the attested form:

```
(2.62) [Topic [\mp@subsup{}{\textrm{DP}}{\textrm{i}}\mp@code{jo larki kharī hai]], vol}
[Topic [DP }\mp@subsup{\textrm{P}}{\textrm{i}}{}\mathrm{ REL.NOM.SG girl.NOM.SG.F standing.NOM.SG.F be.PRES.3SG]] DEM.NOM.SG
lamb\overline{\imath hai}
tall.NOM.SG.F be.PRES.3SG
```

'[Topic The girl who is standing], she is tall'

Cinque (2020) justifies this approach with reference both to the evidence from locality discussed by Bhatt (2003), and by the logic that since correlatives are a 'non-exclusive relativization strategy', they do not merit a priori a distinct structure form 'plain' relatives. Cinque (2020: 139-41) also criticises de Vries' (2002: 40) observations, listed above, that suggest correlative RCs are CPs rather than DPs. He offers a selection of phenomena from various languages in response to each of de Vries' points, arguing that a DP-analysis to be preferable. These include:
a. Left dislocation accounts for the fact correlative RCs do not occur in DP positions
b. Correlatives in Itzaj Maya (Hofling, 2000) can be governed by an external $\mathrm{D}^{\circ}{ }_{a}>$ Correlatives can have an external determiner
c. Correlatives in Austronesian (Formosan) language Isbukun Bunun can be followed by a topic maker hai > Correlatives can have a 'nominal marking'
d. Correlative RCs can be preceded by a preposition in Italian > Correlatives can have an external adposition

On this basis, Cinque concludes that 'the DP status of correlative relatives is confirmed' (2020: 141). Nevertheless, he must still concede that the only viable treatment of multiple-headed correlatives is one in which they are 'free adjunct free RCs', i.e., CPs (Cinque, 2020: 127). He notes that 'a DP analysis for such cases is out of the question since the correlative CP cannot have two external heads' (2020: 127). Conceptually, then, it must be conceded that bare correlative relative CPs exist; they are simply a different construction from single-headed relatives. In sum, arguments from locality in Hindi and sundry grammatical phenomena noted by Cinque speak against a bare-CP analysis of some correlative RCs; in the absence of certain locality constraints, as in multiple-headed correlatives, a bare-CP approach is warranted. I believe this presents a satisfactory account of the facts in (at least) Hindi and other closely related Indo-Aryan languages.

As with the distinction between MA vs. HRA for 'plain' relatives, however, these arguments present some difficulty when applied to the ancient IE languages. We cannot diagnose island constraints, nor reconstruction effects of the sort observed in Hindi. Though they are rare, we do see multiple-headed correlatives in, e.g., Sanskrit: ${ }^{22}$

```
(2.63) yasya-yasya matam yad-yad }\mp@subsup{\textrm{j}}{\textrm{i}}{}\mathrm{ śrotum icchāmi tasya}\mp@subsup{\textrm{i}}{\textrm{i}}{
    REL.GEN.SG.M opinion.NOM.SG.N REL.NOM.SG.N hear.INF want.PRES.ISG DEM.GEN.SG.M
    tat j
    DEM.ACC.SG.N
    'Whatever the opinion}\mp@subsup{}{i}{}\mathrm{ is of whoever 

\footnotetext{
\({ }^{42}\) See further Hock (1989: 96).
}

Thus, even under Cinque's theory, we must concede that bare-CP correlative RCs are possible. The question is whether we have reason to believe that other, single-headed correlatives, are more convincingly derived under a Uniform approach than under a non-Uniform approach. My belief is that they are not. For example, the ancient IE languages present no serious challenge to de Vries' (2002: 40) criteria (see \(\S 5.2\) ); while I am happy to accept Cinque's exceptions as genuine, I do not believe they 'confirm' the status of all correlative RCs as DPs. I believe instead that this is a feature that can vary parametrically; I will argue in \(\S 5\) that for PIE, it is more likely that correlative RCs were CPs than DPs.

The question remains, therefore: at what level does the relative CP adjoin to the MC? In ex. (2.54) above, I have represented it as adjoining to IP. In Hindi, there is good evidence for this from minimality violations and other locality constraints (Dayal, 1996; Bhatt, 2003; Davison, 2009). Yet again, such diagnostics cannot be applied in the same way to ancient IE languages. In Sanskrit, for example, there is no clear evidence for such minimality constraints of the sort observed in Hindi (Davison, 2009); moreover, as established by Hock (1989), there is solid evidence that Sanskrit correlative structures are formed of two adjoined CPs; similarly strong evidence can be posited for Hittite, and extended to Latin and Ancient Greek. The question of adjunction position is thus another feature of RCs that may vary parametrically: I address the question of the adjunction site in PIE in §5.2.

I thus conclude this section with a summary of the generative account for RCs I adopt in this thesis.
- 'Plain' relatives are DPs, which take the RC as either a complement or an adjunct. The head NP raises from within the RC to [Spec, CP]: it may be matched by an external instance of the head noun, and subsequently deleted (MA), or there may be no external head noun, in which case the head noun that has raised from within the RC is spelled out (HRA)
- Correlatives have a similar structure to 'plain' relatives, but can lack the outer DP layer (i.e., they can be DPs or CPs)

Much is left unsaid in this summary: I aim to balance the elements of the theory I take to be 'given' for the purposes of this thesis (e.g., the theoretical validity of the HRA and the MA), and those which require investigation precisely as part of my reconstruction for PIE (e.g., the categorical status of correlative RCs), which I will return to in \(\S 5\).

The last set of theoretical preliminaries that must be addressed pertain to the specifics of the [Spec, CP] position.

\subsection*{2.3 The left periphery}

The left periphery constitutes what I have so far labelled as \(\mathrm{C}^{\circ}\) and anything that dominates it.
(2.64)


While this remains a useful shorthand, it has been established since Rizzi (1997) that this part of the clause is more complex than a single projection. In the first place, the CP domain is responsible for two core grammatical functions: Force and Finiteness. Force gives the sentence its 'type': declarative, interrogative, exclamative etc. In this sense Rizzi (1997) describes it as "looking outwards"; it contextualises the utterance within the discourse. Finiteness, on the other hand, "looks inwards"; it dictates whether the verb will be finite (i.e. bear features of mood and personal agreement, e.g. main verbs) or non-finite (i.e., not bearing the features above, e.g. participles, gerunds). For instance, the English complementiser that marks the sentence as both [+declarative] (Force) and [+finite] (Finiteness). The distinct functions of Force and Finiteness are therefore attributed to two syntactic heads: Force \({ }^{\circ}\) and Fin(iteness) \({ }^{\circ}\). As noted by Roberts (2004: 300), that a complementiser is associated with the properties of two functional heads-Force \({ }^{\circ}\) and Fin \({ }^{\circ}\)-is comparable to the fact 'a finite verb is associated with properties of \(\mathrm{V}^{\mathrm{o}}\) (thematic structure) and \(\mathrm{T}^{\circ}\) (tense).'

Rizzi (1997) established that we can diagnose the different positions of Force \({ }^{\circ}\) and Fin \(^{\circ}\) by observing the distribution of complementisers with respected to fronted topics. Consider the following (Rizzi, 1997: 288):
(2.65) Credo che il tuo libro, loro lo apprezzerebbero molto believe.PRES.1SG that the your book they it appreciate.CND.3PL much 'I believe that your book, they would appreciate it a lot'
(2.66) *Credo, il tuo libro, che loro lo apprezzerebbero molto believe.PRES.1SG the your book that they it appreciate.CND.3PL much *I believe, your book, that they would appreciate it a lot'
(2.67) *Credo di il tuo libro, apprezzar-lo molto believe.PRES.1SG of the your book appreciate.INF-it much *I believe I, your book, appreciate it a lot'
(2.68) Credo, il tuo libro, di apprezzar-lo molto believe.PRES.1SG the your book of appreciate.INF-it much 'I believe, your book, I appreciate it a lot'

In these examples, we can compare the relative ordering of the topicalised DP il tuo libro with two different complementisers: che and di. Note that the topicalised DP must follow che but must precede di. On this basis Rizzi argues that che manifests in Force \({ }^{\circ}\), the "top" of the left periphery, while di manifests in Fin \({ }^{\circ}\) (the "bottom"). Both would occupy \(\mathrm{C}^{\circ}\) in pre-Rizzian analyses: here we can see that this is not a unitary position.

Central to Rizzi's analysis of the left periphery is the Topic-Focus complex. This is an "accessory" component of the left periphery, visible only when a sentence contains a topicalised or focalised element, or both. It is located between Force \({ }^{\circ}\) and \(\mathrm{Fin}^{\circ}\), and constitutes maximally a single Focus head, \(\mathrm{Foc}^{\circ}\), nested between an unlimited number of Topic heads \(\left(\mathrm{Top}^{\circ}\right)\). The full structure is given below (adapted from Rizzi, 1997: 297):
(2.69)

\(\mathrm{Top}^{\circ}\) and \(\mathrm{Foc}^{\circ}\) may bear strong features (see \(\S 1.3\) ) and so attract topicalised/focalised elements to their specifier position. Thus Topics move to [Spec, TopP] and Foci move to [Spec, FocP], as in the following ( (Rizzi, 1997: 291):
(2.70) A Gianni, QUESTO, domani, gli dovrete dire to Johnny this tomorrow to-him must.FUT.2PL say.INF 'To Johnny, THIS, tomorrow, you should say'

\footnotetext{
\({ }^{43}\) Focalised elements are written in CAPS.
}
(2.71)


This theory relies on a clear understanding of the interpretive difference between Topic and Focus. In simple terms, a Topic is what the sentence is 'about', and 'is generally associated with the aspect of 'given' information' (Frascarelli, 2000: 2). On the other hand, Focus is often conceived of as information that is 'new'. Both Topics and Foci can be 'contrastive', yielding the following possibilities (Neeleman \& Vermeulen, 2012: 5):
\begin{tabular}{|c|c|c|}
\hline & Topic & Focus \\
\hline No contrast & aboutness topic & new information focus \\
\hline Contrast & contrastive topic & contrastive focus \\
\hline
\end{tabular}

Rizzi (1997) notes that Focus is also quantificational, in a way that Topic is not: while quantified expressions (everything, nothing etc.) can be focalised, they cannot be topicalised. Additionally, Focus, unlike Topic, is unique: there can only be one Focus per sentence, while Topics can proliferate. This is encoded in Rizzi's model by TopP projections being recursive (marked with an asterisk* in ex. 2.69 above) while there is only one FocP.

With this structure established, we must revisit our analysis of RCs. Whether we adopt the HRA or the MA, the RC contains a CP complete with its own left periphery.
(2.72) Head-Raising Analysis:

(2.73) Matching Analysis:


The same is also true, of course, of correlative clauses:
(2.74) Correlative clause:


In every case, the relative pronoun is fronted to left periphery of the RC, represented here by the generic [Spec, CP ] position. This movement is traditionally referred to as "wh-movement", and treated
analogously to the fronting of interrogative pronouns. \({ }^{(4)}\) However, with a finer understanding of the leftperiphery, we observe the fact that interrogative and relative pronouns do not target the same position in the left periphery. According to Rizzi (1997), interrogatives target [Spec, FocP]:4s this is justified on both interpretive grounds (interrogatives are quantificational, and often focalised) and distributional grounds, since interrogatives are not compatible with other Foci. Relative pronouns, on the other hand, can co-occur with Foci, as noted by Bianchi (1999: 191, n. 63):
(2.75) John is the kind of person who [Focus under no circumstances] would I be willing to talk to.

Since FocP is not recursive, [Spec, FocP] cannot be the landing site for fronted relative pronouns. We can also eliminate [Spec, FinP], since relative pronouns can be followed by Topics:
(2.76) This is the man who, [Topic his car], he gave away.

We are thus left with two viable positions for the relative pronoun: [Spec, ForceP] and [Spec, TopP]. Rizzi (1997) argues that relative pronouns occupy [Spec, ForceP] since they cannot be preceded by Topics in Italian. This does not seem to hold cross-linguistically, however: in ancient IE languages, topicalisation around the relative pronoun is quite common. I discuss this at length in §4, but for now note that this was observed for Latin (and Hungarian) by Bianchi (1999: 192), who cites examples such as the following:

(Plaut. Cas. 1-2)
On the basis of this evidence, Bianchi hypothesises that the relative pronoun occupies its own [Spec, TopP]. This may be justified on interpretive grounds: the relative phrase is, in a sense, what the RC is 'about'. Yet there seems to be some cross-linguistic variation here, as this does not account for the impossibility of topicalisation around the relative pronoun in languages such as Italian and English. There also remains the question of the ordering of the relative pronoun and the FocP projection. As such, the landing site for the relative pronoun is something that requires language-specific investigation: I address this question for PIE in \(\S_{4}\) and \(\S_{5}\).

Finally, there is question of the position of the head noun. It is first worth noting that in correlative clauses in ancient IE languages, unlike in English and Italian, the head noun does not itself need to raise to the left periphery, but can stay in its base-generated position, as in the following:

\footnotetext{
\({ }^{44}\) Languages may lack \(w h\)-movement, in which case they are referred to as "wh-in-situ". As we shall see in \(\S 3\) and \(\S 5\), there is some evidence for wh-in-situ strategies for RCs in PIE.
\({ }^{45}\) I do not address the position [Spec, IntP] here which Rizzi (2001) invokes to explain the position of indirect interrogative words (e.g. English 'if') or 'higher wh-elements' (e.g. Italian perché 'why?'), which goes beyond the scope of the current discussion.
}
```

(2.78) yáḥ tvắm agne havíspatiḥ dütám
REL.NOM.SG you.ACC.SG agni.vOC.SG offering-master.NOM.SG messenger.ACC.SG
deva saparyáti
god.vOc.SG worship.PRES.3SG
'The master of the offerings who worships you the messenger, O divine Agni...' (RV 1.12.8ab)

```

When the entire relativised DP is raised, the head noun does not usually raise above the relative pronoun, but stays as its complement. \({ }^{46}\)

```

    REL.ACC.SG.M INDEF.ACC.SG.M PTC king.ACC.SG.M and eminent.ACC.SG.M man.ACC.SG.M
    xl\chiEí\eta
    encounter.AOR.OPT.3SG
    'Whichever king or eminent man he encountered...'
    As for 'plain' relatives, if we follow the MA, the version of the head noun that is spelled out is base-generated externally to the RC, and so is not implicated in the left-periphery of the RC at all. On the other hand, under the HRA, the head noun is strictly base-generated RC-internally and fronted. For this reason, Bianchi (1999) dedicates significant discussion to the position of the head noun, ultimately deciding that it raises to [Spec, ForceP], rather than [Spec, DP] as suggested in ex. (2.72) above. The revised structure is therefore the following (Bianchi, 1999: 191):


Since this is only really an issue for the HRA, and since raising of the head noun is not a necessary feature of ancient IE correlatives, I will take no strong view on the position of the head noun in the left periphery. Instead, I will focus on establishing the position of the relative pronoun in the left periphery (i.e., the nature of relative wh-movement), which affects all types of RCs under all possible analyses, representing a central question in the reconstruction of PIE RCs.

[^25]
## Chapter 3

## The Relative Pronoun(s) of Proto-Indo-European

Relative clauses are generally introduced in the archaic Indo-European languages by a relative pronoun. In some languages, this pronoun is descended from a form ${ }^{*} k^{w} i-\left.1\right|^{*} k^{w} \delta^{-}$-, while in others it is descended from a form *yó-. In this chapter, I survey the syntactic and semantic behaviour of the descendants of these pronouns in the attested languages. This includes a discussion of both their relative and non-relative uses. I conclude that neither * $k^{w} i-1 \|^{*} k^{w} \delta$ - nor *yó- can be excluded as a relative pronoun in Proto-Indo-European, and that together they reflect what was a unitary syntactic category in the protolanguage: *ReL.

### 3.1 A brief survey

The distribution of the relative pronouns across the IE language families is as follows:

- Descendant of * $\boldsymbol{k}^{w} \boldsymbol{i}-/^{*} \boldsymbol{k}^{w} \boldsymbol{\sigma}$ - as a relative pronoun:
- Anatolian
- Italic
- Tocharian
- Descendant of *yó- as a relative pronoun:
- Armenian - Greek
- Balto-Slavic - Indo-Iranian
- Celtic - Phrygian
- Other
- Albanian: uncertain. Relative që probably borrowed from Latin qui (Orel, 1998: 360)
- Germanic: uses * $b a-$ < PIE *só-/*tó-, variously as an inflected pronoun (cf. Got. relative pronouns in $-e i$ ) or an uninflected subordinator (cf. OE $p e$ ) optionally combined with an inflected demonstrative

As Clackson (2007: 173) notes, ‘[t]his distribution cuts across other isoglosses separating the IE languages and does not seem to reflect a 'dialectal' difference of the parent language.' Moreover, there is the added complication that the *yó- languages consistently inherit some form of ** $k^{w} i^{\prime} /^{*} k^{w} \delta^{-}$, but in one or more of its non-relative uses (see §3.3.3 below). ${ }^{47}$ On the other hand, those languages which use * $k^{w} i-/{ }^{*} k^{w}$ ó- as a relative pronoun often lack forms that are clearly traceable back to a PIE pronoun *yó-. As such, neither of these pronouns can be excluded prima facie as a relative pronoun in PIE. I therefore address the behaviours of each of them in turn.

## 3.2 * $^{\prime}$ yó-

Formally, *yó- can be considered to fit into a broader paradigm of anaphoric pronouns in *i-/*ey-48 (e.g. Lat. is, ea, id ('he', ‘she', 'it'), Skt. ayám, iyám, idám ('id.') etc.). Such an idea was posited in the first place by Windisch ( $\boxed{869}$ ), and has since gained currency. Essentially, we can understand *yó- as the zero-grade of a stem * $(e) y-+$ thematic vowel ${ }^{*} o$. If we also allow for an $e$-grade of the athematic stem, we can generate such forms as the following:

- Zero-grade, athematic: *i-> Lat. is, Lit.jis (anaphoric)
- e-grade, athematic: *ey-> Lat. eum, Skt. ayám (anaphoric)
- Zero-grade, thematic: *yó- > AGk. ős, Skt. yáḥ, Cb. ios (relative)

Given the formal plausibility and the semantic closeness of relative and anaphoric pronouns, I am willing to accept this hypothesis. However, as I will argue below, I do not think we are bound to reconstruct the thematised form *yó- itself as originally anaphoric. I therefore do not accept a priori that the relative use of the form *yó- is a post-PIE innovation. I make this case in $\S 3.2 .1$, and consider alternative functions of *yó- in §3.2.2.

### 3.2.1 Relative uses of *yó-

Descendants of *yó- are attested directly as relative pronouns in six branches of IE: Indo-Iranian, Greek, Armenian, Phrygian, Celtic and Balto-Slavic. These are exemplified below with Sanskrit, Ancient Greek, Classical Armenian,,$^{49}$ Phrygian,,$^{50}$ Celtiberian ${ }^{51}$ and OCS ${ }^{52}$ respectively:

$$
\begin{array}{llllll}
(3.1) & y a ́ h ~ a ́ r v a n t a m & \text { prathamáh } & \text { adhi átiṣ̣that } \\
& \text { REL.NOM.SG.M racehorse.ACC.SG.M } & \text { first.NOM.SG.M } & \text { upon } & \text { stand.IMPF.3SG } \\
& \text { 'He who was the first to mount the racehorse' }
\end{array}
$$

[^26]

In each of these languages, *yó- functions in a virtually identical way. It agrees in number and gender with its antecedent, introduces restrictive, maximalising and appositive RCs, and can occur either in correlative or 'plain' RCs (see §2.2 for terminology). Moreover, whether in a 'plain' relative or a correlative, descendants of * yó- have a strong tendency to be placed clause-initially. Following the analysis of RCs in $\S 2.2$, we understand this fronting to be movement to the left-periphery (i.e., wh-movement). There are, however, some instances in which a descendant of ${ }^{*} y o ́-$ occurs in non-initial position. As noted by Hale (1987, 1996), Hock (1982, 1989), Kiparsky (1995), Lowe (2014) and Probert (2015) inter alios, descendants of * $y o$ ó- can be preceded by another topicalised or focalised constituent. These constructions are very well attested in Vedic, and appear also in Ancient Greek:
(3.7) prá yáh vām mitrā varuṇā jīráh
forth.PW Rel.nom.SG.m you.Acc.DU Mitra.voc Varuna.voc quick.nom.sG.m
dūtáh ádravat
messenger.NOM.SG.M run.IMPF.3SG
'The quick messenger who ran to you, O Mitra and Varuna'
(RV 8.101.3)

badly PTC REL.NOM.PL.M PTC him.ACC.SG.M do.IMPF.3PL suitor.NOM.PL.M
то⿱̀ऽ $\quad \pi \alpha \dot{\nu} \tau \alpha \varsigma ~ \varepsilon ̇ \tau i \sigma \alpha \tau o ~ \grave{~}$ dem.acc.pl.m all.ACC.PL.M avenge.AOr.jSG his.DAt.SG.M in housedat.SG.M 'The suitors who did him evil, he took vengeance upon them all in his house'

Additionally, in the Rig Veda, Skt. yá- < *yó- can exceptionally be found with up to two fronted constituents preceding it:
(3.9) hávīmabhịh hávate yáh havírbhị̣
invocation.INS.PL call.PRES.3SG REL.NOM.SG offering.INS.PL
'He who calls with invocations and offerings'
(RV 2.33.5a)

The structures underlying these word orders will be treated in detail in $\S 4$.
All the examples so far have included a finite verb within the RC. There are a set of RCs, however, in which there is no overt form of the verb: these are traditionally referred to as 'nominal' relatives. Examples are attested directly in Indo-Iranian (here exemplified with Vedic) and Ancient Greek.

```
(3.10) yuktágrāvnaḥ yáh avitá} suśipráh.
    stone-mover.GEN.SG.M REL.NOM.SG.M helper.NOM.SG.M beautiful-lipped.NOM.SG.M
    sutásomasya
    Soma-presser.GEN.SG.M
    'Who [is] the beautiful-lipped helper of the one who set the stones in motion, (and) of the one
    who pressed the Soma'
```

    Ajax.NOM.PL.M and two Teucer and rel.NOM.SG.M best.NOM.SG.M Achaean.GEN.PL.M
    | \tau0\xi0\sigmaúvn
        archery.DAT.SG.F
    ```
'The two Ajaxes and Teucer, who [is] the best of the Achaeans in archery' (Hom. Il. 13.313-4)
'Nominal' relatives are usually quite short, often consisting of only one constituent other than the relative pronoun itself. Those constructed with *yó- are syntactically parallel to those with * \(k^{w} i^{\prime}-/^{*} k^{w} o^{\prime}-\) as attested in Latin and Hittite (see §3.3.2). An apparent peculiarity of 'nominal' relatives in *yó- is that they can occur with a constituent fronted around the relative pronoun, as in exx. (3.7-9) above:
\[
\begin{array}{llllll}
\text { (3.12) ná } \quad \text { āsìt rájas ná u vyomá } & \text { parás yád } \\
\text { NEG be.IMPF.3SG } & \text { air.NOM.SG.N } & \text { NEG and sky.NOM.SG.M beyond } & \text { REL.NOM.SG.N } \\
\text { 'There was no atmosphere nor a heaven which [was] beyond' } & \text { (RV 1o.129.1b) }
\end{array}
\]

The fronting of constituents above the relative pronoun in 'nominal' relatives is likely to be the genesis of the Balto-Slavic definite adjectival endings (on which see §3.2.2 below).

The traditional account of 'nominal' relatives is essentially that these clauses are part of the broader set of 'nominal' sentences, which involve Omission of the Copula (OC).
\begin{tabular}{lll} 
(3.13) & sá & janāsa \\
& DEM.NOM.SG.M & people.voc.PL.M \\
& Indrah.NOM.SG.M & \\
& 'He, oh peoples, [is] Indra' & \\
& (RV 2.12 passim)
\end{tabular}
'Nominal' relatives can therefore be understood to instantiate the same structure as other RCs by supplying an elided form of the copula. Some authors, however, following Benveniste (1957/1958), have argued
that " \(y\) ó- in this context does not function as a relative pronoun, but as something 'article-like'. The argument follows that we should interpret a sentence such as ex (3.11) not as 'Teucer, who is the best...' but simply as 'Teucer, the best...' The two alternatives are presented in structural terms below:


(3.15) Tعט̂xpòs \(\theta^{\prime}\)...


Ex. (3.14) shows the 'traditional' hypothesis, where ö \(\varsigma\) introduces an RC, while in (3.15) öऽ acts as a simple \(\mathrm{D}^{\circ}\) akin to the definite article. At first glance, either of these analyses is possible. However, if we take into account the case expressed on both the relative/'article-like' pronoun and the nominal it agrees with, we can diagnose which structure is more plausible. In finite OC constructions, the subject obligatorily stands in the nominative. Clearly this is the case for exx. (3.10-11); this is the regular pattern for 'nominal' relatives in Ancient Greek and Vedic, even when the constituent the 'nominal' relative describes occurs in a different case:
```

(3.16) agním tám manye yáh vásuh
Agni.ACC.sG.m DEM.ACC.SG.M think.PRES.ISG REL.NOM.SG.M good.NOM.SG.M
'I ponder that Agni, who [is] good'

If we posit a structure such as ex. (3.15) for the relative above, it is a mystery as to how $y a h$ is assigned nominative case, rather than accusative as the object of manye ('I ponder'). Under the analysis in (3.14), the case would be assigned by a phonologically null form of ásti ('is'). In these languages, therefore, we should prefer the analysis in (3.14) across the board, unless we wish to posit an entirely arbitrary distinction between 'article-like' *yó- when the antecedent occurs in the nominative, but a relative pronoun elsewhere. ${ }^{3}$

In Avestan, however, we find examples of the relative pronoun in a 'nominal' relative surfacing in an oblique case, usually the accusative, in agreement with the head noun: ${ }^{54}$

[^27](3.17) tām ...vī.adarəsəm ... yām Mazdąm Ahurəm

DEM.ACC.SG ... see.IMPF.3SG ... REL.ACC.SG Mazda.ACC.SG lord.ACC.SG
'Him I have discerned, Mazda the Lord'
(3.18) tāiš šiiao७ənāiš yāiš vahištāiš fraēšiiāmahī

DEM.INS.PL action.INS.PL REL.INS.PL best.INS.PL urge.PRES.IPL
'With these actions, the best ones, we urge...'
Clearly these are not examples of OC sentences: the case of the antecedent, the relative pronoun and the following epithets are all assigned in the MC. In contrast to the Vedic examples, these case forms are more of a mystery if we posit this as an OC structure. Rather, it seems clear that the forms of $y a$ - here introduce simple DPs that are straightforwardly in apposition to the antecedent. In this context, the 'article-like' structure posited in ex. (3.15) is the better explanation.

The situation is complicated, however, by the fact that Avestan also exhibits 'nominal' relatives with regular OC case behaviour:
(3.19) vaēdōdūm ... ahūm ȳ̄ vaŋhāuš manajhō
know.IMPV.2PL ... life.ACC.SG REL.NOM.SG good.NOM.SG mind.GEN.SG
'Find for yourselves... a life which [is] of good thought'
The Avestan data therefore require us to admit both ex. (3.14) and (3.15) as possible structures. The former is unproblematic, since Avestan uses $y a$ - as a relative pronoun with regular RCs, and makes extensive use of OC constructions elsewhere. I would argue that what we see in exx. (3.17-18) is the actualisation of an ongoing reanalysis. We have seen already that in clauses where all nominals occur in the nominative, there is a structural ambiguity between a relative OC clause and a simple DP introduce by 'article-like' $y a$-. If speakers abduce the 'article-like' structure of (3.15) from these all-nominative occurrences, and extend it to other case forms, the outcome is tokens such as exx. (3.17-18). I would argue, therefore, that the 'article-like' use of $y a$ - in Avestan is most plausibly understood as an innovation: the 'nominal' relative, as attested in other branches, is reanalysed as a simple DP in apposition to the antecedent. Since there is no evidence for this reanalysis in either Vedic or Ancient Greek, I believe the 'article-like' behaviour of Av. $y a$ - is not inherited from PIE.

A final feature of relative *yó- is its use as a quasi-complementiser. In short, an invariant form, usually the neuter nom./acc. sg., can be used to introduce various types of subordinate clause that are not, strictly speaking, relatives. In Vedic, yád can be used to mean 'when', or 'as', as well as introducing conditional and purpose clauses:55
(3.20) yád ha yấnti márutaḥ sám ha bruvate reL EMPH go.Pres.3PL Maruts.nOM.PL together EMPH speak.PRES.3PL 'As the Maruts go, they speak together'
(RV 1.37.13)
(3.21) yád agne syắm ahám tvám, tvám vā ghā syắh ahám, rel Agni.voc.sG be.opt.sG I you you or EMPH be.opt.2SG I
syúr te satyáh ihá āsíṣah
be.OPT.3PL your true.NOM.PL here wish.NOM.PL

[^28]'If I were you, Agni, or you were me, your wishes would come true'
(3.22) yád nūnám aśyám gátim mitrásya yāyām pathá

ReL now reach.OPT.1SG way.ACC.SG Mitra.GEN.SG go.OPT.1SG path.INS.SG
'In order to find a way now, I would go along the path of Mitra'
( $\mathrm{RV}_{5.64 .3 \mathrm{ab})}$
Elsewhere, this use of a form of *yó- appears to be mirrored in the first element of AGk. complementiser ö $\tau \iota$ ('that') and conjunction ö $\tau \varepsilon$ ('when'). Additionally, alongside the neuter nom./acc sg. forms of *yó-, we see forms that are apparently built on oblique cases used as complementisers or conjunctions: these included Skt. yád 'as long as', yadá 'when', Av. $y \bar{a}$ ('id.') and AGk. © ' 'that', 'as'.

It is possible that the use of various forms of "yó- in this way is inherited. Nevertheless, I do not see in this behaviour an 'earlier' use of "yó- than its function as a relative pronoun. In the first place, although the neut. nom./acc. singular is the basis of several conjunctions and complementisers, the fact that we also see them built on various oblique forms means that we cannot reconstruct a singular form of the proto-complementiser with confidence. However, what these forms appear to share is that their morphology is largely the same as we find synchronically in adverbs: the neut. nom./acc. is productive in forming adverbs in both Greek and Sanskrit, while we also find fossilised instrumentals (e.g., $\alpha ้-\omega$ 'upward', $\kappa \dot{\alpha} \tau-\omega$ 'downward') used adverbially. Taken as adverbs built on a relative stem, these forms could be interpreted in the first place as something like 'in which way', 'how', 'as' etc., the use which is retained in Vedic yathá and AGk. $\dot{\omega}$. Moreover, from a syntactic point of view, subordinate clauses formed with quasi-complementiser *yó- are similar to those in which *yó- has a strictly pronominal use. The relevant form most commonly occurs clause-initially; in Vedic, at least, it may optionally be preceded by one or two fronted constituents, just like the 'true' relative pronoun. Quasi-complementiser *yó- also regularly forms correlative clauses with a corresponding adverbial built on the demonstrative stem *só-/tó-.

To me, all this implies that in PIE, various adverbial forms of "yó- were used to introduce a variety of subordinate clauses. This does not, however, mean that these forms were, strictly speaking, complementisers base-generated in $\mathrm{C}^{\circ}$ in PIE. Admittedly, it is quite challenging to diagnose the difference between a subordinating adverb fronted to (somewhere in) [Spec, CP$]$ and something in $\mathrm{C}^{\circ}$. The obvious test would be to look for sentences with an overt $\mathrm{C}^{\circ}$ co-occurring with adverbial *yó-. Unfortunately, there are no overt complementisers that can be securely reconstructed back to PIE (Windhearn, 2021: 7). ${ }^{66}$ Each language seems to build complementisers from different lexical material, and often during the course of its attested history (Hackstein, 2013). In Ancient Greek, almost all the elements that appear as complementisers synchronically can be traced back to forms of * $y o ́-$. The same is largely true of Sanskrit, with the exception of quotative íti, which has a distribution that is considerably different to that of yád: namely, it occurs generally clause-finally rather than clause-initially. Other languages build their complementisers on other nominal stems, such as *só-/* $t o ́-$ or * $k^{*} \delta o$-, sentence connectives such as *dé, or

[^29]material that is not inherited at all. This does not necessarily mean that PIE lacked overt complementisers, simply that if they did exist they were comprehensively supplanted in the attested languages.

Even if we allow for the quasi-complementiser behaviour of "yó- in PIE itself, I am inclined to believe that this behaviour is an innovation following from the use of * yó- as a relative pronoun. As far as grammaticalisation is concerned, it is quite common for an inflected relative pronoun to develop into an uninflected complementiser; yet according to Hendery (2012: 153-4), there is only one supposed example of an uninflected complementiser becoming an inflected pronoun. ${ }^{-7}$ Furthermore, if we were to assume that the 'original' form was an uninflected complementiser, " yó( $(d)$, we would have to discount the shared etymology with the anaphoric pronoun *e(y)-, a decision which lacks motivation elsewhere. For these reasons, I will continue to use the term 'quasi-complementiser' to describe such uses of "yó-. Although across all these languages the meaning has gone beyond 'in which way' vel sim., to something we would certainly translate with a complementiser in English, from a syntactic perspective I do not believe that we are reconstructing something originally base-generated in $\mathrm{C}^{\circ}$.

In sum, where a descendant of "yó- is directly attested as an inflecting relative pronoun, it is not possible to attribute this use to an earlier, non-relative function. The data from these languages therefore offer strong support in favour of the hypothesis that *yó- was used a relative pronoun in PIE.

### 3.2.2 Non-relative uses of *yó-

### 3.2.2.1 Demonstrative

As mentioned above, we may accept that *yó- is ultimately derived from the same root as the demonstratives in *(e)y. However, there is only one branch of IE in which something conceivably reconstructable as *yó- is attested with a purely demonstrative use, and that is Balto-Slavic. Both OCS and Lithuanian inherit a demonstrative/personal pronoun that appears to be at least partially derived from *yó-; these are shown in Figures 3.1 and 3.2 below.

The evidence from these languages may lead us to hypothesise that "yó- was a demonstrative or anaphoric pronoun in PIE; that is, it had the same function that survives in the descendants of * $(e) y$ - and did not function as a relative pronoun. There are two pieces of evidence that may support this hypothesis: (1) the shared etymology of *yó- and *(e)y-, and (2) the fact that anaphoric pronouns very commonly become relative pronouns, but not vice versa. However, there are several factors that should make us question this hypothesis.

The first is that from a phonological point of view, while parts of these paradigms could be derived from *yó-, there are others that could be derived from *(e)y-. Indeed, Pokorny (1959) and Fraenkel (1960) attribute Lit.jis entirely to *(e)y-. Fraenkel notes only that Lit. conjunctions jéi ('if'), jeĩb ('in order to') and jóg ('that') belong to the 'Demonstrativstamm' 'yo-, "ye- (1960: 194), while Pokorny adds that the OCS $-j \varrho,-j e,-j b$ specifically are better taken from *yó-. More recently, Derksen seems to suggest that the

[^30]| Sg. | Masc. | Fem. | Neut. |
| :---: | :---: | :---: | :---: |
| Nom. | *jb | *ja | *je |
| Acc. | $j b$ | jo | je |
| Gen. | jego | jeje | jego |
| Dat. | jemu | jeji | јети |
| Ins. | jimb | jejg | jimb |
| Loc. | jemı | jeji | јеть |
| Pl. | Masc. | Fem. | Neut. |
| Nom. | *ji | $j e$ | ja |
| Acc. | $j e$ | $j e$ | ja |
| Gen. | jichz | jichr | jichr |
| Dat. | jimz | jimz | jimz |
| Ins. | jimi | jimi | jimi |
| Loc. | jichr | jichr | jichr |

Table 3.1: Old Church Slavonic 3sg personal pronoun (Lunt, 2001: 62).

| Sg. | Masc. | Fem. |
| :---: | :---: | :---: |
| Nom. | jis | $j i$ |
| Acc. | $j \tilde{1}$ | $j{ }^{\text {a }}$ |
| Gen. | $j o ̃$ | jõs |
| Dat. | jám | jái (jaĩ) |
| Ins. | juõ (júo) | jà (já) |
| Loc. | jamè (jaw̃) | jojè (jõj) |
| Ill. | ján | jõn |
| Pl. | Masc. | Fem. |
| Nom. | jiẽ (jíe) | $j i$ |
| Acc. | juõs (júos) | jàs (jás, jáis, jós) |
| Gen. | ju | İu |
| Dat. | jíems | jóms |
| Ins. | jaĩs | jomis (jõms) |
| Loc. | juosè | josè |
| Ill. | júosna | jósna |

Table 3.2: Lithuanian 3sg personal pronoun
(Senn, 1966: 191-2).
paradigm of OCS *jb can be derived wholly from *yó- (2007: 208), while the paradigm for Lit.jis exhibits a mixture of forms derived from *yó- and *e(y)- (2014: 212).

Indeed, in his later comment on the matter, Derksen (2014: 212) 'prefer[s] to assume that both in Baltic and Slavic the demonstrative pronoun * $h, e[$ i.e. * $(e) y$-] and the relative pronoun [i.e. *yó-] were conflated'. This was the view of Vailliant (1950-1977: II/2, 423), held also by Flier (1974: 67); the latter explicitly comments on the fact that OCS relative pronoun is formally identical to the demonstrative in ${ }^{*} j b$, only with the compulsory addition of the 'intensifying suffix' - $\check{z}$ e (cf. ex. 3.6 above). ${ }^{6}$ This points towards a functional as well as a formal conflation between "yó- and *(e)y-

The Balto-Slavic data are therefore somewhat obscure. Nevertheless, we can see quite clearly that at least some forms derivable from *yó- are attested with an anaphoric value, and this remains to be accounted for. Some authors argue that Proto-Balto-Slavic inherited "yó- with its relative function, which subsequently developed into the demonstrative. 9 Others argue that *yó- was inherited with a

[^31]demonstrative function, and subsequently became a relative pronoun in OCS, via the same grammaticalisation pathway as, e.g., PIE *só/tó- in some dialects of Ancient Greek. Of these two, the latter may seem more likely typologically, but one crucial piece of evidence suggests that *yó- was inherited with, at the very least, some relative function: this is the Balto-Slavic definite adjective declension.

This declension, preserved most clearly in Lithuanian, is formed by the combination of an adjective $+j i s$ : the very same morpheme as the personal pronoun in table 3.2 above.

|  | Basic |  | Definite |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Masc. | Fem. | Masc. | Fem. |
| Nom. | gẽras | gerà | geràsis | geróji |
| Acc. | gẽra | gẽra | gẽrají | gẽraja |
| Gen. | gẽro | gerõs | gẽrojo | gerõsios |
| Dat. | gerám | gẽrai | gerájam | gẽrajai |
| Ins. | gerù | gerà | gerùoju | gerája |
| Loc. | geramè | gerojè | gerãjame | gerõjoje |
| Ill. | gerañ | gerõn | gerajana | gerõjon |

Table 3.3: Basic (indefinite) and Definite forms of Lit. gẽr- 'good' (Senn, 1966: 143, 163).

In the general absence of a definite article in this language family, the definite form of the adjective, as the name suggests, marks the NP it describes as definite, often in an emphatic way.

| (3.23) | gẽras | vaĩkas |
| :--- | :--- | :--- |
| good.NOM.SG.INDEF | child.NOM.SG |  |
|  | 'A good child' |  |
| $(3.24)$ | geràsis vaïkas <br>  good.NOM.SG.DEF | child.NOM.SG |
|  | 'The good child' |  |

The definite adjective declension therefore provides another piece of the puzzle concerning the original function of Proto-Balto-Slavic *yó-. Those who argue that *yó- was in the first place an anaphoric pronoun hold that definite NPs such as:

```
(3.25) geràsis žmogùs
    good.NOM.SG.DEF man.NOM.SG
    'The good man'
```

should historically be analysed as:

[^32]```
(3.26) *geras=jis žmogùs
good.NOM.SG=PRO.NOM.SG man.NOM.sG
```

'Man=he good' > 'The good man' (Petit, 2009: 327)

On the other hand, those who hold that *yó- was a relative pronoun hypothesise that the historical analysis should be:

```
(3.27) *geras=jis žmogùs
    good.NOM.SG=REL.NOM.SG man.NOM.SG
    'Man=who [is] good' > 'The good man'
```

    (Petit, 2009: 340)
    Although there has been much back and forth on this question, the arguments in favour of an original relative function of * $y o$ ó- are quite compelling. In the interest of space I do not enumerate these in full, but summarise from Petit's (2009) thorough overview of the arguments put forward by various authors:

1. Since anaphoric $j i s$ is strictly used as a personal pronoun that cannot occur as a determiner governing a noun, its apparent use as a determiner in the structure posited in ex. (3.26) lacks plausibility (Petit, 2009: 337-8)
2. Whereas the structure hypothesised in ex. (3.26) is unattested elsewhere in IE, there are clear parallels for (3.27) in the 'nominal' relatives discussed in $\S 3.2 .1$ above, cf. especially the data from Avestan in exx. (3.17-8) (Petit, 2009: 340-1, 345-8)
3. Further to the Avestan data, Iranian later shows a development of a relative pronoun into a determiner (the 'ezäfe' construction) which provides a close typological parallel from within the IE family (Petit, 2009: 341-5)

In summary, alongside the OCS relative pronoun $i+\check{z} e$, the definite adjectival declension clearly points to a descendant of *yó- acting as a relative pronoun in Proto-Balto-Slavic. While we also have evidence for an anaphoric function in the personal pronouns in ${ }^{*} j$, the fact that its paradigm is a conflation of *(e)y- and "yó- weakens the argument that the anaphoric meaning is somehow the 'original'.

We should also remember that, despite their various archaic tendencies, the Balto-Slavic languages are attested significantly later than almost all the other languages that clearly exhibit a relative pronoun descended from *yó-. While we must not ignore the Balto-Slavic data, the same is true of, e.g., Celtic, Greek and Indo-Iranian. On balance, therefore, I do not believe that a contestable hypothesis about the inherited value of *yó- in Balto-Slavic is enough to supersede the clear-cut evidence from the other branches that *yó- was used as a relative pronoun in PIE.

### 3.2.2.2 Sentential connective

Another purported use of *yó- in PIE is that of a sentential connective. This connective is supposedly attested in both an orthotonic form *yó, and an enclitic form *yo. In this section, I discuss the evidence for such a particle and how it could be related to the relative pronoun.

The strongest evidence for such a particle comes from Hittite, where it is attested as -ya when preceded by a vowel, and $-a$ with gemination of the preceding consonant elsewhere. It has the function of a conjunction usually translatable as 'and' ${ }^{\text {(0] }}$

| (3.28) | $n u=t t a$ | DINGIR.MEŠ | dÉ.A- $a s ̌=s ̌ a$ | hattannaš | LUGAL-uš |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | CONN=you.ACC.SG | god.NOM.PL | Ea.NOM.SG=and | wisdom.GEN.SG | king.NOM.SG |
|  | aššuli | pahšantaru |  |  |  |
|  | health.DAT.-LOc.sG | protect.IMPV.3PL |  |  |  |

'May the gods and Ea, the king of wisdom, keep you in good health'
(HKM 3:18-20)

| ${ }^{\text {LÚ }} \mathrm{A} . \mathrm{ZU}=y a$ | kuššan | $a p \bar{a} \check{s}=p a t$ | $p \bar{a} i$ |
| :--- | :--- | :--- | :--- |
| doctor.GEN.SG=and | fee.ACC.SG | DEM.NOM.SG.MASC=EMPH | give.PRES.3SG |
| '...and he will (also) pay the doctor's fee himself.' |  |  |  |

(KBo 6.2 i 19)

Hittite $-(y) a$ is straightforwardly enclitic. Its syntax is more or less equivalent to that of Latin -que, AGk. $\tau \varepsilon$ or Skt. ca ('and'): namely, it follows the second of two coordinated elements (XY-(y)a). As Hoffner \& Melchert note, $-(y) a$ is 'the only connective which joins individual words' (2008: 400, emphasis theirs), as in ex. (3.28). It is also used to conjoin clauses, in which case it regularly appears after the first accented word in a clause, as in ex. (3.29). ${ }^{62}$

Elsewhere, we supposedly have the orthotonic form of the connective *yó in Germanic, e.g., Got. jah ('and'), and Toch. A yo ('id.') (Dunkel, 1982: 18o-1).
(3.30) jah jabai taihswo peina handus marzjai puk, and if right.NOM.SG your hand.NOM.sG offend.OPT.3SG you.ACC.SG, afmait po jah wairp af pus cut-off.IMPV.2SG it and throw.IMPV.2SG from you.DAT.sG
'And if your right hand offends you, cut it off and cast it away from you' (Matthew 5:30)
(3.31) oñk yo $k_{u} l i$
man and woman
'A man and a woman'

Syntactically, these forms stand quite apart from Hittite *-( $y$ ) a. They do not appear to be enclitic, and tend to be placed after the first of two coordinated items ( X yoljah Y ); in this way their behaviour is more like Lat. et or AGk. xai ('and'). This is a strict rule for Got. jah; Toch. A yo, however, seems able to appear after the second of two coordinated elements, but only in verse (Thomas, 1966: 269):
 'With a compassionate mind and with a pure knowledge, like a sage...'

[^33]Some authors, including Thomas ( 1966 ), have argued this syntagm to be a conservatism, though it is also possible that it is a a feature of poetic genre. The picture is further complicated by the existence of the instrumental suffix - $y 0$, whose etymology also remains obscure.

Some (e.g., Dunkel, 1982) add to this set of comparanda the Mycenaean particle that is written variously as $o$ or $j o$, apparently in free variation, $\sqrt{63}$ and appears to fill the pragmatic function of 'introducing' the discourse. ${ }^{64}$

| $o-w i-d e$ | $p u u_{2}-k e-q i-r i$ | $o-t e$ | $w a-n a-k a$ | $t e-k e$ | $a u-k e-w a$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| and?-see.AOR.3SG | Phugeg ${ }^{W}$ rins | when | king.nom.SG.M | set.AOR.3SG | Augewas |
| damokoron |  |  |  |  |  | 'Phugeg" ${ }^{\text {w }}$ rins saw when the king appointed Augewas as damokoros...'

(PY Ta 711.1)
Yet again, we have in Myc. ( $j$ )o something that is clearly not enclitic, ${ }^{65}$ standing clause-initially. And unlike the comparanda from Tocharian A and Gothic, Myc. ( $j$ )o is never used to co-ordinate anything, whether phrasal or clausal.

If we do accept the cognacy of such connectives, the question arises: do they share an origin with the relative pronouns descended from *yó-? And if so, how are the two uses-the connective and the relative—related? Several authors, including Watkins (1963) and Dunkel (1982) reconstruct a sentential connective "yó/*yo for PIE. Indeed, Watkins (1963) goes so far as to use the putative enclitic connective *yo to account for the forms of the relative verb in Old Irish (a topic I return to in $\S 5.1$ ), ultimately suggesting that its relative subordinating value arose secondarily out of its original meaning as a connective. While I see the appeal of such hypotheses, I remain unconvinced for several reasons.

First, there are some issues of etymology. It is not absolutely certain that Hittite - $(y) a$ is derived from a putative PIE *yo. While this was the favoured etymology for Puhvel (1984: 7-8), more recently Kloekhorst (2007: 378-9) rejects it altogether, hypothesising instead a Proto-Anatolian form *Ho, most likely from PIE ${ }^{*} h_{3} e$. Moreover, with the possible exceptions of Myc. to-so-jo and Toch. A yo in poetry, outside Anatolian there are no attested cognates of $-(y) a$ that behave in the same way syntactically. We have orthotonic connectives from *yó- (as in Gothic and Tocharian A), and enclitic relative pronouns from *yo- (as in (Pre-)Old Irish and Gaulish), but no other enclitic connectives from *yo. Taken together with Kloekhorst's phonological misgivings, I am inclined to believe that the etymology of Hit. *-(y)a cannot be secured outside the Anatolian branch.

The evidence from Mycenaean is likewise unconvincing. As mentioned above, orthotonic ( $j$ )o behaves not at all like the other comparanda mentioned in this section, in that it does not coordinate anything. For further discussion, see Thompson (2002), who suggests instead that ( $j$ )o is-as traditionally conceived-descended from the relative pronoun *yó-. He argues that we should understand it as a relative adverb /ho:/, 'in which way', 'how', which moves to [Spec, CP] and triggers raising of the verb to $\mathrm{C}^{\circ}$. This brings it in line with the other adverbial forms of *yó- mentioned in §3.2.1 above. More recently,

[^34]Probert (2008) argues that Myc. ( $j$ )o is straightforwardly a relative pronoun which inflects according to its case function. This leaves only the very questionable instance of enclitic -jo in to-so-jo, which does not constitute anything reliable enough to reconstruct from.

We are left then with Tocharian A and Germanic. Considering the phylogenetic distance between these languages, and their late dates of attestation, it seems quite unlikely that these two branches alone inherited and maintained the 'original' function of the connective *yó, to the exclusion of all other branches. Such an inheritance would be all the more remarkable considering that even Tocharian B shows no evidence for such a form. Further studies may seek to account for the Germanic and Tocharian forms, but I do not see reconstruction of connective *yó, superseding relative *yó-, as the most prudent response to such isolated data.

To conclude this section then, I will proceed with the understanding that the only securely reconstructable function of PIE *yó- is that of a relative pronoun. I will return to the implication of this finding in $\S 3.4$ below.

## $3.3{ }^{*} k^{w} i^{\prime} /{ }^{*} k^{w}{ }^{\prime}{ }^{-}$

As I mentioned above, ${ }^{*} k^{w} i^{\prime} /{ }^{*} k^{w} \delta^{\prime}$ - is attested in every branch of IE as an interrogative and/or indefinite pronoun, but in only three of these as a relative pronoun from their earliest stages (Anatolian, Italic, Tocharian). A straightforward application of the comparative method will therefore lead to our reconstructing ${ }^{*} k^{w} i-/{ }^{*} k^{w} \delta$ - as an interrogative/indefinite; its use as a relative pronoun is somewhat more perplexing. Theories from the late $19^{\text {th }}$ and early $20^{\text {th }}$ centuries, before the decipherment of Hittite and Tocharian, tended to suppose that ${ }^{*} k^{w} i-l^{*} k^{w} o$ - was not a relative pronoun in PIE; instead, focusing on Latin, they aimed to explain how the relative use may have developed from the interrogative (e.g., Wegener, 1874) or indefinite (e.g., Kroll, 1910) functions. Since the Hittite evidence in particular supported the theory that the use of * $k^{w} i-/ * k^{w} \delta^{-}$as a relative pronoun was not a post-PIE innovation, scholars have remained somewhat conflicted on the matter. I return to the stances of various authors on this question in $\S 3.4$ below. For now I will work from the position that its relativising function is plausibly inherited. More precisely, I believe that the descendants of $k^{w} i^{\prime} /{ }^{*} k^{w} \delta^{\prime}$ - can be used as comparanda when reconstructing the behaviour of relative pronouns in PIE. For this reason, it is prudent to summarise the grammatical features of * $k^{w} i^{-} /{ }^{*} k^{w} \delta^{\prime}$ - and its descendants; as with * $y$ ó- above, I will discuss both its relative and non-relative uses.

### 3.3.1 Vocalism

There is evidence for both an $o$-stem, ${ }^{*} k^{w} \delta^{-}$, and an $i$-stem ${ }^{*} k^{w} i^{\prime} /{ }^{*} k^{w} e^{\prime}-$,66 variant of this pronoun. Both options are attested, for example, in the Latin paradigm:

- i-stem forms: quis, quid, quem (< * $k^{w}$ ím), quibus

[^35]- o-stem forms: quī (< *k $\left.k^{*} o ́ i\right)$, quod, cum (< *$\left.k^{*} o ́ m\right), ~ q u \bar{o}, q u o r u m ~$

In languages that attest both vocalisms, there is rarely a discernible grammatical pattern to the distribution of $i$-stem and $o$-stem forms. In some languages one vocalism is generalised throughout the paradigm. This is the case for Hittite, which generalises the $i$-stem forms:

|  | Singular | Plural |
| :--- | :--- | :--- |
| nom. com. | kuiš | kuiēš, kuēš, (kueuš) |
| acc. com. | kuin | kuiuš, kuiēš, (kueuš, kuiš, kue) |
| n.-a. neut | kuit | kue (kuie) |
| gen. | kuēl | - |
| d.-l. | kuedani | kuedaš |
| abl. | kuēz(za) |  |

Table 3.4: Attested forms of the Hittite interrogative/relative Pronoun (Hoffner \& Melchert, 2008: 149).

In Gothic, on the other hand, the interrogative pronoun is primarily based on the $o$-stem vocalism, with the $i$-stem preserved only in masc./neut. gen. his and fem. dat. hizai.

| Singular | Masculine | Feminine | Neuter |
| :--- | :--- | :--- | :--- |
| Nom. | has | hō | ha |
| Acc. | hana | hō | hva |
| Gen. | his | - | his |
| Dat. | hamma | hizái | hamma |

Table 3.5: Attested forms of the Gothic interrogative pronoun.

It has been suggested, foremost by Sihler (1995: 395-400) and Ringe (2017: 69), that PIE had two distinct paradigms: an $i$-stem substantive pronoun (a full NP, Eng. 'who?') and an $o$-stem pronominal adjective (Eng. 'which?'): I will refer to this as the Sihler-Ringe Hypothesis. A key part of their claim rests on the forms of the Latin interrogative quis $<{ }^{*} k^{w} i-s$ vs. $q u \bar{\imath}<{ }^{*} k^{*} \delta-i$. Ringe argues that quis is properly an interrogative pronoun, while $q u \bar{\iota}$ is an interrogative adjective. This distinction is taught in Latin reference materials such as Kennedy (1962: §99), who gives the following examples:
(3.34) Quis venit? Who comes? (quis, interrogative)
(3.35) Quī homō venit? Which man comes? (quī, interrogative)

However, as noted by Adams (2016: 48), '[t]he school rule, that the distinction between quis and qui in interrogative clauses is that the former is substantival and the latter adjectival, has little foundation...except in the neuter singular'. This is particularly evident in early Latin poetry: according to Lodge
(1962: 718), the string quis homo occurs in Plautus no fewer than 17 times. On the other hand, interrogative qui is preferred under either of two conditions, regardless of its pronominal vs. adjectival use: (i) in indirect questions (ii) when the following word begins with /s/ (Adams, 2016: 48-52). As such, the evidence from archaic Latin offers little support to the Sihler-Ringe hypothesis.

Sihler (1995: 397) also brings purported evidence from Avestan to bear, claiming that:

In Avestan, such forms as čahmāi dat., and čahy $\bar{a}$ gen., from ${ }^{*} k^{w} e$-, are pronouns, interrog. and indef.;
$k a h m a \bar{a}, k a h y \bar{a}$ by contrast, from ${ }^{*} k^{w} O$-, are adjectival.
Yet this assertion is also rather questionable. The following examples show at the very least that there are exceptions to Sihler's rule in Avestan: ${ }^{67}$

| (3.36) | cis | $a h \bar{\imath}$ | kahïiā | $a h \bar{l}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | int.nom.sG | be.Pres.2SG | Int.GEN.SG | be.PRES.2SG |
|  | "Who are you | und whose | re you?" |  |



In ex. (3.36), we see the use of kahiiā < * $k^{w} \delta$-syo as a substantive, while (3.37) shows cahiiā < * $k^{w} e ́$-syo used as an adjective, in direct contradiction to Sihler.

Thus, I would argue that there is insufficient evidence from either Latin or Avestan for us to reconstruct the original grammatical function of $i$-stem vs. $o$-stem forms of * $k^{w}$-. Though it is tempting make this ablaut pattern make grammatical sense, I do not accept the Sihler-Ringe hypothesis, and leave the investigation of this alternation to further study. I shall make no further comment on the matter, continuing to use * $k^{w} \delta$ - as a stand-in for all vocalisms, since we cannot posit with confidence any difference in grammatical function between the $o$-stem and the $i$-stem form.

### 3.3.2 Relative uses of * $k^{w} \sigma^{-}$

Descendants of * $k^{w} \delta$ - are used as relative pronouns in many IE branches, though these uses often developed within from their interrogative/indefinite use within the attested history of the languages. However, those branches which use ${ }^{*} k^{w} \delta$ - from their earliest attestations are Hittite, Italic and Tocharian.

In these languages, relative * $k^{*} \delta$ - behaves in a way that is syntactically very similar to relative *yódiscussed in§3.2.1 above. It agrees with its antecedent in number and gender; it introduces both 'plain' RCs and correlative RCs. It generally occurs clause-initially, but can optionally be preceded by another topicalised element:

[^36]| (3.38) | iouesat | deiuos | qoi | med | mitat | nei |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| call-to-witness.PRES.3SG | god.ACC.PL.M | REL.NOM.SG.M | me.ACC.SG | send.PRES.3SG if-not |  |  |


| (3.39) | $n u=s ̌ s ̌ i=s ̌ s ̌ a n ~$ | kuit | šahhan | LUGAL-uš | $d \bar{a} i$ | $n u$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| CONN=him.DAT=PTC | REL.ACC.SG.N | service.ACC.SG.N | king.NOM.SG.M | put.PRES.3SG CONN |  |  |
| apāt | ēššai |  |  |  |  |  |
| DEM.ACC.SG.N | do.PRES.3SG |  |  |  |  |  |

'Any service which the King imposes on him, he shall do that.'
(KBo 6.4 iv 15-16)

REL.ACC.SG.N thus EMPH speak.PRET.1SG, DEM.ACC.SG now speak.SUBJ.1SG clearly
'What I have so said, that will I now speak clearly'
(PK-AS $7 \mathrm{~B}-\mathrm{a}_{5} / 6^{\mathrm{c}}$ )

From these patterns, it would seem that we can treat relative * $k^{w} \delta^{-}$, like *yó-, as generally moving to the left-periphery, ${ }^{69}$ with the possibility of other constituents being topicalised/focalised around it.

Finally, like *yó-, * $k^{w}$ ó- can also be used to introduce 'nominal' relatives: ${ }^{[0]}$
(3.41) salvete, Athenae, quae $\quad$ nutrices Graeciae
be-well.IMPV.2PL Athens.voc.pl.F REL.NOM.PL.F nurse.nOM.PL.F Greece.gen.SG.F
'Greetings, Athens, (you) who (are) the nurse of Greece'
(Plaut. Stich. 649)
(3.42) DINGIR.LÚ.MEŠ DINGIR.MUNUS.MEŠ ŠA LUGAL U MUNUS.LUGAL-UTTI
gods goddesses of king and queen
kuiēš daranteš kuiēš $\bar{L}$ daranteš
REL.NOM.PL invoked.PPL.NOM.PL REL.NOM.PL NEG invoked.PPL.NOM.PL
'Gods and Goddesses of the King and Queen, (those) who (are) invoked and (those) who (are) not invoked'
(KUB 6.46 iii 42-3)
All the languages that have 'nominal' relatives in * $k^{w} \delta$ '- strictly obey the case rule of OC clauses: in finite 'nominal' relatives, * $k^{w} \delta$ '- and the relevant nominals within the RC occur in the nominative case regardless of the case of the antecedent, as in the examples above. This is to say there are no 'article-like' uses of descendants of * $k^{w}$ ó- akin to that of Avestan ya-.

Additionally, in a fashion similar to that of *yó-, those languages that use ${ }^{*} k^{w} \delta^{-}$as a relative pronoun also form (quasi-)complementisers from a petrified form of the nominal stem. This is seen most clearly with Latin quod 'that', 'because' and cum < quom 'since', 'when', but also occurs with Hittite kuit 'that' (Hoffner \& Melchert, 2008: 426):

[^37](3.43) mahhan=ma LÚ.MEŠ URU ${ }^{\text {Uš̌̌ur }}$ auēr URU.DIDLI.HI.A BÀD=kan kuit
when=but people-of-Aššur see.PRET.3PL cities fortified that
zahhiyaz katta daškeuwan tehhun
battle.Abl.SG under take.SUP put(=begin).Pret.1SG
'But when the Assyrians saw that I had begun to capture fortified cities in battle'
(KBo 4.4 iv 28-9)
Moreover, as with descendants of "yó- that are used as (quasi-)complementisers, those built on the * $k^{w} \delta^{\prime}$ - stem expand their use as a complementiser within the attested history of the language. For the same reasons as with *yó-, I do not see it as at all plausible that * $k^{w} \delta$ o- originated as a complementiser. Indeed, the claim is even less plausible for * $k^{w} \delta$ o- since this use of kuit is limited to the later Hittite texts. Yet again, it is the neuter nom./acc. sg. that we find here, ${ }^{\text {T }}$ suggesting an original adverbial function.

In terms of its behaviour as a relative pronoun, then, * $k^{w} \delta$ - is for the most part identical to *yó-, at least as far as our reconstructions are concerned. There are, however, three features of $* k^{w} \delta$-clauses that appear to separate them from *yó-. These are as follows:

1. Languages that use * $k^{w} \delta^{\prime}$ - as a relative pronoun exhibit a higher proportion of correlative clauses in their earliest attestations, and a lower proportion of 'plain' relatives, than languages which have relative *yó-
2. Correlative clauses formed with ${ }^{*} K^{w} \delta$ - are more likely to occur in the order RC-MC, while correlatives in *yó- are more likely to occur in the order MC-RC
3. RCs introduced by ${ }^{*} k^{w} \delta$ - are more frequently restrictive (or inherently maximalising) in the earliest stages of their respective languages than those introduced by yó-, which are more likely to be appositive

The earliest discussion in this vein was Sturtevant (1930), who argued that taken together, these phenomena should lead us to reconstruct two different 'types' of RC for PIE: a restrictive type introduced by * $k^{w} \delta$ '- and an appositive type introduce by *yó-. Sturtevant reached these conclusions by comparing Hittite, Old Latin and Sabellic texts with Greek evidence from the Homeric poems and Sanskrit evidence from the Rig Veda. The difficulty in building Sturtevant's observations into our reconstructions, however, is that these texts fall into two quite distinct categories. The oldest Latin and Hittite texts are prosaic and often legal, while the Ancient Greek and Sanskrit texts are poetic. As such, it may well be the case that what we are observing here is not a difference in the features of *yó- vs. * $k^{w} \delta^{\prime}$-, but rather a difference in genre between texts (Hock, 1993, 1997, 2000; Clackson, 2007; Probert, 2015). A further investigation of this possibility for each of the three points of difference is therefore warranted.

Perhaps the easiest of these patterns to explain by genre is the variation between restrictive and appositive RCs. In legal texts, the function of the RC is generally to specify the objects or individuals relevant to a particular case, as in the following:

[^38]```
(3.44)
\begin{tabular}{llllll} 
cui & testimonium & defuerit, & is & tertiis \\
REL.DAT.SG.M & testimony.NOM.SG.N & be-lacking.FUT.PERF.3SG & DEM.NOM.SG.M & third.ABL.PL.M \\
diebus & ob & portum & obvagulatum & ito & \\
day.ABL.PL.M & before & door.ACC.SG.M & demand.SUP & go.IMPV.3SG &
\end{tabular}
'Who(ever) lacks testimony, let him go to the door (of the witness) every third day to demand
it'
(Twelve Tables II.3)
```

Strictly speaking this is an example of an inherently maximalising RC rather rather than a restrictive, but both of these can be set in opposition to appositive RCs, which are very rare in this genre. In poetry, on the other hand, the RC can serve to present elaborate descriptions of characters already known to the audience. To quote Hock (2000: 177, emphasis mine):

Appositive RCs are felicitous under two conditions: (i) they provide something like an embellishment, and (ii) they invite the 'inference' (à la Grice 1975) that there is a special reason for providing information about a well-defined entity that ordinarily does not require further characterization.

Clearly these conditions vary with genre. In fact, even within Sanskrit, in the earliest prose works, characterised by Hock as 'turgid' and 'didactic' (2000: 178), we see relatively fewer appositive RCs than in the Vedic hymns. Elsewhere in IE, Probert (2015: 440) notes that 'in Greek and in Latin, inherently maximalizing constructions are prominent in prescriptive texts because these constructions are good for defining categories of people or things to whom, or to which, prescriptions are to apply.' I would argue from these facts that at the very least, the relative frequencies of restrictive (+maximalising) vs. appositive RCs vary with genre. Given this is the case, it does not seem that we have sufficient evidence to posit a historic connection between the possible forms of the relative pronoun and the restrictivity of their clauses in the proto-language.

Once we ascribe variation in the number of restrictive vs. appositive RCs to genre, there is good reason to believe that the variation between pre- and postposed RCs is likewise, a reconstructional phantom. There is a cross-linguistic tendency for appositive RCs to follow their antecedent, which is generally introduced in the MC (Lehmann, 1984: 278). This tendency is so overwhelming that it has been argued to be a universal, and there is a substantial theoretical literature accounting for this in Minimalist terms (de Vries, 2002, 2006; del Gobbo, 2007, 2017). I discuss the position of appositives RCs in PIE in §5.6. For now it is sufficient to note that the prevalence of appositive RCs would imply a prevalence in post-posed RCs: both patterns are in turn explained purely by genre.

This leaves only one supposed syntactic difference between *yó- and * $k^{w} \delta$ ' RCs: 'plain’ relatives vs. correlatives. The problem with this observation is that while 'plain' relatives are more common in the earliest Greek and Sanskrit texts than they are in Old Latin or Hittite, correlatives still abound, syntactically identical to the so-called "Hittite/Latin style" correlatives. Moreover, while 'plain' relatives are less common, they are still attested in archaic Latin and Hittite. In fact, as Cinque (2013: 217) notes, we do not know of any languages for which correlatives are the only type of RC. What, then, are we to make of these patterns? Again, this could be linked to the difference between restrictive and appositive structures, the former corresponding to correlatives and the latter 'plain' relatives. Cross-linguistically, this pattern is dominant enough that it led Grosu \& Landman (1998) to suggest that correlative clauses could never
be appositive (see §2.2.2.1). This claim is contradicted by the evidence from Sanskrit (Hettrich, 1988); additionally, even in the Hittite corpus, where appositive RCs are scant, we find examples of appositive correlatives:

| (3.45) | $n u \quad$ Hūtupiyanzaš | kuis | DUMU LUGAL | KUR URU Palā maniyahhieskit |
| :--- | :--- | :--- | :--- | :--- | :--- |
| CONN Hutupiyanza.NOM.SG | REL.NOM.SG | son king | land Pala.ACC | govern.PRET.3SG |

On the other hand, among the few examples of 'plain' relatives in Hittite, we find at least some that are restrictive: ${ }^{3}$

'They bring eight boys who have not yet gone to a woman'
Thus the hypothesis that correlative $=$ restrictive and 'plain' relative $=$ appositive does not hold in the attested languages, whether their relative pronoun is descended from * $k^{*} o$ o- or *yó.- For this reason, I find it unconvincing. Again, it could well be that the use of correlatives structures is yet another feature of the prosaic genre of the earliest Hittite and Latin texts; this is a variable we simply cannot control for. And finally, even if we were to accept the correlative-as-restrictive hypothesis, this would tell us nothing of the uses of * $k$ w' $o$ - vs. $y o ́$-, since descendants of each are used to form both correlatives and 'plain' relatives in their respective languages.

To summarise: I do not believe the evidence is strong enough for us to reconstruct a "* yó-type" RC vs. a "* $k^{w} \delta^{-t}$-type". The propensity of descendants of * $k^{w} \delta^{-}$- in Old Latin and Hittite to occur in restrictive and maximalising correlatives is not, I think, a pattern inherited from PIE. For this reason, I will not ascribe these features to * $k^{w} \delta$-, but allows them to be a possibility for both *yó- and ${ }^{*} k^{w} \delta$-. I discuss the implications for this decision in $\S 3 \cdot 4$ below.

### 3.3.2.1 'Determinate' and 'indeterminate' relatives in Hittite

There is one branch of IE where the use of * $k^{w} \delta \delta$ - as a relative pronoun appears to show a syntactic pattern that is not comparable to anything we find with * $y$ ó-. This is the Hittite (and probably Proto-Anatolian) ${ }^{[\pi}$ distinction between so-called determinate and indeterminate RCs. These were first discussed in Held (1957) and Garrett (1994), with renewed investigations in Samuels (2005), Huggard (2011, 2015) and Yates (2014) inter alia. In what we may refer to as the 'traditional' account of Hittite RCs (see, e.g., Hoffner \&

[^39]Melchert (2008: 424-5)), the position of the relative pronoun affects the semantic interpretation of the RC, under a generalisation referred to as the 'Held-Garrett Rule' (HGR, Yates, 2014). The HGR consists of two parts: (i) when the relative pronoun occurs in absolute clause-initial position, or immediately after the clitic-chain, the reading is of an 'indeterminate' RC, in which the antecedent has not been established in the discourse yet:圆

| (3.47) | kuiš | ammel | āppan | LUGAL-uš | kīšari | nu | Hattušan |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | REL.NOM.SG | e.GEN.SG | after | king.NOM.SG | become.Pres.3SG | CONN | Hattuša.Acc.sg |
|  | àppa |  | =an | nepiš | ŠKUR-aš |  | hazziet[(tu)] |
|  | again settl | ES.3SG | NN= | c. SG sky.G | v.SG storm-god. | M.SG | strike.IMPV.3SG |

'Who(ever) becomes king after me and resettles Hattuša, let the Stormgod of heaven strike him down'
(KBo 3.22: 49-51)
(ii) where the pronoun is preceded by one or more accented words (i.e., not including the clitic chain), the semantics are determinate, and refer to an antecedent whose existence has already been established: ${ }^{[6}$

$$
\begin{array}{lllll}
\text { (3.48) } & \text { KUR.KUR.HI.A } & \text { kue } & \text { dannatta } & \text { ammuk EGIR-pa } \\
\text { land.ACC.PL } & \text { REL.ACC.PL empty.ACC.PL } & \text { I.NOM.SG again } & \text { settle.PRET.1SG } \\
& n u=m u=k a n & & a p \bar{e}=y a & \text { hūmanda arha dāš } \\
\text { CONN=me.DAT.SG=PTC } & \text { this.ACC.PL=and all.ACC.PL away take.PRET.3SG } \\
& \\
&
\end{array}
$$

(Hatt. iii 57-8)
'Indeterminate' relatives are therefore semantically equivalent to conditional clauses, as noted by Garrett (1994: 44), such that ex. (3.47) could be rephrased as 'If anyone becomes king.... It is worth noting that elsewhere in the archaic IE languages, indeterminacy is often expressed by the use of irrealis moods (subjunctive or optative). This strategy is not available in Hittite, given its limited verbal morphology in comparison to the 'nuclear' IE languages.

The distinction between 'determinate' and 'indeterminate' relatives, which has been the subject of much discussion among Anatolianists, has various implications for our reconstruction of PIE relativisation strategies. Let us start with an account for 'determinate' RCs, since they are in many ways more syntactically unexpected than their 'indeterminate' counterparts. Recall that in 'determinate' relatives, kuiš must be preceded by another lexically accented word; i.e., 'determinate’ kuiš cannot occur clauseinitially. The language seems to be fairly ambivalent as to what the lexically accented word preceding kuiš is. It could be the relativised NP, as in ex. (3.48) above; but it could also be a completely unrelated XP from within the RC. These options are schematised as follows (Huggard, 2011: 95): ${ }^{\text {[7] }}$
(3.49) (a) $\quad[[\mathrm{N}+\mathrm{REL}] \ldots$
(b) $[\mathrm{XP}[\mathrm{REL}+\mathrm{N}] \ldots$
(c) $[\mathrm{XP}[\mathrm{N}+\mathrm{REL}] \ldots$

[^40](d) $[\mathrm{N} \mathrm{XP}[\mathrm{REL}] . .$.

In fact, in the absence of any other material in the clause other than the relative pronoun and the verb itself, the relative pronoun follows the verb:

## (3.50) paprizzi kuiš 3 GÌN KUBBABAR pāi <br> sully.PRES.3SG Rel.nom.SG 3 half-shekels-of-silver give.PRES.3SG <br> 'The one who sullies gives three half-shekels of silver'

(KBo 6.2 I 57)
Garrett (1994) accounts for this word order as follows. There are two relevant left-peripheral slots: the higher of these is 'Front' and the lower is 'WH'. First, the entire relativised DP (i.e. rel. pro. + head noun) is raised to 'WH' (i.e., wh-movement). Then, in the case of 'determinate' relatives, another constituent must obligatorily move to 'Front'. This is illustrated with the following example and tree, reproduced from Huggard (2011: 94):

```
(3.51) nu IKRIBU Ul.A =ma kuieš šarninkueš n=aš
    CONN votive-offering.PL=but REL.NOM.PL compensatory.NOM.PL CONN=them.ACC.PL
    šarninkanzi
    pay-in-compensation.PRES.3PL
'But the votive offerings which are to be made in restitution, those they will make in restitution'
```

(KBo 2.2 iv 7 f)
(3.52)


This 'fronting' is supposedly motivated by discourse factors, i.e, Topic and Focus. The argument is that in 'determinate' relatives, some constituent other than the relative pronoun is obligatorily focused or topicalised, raising it above the relative pronoun, yielding the attested word order. Garrett's idea stems from Hale (1987), who argues that we could account for non-initial occurrences of relative $y$ á- in Vedic in this way (I return to this in §4). However, there is a crucial difference between Vedic and Hittite. In Vedic, while it is certainly possibly for a topicalised or focalised element to precede the relative pronoun, in the vast majority of tokens the relative pronoun is clause-initial. On the other hand, in Hittite 'determinate' relatives, the relative pronoun is never clause-initial. Given the rigidity of this rule in Hittite, we are
forced to assume that every single instance of a 'determinate' RC exhibits another constituent that has been topicalised or focalised above the relative pronoun, which is itself (allegedly) fronted. While this hypothesis can generate the attested word orders, it is poorly motivated semantically: why should it be the case that, unless something (anything!) other than the relative pronoun is topicalised/focalised, the antecedent is understood as 'indeterminate'? This question remains open under the double-fronting hypothesis.

An appealing alternative is put forward by Huggard (2011, 2015). Huggard's position is that in the first place, the relative pronoun in 'determinate' relatives is not fronted at all, and instead remains in its base-generated position within $\nu \mathrm{P}$. It is still possible for other constituents to be fronted according to discourse factors, but these movements are optional, just as they are for simple declaratives. In this regard, Huggard builds upon the model of Garrett (1994) where topicalisation/focalisation is possible in RCs, but differs in that the relative pronoun itself is not fronted. This accounts for examples such as the following, where, rather than positing that everything preceding relative kuin is somehow 'fronted', only the topic (' 3000 deportees of Dukkama') is fronted, while the PP ('to my house') remains adjoined to $\nu \mathrm{P}$, and the relative pronoun itself remains in the base-generated object position directly preceding the verb.

| (3.53) |  | URU Duggama | 3 | LIM | NAM.RA |
| :--- | :--- | :--- | :--- | :--- | :--- |$\quad$ INA

Yet this still cannot account for the fact the 'determinate' kuiš never occurs clause-initially: even if it remains in its base generated position, it should be able to precede the verb in a sentence such as ex. (3.50) above. To account for the attested patterns, Huggard (2015) argues that kuiš, which remains syntactically in its base-generated position, is also enclitic, per the phonological evidence established in Kloekhorst (2014). I will return to the implications of this clitic behaviour in §5.1.1.3.

As an interim summary, looking only at 'determinate' RCs in Hittite, we may draw the following conclusions about relative kuiš:

- It does not move to the left periphery, but stays in its base-generated position
- It is enclitic, and must have an appropriate prosodic host to its left

However, neither of these rules appears to be true for 'indeterminate' relatives, where kuiš occupies clause-initial position, implying both that it has been fronted and that it is not enclitic. For Garrett (1994), the explanation was that kuiš in 'indeterminate' relatives was itself fronted out of 'WH' and into the position that was reserved in 'determinate' relatives for some other constituent (the position he calls 'Front'). This hypothesis is more convincing than his account of 'determinate' relatives. Clearly kuiš is
fronted in these structures; it makes sense that this fronting is somehow implicated in the 'indeterminate' semantics. Accordingly, Huggard's (2015) account of 'indeterminate' relatives is more similar to Garrett's than his account for 'determinate' relatives. Indeed, his starting point is the observation, made by Garrett (1994: 44), that 'indeterminate' relatives are semantically equivalent to conditional clauses. Huggard (2015) takes this observation one step further by arguing that 'indeterminate' relatives are better termed wh-conditional correlatives. Huggard (2015: 129) provides as parallels the following from Mandarin and Serbo-Croatian respectively:
(3.54) shei xian jinlai, wo xian da shei
who first enters, I first hit who
'If X enters first, I hit X first'
(3.55) ko ima magarca, taj ga i bije
who has donkey that.one it and beats
'If anyone owns a donkey, he beats it'

At this point, it is worth noting that the grand claim of Huggard (2015) is that all instances of Hittite kuiš-interrogative, relative, indefinite-instantiate the same lexical item: an indefinite polarity item. A full appraisal of his analysis is beyond the scope of this thesis, but a crucial part of his claim is that Hittite kuiš, like the PIE indefinite ${ }^{*} k^{w} i$ - from which it is supposedly derived, is prosodically deficient (i.e., enclitic). This prosodic deficiency is evidenced directly in 'determinate’ relatives, as noted above. The question is: how do we account for the clause-initial position of prosodically deficient kuiš in 'indeterminate' relatives/wh-conditional correlatives? Huggard's (2015: 120) solution is to posit that in these constructions, indefinite kuis is fronted to [Spec, ContrFocP] ${ }^{[8]}$ and so receives a pitch accent, allowing it to occur clause-initially. This theory quite similar to Roussou's (1998) account of AGk. indefinite $\tau \iota \varsigma$ vs. interrogative $\tau i \varsigma$. Roussou argues that indefinite $\tau \iota \varsigma$ receives its interrogative semantics and pitch accent by moving to [Spec, FocP]. In comparison, Huggard is simply arguing for a different left-peripheral position, with correspondingly different semantics, to account for indefinite kuiš receiving its accent and contrastive (and so conditional) semantics in Hittite.

On the whole, I find Huggard's account of Hittite 'indeterminate' relatives (qua wh-conditional correlatives) rather convincing. Given that the only structural difference between 'indeterminate' and 'determinate' relatives is the fronting of kuiš, it is parsimonious to assume that this movement is what accounts for the 'indeterminate'/conditional semantics of such clauses. There are also cogent distributional arguments for the existence of a distinct position [Spec, ContrFocP], which I return to in §4.4.3. However, Huggard's analysis of all instances (interrogative, indefinite, relative) of Hittite kuiš as 'indefinites whose core is a polarity item' (2015: 120) does not necessarily imply a diachronic grammatical pathway from PIE indefinite * $k^{w} i$ - > Hit. "wh-word" kuiš. Rather, it is a way of conceptualising "wh-words"that is, indefinite, interrogative and relative pronouns-synchronically. To illustrate this, let us consider Arsenijević (2009), who is cited several times in Huggard (2015), and provides some of the theoretical context for the analysis of $w h$-conditional correlatives in Hittite. Arsenijević (2009) proposes an account

[^41]of $w h$-conditionals in which he argues that 'the minimal semantic content shared by all $w h$-expressions is the weak_ $\exists$ quantification, i.e. the non-specific interpretation with weak existential commitment' ( $\overline{\mathrm{Ar}}-$ senijević, 2009: 137). ${ }^{\text {0 }}$ In other words, "wh-words" by virtue of their grammatical function, are argued to share an underlying semantic property (weak existential quantification). Now, in a language where there is some degree of morphological identity between all three types of wh-word (e.g., Hittite or Latin) positing shared features of this sort may be more intuitive than in one where one of the three forms is distinct (e.g., Sanskrit or Ancient Greek). Yet I do not see any compelling reason to interpret this shared semantic content as evidence for a shared etymological origin. From a synchronic perspective too, I believe the possibility for some shared semantic content between indefinite and relative pronouns does not necessarily imply they are exactly the same lexical item; rather, the possibility of a shared feature is compatible with the null hypothesis that kuiš is a relative pronoun, and it is precisely its function as such that allows it to form wh-conditionals. I am therefore content to accept a definition of the relative pronoun which includes 'weak existential quantification' (per Arsenijević, 2009), an attribute shared by indefinite pronouns-but this does not imply that one use developed from the other, nor that the two are underlyingly the same lexical item.

Huggard (2015: 145) also hints at a diachronic analysis in claiming that '[w]ithin the archaic IE languages, early Latin and Hittite [i.e., those with a relative pronoun from ${ }^{*} k^{w} \sigma^{-}$], correlatives do show a conditional sense, but the correlatives in ancient Greek and the Indo-Iranian languages [i.e., those with a relative pronoun from *yó-] do not'. The argument would follow that the conditional function of Hittite and Latin correlatives is inherited from the status of PIE * $k^{w} o^{-}$as an indefinite polarity item, while its absence in languages with relatives derived from *yó- is due to the fact *yó- was originally a demonstrative, ${ }^{80}$ and not a polarity item. However, Huggard's claim is false: Hock (1989: 95-6) lists several examples of Sanskrit RCs that are better translated as conditionals, noting in particular that 'Sanskrit generalizing relatives frequently mark the verb of the RC in the optative' [i.e., the mood used for the protasis of general conditions] (1989: 101, n.12). The same argument can be made for Ancient Greek: Probert (2015: 95) argues that " $[\mathrm{t}$ ] he indefinite construction [viz. relative ős ( $\pm$ modal particle $\nless \nu)+$ irrealis mood] is used in the equivalent of a conditional protasis when the generalization applies across occasions of a relevant kind.' To me, this suggests that the underlying grammatical feature that contributes a conditional reading in relative pronouns, however we choose to theorise it, has no implications for the morphological history of the relative pronoun. Rather, 'weak existential quantification' is simply a feature shared by indefinite and relative pronouns. As such, while I accept Huggard's (2015) analysis of Hittite 'indeterminate' relatives as wh-conditionals, I would hold that kuis is still meaningfully a relative pronoun in these cases, and as such $w h$-conditionals, as much as they are a form of conditional clause, are also a form of relative clause.

Setting aside 'indeterminate' relatives, Huggard (2015) goes one step further, extending his hypothesis that kuiš is not a relative pronoun but an indefinite to 'determinate' relatives as well, which he

[^42]speculatively rechristens 'existential correlatives', as a counterpart to $w h$-conditional correlatives (2015: 152-69). Huggard (2015: 154) expresses concern that Hittite 'determinate' relatives do not show all the characterisations of correlative RCs established by de Vries (2002): namely (i) they do not exhibit whmovement; (ii) they adjoin to CP, not IP; (iii) they are not always semantically maximalising and so can "stack". On this basis, he sees it prudent to consider a hypothesis in which these are not RCs at all, hence 'existential correlatives'. Yet when assessing de Vries' characteristics of correlative relatives, he rightly suggests that these generalisations may hold 'only for correlatives in certain languages such as Hindi', on which much of the generative literature on correlatives has focused (see §2.2.2.2). He even cites Davison (2009) who argues that Sanskrit correlatives also adjoin to CP (like Hittite), not IP (like Hindi); a point that was already argued in pre-Minimalist terms by Hock (1989) and Kiparsky (1995). Sanskrit correlatives therefore share property (ii) with Hittite; in fact, Sanskrit also shares property (iii), insofar as appositive correlatives are possible and even common ( $\overline{\text { Hettrich, }} 1988$ ). ${ }^{3}$ Since Huggard explicitly limits his scope to Hittite, he does not offer further comment on this matter. Yet looking at the comparative situation, the only criterion for correlative-hood that Hittite 'determinate' correlatives fail to meet, which other ancient IE correlatives satisfy, is that of $w h$-movement. Aside from the fact that $w h$-movement appears to be optional elsewhere in ancient IE languages (see §5.1.2), on its own the lack of $w h$-movement is not sufficient to force a re-interpretation of kuiš as anything other than a relative pronoun: wh-movement varies parametrically. In fact, de Vries (2002: 173) mentions four languages (albeit closely related to each other), that seem to parallel the situation in Hittite:

> There are relative pronouns in interrogative format, e.g. min in Bambara. The predominant relative strategy is correlative...the relative pronoun and head noun are in situ.

Admittedly, the Hittite head noun need not be in situ, and can be topicalised/focalised according to the same rules as in declaratives. Nevertheless, I maintain that the only thing that is perhaps unexpected about Hittite 'determinate' relatives is the lack of $w h$-movement. Yet even this is not particularly troubling since, as Huggard (2011, 2015) demonstrates, Hittite does not seem to have wh-movement at all (including for interrogatives, on which see $\S 3 \cdot 3 \cdot 3 \cdot 1$ below). While in synchronic terms I see the elegance of reducing every instance to kuis to a single lexical item, I do not think there are sufficient grounds to abandon the null hypothesis that kuiš is meaningfully a relative pronoun in Hittite.

As such, I interpret the Hittite data concerning kuiš, taken as broadly representative of the archaic Anatolian situation, as follows:

- Hittite 'indeterminate' relatives are best understood as wh-conditional correlatives, which also occur elsewhere in IE
- 'indeterminate' kuiš fronted to [Spec, ContrFocP], yielding its conditional semantics
- 'indeterminate' kuis functions as a relative pronoun
- Hittite 'determinate' relatives are functionally equivalent to conventional RCs elsewhere in IE
- ‘determinate’ kuiš does not undergo wh-movement

[^43]- 'determinate’ kuiš is enclitic
- 'determinate’ kuiš functions as a relative pronoun

This situation differs in several important ways from the other patterns of relative ${ }^{*} k^{w} o$ ódiscussed so far. I will account for the various behaviours of kuiš in §5.1.1.3, including its apparently enclitic behaviour in 'determinate' relatives and its unique left peripheral position in [Spec, ContrFocP].

### 3.3.3 Non-relative uses of ${ }^{*} \boldsymbol{k}^{w}{ }^{\boldsymbol{o}}$ -

As I mentioned above, ${ }^{*} k^{w} \delta$ - is preserved as an interrogative and indefinite pronoun in every branch of IE.

### 3.3.3.1 Interrogative

* $k^{*} \sigma^{\prime}$ - as an interrogative tends to appear initially or near-initially across the IE language family. This is the regular position in almost all branches of IE, including Indo-Iranian, Italic, Greek, Celtic and Germanic. These languages are generally held to have $w h$-movement in interrogative clauses, that is obligatory movement of the interrogative pronoun (regardless of case) to the left periphery:


| (3.60) | Vana | wileip | ei fraletau | izwis? |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | INT.ACC.SG | want.PRES.2PL that release.OPT.1SG | you.ACC.SG |  |

'Whom do you want me to release to you?'
(Matthew 27:17)

[^44]Given our model of the left periphery (see $\S 2.3$ ), we assume these move to [Spec, FocP]. Theoretically, therefore, they can be preceded by a fronted topic in the higher [Spec, TopP]. And indeed, this word order is also attested:
$\begin{array}{lllll}\text { índrah } & \text { kím } & \text { asya } & \text { sakhyé } & \text { cakāra } \\ \text { indra.NOM.SG } & \text { INT.NOM.SG.N } & \text { it.GEN.SG } & \text { friendship.LOc.SG } & \text { do.PERF.3SG }\end{array}$
'What did Indra do in friendship of it?'
(RV 6.27.1b)

Such examples are discussed in detail in §4. Finally, it is also possible in some of these languagesat least Latin and Ancient Greek-to have multiple fronted interrogatives in the same clause:

| (3.62) | $\tau i s$ | tivos diltiós | ह̇ठ $\sigma$ | $\gamma \varepsilon v \dot{\prime} \sigma \varepsilon \tau \alpha$ | ¢avepóv |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | INT.NOM.SG.M IN | .GEN.SG.N guilty.NOM | G.M be.Pres. | SG become.FUT.3S | clear.NOM.SG.N |
|  | 'It will become clear who is responsible for what' |  |  |  | (Dem. 18.73) |
| (3.63) | considera, consider.IMPV.2SG | C. Piso, | quis | quет | asse |
|  |  | Gaius-Piso.voc.sG.M | INT.NOM.SG.M | INT.ACC.SG.M cheat | PERF.INF |
|  | dicatur |  |  |  |  |
|  | be-said.PRES.SUBJ.3SG |  |  |  |  |
|  | 'Consider, Piso, who is said to have cheated whom? |  |  | (Cic. QRosc. 21) |  |

The case is slightly more complicated for Hittite. Although several previous authors (Hale, 1987; Garrett, 1994; Hoffner \& Melchert, 2008) have argued that Hittite also has wh-movement, it has been clear since at least Hoffner (1995) that the situation is not so straightforward. More recently, Goedegebuure (2009) established that almost all Hittite sentences with an initial interrogative pronoun fall into one (or both) of two categories:

1. The interrogative pronoun is the subject of the verb, as in ex. (3.64) below
2. The only constituent other than the interrogative pronoun is the verb, as in ex. (3.65) below

| (3.64) | kuiš=war=an | haran | ${ }^{\text {d Pirwar }[i]}$ | ${ }^{\text {URU }}$ Haššuwaza uwatez[zi] |
| :--- | :--- | :--- | :--- | :--- | :--- |
| INT.NOM.SG=QUOT=him.ACC.SG | eagle.ACC.SG | Pirwa.DAT.SG | Hassu.ABL.SG | bring.PRES.3SG |

(KUB 48.99 obv 6-7)

| (3.65) | kuit=ta | memahhi |
| :---: | :--- | :--- |
|  | INT.ACC.SG=you.DAT.SG | say.PRES.1SG |
|  | 'What do I say to you?' |  |

(KBo 26.65 iv 23, 25)

Under such circumstances, we cannot say for certain whether the pronoun has been fronted to the left periphery or not. Where these conditions do not obtain, interrogative kuiš is not found initially. Most commonly, if the relevant form is the object of the clause it is found pre-verbally (i.e., in its base-generated position), while oblique forms appear 'distributed freely across the clause', as is the case in declaratives too (Goedegebuure, 2009: 947-8). On this basis, Goedegebuure (2009) argues that the position of interrogative pronouns matches that of DPs in declarative sentences. These patterns, when
taken together, suggest that Hittite is in fact a wh-in-situ language. The point is further elaborated upon by Huggard (2011, 2015), who draws a link between the lack of fronting in interrogatives and determinate relatives discussed in §3.3.2.1 above.

Since it is neither the focus nor the topic of this thesis, I will not offer any conclusions as to whether PIE interrogatives had $w h$-movement or not. Typologically speaking, wh-movement can be either gained or lost: additionally, it is possible for languages to lose $w h$-movement (including multiple fronting) in interrogatives but keep it in RCs, or for it to be optional under certain pragmatic conditions, as is the case in, e.g., Hindi. For this reason, although further studies should seek to address the question of interrogative placement, it does not bear directly on the reconstruction of RCs.

### 3.3.3.2 Indefinite

The third use of ${ }^{*} k^{w} o$ - that can be reconstructed is as an indefinite pronoun. When a form of ${ }^{*} k^{w} o$ - is used alone as an indefinite pronoun it is consistently enclitic, meaning that it is underlying unaccented, and cannot appear clause-initially. Like interrogative ${ }^{*} k^{w} \sigma^{\prime}$-, indefinite ${ }^{*} k^{w} o$ - is found in every branch of IE, and is thus very likely an inherited use. It is attested in its bare form most clearly in Ancient Greek ( $\tau \iota \varsigma$ ) and Sabellic (e.g., Oscan pís), as well as some grammatical environments in OCS (Willis, 2013: 376); relics survive elsewhere, usually following a conjunction (exemplified below with Latin and Gothic) or negation (exemplified with Sanskrit).



| (3.68) | jabai was fraujan | Iesu Xristu, sijai |
| :--- | :--- | :--- | :--- | :--- | :--- |
| if INDEF.NOM.SG | NEG | believe.PRES.3SG lord.ACC.SG Jesus Christ, be.opt.3SG |

(3.69) má=kis tokásya naḥ riṣat

NEG=INDEF.NOM.SG offspring.GEN.SG our be-injured.INJ.3SG
'Let not one of our offspring be injured'
(RV 8.67.11c)
Across IE, the regular paradigms of the indefinite pronoun are usually built on ${ }^{*} k^{w} o$ - but with diverse morphological extensions (Lat. ali-/-que/-piam etc., Hit. -kki/-kka, Skt. cid/ca/caná etc., Got. *-uh). Only in these extended forms are indefinite pronouns attested as non-clitic; it is thus widely held that

PIE indefinite ${ }^{*} k^{w} o$ - was enclitic. Indeed, even when there is morphological extension, the indefinite pronoun may still be enclitic, as is the case for Hittite kuiški (Hahn, 1946; Watkins, 2010; Kloekhorst, 2014; Huggard, 2015; Sideltsev \& Molina, 2015). ${ }^{33}$

There is some debate, however, as to whether the indefinite pronoun followed Wackernagel's Law (i.e., whether it was routinely moved to "second position", broadly conceived), or whether it remained within its base-generated phrase-I address this question in §4.4. For now, it is sufficient to note that by virtue of their being enclitic, bare forms of indefinite ${ }^{*} k^{w} o$ - never occur clause-initially; this is in sharp contrast to the use of ${ }^{*} k^{w} \delta$ - as a relative or interrogative, where this position is very common.

A pertinent issue concerning indefinite ${ }^{*} k^{w} o$ - is its implication in the 'reduplicated' relativisers found in Lat. quisquis ('whoever') and Hit. kuiš kuiš ('id.'). Several different accounts have been posited for the origins of these forms, including various combinations of ${ }^{*} k^{w} \delta \delta^{-} /{ }^{*} k^{w} O$ - in its interrogative, relative and indefinite meanings (Hahn, 1937: 397-9). The meaning that both Hit. and Lat. forms share is a generalising capacity, somewhat equivalent to the use of English -ever: $8_{4}$

| (3.70) | kuit | kuit harakzi | $t=a t$ | šarnikzi |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | REL.ACC.SG.N | "-ever" | destroy.PRES.MID.3SG | CONN=it.ACC.SG.N | pay-for.PRES.3SG |

'Whatever is destroyed, this he pays for'
(Laws §127)
(3.71) video necesse esse eloqui quidquid roges
see.Pres.isG necessary be.INF say.INF REL.ACC.SG.N ask.PRES.SUBJ.2SG
'I see that I must tell you whatever you ask'
(Plaut. Asin. 24)
Both parts of Hit. kuiš kuiš and Lat. quisquis inflect; the main difference between the two is that Lat. quisquis appears to be entirely univerbated, whereas Hit. kuiš kuiš can be interrupted by other constituents (especially the emphatic particle imma) and the two parts are 'felt to be two separate words' (Hahn, 1937: 388).

In both Hittite and Latin, kuiš kuiš/quisquis are often taken to be strictly relative; in both languages, however, there appear to be some instances whether the meaning is not relative, but are used as free-choice indefinites, generally translatable as 'any'. In the case of Hittite, the use of kuiš kuiš as a free-choice indefinite appears to be an innovation that took place during the language's attested history. As noted by Melchert (1985) and reported in Sideltsev (2018), there are no uses of kuiš kuiš as a free-choice indefinite in the Old Hittite corpus. Morever, when kuiš kuiš is attested as a free-choice indefinite, it is only found with the inclusion of the emphatic particle imma, an addition which is optional with generalising relatives: $\mathbf{8}^{5}$

$$
\left.\begin{array}{lllll}
\text { (3.72) } & \text { kuit } & \text { imma } & \text { kuit } & \text { kukupalatar GAM } \\
& \text { ?INDEF.NOM.SG.N } & \text { EMPH } & \text { ?INDEF.NOM.SG.N } & \text { dINGIR-LÌI } \\
\text { Gukupalatar down oath god }
\end{array}\right]
$$

[^45]It seems likely, therefore, that Sideltsev (2018) is right in arguing that indefinite use was a development of the relative use, a change for which there are cogent typological parallels (discussed below). The case for Latin is not as clear, since quisquis is also used as a free-choice indefinite quite frequently in the early Latin authors (Hahn, 1933: 32; Lodge, 1962: 519):

| (3.73) | ego | istos | novi | polypos | qui | $u b i$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | I | DEM.ACC.PL.M | know.PERF.3SG | octopus.ACC.PL.M | REL.NOM.SG.M when |  |
|  | quicquid | tetigerunt | tenent |  |  |  |

?INDEF.ACC.SG.N touch.PERF.3PL hold.PRES.3PL
'I know those tentacled types who, when they touch anything, they keep (it)' (Plaut. Aul. 198)
In this way, its use overlaps almost entirely with quisque-the standard free-choice indefinite in Classical Latin-which is itself attested as a generalising relative in early authors (Hahn, 1933: 32; Lodge, 1962: 517):

| (3.74) | quisque $\quad$ obviam huic | occesserit | irato, | vapulabit |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | ?REL.NOM.SG.M in-the-way | DEM.DAT.SG.M | go-to.FUT.PERF.3SG | angry.DAT.SG.M | flog.FUT.3SG |
|  | 'Whoever gets in his way when he's angry, he'll | flog (them)' | (Plaut. Asin. 404) |  |  |

There is no direct evidence for a relative pronoun of the form quis in Latin. However, we see in the attested history of the language a development of innovative free-choice indefinites built on pronouns that are unambiguously relative in origin. These include forms such as quivis and quilibet ('anyone'). These are transparently derived from the relative qui + vis ('you want') and libet ('it pleases') respectively; as such, the ancestor of a construction such as quilibet homo ('any man') would have been something like 'which(ever) man pleases (you)'. In its genesis, then, qui libet is not a free-choice indefinite but a generalising RC. This explains why the univerbated form quilibet cannot itself introduce an RC: the relatival force of qui has been satisfied by libet. The grammaticalisation of such an RC, most often with verbs of wanting, is cross-linguistically common and fairly uncontroversial (Haspelmath, 1997: 133-4).

On the other hand, the forms quisquis and quisque do not contain any verbal material, and so can (and do) introduce RCs. Yet it is possible that their use as free-choice indefinites develops in the same way as quilibet and quivis: that is, in both cases, we see the development from generalising relative > free choice indefinite. The difference is that in quilibet and quivis, the generalising force was contributed by the verbs of 'wanting'; in quisquis and quisque, the generalising force was inherent to the pronominal forms; as such, there was no need for any particular lexical verb to be part of the construction. And since no verb was grammaticalised as part of the construction, quisquis and quisque retained their ability to introduce RCs, at least until the pre-Classical period in the case of quisque. If this hypothesis holds, quisque and quisquis would instantiate a fossilised form of a relative *quis ( $\left.<{ }^{*} k^{*} i-s\right)$, present at an earlier, unattested stage of Latin but comprehensively supplanted by qui (<* $\left.k^{w} \delta^{-i}\right)$ before our earliest texts.

In sum, we have reason to believe that both Hittite kuiš kuiš and Latin quisquis had the original function of a generalising relative pronoun. As for how these forms came into being, I believe there are two plausible hypotheses. The first is that they are straightforwardly a case of iterative reduplication,
probably of the relative pronoun. There is a structural parallel here with Sanskrit $y$ á- $y a$-, which has a generalising force:

$$
\begin{array}{llll}
\text { (3.75) } & \text { yád=yad } \quad \text { áichat } & \text { prajá́patau tád } \\
\text { REL.ACC.SG.N=REL.ACC.SG.N want.IMPF.3SG } \\
\text { Prajapati.LOC.SG } & \\
\text { bem.ACC.SG.N }
\end{array}
$$

However, despite its preponderance in later texts, there are only four occurrences of reduplicated yá- in the Rig Veda. Two of these are clearly adverbial, involving the forms yátra-yatra ('whithersoever', RV 6.75.6) and yadá-yadā ('howsoever', 4.54.5); this leaves only two instances of a reduplicated relative pronoun. ${ }^{86}$ By way of comparison, Grassmann (1873: 1066-7) lists seven tokens of generalising relatives ('whoever') in yá- cit and 17 tokens of yá- $k a-c a$, none of which is adverbial. Perhaps unexpectedly, the Rig Veda even contains more instances of a reduplicated demonstrative in correlative clauses than of the reduplicated relative.

| (3.76) | yáh | nah | prtanyắd | ápa | tám=tam | it |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | REL.NOM.SG.M dhatam | us.ACC.PL | fight.OPT.3SG | away | DEM.ACC.SG.M=DEM.ACC.SG.M | EMP |
|  | put.IMPV.2DU |  |  |  |  |  |
|  | 'Whoever woul | give us | le, strike h | do |  | (RV |

De Vaan (2015: 44) cites six occurrences of this construction, only one of which is adverbial. There is some debate as to whether the reduplicated demonstrative is specifying ('exactly that one'), or generalising, as I have translated it in the example above. Hettrich (1988: 557-8) prefers the generalising value, while Klein (2003: 784-6) prefers the specifying value, ascribing it to it ('only', which I have glossed as EMPH). De Vaan (2015) takes the middle ground, arguing that without ít, reduplicated sá-/tá- is generalising, while the combination with it makes it specifying. I do not propose to resolve the issue here, but draw attention to de Vaan's conclusion that this use of reduplicated sá-ltá- could plausibly be understood as a Sanskrit-internal innovation; it is certainly possible that the same is true for reduplicated yá.

Setting aside reduplication, then, we may alternatively understand these forms as a combination of relative ${ }^{*} k^{w} \delta^{--}+$indefinite $k^{w} \sigma$. This would also account readily for their relative force, but has more promising structural parallels such as Skt. yá- cit, yá- ká- ca 'who(ever)', and AGk. ö otıऽ 'id..' In such a construction, indefinite ${ }^{*} k^{w} o$ - does not have the meaning 'someone', 'something', but acts in a more general ‘domain-widening’ capacity. ${ }^{87}$ This concept is applied to AGk. ő $\sigma \tau \iota \varsigma$ by Probert (2015), but is also a fair characterisation of the 'reduplicated' forms of Latin and Hittite. The central idea is that the function of the 'domain-widener' (e.g. Eng. -ever) is to extend the set evoked by the RC to include a number of entities 'larger than one might expect', or containing 'rather unexpected members' (Probert, 2015: 99). Probert illustrates this with the following Homeric example (2015: 100):

[^46]| (3.77) | x $\alpha$ ì $\tau$ òv | 'A $\chi$ ¢ $\lambda \lambda$ ¢ ${ }^{\text {c }}$ | $\theta \hat{\eta} x \varepsilon$ | $\alpha \dot{\alpha} \dot{\theta} \lambda$ ıov | 0 ชิ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | also DEM.ACC.SG.M | Achilles.NOM.sG.m | M place.AOR.3SG | prize.ACC.SG.N | his.gEN.SG.M |
|  | غ̇т $\alpha$ роı | / öø | غ̇ $\lambda \alpha \varphi \rho \circ$ ' $\tau$ тоऽ | $\pi 0 \sigma \sigma i$ | xpal $\pi \nu 0$ îбl |
|  | companion.GEN.SG.M | REL.NOM.SG.M | swiftest.NOM.SG.M | M foot.DAT.PL.M | fast.DAT.PL.M |
|  |  |  |  |  |  |
|  | move.PRES.OPT.3SG |  |  |  |  |

'It too Achilles set down as a prize in honour of his companion, (for) whoever should be swiftest with his nimble feet'
(Hom. Il. 23.748-9)
Probert remarks that 'ő $\varsigma$ would have picked out the same individual, but ő ovıऽ...suggests that there is a rather large number of theoretically possible winners.' The same is true of Lat. quisquis and Hit. kuiš kuiš, ${ }^{88}$ as well as Skt. yá- ká- ca:
(3.78) numquam edepol me inultus istic ludificabit,
never by-Pollux me.Acc.sG unpunished.NOM.SG.M DEM.NOM.SG.M tease.FUT.3SG
quisquis est
REL.NOM.SG.M be.PRES.3SG
'By Pollux, that bloke will never make a joke out of me unpunished, whoever he is'
(Plaut. Amph. 1041)

| (3.79) | $n u \quad$ hantezziyaš LÚ-aš | kuit kuit | $p[e s ̌ t a]$ | $t a=s ̌ s ̌ e ~$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| CONN first.NOM.SG | man.NOM.SG | whatever.ACC.SG | give.PRET.3SG | CONN=him.DAT./LOC.SG |
| šarnikzi |  |  |  |  |
| make-restitution.PRES.3SG |  |  |  |  |
| 'Whatever the first man paid, he shall give in restitution' | (Laws §28a) |  |  |  |

(3.80) idám āpaḥ prá vahata yát kím ca duritám

DEM.ACC.SG water.VOC.PL forth carry.IMPV.2PL whatever.NOM.SG difficulty.NOM.SG
máyi
me.LOc.sG
'Take this away, oh waters, whatever difficulty is within me'
(RV 1.23.22ab)
From these data, it seems reasonable to hypothesise that ${ }^{*} k^{w} o$-, when combined with a relative * $k^{w} \delta$ ó- or *yó-, had the abstract role of a 'domain-widener' in PIE rather than a purely indefinite sense.

To summarise: I will hold that PIE had an enclitic pronoun ${ }^{*} k^{w} o$-. In its bare form, it functioned as an indefinite pronoun. In combination with a relative pronoun, it had the function of a 'domain-widener'. Its descendants in the attested languages were usually reinforced with morphological material from various sources; these expanded forms facilitated the development of non-clitic indefinite pronouns.

### 3.4 Which "which" is which?

In light of the above, I turn to the question that has long perplexed Indo-Europeanists: what did PIE use as a relative pronoun? The opinions of the authors I have mentioned so far fall into three broad categories, categorised by Luján (2009: 222): 89

[^47](A) The oldest relative construction used * $k^{w} \delta$ '- as the relative pronoun (Sturtevant, 1930; Hahn, 1946, 1949, 1964; Szemerényi, 1980).
(B) The oldest relative construction used 'yó- as the relative pronoun (Delbrück, 1893-1900; Hirt, 1937; Gonda, 1954, 1955).
(C) Both possibilities were available in PIE, either for different semantic types (Haudry, 1973, 1979; Hettrich, 1988; Hajnal, 1997), or as dialectal variants (Schmitt-Brandt, 1973; Lehmann, 1980) My hypotheses, summarised below, do not fall neatly into any of these three categories:

- On *yó-:
- *yó- was probably used as a relative pronoun in PIE
- Other pronominal uses of *yó- (as a thematised form of *(e)y-) cannot be reconstructed
- Relative *yó- cannot be securely connected with a putative sentential connective *yo
- On * $k^{w} \delta^{-}$-
-     * $k^{w} \sigma^{\prime}$ - was possibly used as a relative pronoun in PIE
-     * $k^{w} o ́$ - was certainly an interrogative pronoun in PIE
-     * $k^{w} o$ - was certainly an indefinite pronoun in PIE, and probably acted as a 'domain-widener'
- On both:
- Neither *yó- or * $k^{*} \delta^{\prime}$ - can be firmly associated with a particular semantic or syntactic type of RC (i.e. restrictive vs. appositive, 'plain' vs. correlative)
- The use of *yó- or * $k^{w} o ́$ - as a complementiser is secondary to their use as relative pronouns

My judgement that *yó- was probably a relative pronoun in PIE is based on the fact that we cannot securely reconstruct any use for it other than that of a relative pronoun. Any purported anaphoric used is based on conjecture beyond the attested languages. It is plausible that at an earlier stage-what we may call "pre-PIE"-*yó- was an anaphoric pronoun, which was later recruited as a relative pronoun. However, there is simply no comparative evidence that speaks in favour of this reconstruction: it is, rather, internal reconstruction within PIE based on typological patterns. This is not the methodology of this thesis, and so I will not explore this possibility.

The case for * $k^{w} o^{-}$- is more complex. In the first place, we can be confident of at least two nonrelative uses of ${ }^{*} k^{w} \delta$ - in PIE: indefinite, and interrogative. It is therefore plausible that its use as a relative pronoun developed out of either of these uses. Nevertheless, we encounter the same difficulty as above: we are largely reduced to PIE-internal reconstructions based on typological patterns observed elsewhere. A possible exception to this is the evidence from Anatolian. The peculiarities of 'determinate' vs. 'indeterminate' relatives, together with the possible synchronic analysis of Hittite $w h$-words as a unitary lexical item, open up the possibility that * $k^{*} \delta^{\prime}$ - was not a relative pronoun in PIE. This argument may find some support in the status of Hit. kuiš in 'determinate’ relatives as an enclitic, much like PIE indefinite * $k^{w} o-$. However, I have argued that the synchronic analysis of Hittite wh-words as indefinite polarity items does not imply a diachronic pathway from indefinite to relative. Moreover, the necessary semantic content of
'weak existential quantification' required to derive $w h$-conditionals appears to be shared by descendants of * $k^{w} \delta$ '- and *yó- alike. As for the status of Hit. kuiš as enclitic, this is an issue I address in §5.1: the upshot is that since there are also enclitic reflexes of relative "yó-, we need not hypothesise this behaviour is inherited from PIE indefinite ${ }^{*} k^{w} o$-, and likely developed in tandem with other grammatical changes. Thus there is still no clear comparative evidence that allows us to exclude the possibility that ${ }^{*} k^{*} \delta^{\prime}$ - was a relative pronoun in PIE.

So, what are the implications for a reconstruction of RC syntax in PIE? I have argued that neither * $y o ́-$ nor $k^{w}{ }^{\prime}$ - can be readily discounted as a relative pronoun, and, crucially, that we cannot reconstruct with confidence any difference in their syntactic behaviour when used as such. What this means is that-as far as the syntax is concerned-we can reconstruct a single functional category in Minimalist terms: *Rel. The phonetic content of *Rel, whether *yó- or * * ${ }^{*} \delta^{\prime}$ ', simply cannot be ascertained. We may imagine various scenarios: perhaps one was the "original", the other supplanting it in the relevant daughter languages. Perhaps both co-existed within the same grammar, in free variation or tied to sociolinguistic factors. Perhaps the difference was one of register; perhaps the difference was one of dialects. The plausibility of these scenarios, however, is not something that can be measured by Minimalist reconstruction, since the grammars of the attested languages, whether * $k^{W}{ }^{\prime}$ ' or *yó-based, point towards a relative pronoun with a fairly coherent set of syntactic features, which I reconstruct in §5.

In sum, if we are to pursue the aetiology of relative *yó- vs. relative * $k^{w} \delta^{\prime}$-, we move beyond what can reasonably be called PIE-understood as the shared ancestor of the attested IE languages at the latest stage of genetic unity-towards something like "pre-PIE" (the ancestor of the ancestor of the attested IE languages). That is not to say such questions are altogether unanswerable, but they lie outside the scope of this thesis. As such, I will proceed with the reconstructed functional category *REL in PIE, whose syntax can be reconstructed by comparison of both * $k^{w} \delta$ - and *yó- languages.

## Chapter 4

## Clisis and the Left Periphery in Proto-Indo-European

In this chapter, I analyse the left periphery of PIE with specific reference to the interaction between pragmatic fronting (topicalisation and focalisation) and clitic placement ("Wackernagel's Law"). This constitutes a mapping out of the CP-layer in PIE, which forms a crucial part of relative clause structure, and lays the groundwork for analysing the precise syntactic behaviour of the relative pronoun, *ReL.

### 4.1 Onwards and upwards: The "front" of the clause

In $\S 3$, I established that we should reconstruct a single lexical item (*REL) as the relative pronoun for PIE. A core feature of the descendants of*REL is that, with the probable exception of 'determinate' relatives in Anatolian, they are consistently found near the front of the sentence. Under the theoretical assumptions established in §2, we understand this 'fronting' as *REL moving to the left periphery: specifically, [Spec, TopP]. But we know that this can vary cross-linguistically; as such, a thorough analysis of the ancient IE data within this framework is necessary for the purposes of reconstruction.

It is fair to say that the left periphery of ancient IE languages is quite active. Ancient IE languages seem to allow for a position ${ }^{\text {玉1 }}$ at the beginning of the clause ${ }^{92}$ which can be filled by an element that is either topicalised (exx. 4.1-2) or focalised (exx. 4.3-4), according to the interpretive characteristics discussed in §2.3.

mother.DAT.SG.F me.DAT.SG suitor.NOM.PL.M assault.IMPF.3PL NEG willing.DAT.SG.F
'As for my mother, the suitors beset her against her will' (Hom. Od. 2.50)
(4.2) $n u \quad$ É ${ }^{\mathrm{d}}$ IŠTAR $\boldsymbol{R}_{\text {[Topic] }}{ }^{\mathrm{m}}$ Dudhaliyaš $\quad$ DUMU $=Y A$ tapardu

Conn house Ištar Tudhaliya.Nom.sG son=my govern.IMPV.3SG

[^48]'As for the house of Ištar, let Tudhaliya, my son, govern it'
(KUB 1.1 iv 77-8)
(4.3) nullam $_{[F o c u s]}$ ego me credo magis anum none.ACc.sG.F I me.ACC.SG see.PERF.INF believe.PRES.ISG more old-woman.ACC.SG.F excruciabilem quam illaec est tormentable.ACC.SG.F than DEM.NOM.SG.F be.PRES.3SG 'I believe I have seen no old woman more deserving of torment than she is' (Plaut. Cist. 653-4)
(4.4) sárvam $_{[\text {Focus] }}$ sá pūtám aśnāti svaditám
all.ACC.SG.M DEM.NOM.SG.M pure.ACC.SG.M drink.PRES.3SG sweetened.ACC.SG.M
mātaríśvanā
Mātariśvan.INs.SG.F
'He drinks all the pure [essence], sweetened as it is by Mātariśvan'
(RV 9.67.31cd)
As established in §3, both relative and interrogative pronouns (again, with probable exceptions in Anatolian), are also situated somewhere within the left periphery:
(4.5) quid apud hasce aedis negoti est

INT.NOM.SG.N among DEM.ACC.PL.F house.ACC.PL.F business.GEN.SG.N be.PRES.3PL tibi?
you.DAT.SG
'What is your business among these here houses?'
(Plaut. Amph. 350)
(4.6) qui sibi mandasset delegati ut

REL.NOM.SG.M himself.DAT.SG order.PLUPERF.SUBJ.3SG assign.PPP.NOM.PL.M that
plauderent
applaud.IMPF.SUBJ.3PL
'He who commissioned people assigned to applaud him...'
(Plaut. Amph. 83)

INT.NOM.SG.M and PTC them.ACC.DU god.GEN.PL.M strife.DAT.SG.F set-together.AOR.3SG
$\mu \alpha ́ \chi \varepsilon \sigma \theta \alpha$;
fight.INF
'And which of the gods sent these two to fight in contention?'
(Hom. Il. 1.8)

REL.ACC.SG.M INDEF.ACC.SG.M PTC king.ACC.SG.M and eminent.ACC.SG.M man.ACC.SG.M $x$ xein
encounter.AOR.OPT.3SG
'Whichever king or eminent man he encountered...'
(Hom. Il. 2.188)
(4.9) káḥ naḥ mahyái áditaye púnaḥ dāt

INT.NOM.SG.M us.ACC great.DAT.SG.F aditi.DAT.SG.F again give.INJ.3SG
'Who would give us again to great Aditi?'

| (4.10) | yáh | te | agne | námasā | yajñám |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | REL.NOM.SG.M ítte | you.ACC.SG | Agni.voc.sG.m | obeisance.INs.sG.N | sacrifice.ACC.SG.M |  |
|  | implore.PRES. 3 |  |  |  |  |  |
|  | 'Who(ever) calls you to the sacrifice with an obeisance, O Agni...' |  |  |  |  |  |

In some IE languages it also appears to be possible for interrogatives to be preceded by a topicalised constituent:
(4.11) múkham kím asya
mouth.NOM.SG.N INT.NOM.SG.N his
'As for his mouth, what was it?'
(RV 10.90.11c)
In addition to the elements enumerated above, a category that often appears in the left periphery are the local particles (P-words), which are often fronted when they appear separately from their respective verb (traditionally referred to as tmesis). Left peripheral preverbs are most prevalent in Vedic and Ancient Greek:

| (4.12) | prá rudréna yayina | yanti síndhavah |
| :--- | :--- | :--- | :--- | :--- |
| forth.PW rudra.INS.SG.M travelling.INS.SG.M |  |  |
|  | go.PRES.3PL | river.NOM.PL.M |

(RV 10.92.5a)

onto.PW PTC rower.ACC.PL.M sufficiently collect.PRES.1PL onto.PW PTC
غ́x $\alpha$ о́ $\mu \beta \eta \nu \quad / \theta \varepsilon i o \mu \varepsilon \nu$
hecatomb.ACC.SG.F place.AOR.OPT.1PL
'Onto [the ship] let us gather sufficient rowers, and onto it let us put a hecatomb'
(Hom. Il. 142-3)
These examples seem to suggest that a lot of material ends up in the left periphery, moved out of its base-generated position. However, establishing the 'landing site' of elements within the left periphery of ancient IE languages presents some methodological difficulties. Rizzi (1997) was able to establish the distributional facts for TopP and FocP by grammaticality judgements in his native language; clearly the same is not possible for the languages under examination in this thesis. First, we cannot generate novel sentences to test their grammaticality; we can only examine the corpus as it survives, and test our hypotheses against the observed patterns. Second: the Topic-Focus complex is manifest not only in patterns of word-order, but also discourse function; the fronting of constituents is a syntactic process that serves a pragmatic function. Yet the precise discourse function of a given left-peripheral element in an ancient text is rarely securely diagnosable. Although in context we can sometimes make a fairly cogent argument as to whether a given element is topicalised, focalised, or just happens to occur first in the sentence, we can rarely claim certainty from context alone, especially in multi-authored and non-narrative texts. This means that in some way, we are perversely more reliant on the distributional syntactic evidence to diagnose the discourse function than we might be if we had access to speaker judgements. Yet the left periphery of the ancient IE languages is remarkable insofar as it exhibits some clear and even inviolable word-order constraints, of the sort that can rarely be established for these languages. These constraints, as well as implicating clause-level information, affect the position of the fronted relative pronoun; this makes them of central importance when reconstructing RC syntax.

Aside from fronted pronouns, local particles and topicalised/focalised constituents, there is another class of elements that occupy the left periphery in ancient IE languages: clitics. ${ }^{23}$ In some ways,

[^49]clitics can complicate the picture: they are yet another set of elements to account for when mapping the left periphery of PIE. Yet because their occurrence in the left periphery is not a matter of (optional) pragmatic fronting, their distribution is relatively predictable synchronically. This means they provide a valuable diagnostic for assessing the position of other elements in the left periphery, whose movement there could be due to various discourse-oriented features, and whose 'landing site' is therefore variable. On the other hand, since clitics routinely occur within the left periphery, a proper account for clisis necessarily requires an articulated account of the left periphery in its own right.

There is a final reason that a comprehensive treatment of clisis and the left periphery is central to understanding RCs, and this is that descendants of *REL in various languages have been argued to exhibit clitic behaviour. This is a question I address in detail in $\S 5.1$; to motivate my analysis of *REL, I must first establish a coherent account of both clitics and non-clitics in the left periphery, and how we can tell the difference.

This chapter is structured as follows: in $\S 4.2$, I establish some preliminaries for our understanding of clitics and their movement to the left periphery ("Wackernagel's Law"). In $\S 4.3$ I take the Vedic 'initial string'—a touchstone for this topic within IE—and treat it in detail as a case study in disentangling the left periphery. With this groundwork established, in $\S 4.4$ I offer a comparative analysis of the left peripheries from three other major branches of ancient IE: Latin, Ancient Greek and Hittite. These form the basis for my reconstruction of PIE left periphery, a crucial component of relative clause structure.

### 4.2 Clisis

### 4.2.1 Clitic characteristics

The term 'clitic' is a back-formation from 'enclitic' (<AGk. $\varepsilon^{\gamma} \gamma \lambda i v \omega$ 'lean on'), a phonological term employed by early Greek grammarians to refer to words that do not bear their own inherent accent, but affect the accentuation pattern of the previous word. For example:


Note here that the final syllable of ${ }^{\prime} \nu \theta \rho \omega \pi \circ \varsigma$ ('man') is usually unaccented, but when followed by the enclitic indefinite pronoun $\tau \iota \varsigma$ it acquires an additional accent on its final syllable. The traditional explanation for this phenomenon is that enclitics form part of the phonological word immediately to their left, and the 'extra' accent is essentially a prosodic repair strategy:

Since an enclitic, on losing its accent, forms a part of the preceding word, the writing $\alpha \sim \theta \rho \omega \pi<\varsigma \tau \iota \varsigma$ would violate the rule...that no word can be accented on a syllable before the antepenult.
(Smyth, 1956: §184)

From these phonological descriptions, a syntactic rule may be gleaned: since enclitics must cause accentuation of a preceding syllable, they definitionally cannot occur clause-initially. However, this definition excludes orthotonic (i.e. accent-bearing) postpositives such as $\mu \dot{\varepsilon} v, \delta \dot{\varepsilon}, \gamma \dot{\alpha} \rho \chi \tau \lambda$. which also do not occur clause-initially, and often follow the first phonological word of a clause. ${ }^{24}$ Enclitics can be contrasted with proclitics, which behave in a similar way but require an appropriate prosodic host to their right; Nida coined the term the term clitic as an umbrella term for both enclitics and proclitics, providing the following definition (1946: 76, n.17):

A clitic is a form which phonologically combines with an element with which it does not form a morphological construction.

Clitics are later subdivided into three categories by Zwicky according to their syntactic distribution in his pivotal work On Clitics, summarised below (1977: 5-7).

1. Clitics: have an accented non-clitic counterpart.
(a) "Special": These have a distinct syntactic distribution from their non-clitic counterparts, and often cannot be derived from their accented counterpart by regular synchronic phonological processes, e.g. AGk. 3 sg pronoun $\mu \nu \nu$ vs. $\alpha \dot{\tau} \tau \dot{v} v, \alpha \dot{v} \tau \eta \dot{v}$; Skt. $2 s g$ pronoun te vs. túbhyam, tav́a.
(b) "Simple": These occupy the same syntactic position as their non-clitic counterparts, and often appear the outcome of regular synchronic phonological processes, e.g. Lat. -st ('is') vs. est; PDE 'll vs. will.
2. Bound words: do not have an accented non-clitic counterpart, e.g. Gk. $\tau \varepsilon$; Lat. -que; Skt. $c a$ etc. ('and')

In discussing the syntactic distribution of clitics, Zwicky's categories introduce a new complexity. Whereas the earlier phonological definitions of enclitics implicitly prohibit their appearance in first position, they do not prescribe their appearance in, say, "second position" ( 2 P ). Yet, as we will see below, this is where certain enclitics regularly appear, forming a distinct syntactic distribution from their non-clitic counterparts. For our purposes then, we may divide clitic characteristics into two categories:

1. Phonological characteristics: Prosodic deficiency, lack of accent
2. Syntactic characteristics: [for enclitics] Cannot appear clause-initially, usually appear in 2 P

Part of the difficulty in defining clitics is that they instantiate these characteristics to varying degrees; for example, the aforementioned orthotonic postpositives of Ancient Greek, while not strictly exhibiting all the phonological characteristics of a clitic, clearly show the syntactic characteristics of an enclitic. Since I am primarily concerned with syntax, I will not dwell on the specific phonetic criteria a word must fulfil to be a clitic, working instead with the umbrella term of 'prosodic deficiency' where the syntax-phonology interface is concerned; for this reason, I will refer to orthotonic postpositives as clitics too. ${ }^{25}$

[^50]
### 4.2.2 "Second position": Wackernagel's legacy

Building on Delbrück's (1878) observations from Sanskrit, and adding to them comparanda from other IE languages, Wackernagel (1892) established what we have come to refer to as "Wackernagel's Law". Although the author uses the word Gesetz ("law") in the title, he never actually states his discovery in such terms. As such, the law is often quoted as simply "Enclitics move to second position". This does not adequately capture his thesis, which clearly excludes some enclitics, such as Av. citt (1892: 403), and includes some accented (i.e. non-enclitic) words, e.g. Gk. $\mu \dot{\varepsilon} v, \delta_{\dot{\varepsilon}}^{(1892 ;}$; 377-8). A more precise formulation is therefore given below:

## (4.16) Wackernagel's Law

The following words occupy 2 P :
(a) Enclitic pronouns
(b) Enclitic conjunctions and grammatical particles
(c) Orthotonic postpositives
(d) Verbs (insofar as $\mathrm{V}_{2}$ is part of the same phenomenon)

Wackernagel's inclusion of $\mathrm{V}_{2}$ on this list has faced serious criticism (Hock, 1982; Kiparsky, 1995); I will not treat verb movement as part of the same phenomenon, and exclude it from the discussion. We may also collapse categories (b) \& (c), since they are differentiated only by the presence or lack of an inherent pitch accent, which does not factor into my syntactic analysis-both are clitics for our purposes. We are thus left with two relevant categories of second-position, or "Wackernagel" clitics:96

WLi: clitic pronouns
WL2: clitic conjunctions and grammatical particles
Some clitics that belong to WL2 exhibit ${ }_{2} \mathrm{P}$ effects variously at either the clause-level or the phrase-level according to scope. A typical example is AGk. $\tau \varepsilon$ 'and'. When coordinating clauses, $\tau \varepsilon$ occupies 2 P within the clause:

$$
\begin{aligned}
& \text { DEM.NOM.SG.M =PTC from-near sharply shriek.PERFP.NOM.SG.M relentlessly }
\end{aligned}
$$

$$
\begin{aligned}
& \text { rush-at.PRES.3SG seize.AOR.INF =and =her.ACC.SG.F spirit.NOM.SG.M command.PRES.3SG } \\
& \text { 'He lets out a piercing cry from nearby and rushes at her relentlessly, and his heart commands } \\
& \text { him to seize her' } \\
& \text { (Hom. Il. 22.141-2) }
\end{aligned}
$$

When coordinating noun phrases, however, $\tau \varepsilon$ occupies 2 P within the phrase:

[^51]```
(4.18) ő\varphip\alpha \sigmaù \chi\alphaípns / \tau\mu\età\nu \alpha
that you.NOM.SG rejoice.PRES.SUBJ.3SG honour.ACC.SG.F gain.PRESP.NOM.PL.M
M\varepsilonv\varepsilon\lambda\alphá\omega \sigmaoí =\tau\varepsilon, \chiטv\omegaि\pi\alpha / \pi\rhoò\varsigma T\rho\omegá\omega\nu
Menelaus.DAT.SG.M you.DAT.SG =and dogface.vOc.SG.M from Trojan.GEN.PL.M
```

'...in order to make you happy, striving to win recompense for Menelaus and you, dogface, from the Trojans'
(Hom. Il. 1.159-6o)
I will call the latter use 'phrasal' clitics: these do not participate in "Wackernagel's law": rather, they stay syntactically in their base-generated position and do not raise to the left periphery. As such I will not offer any detailed discussion of phrasal clitics.

Wackernagel's Law dictates that the enclitics enumerated above occupy 2 P . However, as research on 2 P clitics passim has demonstrated, the definition of 2 P evades precise description. Goldstein (2016b: 6o, n.9, emphasis mine) remarks that:

One comes away with the impression that [for Wackernagel], second position was defined graphically: that is, that it referred to the second orthographic word after a major mark of punctuation.

This is to say that "regular" instances of Wackernagel's law, traditionally conceived, define 2 P as simply following the first orthographic word, e.g.:

(4.20) per $=\boldsymbol{t} \boldsymbol{e}$ deos oro et nostram amicitiam, by =you.ACC.SG gods.ACC.PL.M beg.PRES.1SG and our.ACC.SG.F friendship.ACC.SG.F Chremes
Chremes.voc.sG
'I beg you, Chremes, by the gods and our friendship'
(Ter. An. 538)
As Goldstein (2016b: 60, n. 9) aptly notes, this definition is not 'linguistically real. Considering the clitic characteristics enumerated above, we may amend this definition to refer to the first prosodic word $(\omega)$. This would allow us to admit some elements such as short PPs which can sometimes constitute a single $\omega$ (Probert, 2003: 133-42). This may account for some apparent exceptions to Wackernagel's law, e.g.:

$$
\begin{aligned}
& \text { in DEM.DAT.SG.M =PTC =them.DAT.PL mix.AOR.3PL woman.NOM.SG.F }
\end{aligned}
$$

$$
\begin{aligned}
& \text { resembling.nom.SG.F goddess.DAt.PL.F wine.DAt.sG.m Pramnian.DAT.SG.M }
\end{aligned}
$$

'In this the woman, like the goddesses, mixed [a potion] for them with Pramnian wine'
(Hom. Il. 11.638-9)

Yet another set of "exceptions" to Wackernagel's law are those where phonology alone cannot solve the issue; 2 P must be understood as the second syntactic constituent. This order is most prevalent in Sanskrit:

```
(4.22) amṛtatvám rákṣamāṇāsaḥ =enam deváḥ agním
    immortality.ACC.SG protecting.PPL.NOM.PL =him.ACC god.NOM.PL agni.ACC.SG
    dhārayan draviṇodấm
    preserve.IMPF.3PL giver-of-goods.ACC.SG
    'protecting (their) immortality, the gods preserved him as Agni, giver of goods' (RV 1.96.6cd)
```

Its also possible, albeit rarer, for 2 P clitics to appear as neither the second word nor the second constituent, in "third position" or later by any measure:

```
(4.23) utá =vā yáḥ =naḥ marcáyāt ánāgasaḥ arātīvá
    and =or REL.NOM.SG.M us.ACC harm.SUBJ.3SG innocent.ACC.PL evil.NOM.SG.M
    mártaḥ sānukáḥ vṛ́kah
    mortal.NOM.SG.M eager.NOM.SG.M wolf.NOM.SG.M
    'Or the evil mortal or eager wolf who would harm us, innocent as we are...'
```

                            (RV 2.23.7ab)
    
mother.NOM.SG.F =PTC NEG =me.ACC.SG dear.NOM.SG.F before =PTC allow.IMPF.3SG
$\theta \omega \rho \dot{\sigma} \sigma \sigma \varepsilon \sigma \theta \alpha$ ।
arm-oneself.INF
'And my dear mother did not allow me to array myself before...'

Moreover, these examples demonstrate the fact, as noted by Hale (1987), Hock (1989) and subsequent work, that WL1 and WL2 have different distributions: the latter regularly precedes the former: $\frac{97}{}$ :

```
(4.25) kéna =v }\mp@subsup{\overline{\boldsymbol{a}}}{\textrm{WL}2}{}=\boldsymbol{te}\mp@subsup{\boldsymbol{e}}{\textrm{WL}}{}\mathrm{ mánas}\overline{a}\mathrm{ dāśema
    INT.INS.SG.N =or you.DAT.SG mind.INS.SG.N honour.OPT.1PL
    'Or in what mind should we honour you?'
                                    (RV 1.76.1d)
```

| (4.26) | $\tau \bar{\alpha} \varsigma$ | $=\delta^{\prime}{ }_{\text {WL2 }}$ | $\alpha \lambda \lambda 01$ | $=\mu \varepsilon_{\text {WLi }}$ |  |  | $=\sigma \varphi / \sigma \tau$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DEM.ACC.PL.F <br> $\alpha$ ט่тoîऽ themselves.D | $=\mathrm{PTC}$ | other.NOM.PL.M <br>  <br> eat.INF | $=\mathrm{me} . \mathrm{ACC} . \mathrm{SG}$ | tell.PRES.3PL | bring.INF | =them.DAT.PL |

'And others tell me now to bring these out for themselves to eat'
(Hom. Od. 20.213)
In sum: the surface-level observations of Wackernagel ( $\overline{1892}$ ) have quite remarkably stood the test of time. Indeed, his hypothesis that 2 P effects were inherited from the proto-language was all but certified with the decipherment of Hittite (on which see §4.4.3 below). However, it is eminently clear that "Wackernagel's Law" cannot be described with a singular generalisation ("enclitics move to second position"), but rather requires a detailed grammatical analysis in the context of a finer understanding of the left periphery in PIE.

[^52]In what follows, I take the patterns of clitics and left periphery as attested in Vedic as a case study, establishing the various phonological and syntactic factors that conspire to yield the attested distributions. From this model I move onto a comparative analysis and reconstruction of the PIE left periphery in §4.4.

### 4.3 The Vedic initial string: A case study

Traditional literature on the topic of the left periphery in ancient IE languages has often referred to it as the initial string. Authors have noted the lexical elements it may contain (cf. §4.1 above), and have observed that every element within the left periphery is optional, to the extent that it is possible not to have an initial string at all. This is not surprising, since we understand the initial string to be comprised primarily of the Topic-Focus complex of Rizzi (1997), which is optional (see §2.3). Perhaps the most elaborate iteration of the initial string among the attested IE languages is that found in the language of the Rig Veda; this is reflected in the volume of research that has been dedicated to mapping and accounting for its patterns. As such, it provides an apt case study to being to understand how clitics and lexical items are organised in the left periphery.

The basic schema of the Vedic initial string can be found in Table 5.1 below: a synthesis of Hock (1989, 1996), Hale (1987, 1996), Keydana (2011), and Lowe (2014), together with my own observations.

| Position | o | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Type | Conj. | Topic | WL2 | Focus | Rel. Pro. | WLı | Dem. Pro. |
| E.g. | sá, átha | [any XP] | $c a, v \bar{a}$ | má, káḥ, P-word etc. | yáh | me, enam etc. | sáḥ |

Table 4.1: The Vedic Initial String

Under the theoretical assumptions of this thesis, Positions 1,3 and 4 are accounted for straightforwardly by the Topic-Focus complex posited in Rizzi (1997):
(4.27)


The main point of contention, therefore, is where the clitics fit into this structure; in what follows, I establish a model for the Vedic left periphery and the positions of clitics within this.

Traditionally, the accounts fall into two theoretical categories: prosody-dominant approaches (Hock, 1989, 1993, 1996; Krisch, 1990; Keydana, 2011), and syntax-dominant approaches (Hale, 1987, 1996, 2007, 2017; Lowe, 2011, 2014). ${ }^{\text {.88 }}$ With the exception of the earlier work of Hale (1987) and Hock (1996), all authors accept that both phonology and syntax are involved to some degree; the question is to what extent. On the whole, these approaches are divided more along theoretical lines than empirical ones. Advocates of prosody-dominant approaches tend to view clisis as an inherently phonological phenomenon, while syntax-dominant approaches tend to assume the null hypothesis that all word-order (including clitics) is primarily accounted for in the syntax.

### 4.3.1 Prosody-dominant approaches to Vedic clisis

Hock (1982) was perhaps the earliest work that analysed the Vedic initial string as an ordered sequence of positions, which he summarises in a 'taxonomic form', later referred to as the template of the initial string. The template is revisited and revised in $\operatorname{Hock}(\underline{1989}, 1993,1996)$; reproduced in Fig. 5.1 overleaf is the final iteration.


Figure 4.1: Template of the Vedic initial string (Hock, 1996: 291).

All elements are optional, and all but Position 1 can be doubled ${ }^{99}$ Note that positions $0,1,2$ \& 3 correspond partially with my own labelling in Table 4.7. However, Hock's position 3 incorporates my positions 3 and 4. This is a byproduct of Hock's use of the category D́, which collapses several important patterns concerning the orderings of P-words, interrogative and relative pronouns (Lowe, 2014 to be discussed below). Setting that aside, however, Hock's position 5 does correspond with my position 6 , housing "late" demonstratives, usually in correlative clauses.

[^53]Hock's template was a vital stage in mapping the Vedic initial string, but lacks explanatory power. This criticism is made at length in Hale (1996), Keydana (2011) and Lowe (2014); in the interest of space I do not revisit their arguments here. ${ }^{100}$ The central issue is that the template is conceived of as strictly phonological; yet while several authors have argued that clitic movement can be motivated by phonology, ,00 the same cannot be said of the full lexical items that also form part of Hock's template. Rather, the pragmatic fronting of full lexical items is best accounted for under the Rizzian model of the left periphery as adopted in this thesis.

Thus in a bid to rectify the deficiencies of the templatic approach while still treating clisis as inherently phonological, Keydana (2011) admits that full lexical items are placed in the initial string/left periphery by the syntax. He assumes the following structure of the left periphery, where DfP = 'Discoursefunction Phrase' (Keydana, 2011: 112):
(4.28)


This model is a partial implementation of Rizzi (1997):Keydana (2011) admits one position higher than [Spec, CP], to account for both Topics and Foci ([Spec, DfP]). He does not adopt the Force ${ }^{\circ}$-Fin ${ }^{\circ}$ split, instead modelling a unitary $\mathrm{C}^{\circ}$ at the bottom of the left periphery. The author models "wh-words" (both relative and interrogative) as occupying [Spec, CP]. In the context of this model, Keydana proposes the following two rules:

For any given intonational phrase:
(i) $\mathrm{WL2}$ (clausal clitics) follow the first phonological word ( $\omega$ )
(ii) WLl (pronoun clitics) follow the first phonological phrase ( $\varphi$ )

Rule (i) is fairly uncontroversial: enclitics, lacking an inherent pitch accent, are prosodically infelicitous in clause-initial position. When they reach PF, they cannot be spelled out unless they have a suitable, accent-bearing host to their left: namely, $\omega$. This is formalised in Halpern's "prosodic flip", and is broadly accepted in both prosody- and syntax-dominant explanations of Vedic clisis (see §4.3.2 below).

[^54]The question, however, is: how do we establish the domain of $\varphi$ in Vedic? As Keydana himself notes (2011: 123), and Lowe (2014: 12) re-iterates, we have no comprehensive proof of what constitutes a $\varphi$ in this language. Keydana therefore opts to follow Nespor \& Vogel (2007), who define $\varphi$ in syntactic terms, based on the distribution of raddoppamiento sintattico, a connected speech process that occurs within $\varphi$ but not across $\varphi$-boundaries in some varieties of Italian. Their definition is as follows (2007:168, emphasis mine):

## Phonological Phrase Formation

## $\varphi$ domain

The domain of $\varphi$ consists of a $C[\text { litic Group }]^{102}$ which contains a lexical head $(\mathrm{X})$ and all $C$ s on its nonrecursive side up to the $C$ that contains another head outside of the maximal projection of X .

Nespor \& Vogel are rather explicit in stating that ' $[t]$ he intended interpretation of [this definition] is that in which only V, N , and A are considered lexical heads' (Nespor \& Vogel, 2007: 168). Keydana pays some heed to this consideration in suggesting that $\mathrm{Df}^{\circ}$ cannot be the starting point for $\varphi$-construal, because it is 'not only a functional head, but moreover one which is never filled with lexical material' (Keydana, 2011: 123). Yet he finds no issue with $\mathrm{C}^{\circ}$ being the starting point for $\varphi$-construal, despite it also being a functional head, and often phonologically null. Nevertheless, these issues aside, Keydana argues that the first $\varphi$ of the Vedic sentence is construed as the entire left periphery, up to and including $\mathrm{C}^{\circ}$. On this basis then, since WLi clitics are placed after $\mathrm{C}^{\circ}$ but before the rest of the clause, they must follow the first $\varphi$.

Thus, even though Keydana asserts that clisis is an inherently phonological phenomenon, he must resort to a purely syntactic definition of the phonological phrase in Vedic. If one accepts his premise that 'the null hypothesis [is] that clitic placement is a PF phenomenon' (Keydana, 2011: 122), one can plausibly argue that the syntax diagnoses the phonology, and the latter is the basis for clisis. But I do not accept this premise: Keyadana's prosody-dominant model makes the same predictions as a syntaxdominant one in which WL1 raise to $\mathrm{C}^{\circ}$-this happens to be precisely the model advocated by Hale (1996) and Lowe (2014), to whom I turn presently.

### 4.3.2 Syntax-dominant approaches to Vedic clisis

Over three decades, $\operatorname{Hale}(1987,1996,2007,2017)$ develops an account of the Vedic initial string within, broadly speaking, a Chomskyan framework. The most detailed account is given in Hale (1996), which is written in (a somewhat abrasive) dialogue with Hock (1996). Hale broadly accepts the descriptive adequacy of Hock's template, ${ }^{0 \text { O }}$ but seeks to provide a structural account for Hock's observations. He postulates the following structure for the Vedic initial string (1996: 177):

[^55](4.29)

[Spec, TopP] corresponds to Hock's (and my) position 1. Hock's position 3, (my positions 3-4), is accounted for by [Spec, CP]. ${ }^{\text {.04 }}$ Hale's FocP, placed below [Spec, CP] is only 'provisional', and is not mentioned in his later writings; it is supposed to account for Hock's position 5 (my position 6).

Hale argues that all the non-clitic elements of the left periphery arrive there by syntactic movement. Hale's left periphery is remarkably similar to Rizzi's (1997) in structure: although he posits a unitary $\mathrm{C}^{\circ}$, like Rizzi he allows for a proliferation of left-peripheral heads motivated by discourse factors. Where Hale's approach departs from the prosody-dominant ones is how he accounts for the positioning of clitics.

Hale argues convincingly that Vedic clitic placement is best explained as an interaction of syntactic and phonological constraints. The latter is inspired by the work of Halpern (1992, 1995): namely the "prosodic flip", more properly called Prosodic Inversion (PI). PI is a late-stage phonological process that Halpern (1995: 17) defines in the following terms:
[T]he position of a clitic in the surface string of a sentence may diverge from what would be expected based on its syntactic position. Specifically, a clitic may "trade places" with a prosodic unit which is adjacent to it... Usually this unit is the prosodic word.

In short: where an enclitic leaves the narrow syntax and enters PF in a prosodically infelicitous position (viz. clause-initially ${ }^{[105}$ ), PI "inverts" the ordering of the clitic and the prosodic word ( $\omega$ ) immediately to its right, such that the enclitic has an appropriate prosodic host. This means that the narrow syntax can allow a clitic to be generated in-or moved to-clause-initial position; PI will then "fix" the outcome at PF, yielding the attested word order. This is schematised below:

[^56]i. Narrow syntax:

ii. Prosodic Inversion: $=\mathrm{CL} \omega=\mathrm{CL} \omega \omega$.
iii. Phonetic Output: $\omega=\mathrm{CL} \omega \omega$

Equipped with the machinery of PI, Hale can then account for WL2 clitics straightforwardly. He argues that they are base-generated where we would expect them to be, i.e. as heads of their own ConjP/DisjP which is external to the clause. Thus when they occur in the left periphery, their projection dominates the entire clause:
(4.31)


They are then moved by PI into 2 P, i.e. following the first $\omega$. Hale uses the combination of external base-generation + PI to yield Hock's (and my) position 2. Descriptively, his claim is the same as that later made by Keydana: WL2 follow the first $\omega$ of a phrase (see $\S 4.3 .1$ above). While the precise mechanisms may differ, there is a point of agreement here.

Hale's account for $W \mathrm{~W} 1$ is where the syntax-dominant approach diverges most sharply from the prosody-dominant one. In line with other syntactic approaches to clisis, and reminiscent of Delbrück (1878), Hale assumes that WLi are base-generated in the same position as their non-clitic counterparts, i.e. somewhere within the VP-complex. For them to appear in the left periphery at all then, they must first raise to $\mathrm{C}^{\circ}$. This movement takes place in the narrow syntax, with no prosodic involvement, and supposedly accounts for Hock's position 4 (my position 5 ). This is how Hale accounts for examples such as the following (1996: 168):

| (4.32) ídhmam $\quad$ yáh | je | jabhárat | chaśramānáh |  |
| :--- | :--- | :--- | :--- | :--- |
| kindling.ACC.SG | REL.NOM.SG.M | $=$ you.DAT.SG | bear.PERF.3SG | exert.PRESP.NOM.SG.M |
| 'Who, exerting himself, bore the kindling to you' | (RV 4.12.2a) |  |  |  |

(4.33)


In this way, Hale argues that where WL appear following an element in either [Spec, TopP] or [Spec, CP$]$ (or both), the phonology is not involved at all; the movement is entirely in the narrow syntax. However, if the left periphery is empty, PI will kick in (exactly as with WL2) and move WLı such that they appear after the first $\omega$. Such an example is provided by Keydana (2011: 124):

```
(4.34) gandharváh =asya raśanámm agrbhṇāt
    gandharva.NOM.SG =DEM.GEN.SG bridle.ACC.SG sieze.IMPF.3SG
    'The Gandharva seized his bridle'

Under Hale's model, gandharváh would likely occupy the canonical subject position, [Spec, IP]. When asya moves to \(\mathrm{C}^{\circ}\), it leaves the narrow syntax in (unacceptable) first position; PI then pushes it behind the first \(\omega\), gandharvah.

To summarise, Hale posits two mechanisms to account for clitic placement:
1. Prosodic Inversion: Both WL1 (if necessary) and WL2 (always)
2. Movement to \(\mathrm{C}^{\circ}\) : WL only

Hale uses his twofold explanation to account for a pattern which Hock's original template somewhat glossed over: the fact that position 1 can either be a single word, or a single constituent. Since PI does not see the syntax, it can only "push" the enclitic behind the first \(\omega\), regardless of constituent structure.
```

(4.35) devéna =naḥ mánasā deva soma rāyáh
divine.INs.SG =us.DAT mind.INS.SG divine.voc.SG soma.voc.sG wealth.GEN.SG
bhāgám sahasāvan abhí yudhya
share.ACC.SG mighty.voc.sG upon fight.IMPV.2SG

```
    'With your divine mind, oh divine Soma, oh mighty one, fight for a share of the wealth for us'

For the above sentence, Hale's hypothesis would lead us to posit that the constituent devéna mánasa does not occupy a left-peripheral position. As such, nah, having raised to \(\mathrm{C}^{\circ}\), is then moved by PI to follow the first \(\omega\), and not the first syntactic constituent. This contrasts with an example such as the following (repeated from ex. (4.22) above):
```

(4.36) amrtatvám rákṣamāṇāsaḥ =enam devắh agním
immortality.ACc.SG protecting.PPL.NOM.PL =him.ACC god.NOM.PL agni.ACC.SG
dhārayan draviṇodấm
preserve.IMPF.3PL giver-of-goods.ACC.sG
'protecting (their) immortality, the gods preserved him as Agni, giver of goods' (RV 1.96.6cd)

```

Hale hypothesises that in ex. (4.36), and others where WLi follow a whole constituent consisting of more than one \(\omega\), it is because that constituent has been topicalised. Since [Spec, TopP] precedes \(\mathrm{C}^{\circ}\), enam is not moved in PF: it simply surfaces precisely where we would expect \(\mathrm{C}^{\circ}\). I re-iterate here that WL2 clitics, since they are always outside the left-most edge of the clause, and are only moved to \({ }_{2} \mathrm{P}\) by PI, will always pattern with ex. (4.35): they follow the first \(\omega\) even if it splits up a fronted constituent. \({ }^{[06}\)

Hale's model thus captures a significant portion of the data-but not quite all of it. The central flaw is a failure to distinguish between the position of relative and interrogative pronouns, collapsing them under the category of " \(w h\)-words" undergoing " \(w h\)-movement" (see \(\S .3\) and \(\S 2.3\) ). However, under the Rizzian model of the left periphery, we understand relative and interrogative pronouns to occupy different positions within the left periphery. It should come as little surprise, therefore, that interrogative and relative pronouns show different distributions in Vedic. This is demonstrated for Vedic by Lowe (2014), who notes that while local particles (P-words) regularly precede relative pronouns in the Vedic left periphery, \({ }^{\text {团 }} \mathrm{P}\)-words never precede interrogative pronouns. Hale (1996) treats P-words as adverbs adjoined to CP: this predicts that they follow whatever is in [Spec, TopP], but precede whatever is in [Spec, CP]. This makes the correct prediction if we assume relative pronouns occupy [Spec, CP]: Hale (1996: 185) lists several examples that back up his point. No such examples, however, can be found with interrogative pronouns.

Lowe (2014) presents a rather ingenious solution that accounts for these patterns. He maintains that interrogative pronouns move to [Spec, CP ], but that relative pronouns are optionally enclitic: in which case they raise to \(\mathrm{C}^{\circ}\), forming a clitic cluster with \(\mathrm{WL1}\) (which raise to \(\mathrm{C}^{\circ}\) per Hale, 1996). To generate the order P-word - RelP, he also hypothesises that P-words are optionally proclitic; they too raise to \(\mathrm{C}^{\circ}\), but must occur at the beginning of the clitic cluster. The following is an illustrative example, reproduced from (Lowe, 2014: 34):
\[
\begin{align*}
& \text { (4.37) divyáh } \quad \text { ápah } \quad \text { abhí yád =enam } \frac{\text { áyan }}{} \\
& \text { divine.NOM.PL waters.NOM.PL toward.PW } \\
& \text { 'When the divine waters came upon him...' } \tag{RV7.103.2a}
\end{align*}
\]

\footnotetext{
\({ }^{106}\) One exception to this is 'subordinating' \(c a\), which Hale (2017) hypothesises to be generated in \(\mathrm{C}^{\circ}\); see therein for the details, which are beyond the scope of the current discussion.
\({ }^{107}\) He notes four exceptions in RV where the relative pronoun precedes the P-word: 4.34.3; 8.50.8; 7.38.3; 10.126.2.
}
(4.38)


As I mentioned above (n.95), Lowe maintains that the presence or absence of an inherent accent is not a defining feature of clisis; it is the clustering in \(\mathrm{C}^{\circ}\) that defines the category here. Thus, Lowe argues that in the majority of cases, \(y\) á- is not enclitic: its most common position is absolutely clause-initially, in which case it must be a full lexical word. In such instances, Lowe hypothesises yá- does not occupy the clitic cluster in \(\mathrm{C}^{\circ}\) but rather [ \(\mathrm{Spec}, \mathrm{TopP}\) ]. It is only in instances where [ \(\mathrm{Spec}, \mathrm{TopP}\) ] is filled by another constituent, as in ex. (4.37) above, that yá- can be understood as enclitic.

In support of this hypothesis, Lowe lists phonological evidence from the demonstrative pronoun sá-(/syá-) which he also argues is optionally enclitic. In the same way as yá-, sá- most usually occurs in absolute initial position, and so cannot be consistently enclitic. Nevertheless, Lowe argues that, eschewing accentuation as a phonological diagnostic of clisis, we can use sandhi phenomena instead when sáoccurs non-initially. He argues that in examples such as the following, where initial \(t\) or \(s\) is retroflexed by a preceding word according to the rules of word-internal sandhi, it is because the demonstrative is actually enclitic on the preceding word. 08
\begin{tabular}{lllll} 
(4.39) & pári & syá & suvānó & akṣā
\end{tabular}\(\quad\) índur
(RV 9.98.3ab)
\begin{tabular}{llllll} 
(4.40) & agníṣ & țá & víśvā & bhúvāni & veda \\
& agni.NOM.SG & DEM.ACC.PL.N & all.ACC.PL.N & world.ACC.PL.N & know.PERF.3SG
\end{tabular}

\footnotetext{
\({ }^{108}\) Examples from Lowe (2014: 21-2). Sandhi is not dissolved in exx. (4.39-41), since it is the point of discussion.
}

Since the phoneme \(y\)-is never affected by sandhi, there can be no direct evidence from the relative pronoun yá- akin to that of sá-. Lowe reaches his conclusion that yá- is optionally enclitic by the following steps:
1. Demonstrative sá-, when it occurs in non-initial left-peripheral position, is enclitic (witness sandhi phenomena)
2. Therefore: non-initial, left-peripheral demonstrative sá- occupies \(\mathrm{C}^{\circ}\) (the position for \(\mathrm{WLı}^{\text {clitics) }}\) )
3. Demonstrative sá- and relative yá-, when occuring non-initially in the left periphery, share the same distribution (they are both preceded by P-words, unlike interrogatives)
4. Therefore: since demonstrative sá- and relative yá- share the same distribution, and the former is part of the clitic cluster \(\mathrm{C}^{\circ}\), non-initial left-peripheral relative yá- is enclitic

I have three core criticisms of Lowe's argument. First, I am not entirely convinced that we can use sandhi as a diagnostic for syntactic clisis. As Lowe himself notes (2014: 23), the lexical verb stu ('praise') also undergoes retroflexion in the same way as sá-, implying it forms a phonological word with what precedes it. However, Lowe does not seem to suggest the verb in such examples raises to \(\mathrm{C}^{\circ}\) here, which would in effect be a reprise of Wackernagel's hypothesis that \(V 2\) was part of the same set of phenomena as clitic movement. Indeed, in the case of stu there is at least one example where it is retroflexed sentencefinally, well away from the left periphery:
```

(4.41) té me āhur ... náro máryā
DEM.NOM.PL.M me.ACC tell.PERF.3PL ... man.NOM.PL.M youth.NOM.PL.M
arepása imá́n páśyann íti stuhi
unblemished.NOM.PL.M DEM.ACC.PL.M seeing.PPL.NOM.SG QUOT praise.IMPV.2SG
'They said to me... the men, the unblemished youths, "when you see them, praise them!"'

```

This casts some shade on the claim that sá- is syntactically enclitic (i.e. it has moved to \(\mathrm{C}^{\circ}\) ) in the examples Lowe provides.

Second: even if we were to accept that sá- is enclitic, there is a key distributional difference between it and yá-: the relative position of WLı clitics. As Hale (1996: 181-2) notes, while yá- regularly precedes WL1, sá- commonly follows them:
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{4}{*}{(4.42)} & prá & yáh & \(=v \bar{a} m\) & mitrā & varuṇā & jīráh \\
\hline & forth.PW & REL. & =you.A & mitra. & varuna & quick \\
\hline & dūtáh & & avat & & & \\
\hline & messeng & .NOM & .IMPF. & & & \\
\hline & \multicolumn{6}{|l|}{'The quick messenger who ran to you, oh Mitra and Varuna'} \\
\hline
\end{tabular}
(RV 8.101.3ab)
```

(4.43) yáḥ mártyaḥ śśíte áti aktúbhiḥ, máa =naḥ
REL.NOM.SG mortal.NOM.SG sharpen.PRES.3SG over night.INS.PL NEG =us.ACC
sáḥ ripúḥ ísata
DEM.NOM.SG rogue.NOM.SG rule.INJ.3SG

```
'The mortal who sharpens his weapons through the night, let not that rogue rule over us'
(RV 1.36.16cd)

A model in which yá-, sá- and WLı all cluster together in \(\mathrm{C}^{\circ}\) does not automatically account for this word order pattern.

Finally, there is the issue of diachrony: Lowe (2014) must concede that the partial clitic status of Vedic yá- is entirely lost in the later stages of Sanskrit. Depending on whether we hypothesise PIE *yówas enclitic or not, we must assess the probability of this enclitic behaviour making a brief foray into the feature specification of Skt. yá- before disappearing without a trace. I will address this issue from a comparative perspective in §5.1; ultimately, I do not believe PIE yó- (qua *REL) was enclitic.

In sum, Lowe (2014) synthesises the strongest aspects of Hale's model, and seeks to improve upon its shortcomings. However, his hypothesis that relative pronouns are enclitic still faces several difficulties.

\subsection*{4.3.3 Vedic clisis reconsidered}

I reproduce my template for the Vedic left periphery from ex. (4.27).


I account for Position \(2(\mathrm{WL} 2)\) in the same way as Hale and Lowe. I take WL2 to be generated outside the clause, and moved behind the first \(\omega\) by some prosodic mechanism: I take no strong position as to whether we think of this as PI à la Halpern, or something else, such as optimality constraints (Lowe, 2011; Hale, 2017); nonetheless I will continue to use PI as a shorthand for whatever PF process is responsible for the surface order. As for WL1: I must revise the movement hypothesised by Hale and Lowe in accordance with the Rizzian model of the left periphery. Before doing this, however, I will revisit position 3: [Spec, FocP]. This position, nestled between recursive TopPs, follows directly from Rizzi's
template, housing interrogative pronouns, as well as focalised negators such as má and quantifiers such as sárva- ('all'). To this group, I add P-words. Lowe observed that P-words never precede interrogative pronouns. In fact, I would argue that the pattern is even stronger than that: P-words and interrogative pronouns do not co-occur at all in the left periphery. Lowe (2014: 16, n. 15) concedes that there are no absolutely unambiguous examples of interrogative pronoun +P -word within the left periphery in Vedic. He lists four examples where the P-word could be analysed as occupying a left-peripheral position following the interrogative pronoun; but in every instance, an alternative analysis is possible. In three of them, the P-word directly precedes a verb, with which it may be considered univerbated. In the fourth example, it could be a postposition governing the interrogative pronoun:
```

(4.45) kásmin [áa yatathah] jáne
INT.LOC.SG toward.PW join.PRES.2DU people.LOC.SG
'To which people do you join yourselves?'

```
(4.46) kám [áchāa yuñjāthe] rátham

INT.ACC.SG toward.PW yoke.PRES.2DU chartiot.ACC.SG
'Who do you yoke your chariot towards?'
(RV 5.74.3b)
(4.47) rátham káḥ [niḥ avartayat]
chariot.ACC.SG INT.NOM.SG out.PW turn.IMPF.3SG 'Who rolled out the chariot?'
(4.48) [kám já \(]\) jánam carati INT.ACC.SG toward.PW people.ACC.SG go.PRES.3SG
'Towards which people does he go?'
(RV 6.21.4b)
Lowe cautiously suggests that these four possible examples of P-words co-occurring with an interrogative pronoun in the left periphery are promising, given the relative rarity of interrogatives. Yet if we model P-words as occupying [Spec, FocP], the lack of co-occurrence is predicted: since FocP is nonrecursive, there can only be one focalised element in a clause. Moreover, this model would predict that left-peripheral P-words cannot co-occur in the left periphery with other focalised elements, such as the negator má. And indeed, this prediction seems to be correct: the Rig Veda contains no clauses in which \(m a ́\) is preceded by a P-word. On the other hand, there is robust evidence for the ordering \(m \bar{a}-\mathrm{P}\)-word; in every instance, however, the P-word also directly precedes the verbal stem, as in exx. (4.45-7) above:

\section*{(4.49) máa [prá gāma] patháh vayám \\ NEG forth.PW go.INJ.1PL path.ABL.SG we.NOM}
'Let us not go away from the path'
(RV 10.57.1a)

This evidence further supports an analysis in which fronted P-words occupy [Spec, FocP]. And if we accept this hypothesis, we get another ordering constraint for free: P-words precede relative pronouns, which consistently move to the lower [Spec, TopP]. This is not such a departure from Hale's hypothesis that they occupy [Spec, CP], i.e. somewhere lower than the topmost TopP. The central difference is that the lower TopP is also below FocP, yielding the orderings with P-words above. That the
relative pronoun should move to [Spec, TopP] is also supported by the arguments from Bianchi (1999, 2000), discussed in §2.3.

We can now turn to WL (pronoun clitics). In sentences where the left periphery is inactive, we can model Force \({ }^{\circ} /\) Fin \(^{\circ}\) as a unitary \(C^{\circ}\). In such cases, we may hypothesise (in agreement with Hale and Lowe) that WL 1 raise to \(\mathrm{C}^{\circ}\), and are then pushed back behind the first \(\omega\) in PF. However, when the left periphery is active, WL1 will target one of the left-peripheral functional heads: specifically, WL1 will target the lowest Top \(^{\circ}\) or Foc \(^{\circ}\), yielding the following possibilities. Each word order is attested in the examples I have given above:
i. \(\left[\right.\) FocP \(\left.\mathrm{XP}\left[{ }_{\text {Foc' }} \mathrm{Foc}^{\circ}=\mathrm{WL}_{\mathrm{i}}\right]\left[\operatorname{FinP}(\ldots) t_{\mathrm{i}}(\ldots)\right]\right]\)
ii. \(\left[{ }_{\text {TopP }} \mathrm{XP}\left[{ }_{\text {Top }}, \mathrm{Top}^{\mathrm{O}}=\mathrm{WL}_{\mathrm{i}}\right]\left[\operatorname{FinP}(\ldots) t_{\mathrm{i}}(\ldots)\right]\right]\)
iii. \(\left[\right.\) Top \(\mathrm{XP}\left[\right.\) Top \(^{\prime} \mathrm{Top}^{\circ}\left[\operatorname{FocP} \mathrm{YP}\left[\right.\right.\) Foc' \(\left.\left.\left.\left.^{\prime} \mathrm{Foc}^{\mathrm{O}}=\mathrm{WL}_{\mathrm{i}}\right]\left[\operatorname{FinP}(\ldots) t_{\mathrm{i}}(\ldots)\right]\right]\right]\right]\) ex. (4.11)
iv. \(\left[{ }_{\text {Topp }} \mathrm{XP}\left[\right.\right.\) Top, \(\left.\left.^{\prime} \operatorname{Top}^{0}\left[{ }_{\text {TopP }} \mathrm{YP}\left[{ }_{\text {Top' }} \operatorname{Top}^{\circ}=\mathrm{WL1}_{\mathrm{i}}\right]\left[{ }_{\text {FinP }}(\ldots) t_{\mathrm{i}}(\ldots)\right]\right]\right]\right]\) ex. (4.32)
 ex. (4.42)

ex. (4.37)

The final piece of the puzzle is to account for position 6: non-initial left-peripheral demonstratives. Given that they occur after WL1, but still appear to be fronted, the distributional evidence suggests they occupy [Spec, FinP]. This is a cross-linguistically common place for so-called 'weak' pronouns (Cardinaletti \& Starke, 1999; Roberts, 2021). I will return to the discussion of the 'weakness' of PIE demonstratives in correlative clauses, in \(\S 5.2\), where I will also investigate the possible enclitic status of *REL in PIE, and its position in the left periphery outside Sanskrit.

\subsection*{4.4 Left-peripheral clitics in PIE}

I have established by a detailed case-study that a refined model of the left periphery, employing the basic schema of Rizzi (1997), can be applied fruitfully to the question of fronted elements and clitics in Vedic Sanskrit. I now turn, in a necessarily briefer format, to three other ancient IE languages: Ancient Greek, Latin and Hittite. Each of these has been argued, under various theoretical guises, to have at least one distinct 'Topic' position, usually at the beginning of the clause. \({ }^{109}\) Some authors argue that the same position is responsible for hosting 'Foci' (e.g., Spevak, 2006 for Latin), while others suggest a distinct 'Focus' position following 'Topic' (e.g., Salvi, 2005, also for Latin). Under the theoretical assumptions of this thesis, I will start with the premise that we should expect distinct TopP and FocP projections, though it is possible they may not co-occur (and thus be modelled as a single position). However, since I model fronted interrogatives as occupying [Spec, FocP], any evidence for Topics and interrogatives co-occurring will be taken as evidence for distinct projections. As we shall see, such orders are evidenced in Latin and

\footnotetext{
\({ }^{109}\) See inter alia Dik (1995), Matić (2003), Goldstein (2016a) on Ancient Greek; Salvi (2005), Devine \& Stephens (2006), Danckaert (2012), Bortolussi (2017), Halla-aho (2018) on Latin; Garrett (1994), Luraghi (1998, 2001), Samuels (2005), Hoffner \& Melchert (2008), Huggard (2015), Sideltsev \& Molina (2015) on Hittite.
}

Ancient Greek but not in Hittite since it lacks wh-movement in interrogatives (see §3.3.3.1). I limit my discussion to left peripheral discourse projections, and so do not consider positions lower in the clause (e.g., preverbal focus).

The primary function of this section is to establish the behaviour of clitics with regard to lexical items that have been pragmatically fronted to the left periphery. I conclude this section with a reconstruction of the PIE left periphery and the behaviour of clitics within this left periphery. I take up the specific position of *REL within this model in \(\S 5\).

\subsection*{4.4.1 Ancient Greek}

Outside Indo-Iranian, Ancient Greek is perhaps closest to Sanskrit with regard to the distribution of leftperipheral clitics. Like Sanskrit, Greek has a large inventory of clitic elements with various functions. There is a distinct class of WL1 pronominal clitics, whose distribution across persons and case varies from Vedic: 1
\begin{tabular}{|c|c|c|c|}
\hline & Accusative & Genitive & Dative \\
\hline 1SG & \(\mu \varepsilon\) & \(\mu \varepsilon 0, \mu \varepsilon v\) & \(\mu \mathrm{OL}\) \\
\hline 2SG & \(\sigma \varepsilon\) & \(\sigma \varepsilon 0, \sigma \varepsilon \cup\) & \(\sigma 01\) \\
\hline 3SG & \(\dot{\varepsilon}, \mu \iota \nu\) & \(\varepsilon \cup\), oú & oi \\
\hline 3DU & \(\sigma \varphi \omega \varepsilon\) & - & \(\sigma \varphi \omega \ddot{\sim}\) \\
\hline 3PL & \(\sigma \varphi \alpha \varsigma, \sigma \varphi \varepsilon \alpha \varsigma, \sigma \varphi \varepsilon\) & \(\sigma \varphi \varepsilon \omega \nu\) & \(\sigma \varphi l(v), \sigma \varphi l \sigma l(v)\) \\
\hline
\end{tabular}

Table 4.2: Enclitic Pronouns (WLı) in Homeric Greek (adapted from Goldstein, 2016a: 6).

To this we may also add the enclitic forms of the indefinite pronoun:
\begin{tabular}{|l|l|l|l|l|}
\hline & Nominative & Accusative & Genitive & Dative \\
\hline SG & \(\tau \iota \varsigma, \tau \iota\) & \(\tau \iota v \alpha, \tau \iota\) & \(\tau \varepsilon \cup, \tau \varepsilon \circ\) & \(\tau \imath \nu \iota, \tau \omega\) \\
\hline PL & \(\tau \iota \varepsilon \varepsilon \varsigma, \tau \iota \nu \alpha\) & \(\tau \iota \nu \alpha \varsigma, \tau \iota \nu \alpha\) & - & - \\
\hline
\end{tabular}

Table 4.3: Enclitic forms of the indefinite pronoun (WL1) in Homeric Greek.

As mentioned in \(\S 3 \cdot 3 \cdot 3\), there seems to be some evidence from fossilised forms outside Greek that PIE * \(k^{w} i\) - was fronted together with WL ; however, as I will argue below, this was a late-stage innovation that did not run to completion in many branches. The evidence from Hittite is particularly crucial in this regard.

Moving on from pronouns, Ancient Greek also exhibits a set of WL2 clausal clitics, such as the following:

\footnotetext{
\({ }^{110}\) Wackernagel ( 1892 : 365 ) notes that the barytonic accent pattern of the ipl pronouns \(\eta \ddot{\eta} \mu \nu \nu\) (us.GEN) and \(\eta \eta \mu \nu \nu\) (us.dAt) suggests they were originally enclitic, but that it is hard to distinguish them from the orthotonic forms-I do not include them here.
}
(4.50) WL2 clitics in Ancient Greek: \(\alpha<\rho \alpha, \alpha \tilde{v}, \alpha \dot{\tau} \tau \varepsilon, \delta \dot{\varepsilon}, \delta \dot{\eta}, \gamma \dot{\alpha} \rho, \theta \eta \nu, \mu \dot{\alpha} \lambda \alpha, \mu \dot{\alpha} \nu, \mu \varepsilon ́ v, \mu \varepsilon ́ v \tau 01, \mu \dot{\eta} \nu, \nu v, \nu v \nu\), oûv, \(\pi \varepsilon \rho, \pi \omega, \rho \alpha, \tau \alpha \rho, \tau \varepsilon, \tau 01, \tau 0\) ívuv

Many of these are discourse particles, but those which are clearly conjunctions of some sort, and therefore most comparable to the WL2 in Vedic, include \(\delta \dot{\varepsilon}\) ('and', 'but'), \(\gamma \dot{\alpha} \rho\) ('for', 'because'), \(\tau \varepsilon\) ('and'). I do not discuss here the modal particle \(\alpha \sim \nu / \varkappa \varepsilon(\nu),{ }^{\text {D }}\) whose grammatical function is clearly innovative, and whose cognates outside Greek are somewhat dubious. \({ }^{112}\) Moreover, within Greek it has distinct grammatical functions which affect its syntactic distributions, \({ }^{113}\) which obscure the picture further. Clearly a full account of the Ancient Greek left periphery must address this issue, but it is not of immediate comparative importance.

Let us then move onto some simple correspondences. We can model WL2 in Ancient Greek, as in Sanskrit, as being base-generated somewhere to the left of CP and moved behind the first prosodic word at PF. In fact, this was suggested for Homeric Greek before it was for Sanskrit, by Taylor (1990: 118-24):
...when a clitic \(\{\) which\} is placed in an untenable phonological position by the clitic syntax, it is "rescued" by some sort of very superficial rule (probably in the PF component) and moved to the right just far enough to satisfy the phonological requirement that it has something to lean on.

If we understand the 'very superficial rule' to be PI, Taylor's account of WL2 in Homeric Greek is essentially the same as Hale's (1996) for Sanskrit. The rule requires some modification for Classical Greek, where \(\mu \dot{v} v\) and \(\delta \dot{\varepsilon}\) intervene between the innovated definite article and its respective noun; as far as the Homeric corpus is concerned, however, WL2 clitics appear to follow a distribution identical to that observed in Vedic. They can therefore be accounted for by the same mechanism: namely, they are base-generated outside the left periphery and moved behind the first prosodic word ( \(\omega\) ) at PF.

Once again, the interest lies with WLı clitics. As in Vedic, Ancient Greek WL1 strictly follow WL2, both when they occur in clitic clusters and when they are separated by a lexical word:
```

(4.51) $\pi 0 \lambda \lambda \lambda \dot{\alpha} \quad=\delta \dot{\varepsilon}_{\mathrm{WL} 2}=\mu \imath \nu_{\mathrm{WL1}} \quad \lambda I \tau \alpha \dot{\nu} \varepsilon \varepsilon \varepsilon \quad \gamma \varepsilon ́ \rho \omega \nu \quad i \pi \pi \eta \lambda \alpha \dot{\alpha} \alpha$
much.ACC.PL.N =PTC =him.ACC.SG entreat.IMPF.3SG old.NOM.SG.M horseman.NOM.SG.M
Oiveús

```
        Oeneus.NOM.SG.M
    'And earnestly the old horseman Oeneus begged him'
        (Hom. Il. 9.58o)
(4.52) हैүvん \(=\delta \grave{\varepsilon}_{\mathrm{WL} 2} \psi v \chi \grave{\eta} \quad=\mu \varepsilon_{\mathrm{WL} 1} \quad \pi 0 \delta \omega \kappa \varepsilon \circ \varsigma\)
    recognise.AOR.3SG =PTC spirit.NOM.SG.F =me.ACC.SG swift-footed.GEN.SG.M
    Aiaxíó \(\alpha\)
    Ajax.gEN.SG.m
    'And the ghost of swift-footed Ajax recognised me'

\footnotetext{
\({ }^{111}\) I treat these as having a shared etymology per Forbes (1958).
\({ }^{112}\) See inter alia Hoffman (1950: 137), Pokorny (1959: 515-6), Chantraine (1968: 507), and more recently Reece (2009: 73-4), Beekes (2010: 661). I accept in principle the etymological connection of AGk. \(\kappa \varepsilon v\) with Vedic \(k a m\), but I believe the grammatical functions-irrealis mood vs. emphasis/assertion respectively - are too distinct for any syntactic comparison to be fruitful from a PIE perspective.
\({ }^{113}\) See Goldstein (2016a: 92-6; 2016b: 86-7).
}

It is worth noting that constructions like ex. (4.52), where \(W L 2\) and \(W L 1\) are separated, are rare; I return to this matter below. For now, we should note that as yet again, as in Vedic, when WLi occur later than 2 P , in most cases there is a limited set of elements that can precede them. These include relative pronouns, as in (ex. 4.53), and the negator ov̌, as in (ex. 4.54).

```

but I god.NOM.SG.F be.PRES.ISG to-the-end REL.NOM.SG.F =you.ACC.SG
\varphiu\lambda\alphá\sigma\sigma\omega / हेv \pi\alpháv\tau\varepsilon\sigma\sigma\sigma Tóvols]
guard.PRES.1SG in all.DAT.PL.M toil.DAT.PL.M
'But I am the goddess, who will guard you to the end in all troubles' (Hom. Od. 20.47-8)

```

since NEG =him.ACC.SG think.PRES.ISG nor learn.PERF.INF terrible.GEN.SG.F
\(\alpha \gamma \gamma \varepsilon\) íns
message.GEN.SG.F
'Since I do not think he has learned the terrible news'
(Hom. Il. 17.641-2)

What we observe for relative pronouns is broadly similar to the patterns attested in Vedic. WL1 cannot appear preceding relative pronouns. If we model relative pronouns as occupying the lower [Spec, Top], this suggests that Greek WLi follow the same rule as Vedic: target the lowest Top \({ }^{\circ}\) or Foc \({ }^{\circ}\) :
(4.55)


So far, so similar. But if, as in Vedic, we also model interrogatives as occupying [Spec, FocP], we should find examples corresponding to ex. (4.11) where WLi raise to Foc \({ }^{\circ}\) below a topicalised phrase. Topicalisation around the interrogative, however, is rare in Homer; I can find only six examples in the entirety of the Iliad and the Odyssey where an interrogative is preceded by anything other than a vocative. These are listed below:
\[
\begin{aligned}
& \text { to Int.Acc.SG.N yet be-killed.InF allow.fUT.2PL people.ACC.SG.M Achaean.DAT.PL.M } \\
& \text { 'How long will you allow your people to be slain by the Achaeans?' }
\end{aligned}
\]
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline （4．57） & \(\tau \omega ิ \nu\) & \(=\delta^{\prime}\) & \(\ddot{\alpha} \lambda \lambda \omega \nu\) & \(\tau i s\) & ＝\(\chi\) ¢ \(v\) & ñol & \(\varphi p\) ¢iv \\
\hline & DEm．GEn．SG．M & ＝PTC & other．GEN．PL．M & INT．Nom．SG．M & ＝MOD & his．DAT．Pl．F & mind．DAT．PL．F \\
\hline & oivó \(\mu\) र \({ }^{\prime}\) & عiँ \({ }^{\text {cou }}\) & \(180 \sigma\) & & \(=\delta \dot{\eta}\) & \(\mu \varepsilon \tau<\dot{\prime} \mid \sigma \theta \varepsilon\) & \(\mu \alpha^{\prime} \chi \eta \sim\) \\
\hline & name．Acc．pl．n & say．AO & R．OPT．3SG as－m & any．nom．PL．M & ＝PTC & from－behind & battle．Acc．sG．F \\
\hline &  & ＇A \(\alpha\) 人 \(\omega\) ， & & & & & \\
\hline & drive．AOR．3PL & Achae & n．gen．PL．M & & & & \\
\hline
\end{tabular}
＇Out of the others，who，from his own mind，could name everyone who came after and roused the Achaeans to battle？＇
（Hom．Il．17．260－1）
(4.58) \(\dot{\alpha} v \delta \rho \hat{\omega} \nu \quad=\delta^{\prime} \quad \dot{\varepsilon} v ~ \pi 0 \lambda \lambda \hat{\omega} \quad \dot{\omega} \alpha \dot{\alpha} \delta \omega \quad \pi \omega \hat{\omega}=\chi \hat{\varepsilon} \nu \quad=\tau \iota \varsigma\)
(4.58) \(\dot{\alpha} v \delta \rho \hat{\omega} \nu \quad=\delta^{\prime} \quad \dot{\varepsilon} v ~ \pi 0 \lambda \lambda \hat{\omega} \quad \dot{\omega} \alpha \dot{\alpha} \delta \omega \quad \pi \omega \hat{\omega}=\chi \hat{\varepsilon} \nu \quad=\tau \iota \varsigma\)
    man.GEN.PL.M =PTC in much.DAT.SG.M din.DAT.SG.M how =MOD =INDEF.NOM.SG.M
    man.GEN.PL.M =PTC in much.DAT.SG.M din.DAT.SG.M how =MOD =INDEF.NOM.SG.M


    hear.AOR.OPT.3SG or speak.AOR.OPT.3SG
    'Among much din of men, how could anyone listen or speak?'


    now =PTC INT.NOM.SG.M thus bring.AOR.3SG
    now =PTC INT.NOM.SG.M thus bring.AOR.3SG
    'Now who has called us together thus?'

but me．dat．sG int．nOM．sG．n this．Acc．sG．n pleasure．nom．sG．n since war．Acc．sG．m
    то入ú \(\pi \varepsilon \cup \sigma \alpha\);
    wind.AOR.1SG
＇But for me，what pleasure will there be in this，that I wound up the war？＇（Hom．Od．24．95）

Of these，we can discount ex．（4．56）immediately as \(\bar{\varepsilon} \varsigma\)（＇to＇）can be understood as a preposition governing \(\tau i\)（＇what＇）that has been pied－piped to the left periphery．\({ }^{\text {．}}\) As for the others，although they suggest the possibility of topicalisation around the interrogative－most convincingly in the case of ex． （4．6o）－they do not give unambiguous evidence for the positioning of WL1．Exx．（4．59－6o）contain no clitic pronouns．Ex．（4．58）may seem the most promising since we see enclitic \(\tau \iota \varsigma\) ；but it is debatable as to whether we can really consider this an example of topicalisation around the interrogative at all．The PP ［ \(\alpha v \delta \rho \omega \hat{\nu} \delta^{\prime}\) ह̇v \(\pi 0 \lambda \lambda \hat{\omega}\) ó \(\mu \dot{\alpha} \delta \omega\) ］（＇among much shouting of men＇）is best treated as a circumstantial adverbial in the sense of Cinque（1999：28－30）．Following Benincà \＆Poletto（2004），it may be the case that such adverbials occupy a distinct＂scene setting＂projection in the left periphery，罟 above［Spec，FocP］；it may equally be the case that they are not raised，but are base－generated there．\({ }^{\text {．16 }}\) I take no strong view on the matter here，but note that either way this example alone is not strong evidence that Ancient Greek allows topicalisation around the interrogative in the same way as Vedic．Nevertheless，taken together with the other examples of topicalisation around an interrogative，the rule that WLi targets the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) seems to make the correct predictions．\({ }^{\text {．17 }}\)

\footnotetext{
\({ }^{114} \mathrm{Cf}\) ．English \([\text { To whom }]_{P P}\) did you give the money？
\({ }^{15}\) Which Haegeman（2012：89）identifies with the Modifier Phrase（ModP）proposed by Rizzi（2001）．
\({ }^{16}\) So Haegeman（2012；101－2）．
\({ }^{17}\) On the other hand，if we allow ourselves to look beyond Homer to later texts，we find exactly the Vedic pattern attested in \(5^{\text {th }}\) century BCE Attic verse（Goldstein，2016a：121）．
}

Thus the Homeric grammar appears to allow a somewhat limited version of the multiple fronting attested in Vedic. Nevertheless, the rules for clitic placement are so far the same: namely, WL2 routinely follow the first prosodic word while WLi target the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\), at least in relative and interrogative clauses. A key difference is the behaviour of WL concerning the negator ou. As noted in ex. (4.54), repeated in ex. (4.61) below, WLi can follow oن̉ even when the latter is not in clause-initial position. However, it is also possible for WLi to precede non-initial oủ, as in ex. (4.62):

```

    since nEG =him.ACC.SG think.PRES.ISG nor learn.PERF.INF terrible.GEN.SG.F
    arye\lambdains
    message.gen.SG.F
    ```
    'Since I do not think he has learned the terrible news'
(Hom. Il. 17.641-2)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline (4.62) & Oil & \(=\tau \varepsilon\) & \(=\mu \nu_{\text {WL1 }}\) & oux & \(\varepsilon i \omega ิ \iota\) & \(\beta\) ¢ôv &  & \(\pi i \alpha p\) \\
\hline & \begin{tabular}{l}
REL.NOM.PL.M \\
غ \(\lambda\) ह́の \(\theta \alpha\) ৷
\end{tabular} & =and & \(=h i m . A C C . s G\) & NEG & allow.PRES.3PL & cow.gen.PL.M & from & fat.Acc.sG. \\
\hline & sieze.AOR.INF & & & & & & & \\
\hline
\end{tabular}
'[Those] who do not allow him to seize the fattest of the cows...'
(Hom. Il. 11.550, 17.659)
Taylor (1990) explains this by arguing that WLi optionally occupy 'first position' within IP, but that this word order is only attested when something precedes IP (a complementiser, a wh-pronoun or a fronted topic). If there is nothing to the left of IP, PI will prevent WLi being spelled out in initial position. Thus for ex. (4.62), the relative pronoun oil ('who') occupies [Spec, TopP] and the WLı clitic \(\mu \mathrm{lv}\) ('him') occupies 'first position' within IP; in ex. (4.61) it occupies 'second position', while ov̉ occupies 'first position'. Under my model, in which WLi have strictly one acceptable 'landing site' (the lowest active \(\left.\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\right)\), this optionality must be captured another way.

A relatively straightforward solution presents itself if we assume that ou is base-generated in a functional projection, NegP, immediately dominating IP (Chatzopoulou, 2018: 63-4). \({ }^{\text {W8 }}\) This predicts that, unless anything else is fronted to the left periphery, ov will routinely occupy clause-initial position, which is the case in Homeric Greek. \({ }^{\text {可 }}\) Trivially, in these structures WL will raise to \(\mathrm{C}^{\circ}\) and then be moved by PI to follow oú:
\[
\begin{aligned}
& \text { NEG =you.ACC.SG.M expect.PERF.1SG bad.ACc.SG.M and feeble.ACc.SG.M be.FUT.INF }
\end{aligned}
\]
'I do not expect you will prove to be evil or feeble'
(Hom. Od. 3.375)
If, however, something is moved to either [Spec, TopP] or [Spec, FocP]—above NegP—WLı will surface above \(0 \iota^{\prime}\), attached to the relevant \(\mathrm{Top}^{\circ}\) or \(\mathrm{Foc}^{\circ}\). This generates the order attested in ex. (4.62),

\footnotetext{
\({ }^{118}\) See Willmott (2013) for a more precise analysis of the relative positions of ou and \(\mu \dot{\eta}\) following Cinque's (1999; 2004) model of the IP. For our purposes it is sufficient to note that ou surfaces at its left-most edge, immediately following \(\mathrm{C}^{\circ}\). It is likely, per Chatzopoulou (2018: 58-64) and Gianollo (2021; 11), that ou is itself a phrasal category rather than a head.
\({ }^{19}\) Out of the 248 instances of \(0 \cup\) acting as a sentential negator in books \(1-12\) of the Iliad, Moorhouse (1959: 89) counts 175 \((71 \%)\) instances of clause-intial \(0 \dot{\imath}\), and a further \(59(24 \%)\) of ou in second position. In the remaining 14 tokens ( \(5 \%\) ), ou is found immediately preceding the verb.
}
where WLı precedes \(\circ \dot{0}\). Where WLı follow non-initial \(0 \dot{v}\), as in ex. (4.61), we must assume that ou itself has been raised to the left periphery, possibly to [Spec, FocP]. In this scenario, the lowest active left peripheral head would be \(\mathrm{Foc}^{\circ}\), and this is where the WLi are found. We know that negative focus preposing is possible in later Greek; Goldstein argues that it has the pragmatic effect of removing 'contextual restrictions on their interpretation' (2016a: 196-200). Further studies may seek to establish whether this interpretative effect can be meaningfully diagnosed in the Homeric data, but it seems clear that it is syntactically acceptable. A further set of apparent 'exceptions' to Wackernagel's Law present themselves in Greek in a way that is less visible than in Sanskrit, namely that enclitics sometimes follow complementisers directly, and at other times follow the first prosodic word after the complementiser or conjunction:

when =me.DAT.SG might.ACC.SG.N uncontrollable.NOM.SG.M eat.IMPF.3SG

Cylcops.NOM.SG.M strong.ACC.PL.M companions.ACC.PL.M
'When the Cylcops, resistless in might, ate my strong comrades'
(Hom. Od. 20.19-20)

'But when the tenth dark night came upon me...'
(Hom. Il. 9.474)
These examples are straightforwardly accounted for under the model I have proposed. When WL 1 attach directly to the complementiser, this is usually because the left periphery is inactive. As such, we model the complementiser as base-generated in \(\mathrm{C}^{\circ}\) : the model predicts that WL 1 will then raise to \(\mathrm{C}^{\circ}\) and be spelled out immediately after the complementiser itself. When the Topic-Focus complex is activated, we model the complementiser as base-generated in Force - the very top of the left peripheryand the prosodic host as occupying some lower left peripheral projection, either [Spec, TopP] or [Spec, \(\mathrm{FocP}]\). WLi then raise to the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\), and so the complementiser appears not to 'count' for second position. In this regard, the only difference between Ancient Greek and Vedic is that the former has innovated overt complementisers, while this category is only nascent in the latter (see §3.2.1).

Thus, the model of the left periphery I have developed on the basis of Vedic seems by-and-large to account for the attested patterns in Homer. However, there are patterns in the Vedic data that are unattested or appear extremely rarely in Homer. Some of these we might predict: I cannot find an example of the order [TopP - FocP - TopP - WL1] in the Homeric corpus. Yet such sentences are hardly common in Vedic either, and rely on the hypothesis that P-words occupy [Spec, FocP], a hypothesis which requires more robust examination for Ancient Greek than space allows. A more pressing issue for our purposes is that in Homer, WLi rarely follow a syntactic constituent of two or more prosodic words. Goldstein (2016a: 91) quotes the following:

```

DEM.ACC.PL =PTC other.ACC.PL.M =me.DAT.SG birth.AOR.3PL in palace.DAT.PL.N
үvvaixes
woman.NOM.PL.F

```
'The others, women bore for me in the palaces'
(Hom. Il. 24.497)
There are other examples of this construction, generally involving the demonstrative pronoun \(\dot{\delta}, \dot{\eta}, \tau^{\prime}\), possibly behaving in a fashion more similar to its innovative use as a definite article: \({ }^{20}\)

```

    DEM.GEN.PL.M all.GEN.PL.M =him.DAT.SG each.NOM.SG.M sheep.ACC.SG.M give.fUT.3PL
    \mu\varepsiloń\lambda\alphalv\alphav / Ө\hat{\eta}\lambdauv í\pió\rhop\etavov
    black.ACC.sG.m female.ACc.sG.m with-suckling-lamb.ACc.sG.m
    'Each of all these men will give him a black ewe with a lamb underneath' (Hom. Il. 215-6)
    ```

```

    DEM.DAT.SG.M =PTC other.DAT.SG.M =him.ACC.SG forearm.ACC.SG.M grazing-the-surface
    \beta\alphá\lambda\varepsilon \chi\varepsilonı\rhoó\varsigma / ठ\varepsilon\xiा\tau\varepsilon\rhoท̂ऽ
    throw.AOR.3SG hand.GEN.SG.F right.GEN.SG.F
    'And with the other [spear] he struck his right forearm with a grazing blow' (Hom. Il. 21.166-7)
    ```

As Goldstein (2016b: 80-2) notes, there are no fronted participial phrases (of the sort found in Vedic in ex. 4.36 ) followed by \(\mathrm{WL}_{1}\) in the Homeric corpus. Additionally, I cannot find any examples of the type attested in Vedic in ex. (4.37) where a DP containing an adjective and a noun is fronted, followed by WLi. There are, however, a number of instances of WLi interrupting complex syntactic constituents at the front of the clause, as in the following (Taylor, 1990: 114):
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{(4.69)} & \(\pi 0 \lambda \lambda 0 i\) & \(=\delta\) ¢́ & \(=\mu \nu \nu\) & д \(2 \sim \delta \rho \varepsilon \varsigma\) &  \\
\hline & many.nom.PL.m & & =him.ACC.sG.m & m man.NOM.PL.m & know.PERF.3PL \\
\hline & \multicolumn{5}{|l|}{'And many men know him'} \\
\hline \multirow[t]{3}{*}{(4.70)} & \(\chi\) ¢о́入os & \(=\delta\) ¢́ & \(=\mu \nu \nu\) & äyplos & ทัр \\
\hline & anger.nom.sG.m & = PTC & =him.ACc.sG & great.nom.sG.m & sieze.IMPF.3SG \\
\hline & \multicolumn{5}{|l|}{'And great anger seized him'} \\
\hline
\end{tabular}
(Hom. Il. 6.151)

anger.NOM.SG.M =PTC =him.ACc.sG great.NOM.SG.M sieze.IMPF.3SG
And great anger seized him
(Hom. Il. 4.23)
Recall that these structures occur in Vedic:
(4.71) devéna =naḥ mánasā deva soma rāyáh
divine.INS.SG.N \(=u s . D A T\) mind.INS.SG.N divine.voc.SG soma.voc.sG wealth.GEN.SG
bhāgám sahasāvan abhí yudhya
share.ACC.SG mighty.voc.sG upon fight.IMPV.2SG
'With your divine mind, o divine Soma, o mighty one, fight for a share of the wealth for us'
(RV 1.91.23a)
\({ }^{120}\) Cf. Manolessou \& Horrocks (2007: 228, emphasis mine) 'the optional use of [ \(\dot{0}, \dot{\eta}, \tau \dot{\sigma}\) ] with common nouns in Homeric Greek is in fact analogous to the role of the article with proper names and generics in later Greek...namely that it serves a pragmatic role in re-topicalising a constituent or in facilitating referent tracking.' It is of note that the authors suggest the interpretative function of '(re)topicalisation' here, which would corroborate the movement to [Spec, TopP] proposed in my model.

Hale's argument is that these structures are diagnostic of the fact that devéna mánas \(\bar{a}\) has not been fronted to [Spec, TopP], but remains somewhere within IP. As such, enclitic nah, having moved to \(\mathrm{C}^{\circ}\), is pushed behind devéna by PI. On the other hand, when WLi follow a whole constituent without interrupting it, this is because the constituent has moved to [Spec, TopP] and WLi surface in \(\mathrm{C}^{\circ}\). Although the latter construction is exceedingly rare-potentially ungrammatical-in Homer, we have good reason to believe that Hale's account of the former (i.e., WL1 interrupting a constituent NP) applies to Ancient Greek as well. Taylor (1990: 117) notes 21 instances where a clause-initial NP is interrupted by WL1 in the first 12 books of the Iliad. Remarkably, in 20/21 cases, that NP is the subject of the clause, as in exx. (4.69-70) above. Taylor's (1990) conclusion, with which I concur, is that these NPs have not been topicalised (or scrambled), but straightforwardly occupy the canonical subject position, probably [Spec, IP]. Thus, if WL 1 raise to \(\mathrm{C}^{\circ}\), they will be moved by PI yielding the attested word order.

The question remains, however: why do we not see more instances where WLi follows a complex syntactic constituent, as in exx. (4.66-8)? I believe a full answer to this question extends beyond the scope of this thesis, but I offer some speculation. The rarity of this construction is not a feature of clitics, but a feature of the way Topic and Focus seem to operate in Homer. Namely, complex NPs are not fronted in their entirety. Rather, only part of the NP, either the adjective or the noun, is topicalised; the other part remains within IP. \({ }^{21}\)
\[
\begin{aligned}
& \text { divine.NOM.SG.M =me.DAT.SG in-sleep come.AOR.3SG dream.NOM.SG.M } \\
& \text { 'A divine dream came to me as I slept' }
\end{aligned}
\]
(Hom. Od. 14.495)

This pattern of partial fronting of complex constituents is attested in RV too:
(4.73) [Tорр ubháyam \(_{\mathrm{i}}\) ] ná kṣīyate te [ \({ }_{\mathrm{NP}} t_{\mathrm{i}}\) vasavyám]
both-kinds.NOM.SG.N =you.GEN.SG NEG diminish.PRES.3SG goods.NOM.SG.N
'Your wealth of both kinds is not diminished'
(RV 2.9.5a)

I limit my speculation to the syntactic pattern observed here, and I do not offer any comment as to the possibility of different interpretive effects of partial vs. full fronting, nor the role meter may play in the differing patterns. Interestingly, the fronting of complex constituents is clearly attested in the \(5^{\text {th }}\) century prose of Herodotus (Goldstein, 2016a, b\()\); it may be the case, as Goldstein argues, that it was possible during the Homeric period, just not attested. There is certainly scope for further research in this area.

To summarise: the patterns of the Ancient Greek periphery appear to be a slightly more limited set of those attested in Vedic. WL1 and WL2 follow the same strict ordering constraints. Multiple fronting, in which both [Spec, TopP] and [Spec, FocP] are filled is marginally possible. The fronting of full XPs to [Spec, TopP] is vanishingly rare, but partial fronting of the sort also attested in Vedic is acceptable.

\footnotetext{
\({ }^{121}\) Unlike Taylor (1990), I do not take a strong view on the internal structure of the Ancient Greek DP here. My annotations therefore do not reflect her hypothesis that in cases such as ex. (4.72) the \(\mathrm{N}^{\circ}\) oैvعıpos has "escaped" its phrase via [Spec, DP], leaving the remnant DP (containing only \(\theta \varepsilon i 0 \varsigma)\) to be fronted. See Taylor (1990: 82-112) for more detail on this topic; it is almost certainly the case, given the persistent verb-medial pattern in these clauses, that there are multiple instances of movement implicated in these constructions.
}

I return to the matter of the placement of relative and correlative demonstrative pronouns in the left periphery in \(\S 5.2\) and \(\S 5.3\) respectively.

\subsection*{4.4.2 Latin}

The diagnosis of clisis is slightly more complicated in Latin than in either Sanskrit or Ancient Greek. First, we have no direct orthographic evidence for the presence or lack of a phonological accent. This means that we are largely reduced to distributional patterns (i.e., diagnostics of syntactic clisis) in order to contextualise the behaviour of Latin in this discussion. The notable exception to this are the inherited WL2 elements, e.g. -que ('and'), -ve ('or'), with the potential addition of the Q-particle -ne. Beyond these, other examples of 'strict' WL2 clitics are less forthcoming. Traditional examples may be enim ('for'), autem ('but'), and vero ('indeed'). There are, however, instances of clause-initial enim in old comedy (Spevak, 2012: 336): \({ }^{122}\)
(4.74) enim me nominat
yet me.ACC.SG name.PRES.3SG
'Yet he calls me by name'
(Plaut. Trin. 1134)
(4.75) enim non sinam
of-course NEG allow.FUT.1SG
'Of course, I won't allow it'
(Ter. Ad. 168)

Clause-initial instances of autem are not directly attested, but are discussed as archaic possibilities by ancient grammarians (Spevak, 2012: 336). On the basis of this evidence, Spevak (2012: 337) suggests that these forms were not inherited as enclitic, but were grammaticalised as such within the history of Latin. Within Classical Latin, however, they frequently appear following the first prosodic word (Spevak, 2006 ). This suggests that they can be accounted for by the WL2 mechanism posited for Sanskrit and Ancient Greek, i.e. base-generation in first position + PI. Although the behaviour of enim, autem etc. may have developed within the history Latin, that a mechanism of this sort was inherited from PIE is confirmed by -que and -ve, which are enclitic at every stage of the language and have clear cognates elsewhere in IE.

Setting aside WL2, the status of WL1 in Latin is yet harder to diagnose. Aside from the aforementioned lack of orthographic accents, the 'strong' (i.e., accented, topicalised/focalised) and 'weak' (i.e., unaccented, pragmatically unmarked) forms of the personal pronouns are formally identical. Wackernagel (1892: 406) reassures us that this does not matter, because, discounting the clause-initial 'strong' personal pronouns, the Latin pronouns exhibit the same syntactic distribution as the unambiguously enclitic forms of the personal pronouns (WL1) in Ancient Greek. In other words, we may use the distributional properties of the personal pronouns as evidence for their status as clitics. As such, where a personal pronoun occurs in initial position, we may deduce that this is its lexically accented, non-clitic form:

\footnotetext{
\({ }^{122}\) Such instances are referred to as the enim affirmativum, which lacks the causal sense of enclitic enim.
}
```

(4.76) mihi istunc vellem hominem dari ut ego
me.DAT.SG DEM.ACC.SG.M wish.IMPF.SUBJ.ISG man.ACC.SG.M be-given.INF that I
illum vorsarem!
DEM.ACC.SG.M twist.IMPF.SUBJ.1SG

```
    'I wish that man were given to me, so I could be the one to twist him!'

On the other hand, where the personal pronouns are 'weak' and appear in 2 P , the fact that their syntactic distribution seems to overlap to a significant extent with the unambiguously enclitic forms attested in Ancient Greek and Sanskrit suggests some form of clisis is at play. And indeed, as in Sanskrit and Ancient Greek, there are a significant number of "exceptions" to Wackernagel's law, i.e., where 'weak' pronouns occur later than 2P.

A cogent and influential explanation for these "exceptions" in Latin is found in Adams (1994), whose argument I summarise here. In the first place, he endorses the notion expounded by Fraenkel (1964) that we should analyse Latin sentences in terms of prosodic units called cola, broadly equivalant to the phonological phrase \((\varphi)\). This allows for 2 P in purely prosodic terms to be defined with respect to a boundary other than the clausal one. For example (Adams, 1994: 106):
```

(4.77) de triumpho =autem // nulla =me cupiditas
about triumph.ABL.SG.M =but none.NOM.SG.F =me.Acc.SG desire.NOM.SG.F
umquam tenuit
ever hold.PERF.3SG

```
    'But as far as the triumph is concerned, no desire ever held me'
(Cic.Att. 7.2.6)
In this example, despite being far from \({ }_{2} \mathrm{P}\) with respect to the clause boundary, enclitic me occurs in second position within the colon (marked with //). Moreover, the colon boundary is not a purely phonological construct; indeed, concerning the grammatical status of colon boundaries, Adams (1994: 106) notes that:

Cola might consist, for example, of clause-equivalent participial constructions such as the ablative absolute, prepositional expressions, extended subjects and objects, and various types of headings which are detached from the main body of the clause.

In Minimalist terms, therefore, Adams' syntactic description of cola may be rephrased to include topicalised or left-dislocated phrases, as well as parenthetic or extra-syntactic interjections. While cola are strictly conceived of as prosodic units, separated by intonational breaks, they overlap to a large extent with syntactic boundaries including, crucially, the left periphery vs. the main clause. This is the case for ex. (4.77) above, to which we could ascribe the following structure: \({ }^{[23}\)
(4.78) \(\quad[\) Topp de triumpho \(=\) autem \(][\) IP \(n u l l a=\boldsymbol{m e}\) cupditas umquam tenuit \(]\)

Adams (1994) notes that dividing sentences into such cola may explain already explain a number of apparent "exceptions" to Wackernagel's Law. Yet even taking colon boundaries into account, Adams

\footnotetext{
\({ }^{123}\) As we shall see below, it is likely that nulla actually occupies [Spec, FocP] here.
}
(1994: 110) notes that 'one is left with masses of unemphatic (unstressed?) pronouns which, on a reasonable colon division, are not placed second in their colon, but later. 䠅

To account for such exceptions, Adams hypothesises that WLı attach to a set of preferential hosts, most of which correspond to elements that are focalised. These preferential hosts include 'antithetical terms, dimensional terms, including intensifiers, demonstratives, including temporal adverbs, the relative qui, interrogatives, negatives and imperatival verbs' (Adams, 1994: 154-5). Each of these terms, Adams' argues, are focalised, and thus "attract" WL1-in our model, where this focalised item is in the left periphery, we model it as occupying [Spec, FocP]. This can account for the observed 2 P effects, according to Adams, because focalised constituents very often occur in first position within their respective cola. Adams' model for "Wackernagel's law" in Latin therefore bears a striking resemblance to the model I have posited so far for Vedic and Ancient Greek: WLi target a functional head (in this case, \(\mathrm{Foc}^{\circ}\) ); the constituent occupying the specifier of that functional head (in this case, [Spec, FocP]) is very often but not necessarily in first position.

Accordingly, I am inclined to accept Adams' account for WLı placement in Latin, though some adjustments must be made. The first point on which I differ from Adams' account is whether relative pronouns are focalised. So far I have suggested that fronted relative pronouns occupy [Spec, TopP]; in Vedic and Ancient Greek, I was able to establish that this was specifically the lower [Spec, TopP] (i.e., lower than FocP). For this reason, I am not inclined to treat relative pronouns as focalised in Latin to account for their acting as 'preferential hosts' in Adams' terms. From an interpretive point of view, Adams (1994: 146) comes to the same conclusion:

The relative pronoun, being anaphoric, is by definition thematic, but in Classical Latin at least it is rarely the focus in the sense that the various hosts of enclitics identified earlier in this paper can be ascribed that characteristic.

To account for its belonging to the set of 'preferential hosts', Adams invokes the argument that, at an earlier stage of the language, in correlatives where the RC precedes the main clause, the relative pronoun was indeed focalised. From this stage, Adams suggests it is possible that the 'anaphoric' (i.e., non-focalised) forms of the relative pronoun gained their attractive power, on par with other genuinely focalised elements. Nevertheless, he leaves the matter somewhat open, suggesting that in Classical Latin, qui 'can be treated as another of the elements which might attract clitic pronouns (and the copula), though its ability to do so might historically have a different origin from that same ability as manifested, say, by antithetical terms.' (Adams, 1994: 146-7, emphasis mine). How would this 'diffence in origin' be encoded in my model?

Let us start with the assumption that Latin inherited the same rule of \(\mathrm{WLi}_{1}\) placement as we see in Sanskrit and Ancient Greek (i.e., WLı obligatory raise to \(\mathrm{C}^{\circ}\); or to the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) ) with the same prosodic repair strategy (viz. PI) to prevent their occurring clause-initially. At this stage, the propensity of relative pronouns to host \(\mathrm{WL}_{1}\) is explained by the fact that they regularly move to (the lower) [Spec, TopP], and are never followed by any other left peripheral elements. On the other hand,

\footnotetext{
\({ }^{124}\) For a more quantitative approach to these exceptions, see Spevak (2006: 269-73); I have not included her data here only because it does not use the colon division espoused by Adams (1994).
}
antithetical terms occupying [Spec, FocP]-absent any relative pronouns-would round off the left periphery. Thus the 'difference in origin' is encoded in the fact that relative pronouns attracted WLi because they occupy [Spec, TopP], whereas antithetical terms and other 'preferential hosts' occupy [Spec, FocP]. Yet in another sense, their ability to host WLi does share an origin insofar as the original rule would originally have targeted \(\mathrm{Top}^{\circ}\) and \(\mathrm{Foc}^{\circ}\) indiscriminately, attaching to the lowest one.

Setting aside relative pronouns, however, in order to derive the situation suggested by Adams, we must hypothesise a change where WLi was reanalysed as primarily targeting Foc \({ }^{\circ}\) (where present), regardless of whether it was the lowest active left peripheral head or not. This reanalysis is quite plausible in light of the fact that, with the exception of relative pronouns, topicalised phrases regularly occur in the higher [Spec, TopP]. Thus, if something occupies [Spec, FocP], it will very often be the last element in the left periphery and so, incidentally, will act as the host for WL1. In fact, in his conclusion Adams (1994: 172) himself suggests a reanalysis along these lines, where the more general "mechanical" rule of Wackernagel's Law, because of its coinciding with focalised phrases, led to WLi themselves being reanalysed as focus markers.

With no further changes to the grammar, this would make the prediction that, on the rare occasion that we do see a focalised phrase in [Spec, FocP] co-occurring with a relative pronoun (occupying the lower [Spec, TopP]), WLı should raise above the lower Top \({ }^{\circ}\)-an illicit movement in the earlier model—and attach directly to \(\mathrm{Foc}^{\circ}\). There may be some instances of this very ordering in Plautus:
```

(4.79) satis iam audivi tuas aerumnas, ad portum
enough now hear.PERF.1SG your.ACC.PL.F tribulation.ACC.PL.F at harbour.ACC.SG.M
=mihi quas memorasti
=me.DAT.SG REL.ACC.PL.F remind.PERF.2SG
'I've heard enough of your tribulations, which you told me about at the harbour'

```
(Plaut. Capt. 929)
(4.80) quin =tibi qui bene volunt, bene vis item?
why-not =you.DAT.SG REL.NOM.PL.M well wish.PRES.3PL well wish.PRES.2SG likewise 'Why not, for those who wish you well, wish them well in return?'
(Plaut. Poen. 165)
(4.81) pallam ad phrygionem cum corona ebrius ferebat, mantle.ACc.SG.F to embroider.Acc.SG.M with crown.ABL.SG.F drunkenly carry.IMPF.3SG
hodie =tibi quam surrupuit domo
today =you.DAT.SG REL.ACc.SG.F take.PERF.3SG house.ABL.SG.F
'With a garland, drunk, he was carrying the mantle to the embroider, which he took from your house today'
(Plaut. Men. 563-4)
It must be conceded that the evidence on this front is not particularly strong. In the first place, we could explain away each of these examples by suggesting the pronoun here is not enclitic, but itself fronted to a position in the left periphery. Moreover, there is little in the way of interpretive function that should suggest the fronted phrase ad portum is focalised; quin and hodie, on the other hand, the former being an interrogative and the latter being being a temporal adverb, are contained within Adams' set of 'preferential hosts'. In any event, if we accept at the very least that the pronouns are enclitic, the fact that
they occur preceding a fronted relative pronoun, attaching to a phrase higher in the clause, suggests that Latin at this stage may allow for a pattern that is infelicitous in Vedic and Homer Greek, whereby WLi raise above the relative pronoun. The Plautine structures above could therefore represent a transitional stage in the status of "Wackernagel's Law", where there is still regularly movement of WLi to the left periphery, but the constraint on WLi targeting the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) has been lost-rather, where \(\mathrm{Foc}^{\circ}\) is present, it is the most preferred of the 'preferential hosts'. The final stage is that elucidated in Adams (1994), where the focalised phrase itself need not appear in the left periphery: \({ }^{[25}\)
(4.82) quoniam neque consili tui neque consolationis since neither advice.GEN.SG.N your.GEN.SG.N nor consolation.GEN.SG.F cuiusquam spes ULLA =mihi ostenditur any.GEn.SG.F hope.nom.sG.F any.NOM.SG.F =me.DAT.sG is-offered.PRES.3SG
'Since not ANY hope is offered to me either of your advice or of any consolation whatsoever'
(Cic. Att. 11.25.1)
The question remains, however: in the absence of a focalised phrase, why do relative pronouns continue to act as a 'preferential host' for WLi clitics? A possible answer to this question would be to argue that relative pronouns are somehow lexically specified as 'attracting WLi'; in other words, their ability to host clitics becomes a part of their feature specification rather than their role in the narrow syntax. Such a change is not entirely outlandish. The sequence si quis... ('if anyone'), was presumably generated in the first place by some sort of movement process (enclitic indefinite quis raises to \(\mathrm{C}^{\circ}\) ); yet long after the demise of independent indefinite quis in Latin, the sequence siquis survives as a fossil, bearing witness to the earlier syntactic rule but ultimately modelled as a peculiar behaviour of the conjunction si ('if'), and a few other functional items. It is not unreasonable, therefore, that the same be true of relative qui. Setting aside relative pronouns, there does not seem to be evidence for Top \({ }^{\circ}\) attracting WLi; Adams' criteria quite clearly point to Foc \({ }^{\circ}\).

Another syntactic change is at play which complicates the matter: the loss of fronting around the relative pronoun. Salvi (2005: 453) suggests that in Classical Latin, in contrast to earlier stages of the language, 'relative \(w h\)-phrases are always the first constituent in embedded clauses' \({ }^{266} \mathrm{He}\) uses this to argue that the position of relative pronouns in Classical Latin is the same as that suggested by Rizzi (1997: 298) for Italian: [Spec, ForceP]. If this is indeed the case, and relative pronouns in Latin do not occupy [Spec, TopP], it is perhaps less surprising that WLi are regularly hosted by relative pronouns but not by fronted topics. This matter merits further attention for the purposes of understanding the innovative patterns of Classical Latin.

A residual issue, which I will not address in detail here, is the fact that enclitic pronouns very commonly split the focalised constituent that hosts them, as in the following (Adams, 1994: 134-5):

\footnotetext{
\({ }^{125}\) I do not address here the question of whether a non-left-peripheral focus position, directly preceding the verb (i.e., Foc \(\nu \mathrm{P}\), see Belletti, 2001, 2004) existed in PIE; it is quite possible that they did, and such an analysis has been explicitly adopted in analyses of Latin such as Devine \& Stephens (2006) and Danckaert (2012).
\({ }^{126}\) Salvi's hypothesis is based only on prose, and does not hold for Classical Latin poetry, where non-initial qui is attested. This weakens the argument that qui obligatorily occupies [Spec, ForceP].
}
(4.83) equitatum in Italiam quam primum mitterent;
cavalry.ACC.SG.M into Italy.ACC.SG.F as-soon-as-possible send.IMPF.SUBJ.3PL
[pedestris =sibi copias] non defuturas
infantry.ACC.PL.F =them.DAT.PL forces.ACC.PL.F NEG be-lacking.FUT.PPL.ACC.SG.F
'They should send the cavalry into Italy as soon as possible; [infantry forces] would not be lacking to them'
(Cic. Cat. 3.9)
(4.84) [tantam \(=\boldsymbol{m e}\) inimicorum multitudinem] suscepisse
so-great.ACC.SG.F =me.ACC.SF enemy.GEN.PL.M number.ACC.SG.F take-up.PERF.INF
uideo
see.PRES.1SG
'I see that I have made [so great a number of enemies]'
(Cic. Cat. 4.20)

Constituents split in this way have so far been explained in two ways: (a) with recourse to PI, assuming the split constituent has not been fronted at all, or (b) partial fronting. Neither of these seems appropriate here: Adams' overarching analysis, which I accept, hinges on the very fact that these constituents are focalised, which directly contradicts (a). Option (b) is almost certainly possible, and could be invoked to account for instances of long-distance split-constituents such as tantam...multitudinem in ex. (4.84) above, but seems unsuited to capture examples such as (4.83) in which the constituent is only interrupted by WL1. On the other hand, Adams (1994: 132-41) notes that where WL1 interrupt a complex constituent, it is most commonly the 'preferential host' (i.e., focalised/antithetical adjective or pronoun) that hosts the clitics, with the rest of the constituent following. This could support a partial-fronting (or, at least, partial-focalisation) analysis. More speculatively, if such focalised phrases were marked by a particular intonation, this pattern could be accounted with recourse only to prosody (i.e., in a prosodydominant model of clisis in Latin).

Setting aside the innovative patterns of the Classical period, Latin presents a situation that can be derived from the model posited for Sanskrit and Ancient Greek by positing a reanalysis whereby WLi target Foc \({ }^{\circ}\) specifically, with the additional, perhaps lexically specified exception of the relative pronoun. Where \(\mathrm{Foc}^{\circ}\) competes with a relative pronoun, it is possible, at least, for \(\mathrm{Foc}^{\circ}\) to win the attraction of WL 1 , even when a relative pronoun occupies the lower [Spec, TopP]. These rules clearly generate surface orders that are very similar to those observed in Sanskrit and Greek (hence Wackernagel's original observations) but are accounted for synchronically by a different mechanism.

\subsection*{4.4.3 Hittite}

Clitic behaviour in Hittite presents quite a different picture of the left periphery to that displayed in Sanskrit, Ancient Greek and Latin (hence forth 'Nuclear Indo-European', NIE), and has received much interest in the last decade (Huggard, 2011, 2015; Goedegebuure, 2014; Kloekhorst, 2014; Sideltsev \& Molina, 2015; Sideltsev, 2017). The basic situation in is as follows. Hittite contains a class of elements that we may call 'conventional' clitics. These routinely occur following either (a) a clause-initial, proclitic sentence connective \(n u, \check{s} a\), \(t a\), or (b) following the first lexically accented word in a sentence. When they co-occur, they follow a strict ordering constraint as enumerated in the table below:


Table 4.4: The Hittite Clitic Chain, adapted from Hoffner \& Melchert (2008: 410).

To explain briefly: the host of the clitic chain may either be one of the grammaticalised, proclitic sentence connectives \((n u, s \check{u}, t a)^{127}\) or, in their absence, the first accented word of the clause. If and only if the clitic chain is hosted by a lexically accented word, the first member of the clitic chain will be the adversative enclitic \(-(m) a\) or coordinative \(-(y) a\) if present (on which more below). Absent a \(-(y) a\) or \(-(m) a\), position 1 within the chain is reserved for the quotative particle \(-w a(r)\) which introduces indirect speech. Positions 2-4 are reserved for various forms of the enclitic personal pronouns; Hoffner \& Melchert (2008: 411) note that 'slots 2 and 4 are mutually exclusive and never co-occur.' Slot 5 hosts the reflexive particle \(-z a\), and slot 6 the local particles. \({ }^{288}\)

The Hittite clitic chain clearly contains WL1 (pronominal) enclitics, \({ }^{[29}\) but it is not limited to them; functional elements such as quotative -wa(r) have more in common with WL2 elsewhere. As such, I will eschew these categories in the following discussion, and refer to all members of the clitics chain collectively as WLH(ittite). \({ }^{\frac{130}{}}\) As noted by Huggard (2015: 24-5), topicalised and focalised phrases consistently follow the sentence connectives, on which basis he concludes the connectors occupy [Spec, ForceP]. It follows from this that the clitic cluster for WLH surfaces in Force \({ }^{\circ}\). When [Spec, ForceP] is unoccupied (i.e., in the absence of \(n u / s ̌ u / t a\) ), PI will push the clitic cluster behind the first lexically accented word. The two possibilities are exemplified below (Luraghi, 1998: 191):
(4.85) \(n=a s ̌=m u=k a n\)

CONN=he.NOM=me.DAT-ACC=LP escape.PRET.3SG
'He ran away from me'

\section*{huwais}
\({ }^{\mathrm{mD}} \mathrm{XXX} .{ }^{\mathrm{D}} \mathrm{U}-a s ̌ \quad\) DUMU \({ }^{\mathrm{m}}\) zida maniyahhiškit
piran=ma=at=mu
before='but'=it..ACC=me.DAT-ACC Armadatta.NOM.SG child Zida adminstrate.PRET.3SG
'Before me, Armadatta, the son of Zida, had adminstrated it'
(StBoT 24 i 28)

Alongside the collapse of WL1 and WL2 into WLH, we now have our second major departure from NIE. Accepting, for the time-being, Huggard's location of \(n u\) in [Spec, ForceP], it seems that pronominal

\footnotetext{
\({ }^{127}\) Written as \(n-, \check{s}-, t\) - prevocalically.
\({ }^{128}\) This category does not correspond directly to the "local particles" or "preverbs" (i.e., P-words) found elsewhere in IE, though they are likely of a shared origin; see Luraghi (2001).
\({ }^{129}\) Notably, to the exclusion of indefinite kuiški, which is nevertheless enclitic (see §3.3.3.2).
\({ }^{130}\) I will not treat the internal ordering of this clitic chain here (as I have not treated cluster-internal orderings elsewhere). This is an unfortunate gap in my account of the Hittite left periphery, but a necessary one for reasons of space.
}
clitics do not attach to the functional left peripheral heads \(\mathrm{Top}^{\circ}\) or \(\mathrm{Foc}^{\circ}\), but raise beyond them to Force \({ }^{\circ}\). I return to the implications of this behaviour shortly.

This fairly clear picture of left-peripheral clitics in Hittite is exponentially complicated by the behaviour of the two enclitic discourse particles: - ( \(y\) ) a ('and') and - \(m\) ) a ('but'). There is a fairly extensive literature on the function, both pragmatic and syntactic, of these, a full discussion of which is beyond the scope of this thesis. In short, both seem to have at least two distinct uses. Each can be used as effectively a conjunction, as reflected in the translations I have given above (Hoffner \& Melchert, 2008: 395). However, it is well-established that they have pragmatic functions beyond clause-linking (Sideltsev, 2017: 181):
...-( \(m\) ) a marks contrastive as well as new/shifted topic in the left periphery, and identificational focus in the preverbal position; \(-(y) a\) marks additive focus in the left periphery and scalar additive focus 'even' in the preverbal position...

Focusing therefore on their left-peripheral uses, what sets -( \(m\) ) \(a\) and -( \(y\) ) \(a\) apart is that their distribution differs systematically from WLH. Although - \((y) a\) and \(-(m) a\) commonly occupy 2 P -i.e., following the first prosodic word - there is a set of lexical items that are "ignored" for the purpose of calculating second position. Sideltsev (2017: 181) lists them as 'connective \(n u\), subordinators takku 'if', mān 'if/when', adverb namma 'then', the conjunction našma 'or' and (less commonly) the relative pronoun kui-'. The members belonging to this category are 'diachronically unstable' (Sideltsev, 2017: 181, n.11). Although the details of this variability are generally beyond the scope of this discussion, it is worth noting that 'indeterminate' kuiš (see \(\S 3 \cdot 3 \cdot 3 \cdot 1\) ) at some stages does seem capable of hosting - \((y) a /-(m) a\), which Huggard (2015: 147-52) takes as the usual ordering, but Kloekhorst (2014: 615, n.2200) and Sideltsev \& Molina (2015) treat as aberrant. To my knowledge, the ordering is not attested in Old Hittite, but this does not necessarily mean it is an innovation; indeed, Kloekhorst explains the aberrant ordering by suggesting synchronically they are univerbations, but that 'these pronouns historically seem indeed to consist of \(k u i-+=(m) a\) and \(k u i-+=(y) a^{\prime}(2014: 616\), n.220o). I will return to the implications of the two possibilities below.

Diachronic instability aside, with the exception of the sentence connective \(n u\) and the complementiser takku, \({ }^{13}\) I will refer to this group collectively as delayers. The effect of these delayers is demonstrated in the following, where - \(m\) )a occurs later in the sentence than WLH (Sideltsev \& Molina, 2015: 3):
(4.87) mān=aš nāwi=ma paizzi
if=henom not-yet=but go.PRES.3SG
'But if he has not already gone...'
(HKM 66 obv. 26)
Kloekhorst (2014: 599-617) accounts for this distribution in prosodic terms. Under his account, the delayers are categorically unaccented; as such, he argues that we can model left-peripheral - \((m) a\) and \(-(y) a\) as following the first lexically accented word. If we were to accept Kloekhorst's phonological hypothesis concerning the status of the delayers, the syntactic account would be quite straightforward:

\footnotetext{
\({ }^{131}\) These appear in complementary distribution, and require a different syntactic analysis from others in this class (to be discussed below).
}
\(-(y) a\) and \(-(m) a\), as with WL2 elsewhere, are generated externally to the clause, i.e., in syntactic first position, and moved by PI. However, Kloekhorst's claims in this connection have received some robust criticism from Sideltsev \& Molina (2015) and Sideltsev (2017). While the evidence that the sentence connective \(n u\) is proclitic, and hence unaccented, is quite clear, the same cannot be said of the delayers. Indeed, Sideltsev \& Molina (2015: 6) go so far as to say that '[a]ll the tests that unambiguously show that \(n u\) is proclitic...show exactly the opposite for mān and other members of the class'. As such, the authors argue that a more complex syntactic approach is warranted to account for the distribution of - \((m) a\) and \(-(y) a\); their position cannot explained as a purely PF phenomenon. Before summarising their account (which is developed further in Sideltsev, 2017), it is worth noting that there is another set of elements that are ostensibly left-peripheral, according to Sideltsev (2017), but follow -( \(m\) ) a and - \((y) a\). These include the conjunctions mahhan ('if', 'when'), kuit 'that', kuwapi ('when') and, most interestingly for the purposes of this thesis, the relative pronoun kuiš in 'determinate' relatives (cf. §3.3.2.1). I will revisit the last of these in §5.1.

This yields the following set of orderings for Hittite, akin to the 'initial string' of Vedic but differing substantially in its structure (Sideltsev \& Molina, 2015: 41):
1. Sentence connectives: \(n u / s ̌ u / t a\)
2. WLH (see Table 4.4 above). In the absence of a sentence connective these will attach to the first prosodic word of the clause
3. Delayers: kāša/kāšma (perfecitiviser), našma ('or'), namma ('but'), mān ('if'), 'indeterminate' kuiš (REL)
4. Topicalised/Focalised XP; non-delaying subordinators (e.g., mahhan 'if'), verbs or preverbs in the absence of a fronted topic
5. -(m)a, \(-(y) a\)
6. kuiš in 'determinate’ relatives; indefinite kuiški; non-delaying subordinators (in the present of a fronted topic)

Continuing with Huggard's analysis that position 1 is [Spec, ForceP], we may assume the following. Position 2 is Force \({ }^{\circ}\). Skipping over Position 3 for now, Position 4 looks like either [Spec, TopP] or [Spec, FocP], which would suggest that position 5 is \(\mathrm{Top}^{\circ}\)-in other words, \(-(m) a\) and \(-(y) a\) are construed as markers of Topic and Focus respectively (Samuels, 2005; Huggard, 201; Yates, 2014). \({ }^{33}\) Recall that Hittite lacks wh-movement of interrogatives, which have so far been our touchstone for diagnosing the position of FocP. Nevertheless, the evidence presented in Goedegebuure (2014:463) seems to suggest that that we can distinguish between TopP and FocP, with the former preceding the latter (as expected):
\[
\begin{align*}
& { }^{\mathrm{mD}} \mathrm{LAMMA}-a s ̌=m \boldsymbol{a}_{\mathrm{Top}}=m u \quad a p e ̄ d a n i=y \boldsymbol{a}_{\mathrm{Foc}} \quad \text { mēhuni šer akta }  \tag{4.88}\\
& \text { Kurunta.nом.sG.c=but=me.DAT-ACC DEM.LOc.SG=and time.LOc.sG up die.PRET.3SG } \\
& \text { 'Even at that time Kurunta put his life on the line for me’ (Bo 86/299 obv. ii 54-55) }
\end{align*}
\]

\footnotetext{
\({ }^{132}\) These analyses are in turn dependent on Garrett (1994); they primarily address the use of \(-(m) a\) as a topic marker and not \(-(y) a\) as a focus marker, but the analogy is clear.
}

In this example, \(-(m) a\) marks the (contrastive) topic, while \(-(y) a\) marks (additive) focus. Beyond this and one other putative example, however, evidence is quite scant. This is perhaps to be expected; I note once again that the co-occurrence of TopP and FocP in the left periphery is generally quite rare; without the help of interrogatives routinely occupying [Spec, FocP], the diagnosis of such a position is especially subjective. To this end Sideltsev \& Molina (2015: 20-1) disregard Goedegebuure's evidence, and posit a single position for Topics and Foci. On the basis of the comparative evidence, I would rather model them as two separate projections; however, pending further investigation of the Anatolian data, I make no strong claims in this regard.

This leaves position 5 , which could be a lower left-peripheral position, perhaps [Spec, FinP], or an IP-internal (i.e., non-left-peripheral) position; I do not investigate it further here.

Presently, we may return to Position 3. Given the nature of the elements that occur there, this position does not seem to have either a clear correlate in the formalism of \(\overline{\operatorname{Rizzi}(1997)}\), nor a comparative equivalent in the languages surveyed so far. Nevertheless, the elements that occupy this position-while diachronically unstable-appear to share some similarity in their interpretive functions. Recall that, according to Huggard (2015), 'indeterminate' kuiš is fronted to [Spec, ContrFocP], yielding its conditional semantics (see §3.3.3.1). It is not implausible that in this context, it is in a complementary distribution with the overt conditional marker mān ('if'). Note that when mān and (indefinite) kuiš co-occur, the latter is not fronted to the left periphery (Huggard, 2015: 132):
\begin{tabular}{llllll} 
(4.89) & \(n u=\) wa \(=\) mu & mān & idālun & memian & kuiš
\end{tabular}\(\quad\) [memai]

One could unify the left-peripheral position of mān and 'indeterminate' (i.e., conditional) kuiš by arguing that both occupy [Spec, ContrFoc]. This could then in turn be used to account, at least partially, for Position 3 as identified by Sideltsev \& Molina (2015). It must be conceded, however, that this solution does not neatly account for the other delayers identified above. One could extend the contrastive semantics of mān and kuiš to include našma ('or'); in fact, našma can also be used as a conjunction meaning 'or if', in which case it looks quite a lot like mān and 'indeterminate' kuiš. It is not clear, however, that the same could be said for an element such as kašma. It is likely, therefore, as Sideltsev \& Molina (2015: 41, n. 131) suggest, that Position 3 is not a singular projection, and requires further subdivision. It is also worth noting that Huggard (2015: 147-50) uses precisely the surface position of - \(m\) )a directly after 'indeterminate' kuiš-the ordering which is treated as aberrant by Kloekhorst (2014) and Sideltsev \& Molina (2015) —as support for his hypothesis that kuiš occupies [Spec, ContrFocP]; he sees \(-(m) a\) as base-generated in ContrFoc \({ }^{\circ}\).33 A more thorough review of the distributional data may shed some light on the matter, but the variability of the members of the delaying set, including kuiš presents some challenges to developing a more detailed theory. In any event, what is clear is that the conventional Topic-Focus complex of Rizzi (1997), which has accounted for the data so far, is insufficient to account

\footnotetext{
\({ }^{133}\) This in turn raises the question as to whether \(-(m) a\) is a marker of Topic, as suggested by Sideltsev \& Molina (2015), or Focus, as suggested by Huggard (2015). Such a discussion is beyond the scope of the current discussion, and is somewhat irrelevant if we cannot establish clearly distinct TopP/FocP projections.
}
for the Hittite left-peripheral patterns; rather, one must posit at least one more projection directly under ForceP for these delayers: I will continue to call this ContrFocP.

There is a deficiency to this model, in that \(-(m) a\) cannot consistently be modelled as occupying Top \({ }^{\circ}\). In its adversative use, for example, \(-(m) a\) can be enclitic on a conjunction such as mahhan (Sideltsev \& Molina, 2015: 12):
(4.90) mahhan \(=\boldsymbol{m a}=[k a] n^{?}\). Gišhuluganniš parā iyannai
when=but=LP carriage.NOM.SG out move.PRES.3SG
'But when the carriage moves out...'
(IBoT 1.3 obv.ii 23-4)
Thus, an alternative suggestion is put forward by Sideltsev \& Molina (2015), who argue that-( \(m\) ) \(a\) must occupy a higher left peripheral position; they decide on Force \({ }^{\circ}\). This decision is in turn dependent on their stipulation, contra Huggard (2015), that sentence connectives like nu occupy 'unconventional' left-peripheral positions that are even higher than [Spec, ForceP] (Sideltsev \& Molina, 2015: 39). They do not expand on this suggestion, which also entails that Force \({ }^{\circ}\) bears (presumably optional) strong features for 'contrastive topic, additive focus, contrast' (2015: 39). Thus, where - \((m) a\) appears to mark a contrastive topic (i.e., where one might expect Top \({ }^{\circ}\) ), it actually resides in Force \({ }^{\circ}\). As for what occupies [Spec, ForceP], absent a topicalised/focalised constituent, Sideltsev \& Molina (2015: 39-40) seem to suggest quite fleetingly that it is occupied by \(w h\)-interrogatives, but in their absence it is not clear what their hypothesis is for the positioning of - \((m) a\). There is some suggestion that it could be possible that 'the subordinator raises [from Top \({ }^{\circ}\) ] to Force to provide the host for -( \(m\) ) a' (Sideltsev \& Molina, 2015: 39); for our purposes, we could envisage this not as syntactic movement but as PI taking place at PF.

As far as I can tell, Sideltsev \& Molina (2015) do not offer a specific hypothesis as to where the delayers go - they are presumably housed in one of the 'unconventional' projections above ForceP. I am unsure, however, as to how this captures their 'delaying' effects. If we imagine that \(-(m) a /-(y) a\) are base-generated in Force \({ }^{\circ}\), it should be possible for them to follow a Delayer in, say, [Spec, YP] (where \(\mathrm{Y}^{0}\) is an 'unconventional' pre-Force \({ }^{\circ}\) head) directly. The only mechanism that can rule out this word order is to stipulate that \(-(m) a /-(y) a\) must be hosted by a lexically-accented word within ForceP. \({ }^{[34}\) Such a stipulation is not made explicit in Sideltsev \& Molina (2015), but seems a necessary part of their model.

However, I am inclined to agree with Huggard (2015) that \(n u\) occupies [Spec, ForceP], with the WLH clitic chain in Force \({ }^{\circ}\). Setting aside the deviance of \(-(m) a /-(y) a\), there is no distributional evidence to the contrary; as noted above, Topics and Foci follow \(n u+\) WLH. Moreover, it is worth considering the 'unconventional' pre-ForceP projections that have been suggested by authors such as Hill (2007) and Haegeman (2014). \({ }^{33}\) Hill (2007) posits the existence of a \(\mathrm{S}(\) peech \() \mathrm{A}(\mathrm{ct}) \mathrm{P}(\) hrase ) that selects ForceP as its complement; Haegeman (2014) further divides this into a higher projection, hosting discourse markers, and a lower one hosting vocatives. Now, clearly \(n u\) is not a vocative; could it be considered a discourse marker in the sense of Hill (2007) and Haegeman (2014)? The answer is almost certainly no. According to Haegeman (2014), discourse marker express a speaker's attitude. She list four properties that all discourse markers share (Haegeman, 2014: 120):

\footnotetext{
\({ }^{134}\) Alternatively, one could stipulate that [Spec, ForceP] is obligatorily filled.
\({ }^{135}\) Both of whom are cited by Sideltsev \& Molina (2015: 39) in support of their analysis.
}
(a) They are not truth-functional, and lie outside the scope of negation and tense
(b) They are 'conversational' or 'interactional', and imply "the obligatory (and largely implicit) presence of the entities involved in the specific communicative situation (speaker and, especially, hearer" (Munaro, 2006: 6, emphasis mine)
(c) They are 'expressive' (Kratzer, 1999) or 'illocutionary'/'interpersonal'. They may express "the mental state of the speaker, which can be surprise, curiosity, desire, disappointment, anger and so on" (Munaro, 2006: 7, emphasis mine)
(d) 'They are deictic...they may express a response to a linguistic event or to a non-linguistic event which is manifest in the speech situation'

With the exception of property (a), nulšu/ta clearly do not pattern with the discourse markers hypothesised to occupy SAP. While their precise function is somewhat elusive, it has been widely held since at least J. Friedrich ( 1960 : 155) that the pragmatic function of the Hittite sentence connectives is 'progression'. They act as a marker of discursive cohesion, indicating 'that the events described in subsequent clauses follow each other in a natural way, without actually stressing the temporal sequence itself' (Luraghi, 1990: 49). As such, \(n u\) very rarely occurs at the beginning of a discourse; šu and \(t a\) never occur in this position (Hoffner \& Melchert, 2008: 390). On interpretive grounds then, \(n u\) etc. do not seem to fit the profile of elements occurring in SAP.

Furthermore, the syntactic distribution of the sentence connectives differs from discourse makers in one crucial way: they are used to introduce subordinate clauses as well as main clauses (Hoffner \& Melchert, 2008: 390-5). The discourse markers in Hill (2007) Haegeman (2014) are categorically excluded from this position. Finally, as noted by Huggard (2015: 158, n.25), \(n u\) 'does not co-occur with other C-related lexemes such as našma 'or if', namma 'furthermore', takku 'if'. To me, this suggests that Huggard (2015) is right to put the sentence connectives in [Spec, ForceP], with WLH clustering in Force \({ }^{\circ}\).Yet if we combine this with the hypothesis that (at least some of) the delayers occupy [Spec, ContrFocP] which is below ForceP, we cannot maintain an analysis in which - \((m) a /-(y) a\) are consistently generated in Force \({ }^{\circ}\); an alternative must be sought.

As far as sentence-connecting \(-(y) a\) and \(-(m) a\) are concerned, we could fall back on the WL2 placement hypothesis for Vedic, i.e. -( \((y) a /-(m) a\) are generated clause externally and moved by PI to follow the first lexically accented word (i.e., ignoring \(n u / s ̌ u / t a+\) WLH). However, this approach does not account for behaviour of \(-(y) a /-(m) a\) with respect to the delayers. Assuming they are accented (pace Kloekhorst, 2014), they are perfectly acceptable prosodic hosts. As such, PI seems not entirely satisfactory as a solution, though it may account for the possible exceptions to 'indeterminate' kuiš (inter alia) acting as a delayer in Middle Hittite.

Alternatively, we may argue that the position of \(-(y) a l-(m) a\) is entirely syntactic; i.e., they are base-generated within the left periphery itself. Since they do not attach to the delayers-modelled as occupying [Spec, ContrFocP]-they must be base-generated in a lower functional head. This could be \(\mathrm{Top}^{\circ}\), as traditionally conceived for - \((m) a\); analogously, \(-(y) a\) may occupy Foc \({ }^{\circ}\). Since TopP (and FocP)
follow ContrFocP, any of the delayers that reside in [Spec, ContrFocP] will fail to 'count' for its positioning. Instead, it will follow whatever is in [Spec, TopP/FocP]: namely, a topicalised/focalised XP, a non-delaying subordinator etc. The weakness of this account is that while it is apt to capture the use of -( \(m\) ) \(a /-(y) a\) as topic/focus markers, it seems a counter-intuitive place for a clause-linking conjunction to be placed.

I do not propose to resolve the issue here. There is a somewhat cyclical logic between where we assume \(n u\) is base-generated and where we think - \((y) a\) and \(-(m) a\) are base-generated. If \(n u\) occupies [Spec, ForceP], -(y)a/-( \(m\) )a cannot be base-generated in Force \({ }^{\circ}\), and must reside somewhere lower in the left periphery, and lower than the projection occupied by the delayers, at least some of which occupy [Spec, ContrFocP]. On the other hand, if \(n u\) is generated outside [Spec, ForceP], -(y)a/-( \(m\) )a can occupy Force \({ }^{\circ}\) but the delayers must also be moved to projections outside ForceP, and we must find a novel explanation as to what happens when [Spec, ForceP] is ostensibly empty. Both models demand a level of stipulation that suggests neither is immediately preferable to the other as accounting for \(-(y) a /-(m) a\); this is compounded by the fact that, for \(-(m) a\) at least, it seems at least possible that it can occur variably in ContrFoc \({ }^{\circ}\) (per Huggard, 2015), or later (per Sideltsev \& Molina, 2015). Overall, I am more convinced by Huggard (2015) that \(n u\) occupies [Spec, ForceP], and that (at least some of the) delayers occupy a unique [Spec, ContrFocP] projection above [Spec, TopP].

\subsection*{4.4.4 Summary}

In this section, I have presented an overview of left-peripheral clitics in the ancient IE languages. The systems of Vedic Sanskrit and Homeric Greek are strikingly, if predictably, similar. The Latin system deviates slightly more, but is ultimately reconcilable with the other NIE languages. Hittite shows an altogether different state of affairs. There is no distinction between WL and WL 2 akin to what we find in the other ancient IE languages. Rather, all inherited pronominal clitics occupy the same left peripheral position, which I have modelled as Force \({ }^{\circ}\). Notably, the indefinite pronoun does not belong to this category at all, but occupies the second position within its phrase according to scope requirements (see §3.3.3.2) and does not participate in routine fronting to the left periphery.

On the basis of this evidence, I offer the following reconstruction of clisis and the left periphery in PIE. I will adopt the term PIE \(_{1}\) to refer to PIE "proper", before the Anatolian split, and PIE \(_{2}\) to represent "nuclear" PIE, i.e. post-Anatolian Split.

Clisis in \(\mathrm{PIE}_{1}\) was implemented by two mechanisms: PI and left-peripheral movement. The conspiracy of these two processes accounts for what has traditionally been called "Wackernagel's Law". PI operated at PF as a last resort mechanism; where a prosodically deficient element would leave the syntax in a phonologically infelicitous position, PI "pushed" the clitic behind the first prosodic word to its right. Prosodic deficiency largely overlapped with a lack of lexical pitch accent, but some elements could have been prosodically deficient while maintaining a pitch accent. PI worked at the phrase level; clitics can therefore be moved by PI to fulfil a requirement that they have a suitable prosodic host within their clitic domain. This is the behaviour of certain WL2 clitics such as * \(k^{w} e\) 'and' when coordinating DPs.
\(\mathrm{PIE}_{1}\) had a set of enclitic conjunctions (WL2). These were base-generated outside the clause, but were moved by PI behind the first prosodic word of the clause. Separately, PIE had a set of enclitic pronouns ( WL ) which were base-generated within the clause and moved to the left periphery. When the Topic-Focus complex was inactive, they targeted \(\mathrm{C}^{\circ}\); when it was active, they targeted the lowest active \(\mathrm{Top}^{\circ}\) or \(\mathrm{Foc}^{\circ}\). Depending on the utterance, this could be either \(\mathrm{Top}^{\circ}\) or \(\mathrm{Foc}^{\circ}\) in the basic model of Rizzi (1997).

The clitics belonging to the categories WL and WL 2 vary between \(\mathrm{PIE}_{1}\) and \(\mathrm{PIE}_{2}\). There are a couple of secure WL 2 cognates for \(\mathrm{PIE}_{2}\) (e.g., \({ }^{*} k^{w} e^{‘}\) and', *we \(\sim^{*} w \bar{e}^{‘}\) or'), but beyond that different languages seem to attest different members of this set. There are no securely cognate WL2 such that we could reconstruct them confidently for PIE \(_{1}\).

On the other hand, we can be confident that \(\mathrm{WL}_{1}\) in \(\mathrm{PIE}_{1}\) contained a number of (mostly) monosyllabic oblique personal pronouns. The evidence suggests, however, that in \(\mathrm{PIE}_{1}\), WLi did not include the indefinite \({ }^{*} k^{w} i\)-. Rather, enclitic \({ }^{*} k^{w} i\) - patterned more with phrasal clitics, taking second position within a phrase lower than CP. The strongest evidence for this is that Hit. indefinite kuiš(ki) does not form part of the clitic cluster in Force \({ }^{\circ}\), but rather takes as its clisis domain, the DP or \(\nu \mathrm{P}\) containing it (Huggard, 2015). The fact that most branches appear show morphologically augmented forms of indefinite \({ }^{*} k^{w} i\)-, with 'bare' \(k^{w} i\) - surviving only in fossilised forms suggests that that at the time \({ }^{*} k^{w} i\) - was being "attracted" into WL1 (where it ends up in Greek and possibly \(\mathrm{PIE}_{2}\) ), it was also subject to morphological renewal that directly counteracted its enclitic behaviour.

To derive the Anatolian \({ }^{[36]}\) situation from \(\mathrm{PIE}_{1}\) as outlined above, two catastrophic reanalyses are required. These may be situated within the broader picture described by Luraghi (1998), who concludes that 'the rigid structure of the left sentence boundary in Hittite was the result of a number of converging processes of grammaticalization', involving discourse particles, enclitic pronouns, local particles and sentence connectives (1998: 207). It is the last of these that I believe is most pivotal to the reworking of the syntactic processes underlying Wackernagel's law from PIE \(_{1}\) to (Proto-)Anatolian. I will take \(n u\) as an illustrative example, but an equivalent argument can be made for other sentence connectives. It is uncontroversial to assume that Hit. \(n u\) is cognate with other IE words for 'now', cf. AGk. vôv, Skt. nú < PIE *nú \(\sim * n u ́ u\). \({ }^{33}\) If PIE \(_{1}\) * \(n u\) had the original adverbial value of 'now', its left-peripheral position would be somewhere in the Topic-Focus complex. Absent anything else in the left periphery, it will be followed by \(W L_{1}\) and \(W L_{2}\) alike. It is only in situations where another fronted element co-occurs with fronted *nú that WL 1 and \(\mathrm{WL2}\) are disambiguated.

In the Anatolian languages, various lexemes such as *nú are grammaticalised as a sentence connectives (reanalysis 1). In this process, rather than its moving to a left-peripheral position within the

\footnotetext{
\({ }^{136}\) Although space does not allow a detailed comparative analysis of Anatolian languages other than Hittite, I take Hittite as being broadly representative of Proto-Anatolian for the purposes of this discussion. This follows from work on RCs that compares Hittite to Lycian (Garrett, 1994; Samuels, 2005) and Luwian (Yates, 2014). As for the left periphery more generally, see Melchert (2017; 192), who notes that 'the beginnings of this system [viz. sentence connectives + clitic string] are certainly Proto-Anatolian but...each of the languages has elaborated it in its own fashion.' Note in particular that while the precise orderings of the clitic string and the lexical material for the sentence connectives vary, all Anatolian languages appear to lack a distributional distinction comparable to that of WL1 vs. WL2 found in NIE.
\({ }^{137}\) It is even attested as such a value within Anatolian, cf. Palaic \(n \bar{u}\).
}

Topic-Focus complex, what was once an adverb becomes associated with (and ultimately base-generated within) the ForceP layer. In tandem with this reanalysis, all enclitics—both WL1 and WL2—are interpreted not as targeting the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\), but as targeting *nú (or another newly-minted sentence connective) specifically (reanalysis 2). Thus, once *nú (vel sim.) is base-generated in [Spec, ForceP] and regularly precedes Topics and Foci, the clitics move with it, attaching to Force \({ }^{\circ}\). The actualisation of this change is witnessed in two ways: (i) enclitics raise over any Topics or Foci, and (ii) in the absence of anything in [Spec, ForceP], the clitics still raise to Force \({ }^{\circ}\) and are moved by PI to follow the first prosodic word in the sentence. This leads to the collapse of WL1 and WL2 as categories in Anatolian. It is likely that the syntactic development of \(-(m) a\) and \(-(y) a\) leading to the distribution discussed above post-dates this change precisely because they do not attach to proclitic Hit. nu; the set of clitics that can take proclitic \(n u\) as a prosodic host is a closed set; new clitics such as \(-(m) a\) and \(-(y) a\) require a full prosodic word as a host. The development of a dedicated ContrFocP is likewise an innovation that likely took place after the grammaticalisation of sentence connectives, though it has a crucial role in explaining the development of 'indeterminate' kuiš in Anatolian, to which I return in §5.2.

While these reanalyses are taking place in Proto-Anatolian, the \(\mathrm{PIE}_{2}\) left periphery begins to crystallise, with the development of WL2 enclitics * \(k^{w} e\) and \({ }^{*}\)-we, as well as the aforementioned attraction of indefinite \({ }^{*}-k^{w} i\) towards WL1, a change which is incomplete at the end of the PIE \(_{2}\) period. The left periphery of \(\mathrm{PIE}_{2}\) is preserved most clearly in Vedic and Homeric Greek, while Latin undergoes a subsequent reanalyses of WL1 placement as outlined in§4.4 above. This model of the left periphery and Wackernagel's law provides the grammatical context within which we can establish the precise syntactic behaviour of *REL in PIE.

\section*{Chapter 5}

\section*{Relative Clauses in Proto-Indo-European}

In this chapter, I reconstruct the principal features of relative clause syntax in Proto-Indo-European. According to the methodology of Minimalist reconstruction ( \(\$ 2.1\) ), of central importance will be ascertaining the feature values of the PIE relative pronoun, \({ }^{*}\) REL ( \((3)\), and its position in the PIE left periphery (§4). Moving away from *ReL, I turn to the more general structures of, and relations between, 'plain' relative and correlative clauses in Proto-Indo-European. The chapter is rounded off by a discussion regarding the semantic types of relative clauses in PIE and their interaction with syntax.

\subsection*{5.1 Position of the relative pronoun}

Many authors cited so far in this thesis have either tacitly assumed-or explicitly argued-that PIE had \(w h\)-movement in RCs, a movement also hypothesised for interrogative clauses. \({ }^{688}\) From two different perspectives, I have suggested that we should be cautious when using the term \(w h\)-movement, as it collapses what I consider to be two distinct types of movement: the fronting of interrogatives, and the fronting of relative pronouns.

One set of arguments comes from the theoretical syntactic literature. Wh-movement is traditionally understood to target [Spec, CP] as a landing site. Once we acknowledge that [Spec, CP] is only shorthand for a distinct set of structural positions ( (Rizzi, 1997), including the Topic-Focus complex, the picture changes. In the first place, if fronting is understood to have some pragmatic motivation, it is not immediately obvious that the relative and interrogative pronouns should be fronted for the same reasons, at least in the narrow syntax. \({ }^{[39}\) Indeed, throughout this thesis, I have held that fronted interrogative pronouns are focalised, and hence occupy [Spec, FocP]. \({ }^{[40}\) On the other hand, fronted relative pronouns are topicalised, and hence occupy [Spec, TopP]. .

This brings us onto the second set of arguments that I have made at length concerning the status of \(w h\)-movement in ancient IE languages, which arises from the distributional evidence from the attested languages. Of the four archaic branches of IE I have investigated in some detail (Hittite, Sanskrit, Ancient

\footnotetext{
\({ }^{138}\) See, e.g., Hale (1987, 1996), Hock (1989), Garrett (1994), Kiparsky (1995).
\({ }^{139}\) I do not address here the notion of 'covert raising' or 'LF raising', on which see inter alia Cole (1987) and Williamson (1987). I also set aside the motivations for \(w h\)-movement that involve scope, on which see Lutz et al. (2000).
\({ }^{140}\) I have not considered the IntP projection of Rizzi (2001), though further studies aimed specifically at interrogative syntax in PIE may shed light on whether such as position is necessary to account for the attested patterns.
}

Greek, Latin) there is a clear distributional difference between interrogative and relative pronouns (see §4). A compounding factor in this distributional separation, which I have touched on only briefly from a comparative perspective, is the possible status of PIE * REL as a clitic. An enclitic *REL would not only occupy a left-peripheral position different from that of an accented interrogative, it would presumably raise as part of "Wackernagel's Law", in the same process as other enclitic pronouns.

In the first part of this chapter, therefore, I address to the question of clisis, first for the languages in which a purportedly enclitic *REL surfaces as *yó- (Sanskrit, Celtic) and then those in which is surfaces as *\(k^{w} \delta^{-}\)(Hittite). I will argue that there is insufficient motivation to reconstruct *yó- as enclitic. The evidence from Hittite is more complex, but I will ultimately argue that the clitic behaviour of 'determinate' kuiš is also likely an innovation, which does not provide any clear evidence for an enclitic *REL in PIE.

With clisis excluded as a possibility, I will make the straightforward step of arguing that leftperipheral PIE *REL occupied [Spec, TopP]. More speculatively, I will conclude that it was the lower [Spec, TopP] of Rizzi (1997), though the evidence in this regard is less clear.

\subsection*{5.1.1 Relative clisis in Proto-Indo-European: A negative appraisal}

\subsection*{5.1.1.1 Sanskrit}

I argued in §4.3 that Sanskrit yá- is not enclitic. This was in the context of criticising Lowe's (2014) theory of left-peripheral clitics in Vedic. However, the tradition of reconstructing non-initial *yó- in PIE as enclitic has a longer history than that, dating back to at least Watkins (1963) and Hettrich (1988), whose hypotheses I discuss below.

As noted briefly in §4.2, discussions of clisis in the vein of Wackernagel (1892) often lack a theoretical context in which clisis is defined syntactically. Although Watkins saw the possible value of using generativist syntactic analysis in reconstruction (1963: 3), his understanding of clisis was—syntactically speaking-quite atheoretical. He uses the term 'enclitic position' several times, including in relation to the relative pronoun in Vedic; yet what this position constitutes does not clearly correspond to the way I have defined clisis so far. \({ }^{[41}\) Rather, working on the Old Irish verbal complex (to be discussed in detail below), Watkins (1963) establishes the following pre-historic word orders, supposedly inherited from PIE:
1. \# Verb - Enclitic(s)...
2. \# Preverb - Enclitic(s) - Verb...

On this basis, he notes that 'that the position of the enclitic element is constant: E[nclitics occupy] the second position in the sentence, whether preceded by V[erb] or by P[reverb]' (Watkins, 1963: 12, emphasis mine). Thus, he is able to use 'enclitic position' to mean simply 'second position'. \({ }^{142}\) On this basis, then, Watkins (1963: 29) suggests that 'the...enclitic position of the relative stem 'yo- occurs in the

\footnotetext{
\({ }^{14}\) The same point is made by Lowe (2014: 24) with respect to his own definition of syntactic clisis, which broadly corresponds with my own.
\({ }^{142}\) It is unclear whether this is calculated by word or constituent in Watkins ( 1963 ); the former seems more likely given the evidence he quotes.
}

Rig Veda, though it is not mandatory.' Hettrich (1988: 758-62) makes broadly the same points; unlike Watkins (1963) he notes that in marked word orders, a constituent bearing 'contrastive emphasis' (Kontrasthervorhebung) may precede Vedic yá- without the latter being enclitic; however, he suggests that yácould be considered enclitic in cases where he does not judge the fronted constituent to be sufficiently emphatic. He also cites the evidence from Celtic in turn as comparative support for the fact that Vedic \(y a ́\) - in enclitic 'second position' after either a verb or a preverb could be inherited (Hettrich, 1988: 76o).

In the theoretical framework adopted in this thesis, Skt. *yá- is not syntactically enclitic, in the sense that it does not raise to \(\mathrm{C}^{\circ}\) (or the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) ) like \(\mathrm{WL1}\) (see \(\S 4 \cdot 3-4\) ). Rather, I have argued that we should understand both the relative pronoun and the constituent preceding it as occupying distinct specifier positions within the Topic-Focus complex: relative yá- occupies the lower [Spec, TopP] in the model of Rizzi (1997). This is represented in the following syntactic representation, repeated from §4.3.3:
(5.1)


My model is an alternative to that offered by Lowe (2014), in which non-initial relative yá- (and demonstrative sá-/syá-) are optionally syntactically enclitic, raising to a unitary \(\mathrm{C}^{\circ}\) (see \(\S 4 \cdot 3\) ). It is worth noting, however, that Lowe (2014) is primarily a synchronic account of the facts in Vedic: indeed, the author notes quite explicitly that (2014: 26 , emphasis mine):
...the existence of an enclitic variant of the relative pronoun in the Rgveda is a reasonable proposition...on comparative grounds (whether those comparative grounds support inheritance or parallel development).

In other words, even if we were to accept Lowe's hypothesis for Vedic yá-, the author does not make any rigid claims as to whether this would support the existence of an optionally enclitic *yo- in PIE. Yet it is worth exploring the situation in which this could be possible. In the first place, we have strong evidence that PIE contained a non-clitic form *yó-, as evidenced in the more dominant non-clitic behaviour of Skt. yá-, AGk. ős etc. (§3.2.1). If we were to posit a putative enclitic relative pronoun *yo-, it
would seem reasonable to suppose that it would have developed from its non-clitic counterpart, following well-established principles of grammaticalisation (Hopper \& Traugott, 1993). \({ }^{[43}\) However, as Lowe (2014) notes, in later Sanskrit 'enclitic' yá- is entirely lost; the usual position for yá- is in clause-initial position, as it is in the majority of Vedic tokens. Lowe's argument is that yá- was only ever optionally enclitic, so his suggestion is not that 'enclitic' yá- was somehow decliticised. Yet if we accept the existence of optionally enclitic "yá- in Vedic, and that this grammatical behaviour was inherited, we still have to posit that a change towards the cliticisation of *yó- (qua *REL) > *yo- began in PIE, was maintained briefly in Sanskrit, but was ultimately abandoned. Such a set of changes is not beyond the realms of possibility, \({ }^{[44]}\) but if we have independent evidence to suggest that Vedic yá- was not at all clitic-as I have argued in §4.3-Sanskrit provides no evidence in favour of this reconstruction.

To summarise: as far as Vedic is concerned, I am confident that the relative pronoun yá- is never enclitic. With the rule for WLı placement established (target the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) ), a unified analysis in which *yá- consistently occupies (the lower) [Spec, TopP] can account for every instance of left-peripheral yá-, both initial and non-initial. To posit that non-initial yá- is (optionally) enclitic therefore adds a level of syntactic complexity to Sanskrit yá-, and an abstruse grammaticalisation process that lacks sufficient motivation. I conclude that Sanskrit offers no support to the hypothesis that *yó- (and, implicitly, *REL) was enclitic in PIE.

\subsection*{5.1.1.2 Celtic}

On the other hand, there is incontrovertible evidence for enclitic relative *yó- in another branch of IE: Celtic. \({ }^{45}\) Recall that in §2 I used Celtiberian, with its non-clitic form of *yó- as representative of ProtoCeltic. This is not an uncontroversial position: I provide some motivation for the claim now, which has significant implications for how we construct the syntactic behaviour of PIE *yó-.

It is worth mentioning in the first place that much of the scholarship on RCs in Celtic predates the publication of Celtiberian texts. Watkins (1963), for example, did not have access to Celtiberian; he therefore focuses on Old Irish and, to a lesser extent, Gaulish, both of which support the existence of some form of enclitic relativiser. Nevertheless, since the publication of the first Botorrita Bronze by Beltrán \& Tovar (1982), it has become clear that Celtiberian exhibits an inflected, non-enclitic form of the relative pronoun, as described by Beltrán \& Jordán (2019: 260):

The forms believed to belong to the relative pronoun paradigm are: ios [Z.o9.01, A-10], [Z.09.24, A7], nom. sg. masc.; ia [Z.09.03, o1], nom. sg. fem. or nom. acc. sg. neut.; iom [Z.09.01, A-5, A-7, A-10], [Z.o9.24, B-4], possibly acc. sg. masc.; ias [Z.o9.01, A-8], acc. pl. fem.; iomui [Z.o9.o1, A-7], dat. sg. masc.?

There are two very general arguments that could lead us to take the situation Celtiberian situation as representative of Proto-Celtic, without any further consideration of the other Celtic languages.

\footnotetext{
\({ }^{143}\) See further Hendery ( 2012 : 155-7) for a discussion of this grammaticalisation pathway specifically for relativisers.
\({ }^{144}\) See further Haspelmath (2004: 33-5); this could be considered a case of 'retraction'.
\({ }^{145}\) I am deeply indebted to Mark Darling for his invaluable input to the following section, including his generous support in navigating the Old Irish corpus and enlightening discussion on the topic of Celtic relativisation strategies. Needless to say, any inaccuracies are of my own doing.
}

One is its age: with the Botorrita bronze dating to the first century BCE, it predates the oldest Irish texts by over half a millennium. Yet the same claim could arguably made for Gaulish, which has an enclitic relative pronoun (see ex. 5.7 below) and is attested around the same time as Celtiberian. On the other hand, there is also the aforementioned tendency for lexical words to grammaticalise into clitics (and then affixes), rather than vice versa. Such generalisations, however, do not consitute proof; we need to take a look at the comparative data.

Starting with Old Irish, then: Thurneysen (1946: 312-20) describes three types of RC. These are summarised by Jasanoff (1999: 205, see therein for details):
1. Prepositional RCs
2. Leniting RCs
3. Nasalising RCs

The first of these is formed by the addition of an indeclinable 'relative particle', -(s) \(a^{n},{ }^{466}\) to the preposition that would govern the relative pronoun in its translational equivalent. Thus, e.g., OIr. ar'because of', ar- \(a^{n}\) 'because of which', 'because of whom'. The 'relative particle' here is formally identical to the neuter accusative singular of the definite article, in, which is ultimately derived from PIE *só-/*tó-, and thus irrelevant to the current discussion.

The two other forms of relativisation, however, show specialised verb forms that reflect a descendant of PIE *yó-. The phonological pathways from *yó- to the attested forms are complex and thoroughly discussed elsewhere. \({ }^{147}\) For our purposes, the phonetic residue of *yo-surfaces in two ways. First, as a specialised ending when following the verbal stem directly: \(\sqrt{[48}\)
(5.2) Simple form: carait (Ml. 124d33) 'they love' < *kár-onti

Relative form: cartae (Strachan, 1907: 7, l.14) 'whom they love', 'who love' < *kár-onti-yo
Second, as either a lenition or nasalisation \({ }^{149}\) of the following onset when preceding the verbal stem:
(5.3) Simple form: adciam (Wb. 6a3o) 'we behold' < *ad- \(k^{w}\) 'isomos \((i)\)

Relative form: adchiam (Ml. 42b22) 'which we behold' < *ad-yo-kw'somos(i)
With this maximally brief summary of the phonetic facts, I now turn to the syntactic analysis put forward in Watkins (1963). In the same vein as the formulae listed above for the position of enclitics, the

\footnotetext{
\({ }^{146}\) Superscript \(<^{n}>\) is used hear to indicate nasalisation of the following syllable.
\({ }^{147}\) See, e.g. Thurneysen (1946: 312ff.), Lewis \& Pedersen (1937: 243ff.), Watkins (1963: 24-9), Jasanoff (1999: 205-8). I follow McCone (1997: 254) in treating nasalising RCs as essentially an Irish innovation that follows the same syntactic pattern as leniting RC. In my reconstructions I write \({ }^{*} y o^{(n)}\) to represent *yo when it is attested subsequently in a nasalising relative construction; this is not a comment on the reconstructed phonetic reality in Proto-Celtic.
\({ }^{148} \mathrm{~A}\) specialised form of this type also appears to be attested in Middle Welsh yssyd 'which is' < *esti-yo (Lewis \& Pedersen, 1937: 243), but is not attested with any other verbs. See further Roma (2007: 257-64).
\({ }^{149}\) "Nasalisation" is the standard term for this process, though it does not always result in a nasal outcome phonetically; depending on the sounds involved, it can also manifest synchronically in other ways, such as voicing or gemination (Thurneysen, 1946: 147).
}
author posits the following reconstruction for the distribution of the relative pronoun in Proto-Celtic (Watkins, 1963: 31, adapted):
(i) \#V[erb] *yo-... \#
(ii) \#P[article] *yo- \(\left(\mathrm{P}_{x} \ldots\right) \mathrm{V} . . . \#\)

The first thing to note is the form of *yo that is used in relativisation strategies. We can be confident that whatever form of *yo- is implicated in OIr. relativisation, it was indeclinable; this is clear in the fact that relative verb forms do not reflect case relations: as Watkins (1963: 24) notes, 'ind fir bertae is both uiri quiferunt [men who carry] and uiri quosferunt [men whom they carry]'. Thurneysen(1946) and Lewis \& Pedersen (1937) argue the form was in fact the neuter singular *yo-d (cf. the use of uninflected yád as a quasi-complementiser in Sanskrit, §3.2.1), while Watkins (1963) argues for the bare stem *yo, which he prefers on a phonological basis, drawing an etymological connection to the Hittite sentential connective - \((y) a\) - (see §3.2.2). I return to questions of form below, but for now I continue to write *yo without any strong commitment to its phonetic form.

Formula (i) yields specialised relative verb forms such as in ex. (5.2) above. Formula (ii) is somewhat more complex. First, we must understand what is meant by P. This category includes the inherited preverbs/prepositions (P-words). As Thurneysen (1946: 495) notes, these occur variably in compounds (both nominal and verbal), as well as prepositionally, i.e. governing a noun in a dependent case or with a suffixed pronoun. \({ }^{150}\) To this we add what are traditionally referred to as conjunct particles (Thurneysen, 1946: §38). The conjunct particles are a grammatically heterogeneous category including:
a. Negators: ní, na, nad etc.
b. Complementisers: \(\operatorname{ara}^{n}\) 'in order that', \(\operatorname{dia}^{n}\) 'if', \(\operatorname{co}(n)^{n}\) 'so that'
c. The interrogative particle in

Finally, P includes no-, a semantically vacuous conjunct particle that serves the same syntactic function as a preverb but occurs only with simple verbs and in the absence of any other conjunct particle. no- is particularly important to the formation of RCs, because the specialised verb forms such as ex. (5.2) only exist in the 3 sg , pl and 3 pl . In all other persons, therefore, in the absence of any other conjunct particles, no- is obligatory in the relative forms of simplex verbs. This yields the following idealised paradigm:

\footnotetext{
\({ }^{150}\) See Thurneysen (1946: 495-539) for a full overview.
}
\begin{tabular}{|c|l|l|}
\hline & \multicolumn{1}{|c|}{ Non-relative } & \multicolumn{1}{c|}{ Relative } \\
\hline 1sg & caraim 'Ilove' & no-charaim 'which I love' \\
\hline 2 sg & carai 'thou lovest' & no-charai 'which thou lovest' \\
\hline 3sg & caraid 'loves' & caras 'who/which he loves' \\
\hline 1pl & carmai 'we love' & carmae 'which we love' \\
\hline 2pl & carthae 'you love' & no-charaid 'which you love' \\
\hline 3pl & carait 'they love' & cartae 'who/which they love' \\
\hline
\end{tabular}

Table 5.1: Relative and Non-relative forms of OIr. carait, reproduced from McCone (1997: 14).

Formula (ii) denotes that when there are multiple P-elements, which there often are, *yo- occurs after the first P , and is separated from the verbal stem by any additional P-elements. Synchronically, this is evidenced by the fact that in multi-preverbal relative verbs, the lenition or nasalisation affects not the verbal stem, but the second preverb.
(5.4) for-n-diuclannar (Ml. 104b5) 'which is devoured' < *wor-yo \({ }^{(n)}\)-dī-uss-glann-

Watkins (1963) argues that the distribution of * \(y o-\), as summarised in these two formulae, is identical to that of the enclitic pronouns (as in the first set of formulae mentioned in \(\$ 5.11 .1\) above).
(5.5) berithi (Ml. 42b7) 'he refers (lit. "bears") it' < *bereti-i(d)
(Suffixed pronoun \(\approx\) Formula 1)
(5.6) immi-m-thabarthar (M1. 41c2) 'if I be surrounded' < *imbi-me-do-beretor
(Infixed pronoun \(\approx\) Formula 2)
With this analogy drawn, he comes to the following conclusion: the relative pronoun *yo falls into the same syntactic category as the enclitic pronouns, and they are placed in 'clitic' second position according to Wackernagel's law. That this is an inherited word order, Watkins argues, is verified by what he considers to be an equivalent 'clitic' position of the relative pronoun in both Hittite connective - \((y) a\) and Vedic Sanskrit yá- when it appears in second position (see §3.2.2.2 and §5.1.1.1 above respectively; I do not accept either as convincing comparanda).

There seems to be broad consensus that Watkins (1963) was correct about an uninflected enclitic relative *yo being a feature of all the ancient Celtic languages available to him at the time. Indeed, well before Watkins, Thurneysen observed that enclitic *yo is attested directly in Gaulish:5 \({ }^{5}\)
\begin{tabular}{llllll} 
(5.7) & martialis & dannotali & ieuru & ucuete & sosin \\
Martial.NOM.SG & Dannatolos.GEN.SG. & dedicate.PRET.3SG & Ucuetis.DAT.SG & DEM.ACC.SG \\
celicnon & etic & gobedbi & dugióonti=ío & ucuetin & in alisiía \\
building.ACC.SG & and & blacksmith.INS.PL & honour.PRES.3PL=REL & Ucetis.ACC.SG in Alisia \\
'Martial (son) of Dannotalus dedicated this building to Ucuetis, and with the blacksmiths who \\
honour Ucuetis in Alisia' & (RIG II a L-13)
\end{tabular}

\footnotetext{
\({ }^{151}\) See Lambert (1994: 98-102).
}

Watkins' analysis of Old Irish demonstrated that this was a shared inheritance. Yet the argument that an enclitic relative *yo was a feature of Proto-Celtic, ultimately inherited from PIE, faces a severe challenge in the form of the Celtiberian evidence cited above. Setting aside any prejudgement based on age or grammaticalisation, there are two ways we can square this circle: \(5 \sqrt{51}\)
1. Proto-Celtic inherited both accented (+ inflected) *yó- and enclitic (+ uninflected) *yo from PIE as relativisation strategies: the latter is reflected in Gaulish and Old Irish, the former in Celtiberian
2. Proto-Celtic inherited only accented (+ inflected) *yó- as a relativisation strategy, and enclitic (+ uninflected) relative *yo was an innovation that took place after the separation of Celtiberian from the rest of the language family

As Wodtko (2000: 138) notes, it is currently unclear as to which of these hypotheses is correct; I do not believe it is possible to prove either comprehensively on the basis of the evidence available to us. However, I would argue that the second scenario is the more likely one, both on the basis of the Celtic evidence and with regard to the comparanda from outside Celtic, especially Sanskrit.

I will start with the issue of the syntax of enclitic relative \({ }^{*} y o\), as attested in Old Irish and discussed in Watkins (1963). As I noted in §5.1.1.1 above, Watkins (1963) does not have a clear definition of syntactic clisis. Thus, he does not consider the possibility that the occurrence of * \(y o\) in "second position" could be due to either to clisis (i.e., raising to a functional head, \(\mathrm{C}^{\circ} / \mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\) ) or some other, non-clitic form of movement (i.e., to a left-peripheral specifier, i.e. [Spec, TopP]/[Spec, FocP]). Thus, the "second position" placement of (Pre-)Old-Irish *yo (and, according to Watkins (1963), non-initial Vedic yá-) is treated by default as a result of the same process as the appearance of enclitic pronouns in "second position", viz. "Wackernagel's law". I would argue, however, that once we have established that Vedic non-initial yá- is definitely non-clitic (see §5.1.1.1 above), we may flip Watkins' argument on its head: since it is possible to generate the attested word order with "yó- in second position without clisis, we can argue that the attested position of \({ }^{*} y o\) in Old Irish has its roots in a non-enclitic form *yó-: specifically, when it occupies the lower [Spec, TopP], preceded by another TopP and/or FocP. In short, the enclitic *yo he reconstructs from Old Irish continues a word order-albeit marginal - that we have reason to reconstruct for nonclitic * \({ }_{\text {REL in PIE. }}\)

As for how this marginal word order became generalised as the norm, I believe the answer is intrinsically tied to the shift from SOV to VSO. A full discussion of this reconfiguration is far beyond the scope of this thesis, but a tentative outline of the logic is as follows. \({ }^{[53}\) Numerous studies, employing various methodologies, have come to the conclusion that PIE was quite likely underlyingly SOV.554

\footnotetext{
\({ }^{152}\) According to the analysis I presented in \(\S 3.2\), I do not consider here the possibility that non-clitic relative *yó- is some sort of Celtiberian innovation (pace, e.g., Szemerényi, 1996: 210-11).
\({ }^{153}\) See Hickey (2002) and the references therein for a (relatively) recent overview of the literature on this topic. Many authors, not least Watkins (1963) and Eska (1995), have argued for a link between the positioning of clitics and the shift from SOV > VSO, though their accounts differ. My account stands apart from theirs insofar as I do not believe *yó- must be enclitic in order to occur in second position, and thus clisis, in the form of Wackernagel's law and Vendryes' restriction, does not 'drive' syntactic change in the way these authors envisage, though it may be implicated at a later stage.
\({ }^{154}\) See most recently, e.g., Hock (2015), Krisch (2017), Keydana (2018), Windhearn (2021).
}

Within the Celtic family, Celtiberian appears to maintain this word order. On the other hand, Old Irish has unmarked VSO word order. This leaves Gaulish, which seems to occupy a sort of middle-ground, with unmarked SVO word order. It is reasonable to hypothesise that Proto-Celtic was SOV, and instantiated the marked patterns of non-initial *yó- that are also attested in Vedic. We may further posit that this pattern was inherited and maintained in Celtiberian, which remains SOV and keeps the non-clitic, inflected paradigm of the relative pronoun ios.

However, once Celtiberian splits off from the rest of the family, things start to change. The fronting of constituents, which was pragmatically conditioned in PIE, begins to become grammaticalised. In the insular languages, the fronting of the preverb (for compound verbs) or the verb itself (for simplex verbs), becomes the unmarked order. At this point, sentence-initial *yó- is altogether lost; it is found most commonly in "second position", following either P or V (cf. Watkins' formulae above). With this distribution, it is quite reasonable that *yó- is reanalysed as enclitic; its distribution now overlaps almost entirely with the inherited enclitic pronouns. The sole difference is that *yó- precedes other enclitic pronouns:
\[
\begin{equation*}
\text { dondrón (Wb. 5d18) ‘(in) which I do it’ < *de-yo }{ }^{(n)}-d i(d) \text {-ro-gn- } \tag{5.8}
\end{equation*}
\]

But whereas once this was because *yó- occupied [Spec, TopP] and the enclitics raised to Top \({ }^{\circ}\), this can now be reanalysed as simply an ordering constraint within a clitic cluster occupying the same syntactic position.

Once *yó- is reanalysed as syntactically enclitic, the loss of accent and inflection follow from the well-observed phonological concomitants of grammaticalisation (Hopper \& Traugott, 1993: 154-9). It is possible that at the earliest stages of its development into a clitic *yo-remained inflected; over time, however, through the usual processes of erosion, the endings were lost, the result being an uninflected monosyllable. It is for this reason that I believe neither *yo nor *yod meaningfully represents the "original" form of the enclitic relative pronoun in Insular Celtic and Gaulish, as what we are really looking at here is a case of paradigm atrophy rather than the selection of, say, a neuter singular form that supplants the rest of the paradigm. Nevertheless, that *yod may have been generalised as the enclitic relative cannot be ruled out. Sound changes related to grammaticalisation are often idiosyncratic and thus need not be part of a Neo-Grammarian rule affecting the entire language. \({ }^{[55}\) As such, the fact that word-final /d/ after a short vowel is not regularly lost in Gaulish is not definitive proof either way, pace McCone (1997: 250). In any case, it is evident that the relative marker underwent a serious level of phonological reduction.

To conclude this section: it is perfectly plausible that enclitic relative *yo as attested in Insular Celtic and Gaulish, is straightforwardly a grammaticalised form of non-clitic *yó- as attested in Celtiberian. Without any support from Vedic for the presence of an enclitic relative *yó- in PIE, and without a secure etymological link to Hittite connective - \((y) a\), it seems far more plausible that Proto-Celtic simply inherited the full lexical form of relative *yó- from PIE than that it inherited both a full lexical form and an enclitic form.

\footnotetext{
\({ }^{155}\) On this topic see Mańczak (1980), Shield (1980), Picard (1997), Enrique-Arias (2005)).
}

\subsection*{5.1.1.3 Hittite}

I noted in §3.3.2 that the Hittite relative pronoun kuiš in 'determinate' relatives was prosodically deficient. The phonological evidence for this is presented in Kloekhorst (2014: 624-6), and discussed in relation to the syntactic behaviour of kuis in Huggard (2015: 158). From a distributional perspective, 'determinate' kuiš is always preceded by at least one lexically accented word in the clause, such that if there is only one constituent other than kuiš (i.e., the verb) kuiš will follow the verb.
\[
\begin{array}{lllll}
\text { (5.9) } & \text { paprizzi } & \text { kuiš } & 3 & \text { GÌN KUBBABAR }
\end{array} \quad \text { pāi }
\]
(KBo 6.2 I 57)
However, relative kuiš does not occupy the Hittite clitic string (§4.4.3). On the contrary, according to Huggard (2015), 'determinate' kuiš must remain within the \(v \mathrm{P}\) domain and cannot be fronted to the left periphery; its cliticisation domain is the DP when there is an overt NP, or the \(\nu \mathrm{P}\) in its absence' (see also §3.3.2). On the other hand, kuiš in 'indeterminate' relatives is unambiguously non-clitic: it usually occurs in initial position (discounting \(n u+c l i t i c s\) ), and exceptionlessly precedes its head noun (Huggard, 2015: 29). In §3.3.2.1, I accepted the argument from Huggard (2015) that kuis in these clauses occupies [Spec, ContrFocP], yielding wh-conditional correlatives. In \(\S 4.3\), I established that ContrFocP is immediately dominated by ForceP and dominates \(\mathrm{TopP} / \mathrm{FocP}\), yielding a left periphery of the following form:
(5.10)


I argued further in §3.3-4 that kuis in both 'indeterminate' and 'determinate' relatives should be understood as a grammatical descendant of *REL; I held that the feature specification argued by Arsenijević (2009) of \(w h\)-words being treated as bearing 'weak existential commitment' did not imply that kuiš under these circumstances should be treated as an indefinite rather than a relative pronoun. In short, both 'determinate' and 'indeterminate' relatives in Hittite should factor into our reconstruction of PIE *REL.

How, therefore, should we reconcile the distinct behaviours of 'determinate' and 'indeterminate' kuiš in our reconstruction? If we take the former as representative of the 'original' *REL, we must argue
for some form of productive decliticisation to yield the 'indeterminate' word order; by extension, this decliticisation would have to have occurred separately for \({ }^{*} \mathrm{REL}^{2}\) in \(\mathrm{PIE}_{2}\), given the abundant evidence for non-clitic *REL from NIE, whether of the form *yó- or * \(k^{w} o\)-. On the other hand, if the 'indeterminate' pattern is the original, we have to account for how it gained its unique semantics, and how 'determinate' kuis became enclitic. I will argue that the second option is more plausible, given the unique developments of the Anatolian left periphery.

Let us start with the premise that \(\mathrm{PIE}_{1}\) had a non-clitic *ReL that was routinely fronted to the left periphery. The evidence from NIE suggests that its landing site was [Spec, TopP] — more specifically, the lower [Spec, TopP], such that it could be preceded by an element in either [Spec, FocP] or the higher [Spec, TopP] (marginally, both). In this scenario, there is no grammaticalised positional rule regarding the determinacy of the RC. Correlatives may therefore be either specific in that they only apply to real situations, or conditional, in the sense that they abstract over all possible worlds. Such an ambiguity is attested elsewhere: Arsenijević (2009; 147) argues that we see it in Serbo-Croatian wh-conditional correlative such as the following.
(5.11) Koji student je prvi ušao, taj je položio ispit which student aux first entered, that aux passed exam
Specific: 'The student who entered first passed the exam'
Conditional 'Any student who entered first passed the exam'
Commenting on this example, Arsenijević (2009: 147) notes that:
It has one reading [viz. specific] that refers to the actual world, and states that a definite and topical eventuality of passing a definite and topical exam involves as its theme a particular definite and topical (or possibly focalized) student who entered first. The other reading [viz. conditional] involves possible worlds, and states that for any student that passed the exam, the possible world in which this happened is characterized by the same student that entered first.

Semantically, this ambiguity is strikingly similar to the distinction between 'determinate' and 'indeterminate' correlatives in Hittite. Arsenijević (2009: 146-7) argues that the two are distinguished by virtue of the adjunction site of the correlative RC ; for our purposes, it is sufficient to note that the surface forms are identical.

At some point after its split from PIE, Proto-Anatolian sees the development of a unique Con\(\operatorname{trFocP}\) projection at the top of the left periphery, occupied by certain conditional adverbs such as mān ('if'). \({ }^{[56}\) The precise motivations for the development of this position remain obscure, but they are part of a larger set of Anatolian left-peripheral innovations as outlined in §4.4. Where *REL is fronted, in the absence of any other topics, it can be analysed as occupying either [Spec, ContrFocP] or [Spec, TopP]. A complementary proposal to Arsenijević's suggestion that conditional vs. specific readings are dependent on the adjunction site is that the position of *REL in the left periphery is also implicated: [Spec,

\footnotetext{
\({ }^{156}\) It is possible that such a projection existed in \(\mathrm{PIE}_{1}\) itself, but I have not established any clear evidence for it as distinct from FocP except in Anatolian. Moreover, in NIE languages the difference between a conditional ('indeterminate') and a specific ('determinate') RC can be encoded in the mood of the verb, with the subjunctive/optative for the former and the indicative for the latter. This presents an alternative means of expressing conditionality, possibly present in \(\mathrm{PIE}_{2}\), that would make any putative ContrFocP redundant in RCs.
}

ContrFocP] generates the conditional ('indeterminate') reading, while the [Spec, TopP] gives the specific ('determinate') meaning. If this is the case, and ContrFocP sits at the top of the left periphery, the only instance in which there is no ambiguity between specific and conditional meanings is when *REL is non-initial. Here, it is clear that *REL does not occupy [Spec, ContrFocP], but rather [Spec, TopP], since the former cannot be preceded by any other lexical items. On the other hand, if *REL is initial, it could occupy either [Spec, ContrFocP] or [Spec, TopP].

This proposal makes the same distributional predictions as Garrett (1994): namely, that there are (at least) two left-peripheral positions, and the relative pronoun (in 'determinate' relatives) is only fronted to the lower projection. Given the criticism of this model, including Huggard (2011, 2015) and Yates (2014), I have not argued that Garrett's model can account for the Hittite data synchronically. Nevertheless, from a diachronic perspective, Garrett's analysis provides a crucial link between the situation as observed in NIE and the patterns that arise in the attested Anatolian languages. What Garrett's model does not account for satisfactorily-namely, the prohibition of 'determinate' relative pronouns in initial position-requires some further explanation.

To derive the attested distribution in which 'determinate' *REL is never clause-initial, the next stage is the deaccentuation of unambiguously 'determinate' (i.e., non-initial) *ReL in Proto-Anatolian. This change is mirrored by the developments in Celtic. Interestingly, the Celtic data seem to reflect cliticisation of *REL via multiple fronting into the left periphery, with the relative pronoun occupying the lower [Spec, TopP]. Such patterns may also have been prevalent in Proto-Anatolian, per hypotheses such as those of Garrett (1994), Samuels (2005) Hoffner \& Melchert (2008) et al., who assume wh-movement (i.e., movement of the relative pronoun to [Spec, TopP]) in Anatolian. On the other hand, given the observations of Goedegebuure (2009), Huggard (2011, 2015) and Yates (2014), it may be the case that in ProtoAnatolian the wh-in-situ strategy, marginally attested elsewhere (see §5.1.2 below), was more prevalent. This would have further increased the number of tokens of non-initial *REL, which may have catalysed its grammaticalisation as a clitic. One could further argue, as implied by Huggard (2015), that 'indeterminate ' \({ }^{\text {rel could never appear in-situ in Proto-Anatolian, but obligatorily moved to [Spec, ContrFocP], }}\) for reasons of scope: this in turn could have strengthened the association between non-initial (+enclitic) *REL and ‘determinate’ semantics.

Clearly the most striking way in which the grammatical outcome for *REL in Anatolian differs from the analogous process in Celtic is the maintenance of non-clitic 'indeterminate' *REL in [Spec, ContrFocP], a position which was not grammaticalised in this way outside Anatolian. Where *Rel occupies [Spec, ContrFocP], it necessarily stands in clause-initial position and so cannot be enclitic; on the contrary, it may well bear a specific intonational morpheme associated with focus (Huggard, 2015: 149).

The final stage is a reanalysis in which de-accentuation (clisis) is taken to be part of the feature specification of 'determinate' *Rel. This is the situation we see in Hittite. It is not the case that the grammar 'requires' some higher left-peripheral projection to be filled in order to get a 'determinate' reading of \({ }^{\text {REL }}\); it is simply the case that \({ }^{*}\) REL \(_{+ \text {DET }}\) is enclitic, while \({ }^{*}\) REL \(_{\text {INDET }}\) is not. \({ }^{55}\) It could be that in certain

\footnotetext{
\({ }^{157}\) Synchronically, this could be captured by a model such as Huggard's (2015), where the various functions of kuiš (indefinite, interrogative, relatives of all types) are collapsed into a single underlying lexical item, which is either enclitic or not
}
instances it was still occupy a left-peripheral position, per Garrett's (1994) analysis, or that it became strictly wh-in-situ, as suggested by Huggard (2011, 2015) and Yates (2014), since both options were available in PIE.

This proposal is more attractive than the alternative in several ways. In the first place, if we were to start from opposite premise-that PIE \(_{1}{ }^{*}\) REL was enclitic—we have to posit two separate instances of its decliticisation: one within Proto-Anatolian, for the purposes of deriving 'indeterminate' relatives; and one in \(\mathrm{PIE}_{2}\) (see \(\S 4.4\) for terminology), to account for the fact that it does not have an enclitic relative pronoun. Setting aside the typological arguments against positing such a change (twice), \({ }^{59}\) it is notable that it is not attested with any other clitic pronouns. If PIE \(_{1}{ }^{*}\) REL was originally enclitic but was subsequently decliticised, we would have to explain why this possibility was uniquely available to \({ }^{\text {reLL and }}\) not to other members of the clitic pronouns, such as WLi or the indefinite pronoun \({ }^{*} k^{w} O\) - ( without morphological augmentation). Furthermore, although I have argued at length that \(\mathrm{PIE}_{2}\) allowed for fronting around the relative pronoun while it was still unambiguously non-clitic, there remains the possibility of a wh-in-situ strategy, albeit only marginal outside Anatolian ( \(\$ 5.1 .2\) below). It is parsimonious to suggest that these behaviours were inherited from PIE \(_{1}\), as long as we can posit plausible reanalyses to account for the distinct patterns in Anatolian.

So far, I have meticulously avoided this issue of the morphological form of Proto-Anatolian *REL. I argued in \(\S 3\) that for the purposes of syntactic reconstruction we should treat *REL as a unitary category and remain agnostic on its form in PIE. Clearly, however, at least by the end of the period of Anatolian unity, it was undoubtedly \({ }^{*} k^{w} i\)-, given its outcomes across the attested Anatolian languages. One could also argue that the developments that distinguish Anatolian from NIE may best be explained where there is identity between interrogative, indefinite, and relative pronouns, understood collectively as " \(w h\) words"; such an argument has been made synchronically for Hittite by Huggard (2015), and further studies may seek to investigate the diachronic implications of this hypothesis within Proto-Anatolian.

I still do not see this as comprehensive proof that \({ }^{*} \mathrm{REL}^{2}\) in \(\mathrm{PIE}_{1}\) was of the form * \(k^{w} \delta^{\prime}\). Clearly Proto-Anatolian presents a set of innovations in RC syntax that are quite distinct form those found in NIE. If we accept that these changes were made possible by having a relative pronoun of the form \({ }^{*} k^{w} i^{\prime}\), this alone does not tell us whether it was an innovation or an archaism. It is also worth noting that the changes attested in Anatolian are not found in Latin, which also has a relative pronoun in the form * \(k^{w} i^{\prime}\) \(l^{*} k^{w} \delta^{\prime}\)-, which suggests that the form of the pronoun is, at the very least, not a sufficient condition for the syntactic changes attested in Anatolian; clearly other grammatical factors are at play that cannot be explained by the presence or absence of this morphological form. Finally, I do not believe that the enclitic status of 'determinate' kuiš is definitive proof that it is of the same grammatical origin as indefinite \({ }^{*} k^{w} i\)-, since the Celtic languages also show the development of an enclitic relative pronoun which happens to be of the form *yo-. I thus continue with the hypothesis developed in §3 that PIE had one relative pronoun, *REL, whose surface form I remain agnostic towards, but which was a full lexical word.

\footnotetext{
depending on where it ends up in the derivation.
\({ }^{158}\) I am not aware of any enclitic relative pronouns that have become full lexical items in any other languages. Within PIE, where decliticisation of pronouns is attested (e.g., various developments of indefinite \({ }^{*} k^{w} o-\) ), it requires morphological embellishment of the sort that is not usually found for relative pronouns, whether from * \(k^{w} \delta^{\prime}\) - or *yó-
}

To conclude this section:I find no compelling evidence from either Vedic, or Celtic, or Anatolian, that PIE *Rel was a clitic. I therefore proceed with the assumption that *Rel was a full lexical item, occupying a specifier position when fronted to the left periphery.

\subsection*{5.1.2 Fronted *REL}

Given the conclusion in §5.1.1 that PIE *REL was a full lexical item, its appearance in the left periphery cannot be accounted for under any variation of "Wackernagel's Law" (see §4.2). The question remains, when *ReL was fronted to the left periphery, where did it land? All the evidence I have cited so far across §2-4 point to one position: [Spec, TopP]. A subset of the evidence points quite specifically to the lower [Spec, TopP] in Rizzi's (1997) model. I will summarise the evidence here.

The first set of arguments come from the Minimalist theory of RCs discussed in \(\S 2.2\). There is clear cross-linguistic evidence, as noted by Bianchi (1999) that fronted elements in some languages can precede left-peripheral relative pronouns, contra the original observations made by Rizzi (1997) for Italian. It seems possible, therefore, that the landing site of the relative pronoun varies cross-linguistically, and so comparative evidence from the relevant ancient IE languages is crucial. I have argued that there is clear distributional evidence from several archaic IE languages that fronted *ReL occupied the lower [Spec, TopP]. I have made the case most thoroughly for Vedic Sanskrit (§4.3). In the first place, Skt. relative \(y\) á- can be preceded by other Topics and Foci; it therefore cannot occupy [Spec FocP], nor the higher [Spec, TopP]. However, its position in the left periphery is secured by the fact that yá- regularly precedes WL1. I established that when they appear in "second position", WL1 strictly target \(\mathrm{C}^{\circ}\) or the lowest active \(\mathrm{Top}^{\circ} / \mathrm{Foc}^{\circ}\); if \(y\) á- were not fronted at all, or occupied some lower position, we would expect it to be preceded by WLı, as is potentially the case for correlative demonstratives (to be discussed in \(\S 5 \cdot 2.3\) below). 59 The comparative evidence suggests that this was the case in (at least) \(\mathrm{PIE}_{2}\). The evidence from Homeric Greek is more limited, but suggests relative ő \(\varsigma\) occupies the lower [Spec, TopP] (see §4.4.1): as in Sanskrit, it can be preceded by fronted topics. There is no unambiguous evidence that it can be preceded by Foci. Ancient Greek does seem, however, to show the same rule for WLi placement as Sanskrit. Conversely, while Latin shows a different rule for WLı placement (target Foc \({ }^{\circ}\) if present), this allows us to establish some evidence from archaic texts that relative qui occupies the lower [Spec, TopP] (see §4.4.2). However, from Classical Latin onward this pattern is recessive, with qui occupying either [Spec, ForceP] (as argued by Rizzi, 1997 for Italian) or strictly the higher [Spec, TopP].

To these comparanda, I have added evidence from Celtic and Anatolian that may obliquely support the lower [Spec, TopP] hypothesis. Both these branches suggest evidence for extensive fronting around the relative pronoun at some stage, suggesting at the very least that a Classical Latin-style [Spec, ForceP] (or the higher [Spec, TopP] for that matter) is untenable; this is evidenced by the cliticisation of the relative pronoun, a process which is innovated within the attested history of Celtic languages and which I have argued similarly to be an innovation in Anatolian. [Spec, ForceP] is also comprehensively excluded for Hittite, as that is where we find the sentence connectors such as \(n u\), which freely co-occur

\footnotetext{
\({ }^{159}\) I am aware of only one example of apparently in-situ yá- which is preceded by WL1, RV 8.45.14, cited by Hock (1997). In all other examples he lists, where WLı and apparently in-situ yá- co-occur, the former do not precede the latter.
}
with left-peripheral kuiš. I have argued, following Huggard (2015), that 'indeterminate' kuiš in Hittite occupied a distinct [Spec, ContrFocP] at the top of the left periphery (see §4.4.3). I have further argued, in §5.1.1.3 above, that a constituent in [Spec, ContrFocP] could occupy a surface position identical to that of clause-initial [Spec, TopP]. Given the lack of distributional evidence for a distinct ContrFocP projection outside Anatolian, I would argue that [Spec, TopP] was the original landing site for fronted *REL, and that its movement to a distinct [Spec, ContrFocP] in 'indeterminate' relatives was an Anatolian innovation resulting from a set of reanalyses detailed in §5.1.1.3. In short, fronted PIE *Rel targeted the lower [Spec, TopP].

There is also the likely possibility that PIE allowed for a *REL that was not fronted at all; in such instances, the relative pronoun is hypothesised to remain in its base-generated pre-verbal position. Hock (1997: 114) lists examples such as the following for Sanskrit:
(5.12) úd usríyāḥ jánitā yáḥ jajána
forth.PW ruddy.ACC.PL.M creator.NOM.SG.M REL.NOM.SG.M create.PERF.3SG
'The creator who gave birth to the ruddy [cows]'
(RV 3.1.12c)
While it is not impossible to treat úd, usríyāh and jánitā as fronted to various left peripheral positions, clearly a more parsimonious analysis is to hold that yáh remains in its base-generated \(\nu \mathrm{P}\) internal position. Hock (1997: 114, n.11) suggests there are at least 20 examples of this word order in the Rig Veda. Some of these may show genuine evidence for wh-in-situ, but others are not diagnostic owing to the small number of constituents:
\[
\begin{aligned}
& \text { (5.13) divyáh } \quad \text { ápaḥ } \quad \text { abhí yád enam áman } \\
& \text { divine.NOM.PL waters.NOM.PL toward.PW } \\
& \text { 'When he waters came upon him' }
\end{aligned}
\]

I have dealt with this example already in §4.3.2 (as ex. 4.37). Hock lists it as an example of preverbal (i.e., in-situ) yá-: Lowe (2014: 34) treats it as an example of supposedly enclitic (and therefore moved) yá-. I treat it as an example of multiple fronting, with the higher [Spec, TopP] filled by divyáa h ápah, [Spec, FocP] filled by abhí, and yád occupying the lower [Spec, TopP]. Clearly, at a surface level, each of the analyses could generate the attested order. There is no way of disambiguating prima facie between an element that is fronted and just happens to be pre-verbal, and one that it is in-situ. The only clues are (a) the number of constituents, and (b) the position of clitics (see §4.3). And this kind of ambiguity is not by any means unique to Sanskrit. Take the example I provided for the possibility of fronting around the relative pronoun in Latin:
```

(5.14) satis iam audivi tuas aerumnas, ad portum
enough now hear.PERF.1SG your.ACC.PL.F tribulation.ACC.PL.F at harbour.ACC.SG.M
=mihi quas memorasti
=me.DAT.SG REL.ACC.PL.F remind.PERF.2SG
'I've heard enough of your tribulations, which you told me about at the harbour'

```

It is perfectly plausible, in this instance, to treat quas not as fronted to [Spec, TopP], with ad portum fronted to [Spec, FocP], but rather with quas occupying its base-generated position preverbally. The situation is further complicated by the fact we cannot be certain that mihi is enclitic; and even if it were, owing to Latin's Focus-based rules of WLi placement (see §4.4.2), we would not be able to make any strong claims as to whether the relative pronoun is fronted or not. Such ambiguities abound also in Hittite, where the situation is perhaps uniquely unclear. While Huggard (2015) prefers a wh-in-situ analysis of 'determinate' kuiš, Hoffner \& Melchert (2008: 425), citing Hale (1987: 49) and Garrett (1994: 46 ), note that 'in the vast majority of determinate RCs, the relative pronoun is preceded by only one syntactic constituent.' This would permit a fronting-around-the-relative-pronoun analysis, i.e. one with \(w h\)-movement Yet, according to Huggard (2015: 156), 'missing from this...is the observation that the whphrase in these clauses is within close nexus to the finite verb.' To Huggard (2015), this suggests precisely an absence of \(w h\)-movement, which he ties into the grander notion that Hit kuis must remain within the \(\nu \mathrm{P}\) to be bound by the 'Rule of Existential Closure' (2015: 156).

Thus again, the distributional facts do not distinguish between fronted and in-situ behaviour in short clauses; our analysis is dependent on our observations and assumptions from elsewhere in the grammar. If we accept that fronting around the relative pronoun is possible, we may explain away all such instances as still instantiating \(w h\)-movement; on the other hand, if we treat non-initial pre-verbal relative pronouns as occupying their base-generated position, we may lose some of our putative evidence in favour of multiple fronting. Not for the first time, our analysis can be stuck in a cycle where antithetical assumptions result in antithetical conclusions. I would tentatively argue that in a language such as Latin or Sanskrit, which shows fairly unambiguous evidence for \(w h\)-movement-even multiple \(w h\)-movement-we are justified in attempting to explain such tokens with recourse to multiple fronting. It is not so clear, however, that the same argument could be made for Hittite 'determinate' relatives, as argued by Huggard (2011, 2015). On the other hand, if we want to derive Hittite 'indeterminate' RCs diachronically from a PIE \(_{1} \mathrm{RC}\)-and I believe that we should-the possible lack of \(w h\)-movement in 'determinate' relatives does not exclude the possibility of \(w h\)-movement at an earlier stage of development, before the grammaticalisation of determinacy according to the position of the relative pronoun.

More generally, as I noted in §3.3.3, wh-movement is a process that can come and go from a language, both in RCs and interrogative clauses. The presence of \(w h\)-movement is also not a singular, binary parameter; languages can have multiple strategies when it comes to the placement of \(w h\)-words (Lutz et al., 2000). And as far as *ReL is concerned, in Minimalist terms, wh-movement is not strictly a feature of the pronoun itself, but rather a feature of the functional head, conventionally modelled as \(\mathrm{C}^{\circ}\). According to the the theoretical assumptions discussed in \(\S 1.3\), if the relevant functional head (e.g., \(\mathrm{C}^{\circ}\) ) bears a strong uninterpretable feature ( \(u \mathrm{REL}, u \mathrm{INT}\) etc.), it triggers movement of the corresponding pronoun to the left periphery; if the feature is weak, it will not trigger movement. I would suggest that in PIE, we could capture the availability of \(w h\) - in-situ by stipulating that the feature [ \(u \mathrm{REL}]\) on \(\mathrm{C}^{\circ}\) (or, more precisely on \(\operatorname{Top}^{\circ}\) ) can be either weak or strong. I would argue it was predominantly strong, and it is for this reason that I believe the position of *rel within the left periphery is a crucial component of understanding PIE relative syntax; however, it is certainly possible, perhaps even likely, that the
[uREL] feature on Top \({ }^{\circ}\) was optionally weak. This variability is attested elsewhere (e.g., Hindi) without any particularly clear pragmatic implications (Mahajan, 2000). For this reason, I will incorporate both options-strong and weak [uREL] on Top \({ }^{\circ}\)-into my model of PIE. I offer no speculation as to whether a putative pre-PIE was \(w h\)-in-situ and gained \(w h\)-movement, as I believe we have sufficient grounds to accept that \(w h\)-movement is inherited into the attested languages some form. \({ }^{\sqrt{60}}\) My views on this matter are therefore quite conventional, ultimately aligning with Hale (1987), Hock (1989) Garrett (1994), Kiparsky (1995), Hoffner \& Melchert (2008), inter alia.

\subsection*{5.2 Correlatives}

Given the abundance of correlative clauses in ancient IE languages, cited throughout this thesis, it seems clear that some form of correlative clause was available in PIE; indeed, while many authors have explicitly reconstructed correlative clauses for PIE (Sturtevant, 1930; Haudry, 1973; Hale, 1987; Hock, 1989; Hajnal, 1997; Kiparsky, 1995; Probert, 2015), scarcely any authors explicitly argue that PIE lacked a correlative clause, at least in some form. In this section, therefore, I address some of the more specific syntactic questions on the nature of correlatives in PIE.

\subsection*{5.2.1 CP vs. DP?}

In §2.2, I suggested that correlative relative could either be DPs or CPs cross-linguistically. Arguing that correlatives where always CPs, de Vries (2002: 40) lists the following criteria:
(a) Correlative RCs do not occur in DP positions
(b) Correlative RCs never have an external determiner
(c) Correlative RCs never have an external Case ending or another nominal marking
(d) Correlative RCs never have an external (affixed) adposition

However, Cinque (2020: 139-41) argues that correlative RCs should instead by analysed as leftdislocated DPs, rather than CPs, going so far as to claim the DP status of correlatives was 'confirmed'. I suggested that this could be something that varies cross-linguistically, and therefore something that must be established for PIE. However, the evidence is all but certain: PIE correlative RCs were CPs. To my knowledge, this has been accepted, either implicitly or explicitly, by all authors working on the topic of correlative clauses in ancient IE languages. Even Garrett (1994), who treats Hittite correlative RCs as occupying a 'Topic' slot in the left periphery of the MC, analyses them as the category S", and notes explicitly that 'relative clauses occupy the Topic position, which NPs also sometimes fill' (Garrett, 1994: 45).

The simple facts are that de Vries' (2002: 40) criteria apply across the board to ancient IE languages. Point (b) is true vacuously insofar as ancient IE languages do not have grammaticalised articles.

\footnotetext{
\({ }^{160}\) I also do not make any claims as to whether PIE had interrogative \(w h\)-movement, as that lies beyond the scope of my reconstruction.
}

Point (c) is also true, and somewhat vacuously: Cinque's apparent exception is the appearance of a specialised nominal topic marker in Isbukun Bunun (2020:140). Of all the elements that could be considered overt topic markers in ancient IE languages (e.g., Hit. -(m)a, AGk. \(\mu \varepsilon \varepsilon^{v}\) etc.), none are restricted to nominal uses. As for point (d), since it is very likely the case that PIE did not have a properly grammaticalised set of adpositions, but rather 'local particles' or P-words (see, e.g., Dunkel, 1979; Bertrand (2014); Reinöhl (2016); Ram-Prasad, 2018), this diagnostic may also turn out to align with de Vries (2002) vacuously.

Thus the only point on which there is some real contention as far as PIE is concerned is (a): that correlative RCs do not occupy DP-positions. Cinque (2020) argues that the lack of occurence in DP positions is not a useful diagnostic because simple DPs can also be fronted and subsequently resumed by a pronoun, in the same way as a correlative RC. I do not find this a particularly convincing argument, because simple DPs clearly can occupy 'DP-positions', and their left-dislocation (+ resumption) is an optional, pragmatically conditioned process. Cinque's (2020:140) argument seems to be that correlative RCs could be interpreted as extraposition because extraposition leads elements to occur outside 'DPpositions'. But in such instances, we have positive evidence that the left-dislocated element can occupy a DP-position; the problem with correlative RCs is that they can only occupy an extraposed (i.e., nonDP) position. In other words, if something never occupies a DP-position, on what grounds do we assert it is 'dislocated' at all? For this reason, I see the fact that correlative clauses in IE languages consistently occur at the periphery of the MC and so do not occupy DP positions as consistent with de Vries' first criterion.

There is some further evidence that ancient IE correlative RCs were CPs in the form of case phenomena. In correlatives in archaic IE languages both the relative pronoun and the head noun (if present) in correlative relatives regularly surface with the case assigned internal to the RC , regardless of the role of the correlative anaphor in the MC. This is exemplified below with Sanskrit:
\begin{tabular}{lllllll} 
(5.15) & yáy \(\bar{a}\) & gáh & ākárāmahe & sénay \(\bar{a}\) & agne táva \\
REL.INS.SG.F & cow.ACC.PL.M & gather.PRES.1PL weapon.INS.SG.F & agni.VOC.SG you.DAT.SG \\
& utyá, & tấm & nah & hinva & magháttaye
\end{tabular}
'By which weapon we make the cows our own with your help, O Agni, spur on that [weapon] for the bounty'
(RV 10.156.2)
For Cinque (2020: 297-8), this behaviour appears to be subsumed under the category of 'inverse attraction' (discussed above), which he notes is often explained by adopting the HRA-style analysis over the MA analysis; this is still theoretically compatible with Cinque's correlatives-as-DP hypothesis. \({ }^{161}\) Yet unlike other 'attraction' phenomena, the assignment of case to the head noun (+ relative pronoun) within the correlative RC is the regular pattern. If we were to adopt Cinque's hypothesis that correlative RCs are left-dislocated DPs, we might expect it to be at least possible for the head noun in the correlative RC to bear the case assigned by the MC. Indeed, the regular behaviour for topicalised constituents in ancient IE languages is that their case features are unaffected by fronting to the left periphery. Failing that,

\footnotetext{
\({ }^{161}\) Elsewhere, Cinque (2020: 132) seems to treat these phenomena under the same umbrella as a lack of 'case connectivity' observed in German-style contrastive left-dislocation.
}
perhaps we would observe the head noun occurring in a case used especially for left-dislocation/hanging topics (e.g., the nominativus pendens). This case behaviour is not attested with correlative RCs at the earliest stages of IE languages; as noted above, case is regularly assigned to the head noun and the relative pronoun strictly within the RC. If we model the correlative RC as an independent CP , this behaviour is exactly what we expect: the head noun and relative pronoun are straightforwardly assigned the case within the RC, which is adjoined to the MC.

Given all the above, with the additional possibility for multiple-headed correlatives, for which even Cinque (2020: 135-8) admits a CP analysis (see §2.2.2), I do not see any convincing reasons as to why we should abandon the communis opinio that correlative RCs in ancient IE languages were CPs rather than DPs. On the basis of identity, therefore, I see it as a fairly simple step of extending this analysis to the proto-language. As such, I will continue with the traditional view that correlative RCs in PIE were CPs. This is not necessarily to say that PIE lacked DP-level RCs altogether: that is a question I will return to in \(\S 5.4\) below.

\subsection*{5.2.2 Adjunction level}

Since we have established that PIE correlative RCs were CPs, the next question is: what is the nature of the syntactic relationship between the correlative relative CP and the MC? In theoretical terms, we may rephrase the question as: at what level does the correlative relative CP adjoin to the MC?

The adjunction site for correlatives appears to be something that varies cross-linguistically.Dayal (1996) and Bhatt (2003) demonstrated that Hindi correlative relatives adjoin at the IP level, and no higher. On the other hand, Arsenijević (2009: 146-7) suggests that in Serbo-Croatian and Hungarian, adjunction is also possible at the CP level. \({ }^{62}\) As for the ancient IE languages, this question has received sporadic attention over the last three decades; more or less all the facts suggest that correlatives CPs adjoin to the matrix CP , as represented below:


There is a long history of seeing ancient IE languages, especially Sanskrit and Hittite, as somehow more inclined to loosely connected, paratactic structures, rather than the hypotactic ('embedded') structures more common in contemporary IE. I do not make any general claims in this regard; but a central topos for this hypothesis is the formation of correlative clauses. By their nature, in a correlative clause the RC sits at the sentence periphery, either left or right of the MC but not within it (this is broadly what is meant by parataxis). In generativist terms, this implies some sort of high-level adjunction, but it does not necessarily distinguish between IP-level adjunction and CP-level adjunction. In order to do that, one

\footnotetext{
\({ }^{162}\) See also Izvorski (1996) and Citko (2009) for Slavic languages, and den Dikken (2009) for Dutch.
}
must first establish some diagnostics, applicable to the relevant ancient IE languages, for differentiating between a CP and an IP.

To address this issue, Hock (1989) takes up the question of adjunction level for correlatives in Sanskrit. Hock suggests that Sanskrit correlatives are formed of two adjoined CPs, by virtue of a syntactic 'mirroring' effect, whereby both the RC and the MC have the same structure. \({ }^{63}\) He takes the example:

'What very desire the cattle then obtained among men, that very desire he (now) obtains among cattle.'

Hock (1989: 94) suggests the other possible forms the sentence could take:
(5.18) \(\left[y a ́ m_{i} . . . \text { kấmam }_{i} \text { ároham̆s }\right]_{\mathrm{RC}}\left[\text { tám }_{i . .} \text { rohati }\right]_{\mathrm{MC}}\)
(5.19) \(\left[y a ́ m_{i} . . . \text { ároham̌s }\right]_{\mathrm{RC}}\left[t a ́ m_{i} . . . \text { ká́mam }_{i} \text { rohati }\right]_{\mathrm{MC}}\)
(5.20) \(\left[y \text { ám } m_{i} . . \text { ároham̌s }\right]_{\mathrm{RC}}\left[\text { tám }_{i} . . . \text { rohati }\right]_{\mathrm{MC}}\)

(5.22) a. \(\quad[\operatorname{RP}(\ldots)(\text { head })]_{\mathrm{RC}}[(\mathrm{CP})(\ldots)(\text { head })]_{\text {MС }}\)
b. \(\quad[(\mathrm{CP})(. . .) \text { (head) }]_{\mathrm{Mc}}[\operatorname{RP}(. . .)(\text { head })]_{\mathrm{RC}}\)

Hock (1989) observes that in Sanskrit correlatives, both the RC and the MC instantiated a complete initial string. The argument follows that because the initial string contains 'sentence-oriented particles', it characterises a CP. As the author later notes in Hock (2015: 7), a certain amount of revision is necessary to interpret his argument within a more contemporary syntactic framework, within which his original argument is made all the more convincing.

In \(\S 4\), I formalised the initial string in terms of the fine-structure of the left periphery proposed by Rizzi (1997). This means that, beyond the evidence suggested by 'sentence-oriented' particles alone, the entire initial string is located schematically within the CP-layer, spanning the Topic-Focus complex. Clearly, therefore, both the RC and the MC contain their own left periphery and are therefore, minimally, CPs. This is represented below, including the positions of *REL and the correlative demonstrative *DEM:

\footnotetext{
\({ }^{163}\) In Hock's paper, he calls this 'conjunction', as opposed to 'adjunction'. This is because he takes 'adjunction' in this case only to refer to theories where the RC is adjoined lower in the structure (probably IP), such as those of Andrews (1975) and K. Hale (1975). In Minimalist terminology, whether the RC attaches to IP or CP, it will always be referred to as 'adjunction'.
}
(5.23)


Adjunction to IP, as evidence in Hindi is categorically excluded, since this would suggest the possibility for the initial string of the MC to precede the initial string of the RC, with all non-left-peripheral material following:
(5.24)

(5.25) *Topic \({ }_{\text {MC }}-\) Focus \(_{\text {MC }}-(\mathrm{DEM})-\) Clitics \(_{\text {MC }}-\) Topic \(_{\text {RC }}-\) Focus \(_{\text {RC }}-\) REL - Clitics \(_{\text {RC }}-\) Remainder \(_{\text {RC }}-\) Remainder \(_{\text {MC }}\)

I find this to be conclusive evidence that in Sanskrit, correlative RCs adjoin to (at least) CP. The evidence is equally striking from Hittite. In \(\S 4.4\) I also modelled Hittite as making extensive use of leftperipheral positions. In contrast to Sanskrit, Hittite very often has elements in [Spec, ForceP], viz. the sentence connectors, and in Force \({ }^{\circ}\), viz. the clitic string:
(5.26)


As noted by Hoffner \& Melchert (2008: 391-2), sentence-connectors such as \(n u\) can introduce both correlative RC and MCs from the very earliest stages of the language, as in the following:
```

(5.27) nu kuit [(LU)]GAL-uš tezzi nu apāt iyami
CONN REL.ACC.SG.N king.NOM.SG.M say.PRES.3SG CONN DEM.ACC.SG.N do.PRES.ISG
'Whatever the king says, that I do' (KBo 17.4 ii 12-13)

```

As such, the Hittite evidence allows us to confirm not only that both halves of a correlative (RC and MC) not only have a Topic-Focus complex, but in fact a complete CP-layer extending up to ForceP.

The evidence from Latin and Greek is consistent with this hypothesis, though it is slightly more difficult to interpret. In the first place, while I established some ordering constraints in §4.4, the left periphery at the earliest stages of these languages does not exhibit the same level of elaborate grammaticalised regularity as either Hittite or Sanskrit. Nevertheless, in Ancient Greek it is also clear that the correlative RC has CP status, given the patterns of WL 1 and movement that point to an articulated left periphery. However, the CP-status of the correlative RC is not in itself diagnostic of adjunction. Even embedded, 'plain' relatives have a CP layer (see §2.2). The key diagnostic is actually the left periphery of the correlative MC: if all left-peripheral MC elements follow the correlative RC, the RC itself cannot be adjoined lower than CP. There is some evidence for this from constructions such as the following in Homer:

```

    REL.NOM.PL.M first.NOM.PL.M over oath.ACC.PL.N ruin.AOR.OPT.3PL thus
    ```

```

    them.DAT.PL brains.NOM.SG.M on-the-ground flow.PRES.OPT.3SG as DEM.NOM.SG.M
    oivos]
    wine.NOM.SG.M
    ```
    'Whoever will first cause harm, breaking their oaths, may their brains stream along the ground
    thus, just as this wine'
                                    (Hom. Il. 3.298-9)

This sentence is particularly complex as it instantiates two correlative-relative pairings: one
 tained within the MC of the nominal correlative. Crucially, the correlative adverb \(\dot{\omega} \delta \varepsilon\) ('thus'), which hosts the WLi pronoun \(\sigma \varphi 1\) ('their'), appears to have been fronted to the left periphery of its clause: and since this clause is the MC of the pronominal correlative MC, if the adjunction site were any lower than CP , we might expect \(\hat{\omega} \delta \varepsilon\) to appear preceding the pronominal correlative RC , producing the following:



Since this is not the attested order, it seems more straightforward to posit once again that both halves of the correlative are CPs:


The situation in Latin is more obscure: unlike the other languages discussed so far in this section, the correlative demonstrative is always placed initially within the correlative MC; while this pattern is dominant elsewhere, especially in Sanskrit, it is not exceptionless. Given the secured existence of IPlevel discourse-oriented positions in Latin (Devine \& Stephens, 2006; Danckaert, 2012), it could be the case that IP-level adjunction was allowed. Moreover, Latin correlatives exhibit certain interpretational constraints that do not apply in, e.g., Sanskrit and Hittite, such as the fact that Latin correlatives are always maximalising (Pompei, 201b); yet this is also the case for correlatives with RC-MC order in Ancient Greek ( Probert, 2015), and so may not be a useful diagnostic. On the other hand, the behaviour of Latin correlative RCs could tie into the advanced development of the 'plain' relative in Latin, which I will return to in §5.3. In any case, Latin does not appear to provide any proof that correlative RCs did not adjoin to CP (e.g., locality effects of the sort found in Hindi), and so does not provide any substantive challenge to the hypothesis of CP-adjunction suggested by the other archaic IE languages, even if it could also be compatible with an IP-adjunction hypothesis.

In short, we appear to have identity across the ancient IE languages that correlative RCs do not adjoin to IP: at a minimum, they adjoin as high as ForceP. The question remains, however: are they adjoined at all? Could it not simply be the case that we have genuine parataxis here, i.e., there is no syntactic relation between the two halves of a correlative? A major distinction between ancient IE-style correlative clauses and those in languages such as Hindi is the relative position of correlative RC and MC, which seems to vary (with the exception of Hittite, to which I will return below). This variability would be a trivial outcome of the fact that there is no syntactic dependency between the two halves; their adjacency is determined only by pragmatic factors, and so is not bound by syntax-based rules of linearisation. To me, this seems unteneable in light of the fact that RCs are infelicitous in the absence of a
correlative MC; in other words, RCs cannot occur independently. This suggests there is some form of dependency relation between the two halves. Without locality constraints, however, it is not immediately clear where in the narrow syntax we should encode this dependency. I would argue, in a similar vein to Davison (2009) for Sanskrit, that the answer lies with the feature specification of the relative pronoun (PIE *REL).

Let us start with the less controversial aspects of correlative RC formation. In the first place, we may imagine that Top \({ }^{\circ}\) bears an uninterpretable feature [ \(u\) REL], while * reL bears the interpretable feature [iREL]. When the [uREL] feature on Top \({ }^{\circ}\) is strong, *REL moves to [Spec, TopP] in order to check it (wh-movement). This is more or less the model proposed by Rizzi (1990: 67) and subsequent authors. However, *REL also bears a unique syntactic-semantic feature, which I will call external reference [EXREF]. \({ }^{164}\) The [EXREF] feature on *REL essentially requires that *REL is co-indexed with a DP external to its own CP. This can be satisfied by either (a) a correlative demonstrative, or (b) a full DP, with which *REL agrees in \(\varphi\)-features. [EXREF] must be fulfilled under normal pragmatic conditions.

The [EXREF] feature on *REL occupies a position that sits at the edge of syntax and semantics. [EXREF] is clearly sensitive to syntax in two ways: first, it cannot be satisfied by anything within its own CP , and must 'probe' outside. Second, it can only 'probe' as far as one CP to either the left or right; this separates *REL from other anaphoric pronouns, which can be separated from their antecedent by multiple CPs. However we interpret this sensitivity to syntax, [EXREF] does not seem prima facie to rely on other conventional syntactic locality relations such as dominance or c-command. These two features[uREL] on Top \({ }^{\circ}\) which must be checked by [iREL] on *REL, and [EXREF] on *REL which must be checked by a co-indexed nominal in a neighbouring CP—conspire to yield the basic form of the PIE correlative clause.

To reduce the complexity of [EXREF] as a feature, we could capture the 'neighbouring CP' constraint by positing a higher projection that dominates both the relative CP and the correlative CP , which I have so far labelled agnostically as XP. Whatever the nature of this XP, it is then possible to stipulate that [EXREF] only operates within it; when this XP is sent to the interfaces, unless [EXREF] has been satisfied the derivation crashes (a gentle crash). This has the advantage of capturing an exception I have not yet mentioned to the neighbouring-CP rule: [EXREF] can in fact be checked across multiple CPs, as long as all intervening CPs are co-referential RCs. This is attested in the appositive 'stacking' structures attested in Vedic:
\begin{tabular}{llllll} 
(5.31) & yáh & prthivím & vyáthamānām & ádríhhat & yáh \\
& REL.NOM.SG.M & earth.ACC.SG.F & trembling.PPL.ACC.SG.F & make-firm.IMPF.3SG & REL.NOM.SG.M \\
& párvatān & prákupitān & áramnāa & yáh & \\
& mountain.ACC.PL.M & shaking.PPL.ACC.PL.M & stay.IMPF.3SG & REL.NOM.SG.M &
\end{tabular}

\footnotetext{
\({ }^{164}\) The precise theoretical status of this feature and its operation merits further investigation beyond the scope of the current discussion, especially in light of the varying understandings of feature theory within the Minimalist program. For the purpose of this thesis, my central claim is that however we model this feature, it is unique to the relative pronoun and responsible for its syntactic behaviour, differentiating it from other types of pronoun.
}
\begin{tabular}{lllll} 
antárikșam & \multicolumn{2}{l}{ vimamé } & váriyah & yáh \\
atmosphere.ACC.SG.M & measure-out.PERF.3SG & more-widely & REL.NOM.SG.M & sky.ACC.SG.M \\
ástabhnāt & sá & janāsa & índraḥ \\
support.IMPF.3SG & DEM.NOM.SG.M & people.VOC.PL.M & Indra.NOM.SG.M
\end{tabular}
'Who settled the trembling earth, who held fast the shaking mountains, who measured out the sky more widely, who held up the sky, he, O peoples, is Indra'

This apparent exception to the 'neighbouring CP' rule could be captured if all the RCs, together with the MC, fall under a singular XP projection. \({ }^{65}\) Whatever the nature of XP, if present, I will hold that PIE *REL contained a feature, [EXREF], which required it to be co-indexed with either a DP or a correlative demonstrative in the MC. This will be central to my analysis in \(\S 5.3\).

\subsection*{5.2.3 Correlative pronouns}

I turn now to the position of correlative demonstratives in correlative clauses. In the first place, it is worth noting that the correlative pronoun is routinely an accented demonstrative that is fronted within the correlative MC. This option is attested across the languages I have considered:


\footnotetext{
\({ }^{165}\) Indeed, under this theory, the putative functional head \(X^{\circ}\) could itself bear a syntactic feature relevant to the operation of [EXREF].
}
'Who(ever) lacks testimony, let him go to the door (of the witness) every third day to demand it'
(Twelve Tables II.3)
Additionally, in Hittite, Ancient Greek and Sanskrit, it is possible for the correlative pronoun to be a clitic (WL1), as in the following:


That this possibility does not seem to be attested in Latin is probably down to the apparent lack of third person clitic pronouns (with the possible exception of reflexive se). Indeed, outside Hittite, this possibility is unavailable in cases where the correlative pronoun functions as the subject of the MC, owing to the lack of nominative clitics. I will return to this matter below.

From a syntactic perspective, the position of fronted enclitic correlative pronouns is accounted for by the rule of WLi placement established in §4.3: namely, they raise to \(\mathrm{C}^{\circ}\) or the lowest active \(\mathrm{Top}^{\circ}\) or \(\mathrm{Foc}^{\circ}\), and are subject to PI (i.e., part of "Wackernagel's Law"). As for the accented demonstrative forms of the correlative pronoun, things are somewhat less clear. In the first place, we may imagine that the correlative pronoun is often fronted for pragmatic reasons, moving to [Spec, TopP] or [Spec, FocP]. This would account for their very common location clause-initially. That one of these positions is implicated appears to be secured in Sanskrit by the occurence of correlative tát preceding WLi even when it is noninitial, as in ex. (5.32). In the absence of any other left-peripheral material, \(\mathrm{WL}_{1}\) are not diagnostic of a specific left-peripheral syntactic position as even if they raised to a unitary \(\mathrm{C}^{\circ}\) they would be pushed behind the first phonological word by PI. Yet the occurence of \(=t e\) following tát in third position suggests that tát itself occupies the spec of the lowest active left peripheral head: in this case, [Spec, TopP]. This supports the arguments of Hock (1989) and Lowe (2014) that distribution of (accented) correlative
pronouns "mirrors" the distribution of relative pronouns. However, as noted by Hale (1996), while leftperipheral relative pronouns regularly precede WL , correlative demonstratives often follow WL, as in the following:


> (RV 1.36.16cd)

This suggests that correlative demonstratives may also occupy a position lower than that of fronted relatives, while still moving to the left periphery. I suggested fleetingly that this position might be [Spec, FinP], which is a common position for 'weak' pronouns (in the sense of Cardinaletti \& Starke, 1999), as discussed in Roberts (2021). This incidentally would suggest that Fin \({ }^{\circ}\) does not constitute a viable goal for WL1: as such, we could rephrase the rule for their positioning as "target the lowest active left-peripheral head above Fin \({ }^{\circ " \text {. Returning to 'weak' pronouns, Cardinaletti \& Starke (1999) note that }}\) they may be subject to speech connection processes that 'strong' pronouns are not, but they retain their lexical accent; this could account for the retroflexion discussed by Lowe (2014) without resorting to syntactic clisis (see §4.2.2). This merits further investigation from a Sanskrit perspective, but I do not pursue it here.

Of more interest from a PIE perspective is that the very possibility of correlative pronouns being enclitic supports the hypothesis that correlatives were an unmarked relativisation strategy in the language. Even in traditional terms, clitics, by definition, are not used for any sort of "emphasis"; in Minimalist terms, this is partly encoded in the fact that they cannot occupy [Spec, TopP] or [Spec, FocP] themselves. In such clauses, the clitic pronoun in the correlative clause occurs simply to satisfy the [EXREF] feature on *REL (see §5.2.2 above). On the other hand, the fact that correlative pronouns could also take the form of accented demonstratives occupying [Spec, TopP] or [Spec, FocP] suggests that correlative clauses could be in some sense "emphatic". This is perhaps the more intuitive reading for speakers of languages in which correlatives are a marked form of relativisation (e.g., English); it is possible that some branches (e.g., Latin) continued only the "emphatic" style of correlative, preferring 'plain' relatives as the unmarked strategy. One could convincingly argue, therefore, that in Latin the correlative pronoun must be topicalised or focalised; without a sufficient clitic inventory, however, this point is not necessarily provable. As such, it seems likely to me that both resumption strategies-a clitic pronoun and an accented demonstrative-were available in PIE correlative clauses.

To end this section, I return to the question of subject clitics. If, as argued by Garrett (1996), nominative clitics are an Anatolian innovation, PIE had a paradigmatic gap in the clitic inventory. If it so happened that the correlative pronoun was a subject in the MC, there was no clitic available; in this scenario, the only option to fulfil [EXREF] overtly was to use a lexically accented demonstrative. One may ask, however: what about cases in which a correlative pronoun occurred in the nominative, but was not to be interpreted as topicalised/focalised? I.e., if the pragmatic conditions were such that an
oblique correlative pronoun would have been enclitic, what of the nominative? This is where the possible existence of a 'weak' pronoun may work. One could argue, for instance, ex. (5.39) shows just these conditions: a correlative pronoun that does not seem unambiguously to require an emphatic reading, but must nevertheless occur in the nominative. This may account for its apparent movement to [Spec, FinP], as diagnosed by its following WLi. However, this hypothesis is almost impossible to test: assuming that the unmarked position for subjects is something like [Spec, IP] anyway, there is absolutely no way to distinguish this from [Spec, FinP] in the absence of an overt complementiser in Fin \({ }^{\circ}\). There is also the possibility that [EXREF] could be fulfilled by a null pro (cf. \(\S 5.4\) below), which would would render the correlative unnecessary in such cases. It is possible that an exhaustive analysis of non-initial, post-WLi occurrences of sá may shed further light on the matter. For now, I leave open the possibility of 'weak' correlative pronouns in PIE.

To conclude this section: correlative pronouns in PIE could be either enclitic or accented demonstratives. In the case of the former, the correlative pronoun bore no particular pragmatic function, and surfaced only to satisfy the [EXREF] feature on *REL. When an accented demonstrative was used, it could be fronted to the left periphery in a way similar to that of *REL. Paradigmatic gaps in the clitic inventory may account for the varying employment of correlative clitics in the descendant languages.

\subsection*{5.3 Position of the head noun(s)}

As noted for Sanskrit by Hock (1989) and Davison (2009), and Hoffner \& Melchert (2008) for Hittite, \(\sqrt{[66}\) head nouns in correlative clauses can be generated in two places: within the MC, or within the RC. For clarity, I will adopt the following terms in this discussion: \(\mathrm{HN}_{\mathrm{MC}}\) refers to the head noun in the MC of a correlative; \(\mathrm{HN}_{\mathrm{RC}}\) refers to the head noun of the RC . The latter is what is most commonly referred to as the 'head noun' when discussing RCs. In Sanskrit, the surface structure may reflect either the presence of \(\mathrm{HN}_{\mathrm{MC}}\) or \(\mathrm{HN}_{\mathrm{RC}}\) or both (see exx. 5.18-22 above). A crucial observation made by Hettrich (1988: 578-81), discussed in Hock (1989) and Kiparsky (1995), is that while there is apparent variation between which of \(\mathrm{HN}_{\mathrm{MC}}\) or \(\mathrm{HN}_{\mathrm{RC}}\) is spelled out, there is a preference for the head noun to occur in the first clause, whether it is RC or MC. Thus we may schematise the possibilities as follows: \({ }^{[6]}\)
(5.40) [rc * ReL HN \(_{\text {RC.... }}\) [ MC * \({ }^{\text {DEM...] }]}\)
(5.41) [мс (*Dem) HN Mc....] [rc \(^{*}\) ReL...]

While this is a preference in Sanskrit, in Hittite it appears to be a strict rule. In the first place, the order for correlative clauses (i.e. those which are unambiguously adjoined CPs with overt resumption) is exceptionlessly RC-MC in Hittite. Moreover, according to Hoffner \& Melchert (2008: 424), the head noun in preposed correlatives is exceptionlessly found in the RC (i.e., \(\mathrm{HN}_{\mathrm{RC}}\) ). We may choose to see the consistent surfacing of \(\mathrm{HN}_{\mathrm{RC}}\) as a feature of the RC type itself; on the other hand, the comparative

\footnotetext{
\({ }^{166}\) See, e.g., Bhatt ( \(\sqrt{2015}\) ) for the same point made in a Minimalist context.
\({ }^{167}\) In the following I have represented the \(\mathrm{HN}_{\mathrm{RC}}\) as movement to the left periphery together with *REL, but this movement is not obligatory: alternatively \(\mathrm{HN}_{\mathrm{RC}}\) can remain in its base-generated position, or even move above *REL.
}
evidence from Sanskrit may suggest that the surfacing of \(\mathrm{HN}_{\mathrm{RC}}\) is incidental to the rigid RC-MC ordering. In the absence of any correlatives with MC-RC ordering, it is hard to test this claim. However, evidence from postposed 'plain' relatives (see \(\S 5.3\) below), suggested that the linearisation rule works; when the \(R C\) is postposed, the head noun surfaces (at least superficially) in the MC.

To summarise what I have said so far: at a base-level, correlative clauses allow for the occurrence of both \(\mathrm{HN}_{\mathrm{RC}}\) and \(\mathrm{HN}_{\mathrm{MC}}\). These are not syntactic copies of each other, but independently base-generated DPs which happen to be identical. If only one of \(\mathrm{HN}_{\mathrm{RC}}\) or \(\mathrm{HN}_{\mathrm{MC}}\) surfaces, it will preferably be the left-most instance of HN , regardless of whether it is \(\mathrm{HN}_{\mathrm{RC}}\) or \(\mathrm{HN}_{\mathrm{MC}}\). If there is a strong rule of RC-MC ordering (as in Hittite) the exceptionless occurence of \(\mathrm{HN}_{\mathrm{RC}}\) is epiphenomenal; the actual constraint is what I will call the LEFTMOST HEAD NOUN RESTRICTION (LHNR). This has some serious repercussions for our theory of 'plain' relatives to be discussed below. However, for now, it is worth dedicating at least some space to considering what the mechanism could be for the LHNR.

The facts of the LHNR as I have presented them so far bear a striking resemblance to the Matching Analysis (MA) of 'plain' RCs (see §2.2). As in my account for correlatives, the MA posits the existence of two distinct occurrences of the HN : one base-generated within the RC , and one base generated within the MC to which RC is adjoined:
(5.42)


The two HNs 'match', and the lower instance is deleted at PF-that this happens at PF is significant, because it means deletion-under-identity is only sensitive to linear order and not constituent structure. This means that the fact I have modelled correlatives as adjoined CPs, apparently without any relation of syntactic dominance between the two, should not preclude a matching analysis. Moreover, an assumption about matching made explicit by Citko (2001: 138) is that 'deletion is less strict than movement with respect to identity of features, and that total identity is not required for deletion to be possible (van Orman Quine, 1962; Chomsky, 1965).' This means, crucially, that deletion-under-identity can take place even when there is case disagreement between the matches. As such, I propose the following options for correlative clauses:
(5.43) RC-MC order:
(5.44) MC-RC order:

!


In each instance, the HNs will match (represented by the dashed arrows above) and the rightmost instance will be deleted. If, independently, there is a constraint on the ordering RC-MC (as there is in Hittite), \(\mathrm{HN}_{\mathrm{RC}}\) will always be spelled out and \(\mathrm{HN}_{\mathrm{MC}}\) will always be deleted. I do not believe PIE had such an ordering constraint, a point which I will develop in subsequent discussion.

The LhNR interacts with the [EXREF] feature on *REL in an interesting way. Recall that [EXREF] requires *REL to be co-indexed with either (a) a demonstrative pronoun, or (b) a full DP, in a neighbouring CP. In a correlative with RC-MC order, the LHNR will delete \(\mathrm{HN}_{\mathrm{MC}}\). This means that in order for [EXREF] to be fulfilled, the MC must use a demonstrative pronoun to resume *REL. However, if the correlative had MC-RC order, \(\mathrm{HN}_{\mathrm{MC}}\) would be spelled-out, providing a sufficient goal for the [EXREF] feature on *REL, making the correlative demonstrative redundant. This is represented in exx. (5.43-44) above: with RC-MC order, *DEM is obligatory, while with MC-RC ordering, it is only optional (as it would be in a simple clause). The conspiracy of [EXREF] and the LHNR therefore generates what looks, superficially, like a 'plain' RC. In fact, when \(\mathrm{HN}_{\mathrm{MC}}\) occurs in clause-final position, the only difference between a correlative of the structure ex. (5.44) and a true 'plain' relative (under the MA) is where the relative CP is generated. Under the MA , it an adjunct (or complement) of \(\mathrm{HN}_{\mathrm{MC}}\); in a correlative, it is adjoined to the MC at the CP-level. The two options are represented below:

\section*{(5.45) Matching analysis for 'plain' relatives:}

(5.46) Matching analysis for correlatives:


In short, surface 'plain' relatives of the postnominal type can be generated by precisely the same structural processes as correlative clauses, the only genuine difference being the ordering of MC and RC, from which all else follows. This has significant repercussions for the way we reconstruct 'plain' relatives for PIE.

Before moving on, I note here that the obligatoriness of LHNR is not something that can be precisely established for PIE. As I noted above, LHNR is only a preference in Sanskrit. It is certainly possible that the same was true of PIE itself. From a theoretical standpoint, this is not too troubling: deletion-under-identity manifests in various ways cross-linguistically, to various degrees of obligatoriness (see, e.g., Allerton, 1975). It is also possible that LHNR emerges from general pragmatic principles, and is eventually grammaticalised as a key component of RC formation (as in the 'traditional' MA). This process merits further investigation; for now, I will continue to model LHNR as a 'rule', with the understanding that some rules are made to be broken.

\section*{5.4 'Plain' relatives}

Every branch of IE shows some evidence for what I have so far called 'plain' RCs, where there is no clearly identifiable correlative DP, as in the following:
(5.47) O Libane, uti miser est homo qui

O Libanus.voc.sG how sad.nOM.SG.M be.PRES.3SG man.NOM.SG.M REL.NOM.SG.M amat
love.PRES.3SG
'O Libanus, how miserable is a man who's in love'
(Plaut. Asin. 616)

honour.AOR.IMPV.2SG me.DAT.SG son.ACC.SG.M REL.NOM.SG.GM dying-earliest.NOM.SG.M \(\alpha \ddot{\alpha} \lambda \omega \nu \quad \mid \ddot{\xi} \pi \lambda \varepsilon \tau(0)\)
other.GEn.PL.M go.IMPF.3SG
'Honour my son, who is destined for the quickest death before the others'
(Hom. Il. 1.505-6)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline (5.49) & tvám & mahấn & indra & yáh & ha & śúṣmaih \\
\hline & you.nom.sG & great.Nom.sG.m & Indra.voc.sG.m & REL.NOM.sG.m & MPH & orm.INS.P \\
\hline & dyắvā & jajñāáh & prthivîh & áme & dhāh & \\
\hline & sky.ACC.sG.m & born NOM.s.m & earth.ACC.SG.F & terror.LOc.SG.M & put. & \\
\hline
\end{tabular}
'You [are] great, O Indra who terrorised Heaven and Earth with your storms when you were just born'
(RV 1.63.1ab)
(5.50) nu 8 DUMU.MEŠ-uš uwadanzi MUNUS-ni=ššan kuiēš nāwi

INTRO 8 boy.ACc.PL bring.PRES.3PL woman-towards REL.NOM.PL not-yet pānzi
go.PRES.3PL
'They bring eight boys who have not yet gone to a woman'
However, 'plain' relatives include a number of different constructions that are attested to various degrees in the different daughter languages. The main point of variation is their syntactic position with regard to the main clause. 'Plain' RCs appear most usually to the right of the MC with which they are associated, as in the exx. (5.47-50) above. In Latin and Ancient Greek, we see centre-embedded RCs, which occur to the right of head noun but within the MC:.68

(Plaut. Rud. 1339-40)

sir.voc.sG NEG MOD INDEF.NOM.SG.M you.DAT.SG man.NOM.SG.M REL.NOM.SG.M

sound-minded.nom.sG.m be.opt.3SG deed.ACC.SG.N dishonour.AOR.OPT.3SG
\(\mu \alpha ́ \chi \eta s]\)
battle.GEN.SG.F

\footnotetext{
\({ }^{168}\) It is possible that centre-embedded RCs existed in Old Hittite too, but the evidence is quite fragmentary, cf. Probert (2006: 52-3) and Hock (2015: 65-6).
}
'Sir, no man who was in his right mind would fail to honour your work in the battle'
(Hom. Il. 6.521-2)
In such instances, the RC is unambiguously embedded; in generativist terms, this means the relative CP is adjoined to, or a complement of, the DP containing the head noun, as opposed to adjoined to the matrix CP, cf. the two analyses in ex. (5-45-6) above. As I noted in the previous section, however, when the RC is peripheral (i.e., no elements from the MC follow it), the structure is ambiguous at a surface level: it could either be a correlative clause (with the appropriate deletion of \(\mathrm{HN}_{\mathrm{RC}}\) and no overt correlative demonstrative), or an embedded relative. Without centre-embedding, therefore, there is some debate as to whether 'plain' relatives are genuinely embedded, or whether they are adjoined to the CP. For example, while Sanskrit and Hittite both exhibit 'plain' relatives, neither has clear evidence for centre-embedding. I will return to this matter shortly.

Another type of RC that falls under the general category of 'plain' relatives are what are generally referred to as free relatives. Free relatives by definition do not contain a head noun, but they behave syntactically as DPs (see, e.g., Alexopoulou, 2007), meaning they may occupy argument positions and are not resumed by a correlative demonstrative:
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{4}{*}{(5.53)} & iouesat & deiuos & qoi & med & mitat & nei \\
\hline & call-to-witness.PRES.3SG & god.ACC.PL.m & REL.NOM.SG.M & me.Acc.sG & send.PRES.3SG & if-not \\
\hline & ted endo cosm & uirc & & sied & & \\
\hline & \multicolumn{5}{|l|}{you.ACC.SG in friend.NOM.SG.F maiden.NOM.SG.F be.Pres.SUBJ.3SG} & \\
\hline & 'The one who sends me & alls the gods to & witness: if th & young gir & nd tow & \\
\hline
\end{tabular}
(CIL I \({ }^{2}\) 4)
(5.54)
\begin{tabular}{|c|c|c|c|c|}
\hline \(\alpha i \varepsilon i\) & үáp \(\mu 01\) & है \(\omega\) ¢ \(v\) & Ėvı< \({ }^{\text {a }}\) 人, & [ FR ö \({ }^{\text {ofil }}\) \\
\hline always & for me.dat.sg & be-accustomed.Perf.3SG & frustrate.INF & REL.ACC \\
\hline \multicolumn{5}{|l|}{voń \(\sigma \omega\) ]} \\
\hline intend & & & & \\
\hline
\end{tabular}
'For she is always accustomed to frustrate what(ever) I have in mind'
Such free relatives must be carefully distinguished from headless RCs occurring in an RC-MC pair (as in exx. 5.28 and 35), which do not occupy argument positions, and are CPs. Accordingly, as with other types of 'plain' relative, embedded free relatives may be distinguished on the surface from headless correlative RCs only by the absence of a correlative demonstrative in the MC. Nevertheless, a DP-analysis of some free relatives appears to be evidenced directly by their co-ordination with other DPs:


A DP-analysis for such clause types can hardly be denied for Latin and Ancient Greek, given the certified availability of embedded relatives (cf. exx. 5.51-2); to my knowledge, there is no synchronic

\footnotetext{
\({ }^{169}\) Example from Probert (2015: 129).
}
analysis of free relatives in either of these languages that treats them as CPs. For Sanskrit, however, Hock (1989, 2015) holds that these are not genuine (embedded) free relatives, but instead something he calls a "replacive" relative. By this he means these clauses are (headless) correlatives in which the correlative demonstrative has been deleted. The strongest evidence in favour of of the "replacive" theory is that there is no independent evidence for embedded RCs in Sanskrit; we do not see centre-embedding, and correlative clauses with overt resumption remain an unmarked relativisation strategy (Hock, 1989). Yet Hock does not seem to give an account as to why this deletion, which is apparently possible in all branches of IE, does not displace correlatives in Sanskrit, yet leads to the development of embedded RCs elsewhere. An alternative analysis in one in which RCs such as ex. (5•55) are genuine, DP-level free relatives in Sanskrit, just as they are in, e.g., Latin and Ancient Greek. Taken together with the possible existence of DP-level free relatives in Hittite from Probert (2006) discussed below, this would suggest that we should not exclude categorically the possibility of DP-level free relatives in PIE.

A final pattern of 'plain' RC formation should be considered. Whereas in exx. (5.47-9) the head noun and the relative pronoun are adjacent, leading to the ambiguity between a correlative vs. and embedded structure, in ex. (5•50) the head noun DUMU.MEŠ-uš ('boys') is separated from the relative pronoun kuiēs by a different constituent from within the MC: in this case, the matrix verb uwadanzi ('they bring'). Such orderings, in which the head noun is separated from the RC, are quite common:

but I god.NOM.SG.F be.PRES.1SG to-the-end REL.NOM.SG.F =you.ACC.SG
\(\varphi \cup \lambda \dot{\alpha} \sigma \sigma \omega \quad\) / हेv \(\pi \alpha \dot{\alpha} \nu \tau \varepsilon \sigma \sigma \iota \quad \pi o ́ v o ı\) ]
guard.PRES.1SG in all.DAT.PL.M toil.DAT.PL.M
'But I am the goddess, who will guard you to the end in all troubles'
(Hom. Od. 20.47-8)
\begin{tabular}{lllllll} 
(5.57) & ego & servi & & sumpsi & Sosiae & mi
\end{tabular}
'I have assumed the appearance of the slave Sosia, who's gone away to the army with Amphitruo'
(Plaut. Amph. 124-5)
(5.58) vagnúm iyarti yám vidé
call.ACC.SG.M raise.PRES.3SG REL.ACC.SG.M possess.PRES.3SG
'He raises the call which is his'
(RV 9.14.6c)

As with peripheral 'plain' relatives, such RCs permit (at least) two analyses. If we take them to be embedded, we must consider them extraposed. This is a common strategy to avoid excessive centreembedding, \(\sqrt{170}\) even in languages where it is possible, such as English:
(5.59) A student \({ }_{\mathrm{i}}\) [RC \(\mathrm{who}_{\mathrm{i}} \mathrm{I}\) taught last year] emailed me yesterday
(centre-embedded)
(5.6o) A student \({ }_{i}\) emailed me yesterday [ \({ }_{\mathrm{RC}} \mathrm{who}_{\mathrm{i}}\) I taught last year]
(extraposed)

\footnotetext{
\({ }^{170}\) Possibly associated with processing constraints, cf. Probert (2015: 399).
}

There are many and various accounts for the apparent rightward extraposition of embedded RCs (see de Vries, 2002: ch. 7). I do not commit to any particular analysis here. For now it is simply worth noting that surface discontinuity between the head noun and RC does not per se exclude an embedded analysis.

On the other hand, these structures would also follow immediately from the account I gave of correlative clauses with MC-RC order. Indeed, the only distinction between what would traditionally be called correlatives and right-extraposed RCs is the absence of a correlative demonstrative in MC. Consider the following processes I established for PIE correlative clauses:
1. [EXREF]: *REL must be co-indexed with either (a) a pronoun or (b) a full DP, in a neighbouring CP
2. LEFTMOST HEAD NOUN RESTRICTION: The head noun is only spelled out in the leftmost clause, whether it is the MC or the RC

These two features essentially predict that a correlative clause base-generated with MC-RC ordering will have the surface form of a 'plain' relative: the head noun will be retained in the MC only, satisfying the [EXREF] feature on *REL. A correlative analysis of this sort does not make any strong predictions as to the adjacency of \(\mathrm{HN}_{\mathrm{MC}}\) and the RC. For this reason, all types of peripheral 'plain' relative are accounted for, both where there is adjacency (ex. 5.47-9), and where there is not (ex. 5.56-8). As for the presence or absence of a correlative demonstrative, the model does not make any strong predictions. The [EXREF] feature on *REL is satisfied by \(\mathrm{HN}_{\mathrm{MC}}\) — the presence of an overt *DEM is not required. It is optional, in the usual way demonstratives are optional according to the pragmatic context of the utterance.

To collapse all instances of 'plain' relatives into the same syntactic mechanism as correlatives is essentially the approach of Hock (1989) and Kiparsky (1995), revisited in Hock (2015). Hock notes that the correlative demonstrative is 'optional', but does not expand on the nature of its optionality. My model for PIE is that it is effectively obligatory in RC-MC configurations where \(\mathrm{HN}_{\mathrm{MC}}\) is deleted (LHNR), but optional for correlatives in MC-RC configuration, where \(\mathrm{HN}_{\mathrm{RC}}\) is deleted by LHNR. Nevertheless, the central argument is that that PIE had 'conjoined' correlatives and any variations can be derived from that original strategy. So far, I have clarified the theoretical apparatus required to implement this model, which has much to recommend to it.

Nevertheless, the two rules of correlative formation I have postulated so far cannot account for embedded relatives. Aside from centre-embedding, the 'embeddedness' of certain postnominal relatives shows up in other ways. This was argued for in Hittite at length by Probert (2006). 团 Her core observation is that in Old Hittite RCs, if the MC does not contain an overt correlative pronoun (i.e., in 'plain' relatives), the MC regularly lacks a sentence connective ( \(n u\) etc.). Recall that in §5.2.2 above, a crucial piece of evidence in favour of treating correlative RCs as adjoined to the MC at a CP-level was the possible presence of \(n u\) etc. at the beginning of both RCs and MCs. I argued (following Huggard, 2015) that

\footnotetext{
\({ }^{171}\) The author also argues, more recently and more tentatively, that embedded relatives may be attested in Lydian (Probert, 2018).
}
\(n u\) occupied [Spec, ForceP], meaning both the RC and the MC contained a fully-fledged left periphery. Probert's (2006) argument is that this evidence is precisely lacking for MCs with 'plain' relatives in Old Hittite. Without a clear clause-boundary between RC and MC in 'plain' relatives, it is possible to analyse the 'plain' RC as embedded. Consider the following:
(5.61) paprizzi kuiš 3 GÌN KUBBABAR pāi sully.PRes.3SG ReL.NOM.SG.c 3 half-shekels-of-silver give.PRes.3SG
'The one who sullies gives three shekels of silver'
(KBo 6.2 I 57)
The correlative analysis for such a clause would be:
(5.62)


Within this grammatical context, it should be possible to insert a \(n u\) (vel sim.), generating the structure:


On the other hand, if the RC is embedded (i.e., a DP-level free relative), the sentence structure would be something along the lines of the following:
(5.64)


This would preclude the possibility of inserting \(n u\) between the RC and the MC, as MC left periphery occurs before the RC. In this instance, according to Probert's analysis, the free relative occurs first simply because the entire free relative acts as a subject DP for the matrix verb: I have modelled this position as [Spec, IP]. Once again, we find ourselves with a structure that is ambiguous at a surface level, which requires some further analysis.

As far as my model goes, in order to treat this as an example of a correlative, we would have to amend the [EXREF] feature slightly, and say that [EXREF] must be fulfilled by either (a) a DP in the form of a correlative pronoun and/or \(\mathrm{HN}_{\mathrm{Mc}}\); or (b) a null pro. I suggested fleetingly in \(\S 5.2 .3\) that the latter might be possibility for correlatives in which the correlative pronoun was the subject of the MC and no clitic was available. Since Hittite, like all ancient IE languages, is pervasively pro-drop, it is not within the bounds of reason to posit a null pro in the subject position of the MC, which is able to satisfy [EXREF]. This would account for 7/8 of the relevant examples listed in Probert (2006: 31-3). \({ }^{172}\) This hypothesis may find support in Garrett's (1990) observation that, although Hittite does have subject clitics, they are never attested with transitive verbs-a condition that holds for \(6 / 7\) of the sentences my model works for. However, the comparative data from Sanskrit, which lacks subject clitics altogether, make no such prediction. Rather, the rates of overt resumption in correlatives do not appear to correspond at all to the case function of the antecedent in the MC (Hettrich, 1988: 573-8). It seems, therefore, that if any null element can satisfy [EXREF] in Sanskrit, subject pro is not necessarily a preeminent candidate. Returning to Old Hittite, even if resumption by pro is a possibility where subject clitics are unavailable, Probert (2006) notes that overt resumption should also be possible with the accented demonstrative apāš; that this possibility is not exploited further supports her argument that these are genuinely embedded RCs. Finally, the lack of CP-elements (e.g., nu) occurring between RC and MC would still remain to be accounted for under a correlative analysis. As such, I accept the possibility that these are genuine instances of embedded relatives, though they remain ambiguous.

To summarise so far: many clauses that have the surface form of 'plain' relatives are ambiguous between a correlative analysis with MC-RC word order vs. genuine embedded relatives. Those which are not ambiguous are: (a) centre-embedded relatives, (b) free relatives in co-ordination structures, which are unambiguously DPs. A little bit more subjectively, we may also consider the evidence from Old Hittite postposed RCs as support for an embedded structure. What does this mean for PIE?

A recurrent theme in previous work on this topic, including Haudry (1973), Hock (1989, 2015), Kiparsky (1995), Bianchi (2000) and Probert (2006, 2015) is the possibility that ambiguity between different forms of RC could result in the reanalysis of one type in favour of the other. With the exception of Probert (2006, 2015), the argument is generally made that embedded RCs are derived from correlative ones. Historically, this falls into the broader notion that 'paratactic' structures develop into 'hypotactic' ones. Although my argument may fit into this broader theoretical picture, I eschew the categories 'paratactic' and 'hypotactic', and instead focus on the specific reanalyses within a Minimalist framework that may account for the different observed types of RC.

\footnotetext{
\({ }^{172}\) With the alternative reading of KBo 6.2 i 7-8 (Probert, 2006: 30, n.13).
}

I start with the fairly uncontroversial hypothesis that PIE had a correlative clause of the type discussed in \(\S 5 \cdot 3\). As I have noted several times, correlative clauses of this type could generate surface 'plain' relatives, as long as the RC was peripheral to the MC. I repeat the structure from ex. (5•50):

\section*{(5.65) \\ Matching analysis for correlatives:}


I believe structures of this sort provide precisely the right type of ambiguity to allow for a reanalysis in which the RC is no longer adjoined to the matrix CP , but the DP containing \(\mathrm{HN}_{\mathrm{MC}}\). With this single reanalysis, and no further changes, a correlative clause has become an embedded one under the MA:
(5.66) Matching analysis for 'plain' relatives:


A surface ambiguity of this sort has already been observed for Sanskrit (Hock, 1989, 2015; Davison, 2009 ) and Ancient Greek ( \(\overline{\text { Probert, } 2015)}\) ), though their accounts of the possible reanalyses differ. Probert (2015) does not commit to a theoretical account involving deletion, and treats the reanalysis as from a free relative in apposition to \(\mathrm{HN}_{\mathrm{MC}}\) to a headed postnominal (embedded) RC. \({ }^{173}\) For a free relative to be in apposition with a DP, however, the free relative itself must be a DP. Unless embedded postnominal RCs already existed, therefore, this would mean there was a stage where free relatives were DPs but (headed) correlative RCs were still CPs-a situation which is not impossible, but would require robust

\footnotetext{
\({ }^{173}\) This hypothesis expands on earlier suggestion of this development within Greek by Ruijgh (1971).
}
motivation. In fact, Probert does not support this hypothesis; rather, she tentatively suggests that (restrictive) postnominal RCs (i.e., DP-level RCs) did exist in PIE (2015: 444), in which case the reanalysis she suggests does not present a primal origin for embedded relatives, but a sort of 'sideways' reanalysis from one type of DP-level RC to another. Hock (2015), on the other hand, suggests that it is precisely the optional deletion of correlative pronouns that leads to 'conjoined' correlatives being reanalysed as embedded; he suggests that, even synchronically, at an early stage certain ancient IE 'plain' relatives could instead be treated as underlyingly correlative, just with the necessary (and largely unexplained) deletions. My argument is that synchronically, what look like embedded RCs are probably embedded RCs; diachronically, however, it is at least possible to derive them from an original correlative strategy in PIE, with the features I have established in \(\S 5 \cdot 3\).

It is worth noting briefly that the reanalysis I have suggested is supported by two general psycholinguistic principles: minimal attachment and late closure (see, e.g., Frazier, 2013). Under the former, while parsing a sentence the language-comprehender will posit as few tree-structure nodes as possible; under the latter, they will attach an ambiguous phrase (e.g., the relative CP here) to the most recent phrase (e.g., the DP containing \(\mathrm{HN}_{\mathrm{MC}}\) ), all else being equal. \({ }^{[74}\) In other words, the embedded structure (as long as it is clause-final), is easier to process than the CP-adjoined correlative analysis; this lends further credence to this particular ambiguity as a locus of reanalysis.

A complementary, albeit slightly less convincing pathway of change could be posited if we also admit the HRA into our reconstruction. In MC-RC correlatives, the occurence of \(\mathrm{HN}_{\mathrm{MC}}\) in clause-final position, allowing for the reanalysis, was incidental. A similarly incidental ordering could be derived in correlatives of RC-MC orderings where \(\mathrm{HN}_{\mathrm{RC}}\) was fronted, within the RC , to a position preceding the relative pronoun, i.e.:

\section*{(5.67) [rc HN \(\mathrm{RC}_{\text {R }}\) *REL...] [мс *DEm... ]}

In the first place, this order would be generated by the movement of \(\mathrm{HN}_{\mathrm{RC}}\) to the higher [Spec, TopP], with movement of *Rel to its customary location in the lower [Spec, TopP]. In this instance, the movement of \(\mathrm{HN}_{\mathrm{RC}}\) was not initially grammaticalised, since it was also possible for it to stay in its basegenerated position within RC. Yet it is possible that the fronting of \(\mathrm{HN}_{\mathrm{RC}}\) in this way was reanalysed as a grammatical requirement, rather than simply a pragmatic one. In other words, rather than *Rel moving upward to check the [ \(u\) REL] feature on \(\mathrm{Top}^{\circ}\) alone, and \(\mathrm{HN}_{\mathrm{RC}}\) moving to a different specifier position to check a different functional feature, both movements are driven by [uREL]. This is essentially how the HRA works as envisionsed by Bianchi (1999, 2000): the entire relativised DP is fronted, with the head noun subsequently fronting to a higher specifier position (for details see §2.3). The same ambiguous structure discussed in ex. (5.65-6) could then be reanalysed into an HRA structure, where \(\mathrm{HN}_{\mathrm{MC}}\) is reanalysed as \(\mathrm{HN}_{\mathrm{RC}}\), fronted to the very left edge of the RC : TO \(^{75}\)

\footnotetext{
\({ }^{174}\) Minimal attachment would further suggest that an interpretation in which the RC is a complement, rather than an adjunct, would be preferred; I do not pursue this question here.
\({ }^{175}\) For simplicity, I have not labelled the CP specifiers involved in this process.
}

\section*{(5.68) Head-raising analysis for 'plain' relatives:}


A reanalysis of the syntactic relationship between \(\mathrm{HN}_{\mathrm{RC}}\) and \({ }^{\text {R REL }}\) in linear orders of this sort is reminiscent of Haudry (1973: 155-7). \({ }^{176}\) I say this reanalysis is less convincing because a central feature of MC-RC correlatives is that \(\mathrm{HN}_{\mathrm{RC}}\) is not spelled out (LHNR). As far as correlative clauses are concerned, the only grammatical scenario in which the order [ \(\left.\mathrm{HN}_{\mathrm{RC}}{ }^{*} \mathrm{REL}\right]\) occurred was in preposed correlative RCs (i.e., RC-MC configurations), which cannot be straightforwardly reanalysed as postnominal, embedded RCs-on the contrary, they appear to provide a robust enough triggering environment for correlative clauses to be maintained as a relativisation strategy even when competing with a 'simpler' embedded analysis. They could, however, be readily reanalysed as extraposed DPs, in which case they would be accounted for under an analysis of the sort proposed by Cinque (2020): the correlative pronoun therefore no longer exists to satisfy [EXREF] on *REL, but simply as a form of resumption resulting from dislocation, which is optional. On the other hand, if the MA provides the pivot for change, it is then possible in a secondary process for an MA relative to be reanalysed as an HRA relative; once embedding is a possibility, the question becomes the mechanism by which the head noun reaches its position directly preceding the relative pronoun, which could be either by base-generation (MA) or movement (HRA). As I noted in §2.2, without the kind of locality diagnostics commonly used to disambiguate between the two structures, both options are possible synchronically. It may well be a conspiracy of the two that leads to the attested embedded forms, with both preposed and postposed RCs being reanalysed as embedded (i.e., DPs).

It is possible that this reanalysis was nascent in PIE at the later stages of unity. I would argue that while there can be no doubt that PIE had correlative relatives, given the volume of evidence, there is more doubt as to whether it had embedded RCs. The fact of the matter is that 'plain' relatives are so often peripheral as to offer largely ambiguous evidence in favour of an embedded analysis. Even when there is apparent external evidence, such as the absence of sentence connectors for Old Hittite 'plain' relatives,

\footnotetext{
\({ }^{176}\) The similarities between our analyses are quite limited, however; Haudry (1973) implies that the innovation of appositive RCs leads to a scenario in which the relationship between the relative pronoun (in his model, originally indefinite in function) and the correlative pronoun 'becomes secondary and can even cease to exist' (1973: 155, trans. KRP). This clearly differs quite substantially from my hypothesis.
}
this does not preclude a correlative analysis: as Hock (2015) notes, the Hittite sentence connectors are simply less prevalent in Old Hittite than they are in later stages of the language, and their absence in 'plain' relatives could simply be a trivial archaism. I will pick up this question in the following section, where I summarise my arguments for the different syntactic types of RCs in PIE.

\section*{5.5 "Anaphoric" relatives: The crossroads}

I have left open the possibility that PIE had embedded (i.e., DP-level) RCs; I do not believe there is sufficient evidence to exclude them from the latest stage of linguistic unity, before the Anatolian split. Nevertheless, across the ancient IE languages, embedded relatives appear to be marginal, and plausibly developed from the non-embedded strategy. In fact, with the few exceptions mentioned in the preceding section, we can collapse almost every type of RC in PIE into one, non-embedded category: I will call this anaphoric relative clause. I have established three processes that drive the derivation of the anaphoric RC:
1. Top \({ }^{\circ}\) bearing a(n optional) strong [uREL] feature
2. *Rel bearing an [EXREf] feature
3. leftmost head noun restriction: \(\mathrm{HN}_{\mathrm{RC}}\) and \(\mathrm{HN}_{\mathrm{MC}}\) match, and only the leftmost instance is spelled out

These conspire to yield both correlative clauses and 'plain' relatives: the former is the case when the [EXREF] feature on *rel was satisfied by a demonstrative, while the latter is when it is satisfied by a full DP. The various possibilities are listed below:
(5.69) Correlative, RC-MC order: *REL HN \({ }_{\text {RC.... }}\) *DEM...
(5.70) Correlative, MC-RC order: *DEm \(\mathrm{HN}_{\text {Mc... }}\) *ReL
(5.71) ‘Plain' relative: *HN \({ }_{\mathrm{MC}}(. .\).\() *REL...\)

My use of the term 'anaphoric' does not imply that PIE somehow lacked 'true' RCs, and that relativisation is somehow a secondary development of simple anaphora. On the contrary, I have argued that PIE had a specialised pronoun *REL, which had a specialised feature [EXREF], that sets it apart from simple 'anaphoric' pronouns (*só-/tó- etc.). The RC is anaphoric in the sense that there is always a relationship of co-indexation between *REL and a constituent in the MC, whether that be a correlative pronoun or \(\mathrm{HN}_{\mathrm{MC}}\). This behaviour of *REL therefore unites many 'plain' relatives together with correlatives, to the exclusion of DP-level RCs (e.g., free relatives, embedded RCs).

My definition of an anaphoric RC bears much similarity with what Lehmann (1984) calls the umstellbar ('adaptable') RC. In the author's typology, this unifies both preposed correlatives and postposed relatives (either 'plain' or correlative). In both cases, the RC sits aside the MC but is not embedded within it. Lehmann (1984: 129-32) focuses primarily on Vedic as an archaic IE languages that shows the 'adaptable' RC; he treats Hittite as instantiating strictly the preposed type of RC, to the exclusion of its
postposed RCs (Hoffner \& Melchert, 2008: 425-6); if we include postnominal RCs in Hittite, it may well be contained within this category too, together with the other ancient IE languages which show correlative clauses alongside embedding strategies.

The generativist literature on RCs tends not to recognise Lehmann's terminology in this connection. This is partly because he takes only a vague stance on theoretical issues such as constituency, such that there is no clear Minimalist formalism of the 'adaptable' clause as he presents it. Lehmann's umstellbar RC is mentioned by de Vries (2002: 235), who promptly dismisses it. The main problem for such a category, de Vries argues, is that preposed correlative RCs and right-extraposed RCs (i.e., relatives with MC-RC word order) are categorically different strategies. \({ }^{\text {r7 }}\) His primary criticism is derived from Srivastav (1991), listing two concerns:
1. Preposed correlative RCs contain the head noun, while postposed relatives do not
2. Correlative clauses are maximalising, while postposed relatives are usually restrictive

On this basis, he concludes that (2002: 235, emphasis mine):
...extraposed relatives cannot simply be analysed as correlatives that are right-adjoined or moved to the right. Rather, they behave on a par with postnominal relatives. And in fact, Hindi and related languages have a secondary postnominal strategy. This reasoning is valid for Sanskrit, Avestic, Hindi, Marathi, and probably for related languages like Bengali and Gujarathi.

I am not sure what evidence de Vries has that this reasoning applies to Sanskrit: Srivastav (1991: 654, n.18, emphasis mine) herself explicitly notes that 'Hock['s (1989) claim of symmetrical adjunction for Sanskrit RCs] cannot account for the...asymmetry [of correlative adjunction], at least for Hindi.' Furthermore, in Sanskrit preposed correlative RCs do not have such rigid semantic constraints: they can be restrictive, non-restrictive, or maximalising. I have also noted, as argued by Davison (2009), that Hindi IP-adjoined correlatives are categorically different from CP-adjoined relatives as attested in Sanskrit and Hittite, which I have reconstructed for PIE. Moreover, de Vries (2002: 235) himself notes that under his analysis, 'the issue is why these languages [viz. PIE in my reconstruction] have a hidden postnominal relative strategy whereby extraposition is obligatory.' My argument is that we do not need to posit a hidden postnominal' strategy in PIE-what appear to be extraposed embedded relatives can perfectly well be analysed simply as anaphoric relatives appearing in MC-RC order. The fact that \(\mathrm{HN}_{\mathrm{RC}}\) is deleted has no bearing on the question of embeddedness, since the mechanism of deletion (matching) occurs in both CP-level and DP-level RCs (cf. exx. 5.65-6).

Anaphoric RCs represent the 'crossroads' between embedded, postnominal relatives and nonembedded, correlative clauses, because they are capable of producing both types of structure on the surface. Reanalyses can occur in various directions: on the one hand, if RC-MC ordering is fixed, the result is a change toward a strict correlative strategy, with residual postnominal forms of the sort attested in Hittite. On the other hand, MC-RC orderings lend themselves quite clearly to a reanalysis in favour of

\footnotetext{
\({ }^{177}\) Slightly confusingly from the persecptive of the terminology I have employed so far, de Vries (2002) considers only correlatives of the order RC-MC (i.e., where the RC is preposed) to be correlatives. The order MC-RC, whether or not a correlative demonstrative is present in MC, is considered postnominal.
}
embedded RCs, as attested in Latin and Ancient Greek. Moreover, the actualisation of a certain reanalysis does not necessarily lead to the demise of the anaphoric relativisation strategy. Perhaps the clearest example in this regard is Latin, which makes extensive use of embedded RCs as an unmarked strategy but elaborates upon the anaphoric quality of relative pronouns in the form of 'connecting' relatives. \({ }^{178}\) In short, every form of RC attested in the ancient IE languages could be derived, either synchronically, or diachronically (via reanalysis) from the anaphoric RC. I will re-iterate that this does not constitute proof that the anaphoric RC was the only RC type in PIE-embedded relatives, as attested by free relatives and centre-embedded relatives, may well have been possible. Indeed, since postposed anaphoric RCs necessarily led to ambiguous structures, we could even argue that embedded, DP-level, postnominal RCs existed in PIE. However, I think it is reasonable to suggest that the anaphoric RC was the dominant syntactic type of RC in PIE, and that embedded RCs of any type were marginal and probably innovative.

\subsection*{5.6 Questions of semantics}

With the syntactic formation of anaphoric RCs established, I turn finally to the interaction between the syntactic structures I have posited so far and the semantic types of RC in PIE.

The most straightforward conclusions can be made concerning restrictive (and maximalising) RCs. In short, they can be of any of the syntactic types I have established so far: anaphoric (preposed), anaphoric (postposed) or 'embedded'. The first of these is most common in those languages which favour correlative structures (e.g., Hittite and Sanskrit), but even in these languages there is no strict constraint that restrictive or maximalising relatives must be preposed. I reconstruct this level of flexibility for PIE, with the caveat that the 'embedded' RC being a late-stage innovation may not have been available for restrictive relatives at an earlier stage in PIE.

Of more interest, then, is the status of appositive RCs (ARCs) in PIE. On the basis of their attestation across the board in IE languages (albeit rarely in the earliest stages of certain branches-see §3.3.2), it seems reasonable to suggest that PIE had some form of ARC, as has been suggested by several authors (Sturtevant, 1930; Lehmann, 1984; Hettrich, 1988; Hajnal, 1997). I will argue here that ARCs instantiated a different set of syntactic behaviours in PIE than restrictive and maximalising RCs. These behaviours ultimately arise from some more general principles of apposition and ARCs cross-linguistically.

I will begin by noting that it is very likely that in PIE, ARCs were obligatorily postposed (i.e., in MC-RC configuration). This is also not a novel claim: however, my reconstruction differs from the theories such as those of Sturtevant (1930) and Hajnal (1997) in that I believe restrictive and maximalising RCs could also be postposed, i.e. postponement is a necessary but not a sufficient condition for an RC to be interpreted as appositive. \({ }^{179}\) This hypothesis holds for Hittite, Ancient Greek and Latin, where preposed correlatives are consistently either restrictive or maximalising. Support for the claim may also be drawn

\footnotetext{
\({ }^{178}\) See Pompei (2011a: 505-8) and references therein.
\({ }^{179}\) I re-iterate my rejection of the notion that this distinction was reflected morphologically: all semantic types of RC in PIE were introduced by the same *REL (§3.2.1).
}
from Sanskrit, which shows a strong tendency for appositives to be postposed (Hock, 1989). What remains to be accounted for is the apparent propensity of Sanskrit at all stages, in spite of this tendency, to have preposed ARCs too (Hettrich, 1988: 696-794). I will return to this question at the end of the section.

The evidence from Sanskrit notwithstanding, it seems to be true that no language permits a preposed ARC introduced by a relative pronoun (Lehmann, 1984; de Vries, 2002, 2006; del Gobbo, 2007, 2017). While in my methodology I aim to avoid relying too heavily on typological generalisations where the comparative data appear to flout them (see §2.2), in this case I do not believe the evidence from Sanskrit is sufficient to dismiss such an overwhelmingly strong pattern out-of-hand. Furthermore, the absence of preposed ARCs is not a typological accident: rather, it follows from the underlying structures of apposition. A full discussion appositive and parenthetical structures in PIE is beyond the scope of this thesis, but it is worth elucidating the specific ways in which they may inform our reconstruction of PIE RCs, especially concerning the features of *ReL.

It has been argued by several authors (Demirdache, 1991; de Vries, 2002, 2006; del Gobbo, 2007, 2017) that relative pronouns in appositive RCs are E-type anaphoric pronouns. \({ }^{\boxed{80}}\) Chierchia (1995: 15) describes such pronouns as a 'proxy for a description whose content can be systematically reconstructed from the context'. Essentially, E-type pronouns 'stand in’ for a full NP/DP which has already been introduced to the discourse, as in the following example (Chierchia, 1995: 16):
(5.72) \(\quad \mathrm{Aman}_{\mathrm{i}}\) walked in. \(\mathrm{He}_{\mathrm{i}}\) was wearing a hat.

On the whole, E-type pronouns must be linearly preceded by their antecedents to be felicitous:
(5.73) * \(\mathrm{He}_{\mathrm{i}}\) walked in. \(\mathrm{A} \mathrm{man}_{\mathrm{i}}\) was wearing a hat.

There are exceptions to this however, such as conditional clauses:
(5.74) If he \({ }_{i}\) wears a hat, a man \(_{\mathrm{i}}\) will not feel the cold.

I will return to these exceptions below, as they may account for the apparently deviant position of ARCs in Vedic. Proceeding with the analysis of authors such as de Vries (2002) and del Gobbo (2007), treating the relative pronoun in ARCs as E-type pronouns accounts straightforwardly for the observation that ARCs must follow their antecedents. In fact, del Gobbo (2007:183) also notes that this constraint is in a sense 'pragmatic', noting that 'in order for the relative pronoun [in an ARC] to be properly interpreted, this has to be processed after its antecedent, i.e., after the 'head' of the RC' (emphasis mine).

If we accept that the position of ARCs with regard to the MC is universally motivated by the syntactic features intrinsic to E-type pronouns, it follows that PIE ARCs were consistently postposed. This means that for an anaphoric RC to be non-restrictive, it must occur in MC-RC configuration. This ordering alone will yield the following two features:
1. ARCs do not require a correlative demonstrative in the main clause, if the [EXREF] feature of *REL is already satisfied by a DP

\footnotetext{
\({ }^{180}\) The terminology is apparently traced back to Evans (1980, 1982).
}
2. The internal head noun \(\left(\mathrm{HN}_{\mathrm{RC}}\right)\) of an ARC will not be spelled out, as it matches with \(\mathrm{HN}_{\mathrm{MC}}\) and is deleted by LHNR

These constraints would yield a superficial identity with restrictive RCs that only happen to be placed in MC-RC word order. Yet for ARCs, we may expect the second feature (lack of \(\mathrm{HN}_{\mathrm{RC}}\) ) to follow not only from 'matching' as attested in restrictive RCs, but from the more general principles of E-type anaphora. At LF the E-type pronoun may be either an identical copy of its antecedent or a definite description of that antecedent (del Gobbo, 2007: 183-4); at PF the NP (if present) is deleted, leaving only the determiner (replaced with an anaphoric pronoun) to be spelled out. Further investigations may seek to either disambiguate these two types of deletion (matching deletion vs. E-type deletion), but for our purposes they yield the same results. It is also worth noting that there are varying theories for the underlying syntactic structure of ARCs (see, e.g., de Vries, 2006; del Gobbo, 2017), which may interact with the theory I have proposed in different ways; at this stage, however, I do not believe a different model would make significantly different predictions for the behaviour of ARCs in PIE.

I return finally to the question of preposed ARCs in Vedic Sanskrit. Hettrich (1988: 696, n.282) claims there are 244 such examples in the Rig Veda. Moreover, in direct contravention to the LHNR proposed for PIE above, there are numerous examples of preposed ARCs where the head noun is not found in the \(\mathrm{RC}\left(\mathrm{HN}_{\mathrm{RC}}\right)\), but rather in the \(\mathrm{MC}\left(\mathrm{HN}_{\mathrm{MC}}\right)\), such as the following example from Hettrich (1988: 697).
\[
\begin{array}{lllll}
\text { (5.75) yásmin viśrạ̄h ádhi } & \text { śríyah } & \text { ráṇanti } & \text { saptá } \\
\text { REL.LOC.SG.M } & \text { all.NOM.PL.F } & \text { over.PW } & \text { glory.NOM.PL.F } & \text { delight.PRES.3PL } \\
\text { seven }
\end{array}
\]

For examples such as these, we may follow Probert (2015: 35-6, 133) and tentatively suggest a reading in which these are in fact free relatives (which are inherently maximalising), which stand in apposition to \(\mathrm{HN}_{\mathrm{MC}}\). By way of comparison, consider the following from Homeric Greek (Probert, 2015: 133).


While I concur with Probert's analysis of such clauses in Greek, I am reticent to apply this analysis across the board in Vedic. My primary concern is that treating these as free relatives would require them to be analysed as DPs, rather than CPs. This is not impossible; I have argued that Sanskrit does have

DP-style relatives, as attested in the co-ordination structures discussed in \(\S 5.4\) above. However, I have argued that this analysis is fairly marginal in Sanskrit, as evidenced by the language's more general lack of 'embedded' structures (Hock, 1989, 2015). If we analyse preposed ARCs as free relatives, then we have to hold that they are consistently more felicitous when in apposition with another DP than they are on their own. On the other hand, if we take preposed ARCs not as DP-style free relatives, but as the (headless) RC part of a correlative pair, the requirement for "apposition" follows from the [EXREF] feature on the relative pronoun. The structural ambiguity here may lead to the reanalysis of a preposed ARCs as a free relative in apposition with \(\mathrm{HN}_{\mathrm{MC}}\), but we would expect the result of this reanalysis to be a preponderance of free relatives without correlative demonstrative, which does not appear to materialise in Sanskrit.

Even if we were to accept a free relative account for examples such as ( 5.75 ), we would still have to account for preposed ARCs which do contain \(\mathrm{HN}_{\text {RC }}\) (Hettrich, 1988: 696):


From a syntactic perspective, these tokens are simply identical to restrictive/maximalising correlative RCs (Probert, 2015: 37). To me, this suggests that they have a shared origin in the (anaphoric) correlative clause I have posited for PIE. Given what I have argued so far, we must therefore consider the possibility that the availability of preposed ARCs did not result from a syntactic reanalysis, but rather a semantic one. In short: we may argue that preposed RCs were originally restrictive/maximalising. Consider ex. (5.77): in this poem, as is common elsewhere, the sun is personified as Sürya. Adopting this translational equivalent, one could force a restrictive reading of a definite entity in the English translation:
(5.78) The Sūrya that Svarbhānu Āsura struck with darkness, that one the Atris found.

Here, I have deliberately translated the RC as restrictive; in English, we see the peculiar insertion of the definite article with a proper noun in such instances, which would be ungrammatical with an ARC: \({ }^{81}\)
(5.79) This is the Paris that I love.
(5.8o) *This is the Paris, which I love.

Clearly, in the absence of a definite article (or indeed, intonational evidence, or the option to use an uninflected complementiser), the two interpretations have identical surface forms in Sanskrit. This could mean that a clause of this type is genuinely restrictive, used for rhetorical effect as part of a more general pattern in Vedic whereby 'a unique entity...although unique, is nevertheless identified with the one to which certain properties belong' (Probert, 2015: 37). This is not to say that we should translate all

\footnotetext{
\({ }^{181}\) Example from Alexopoulou (2007).
}
preposed ARCs as semantically restrictive, but rather that there is an extra-syntactic pathway from one analysis to the other.

I offer a final speculation on the availability of preposed ARCs in Vedic. If we treat the relative pronoun in ARCs as an E-type pronoun, del Gobbo's (2007) prediction is that it must follow its antecedent in linear order. This follows from the more general rule that E-type pronouns must follow their antecedents when they occur in separate conjoined clauses (cf. exx. 5.72-3 above). However, as noted above, this constraint does not seem to apply to some complex sentences: specifically, an E-type pronoun in the protasis of a conditional clause can precede its antecedent in the apodosis (cf. ex. 5.74 above). Given the relative-conditional connection, it could be that the apparent lack of E-type ordering constraints in Vedic preposed ARCs offers another insight into the two clause-types; paradoxically, however, it is precisely MaxRCs that pattern with wh-conditional correlatives, and not ARCs. I leave a detailed investigation of the possible reanalyses in this connection, both semantic and syntactic, to further studies.

\subsection*{5.7 Summary}

To summarise, I reconstruct the RC for PIE as follows:
1. PIE had an inflected relative pronoun, \({ }^{*}\) ReL:
(a) *ReL was a full lexical word
(b) It bore the feature [iREL]
(c) It moved to the lower [Spec, TopP] if the [uREL] feature on Top \({ }^{\circ}\) was strong (which it probably was in pragmatically unmarked situations)
(d) It bore the feature [EXREF], which required it to be co-indexed with either (a) a correlative demonstrative, or (b) a full DP in the MC
2. PIE certainly had an anaphoric (correlative) relative clause:
(a) the RC was an independent CP and not a DP
(b) Because the RC was a CP, it could not occupy an argument position with the MC, but was rather adjoined to the matrix CP , probably under an external projection that dominated both the RC and the MC
(c) The orderings RC-MC and MC-RC were both possible
(d) There were two possible instances of the head noun: one in the \(\mathrm{RC}\left(\mathrm{HN}_{\mathrm{RC}}\right)\) and one in the \(\mathrm{MC}\left(\mathrm{HN}_{\mathrm{MC}}\right)\)
(e) \(\mathrm{HN}_{\mathrm{RC}}\) and \(\mathrm{HN}_{\mathrm{MC}}\) were matched; the rightmost instance was deleted under unmarked pragmatic conditions, meaning the leftmost one was pronounced (leftmost head noun reSTRICTION, LHNR)
(f) LHNR operated indiscriminately of the ordering of RC-MC vs. MC-RC, meaning that under normal pragmatic conditions, postposed RCs did not contain an overt \(\mathrm{HN}_{\mathrm{RC}}\)
(g) In RC-MC configurations, although \(\mathrm{HN}_{\mathrm{MC}}\) was deleted by LHNR, there was still a requirement for correlative pronoun (or possibly pro) owing to the [EXREF] feature on *REL
(h) The correlative demonstrative could be either marked for a specific discourse function, or unmarked. If the former, it would take the form of an accented demonstrative possibly fronted to the left periphery; if the latter, it could be an enclitic pronoun targeting the lowest active left peripheral head above Fin \({ }^{\circ}\) and subject to prosodic inversion
(i) Conversely, LHNR resulted in the relative infrequency of correlative demonstratives in MCRC configurations: the [EXREF] feature on *REL was satisfied by \(\mathrm{HN}_{\mathrm{MC}}\)
3. PIE may have had an embedded relative clause:
(a) This was a CP either adjoined to a DP, or a complement of DP
(b) This could have developed from a reanalysis of postposed anaphoric RCs as adjoining to, or being a complement of, a clause final \(\mathrm{HN}_{\mathrm{MC}} \mathrm{DP}\), rather than adjoining to the matrix CP
(c) This reanalysis was only nascent in PIE, reflected in the unstable status of this construction in the earliest stages of Hittite, Greek and Sanskrit
(d) The DP containing the RC could have been embedded into the MC, occupying an argument position
4. PIE had restrictive, maximalising and appositive RCs:
(a) Restrictive and maximalising RCs could be of any syntactic type
(b) Appositive RCs were obligatorily postposed; *REL in ARCs acted as an E-type pronoun which had to be preceded by its antecedent

I locate these hypotheses within the broader picture painted by previous authors on this work in \(\S 6\), where I also discuss their implications for a more general theory of PIE syntax.

\section*{Chapter 6}

\section*{Conclusions and Outlook}

In this final section, I summarise what I have argued in each of the previous chapters, and consider some possible implications of this work for PIE, syntactic reconstruction, and Comparative Philology more generally.

\subsection*{6.1 Conclusions}

In the opening chapters of this thesis ( \(\S_{1-2}\) ), I set the scene for the reconstructive arguments put forward in the subsequent chapters ( \(\S 3-5\) ). My approach was led by a belief of the sort expressed in Clackson (2017: 204) that '[p]erhaps it is time to leave the arguments about methodology to one side, and concentrate on reconstructing syntax.' Even guided by this sentiment, the methodology I have adopted (Minimalist reconstruction) continues to require discussion and refinement, some of which I offered in §2. More specifically within Minimalism, relative clauses are themselves a rich source of discussion and debate. For this reason, I dedicated a substantial part of §2 to laying out some of the complex theoretical questions that persist within synchronic analyses of relative clauses. I demonstrated the applicability of the various hypotheses to some of the patterns attested in ancient IE languages, even though-with some notable exceptions-they are rarely the basis of such theories. This chapter allowed me to establish both the general applicability of Minimalism to the question of relative clause structure in ancient IE languages, and the possibility of using these languages as an informative source for the development of such theories.

I dedicated \(\S 3\) to a detailed survey of the descendants of two PIE vocabulary items- *yó- and \({ }^{*} k^{w} i-/{ }^{*} k^{w} \delta\) - which seem to be the ancestors to the forms of the relative pronoun attested in the ancient IE languages. I systematically eliminated the possibility that *yó- bore any function other than that of a relative pronoun in PIE, at least by the latest stage of genetic unity. This represents quite a different picture from the one that emerges of PIE * \(K^{w} I^{\prime} /{ }^{*} K^{w} \delta^{-}\), which clearly did exhibit the functions of both an interrogative and an indefinite pronoun in PIE. However, I was unable to exclude the possibility that \({ }^{*} k^{w} i-/{ }^{*} k^{w} \delta\) - was also a relative pronoun in PIE, which may either complement, supplant, or be supplanted by, *yó-.I argued further that there was no reconstructable difference in the syntactic behaviour of " \(y o\) - vs. * \(k^{w} i-/ * k^{w} \delta\) - when used as a relative pronoun. For this reason, I concluded that PIE had a relative pronoun, which I label as *ReL, whose phonetic content may have surfaced as either *yó- or * \(k^{w} i-/ k^{w} \delta^{\prime}\) - In other
words, I argued that PIE had a unitary functional category in Minimalist terms (*REL), whose syntax could be reconstructed by a comparison of the behaviour of descendants of both *yó- and * \(k^{w} i-/{ }^{*} k^{w} \delta^{\prime}\)-. I held that whatever may have led to the formal discrepancy in the daughter languages, this was not reflected in the function of the relative pronoun. In the course of making this argument, I also argued against the hypothesis that *yó- and * \(k^{w} i-/{ }^{*} k^{*} \delta\) - may have co-existed as relative pronouns that introduced distinct semantic and/or syntactic types of relative clause.
§4 is responsible for the 'related phenomena' disclaimer in the title of this thesis. I addressed two topics-the left periphery and "Wackernagel's law"-either of which could be (and indeed, have been) the topic of their own PhD theses. I argued that the two were implicitly linked: that a theory of the PIE left periphery had to account for "second position" clitics, and vice versa. Their inclusion in this thesis was due to their central importance in the formation of relative clauses. In particular, the 'landing site' of a relative pronoun fronted to the left periphery ( \(w h\)-movement) is a question that explicitly draws together these two research areas within the broader question of relative clause structure. I took Vedic as a case study, to which I compared Ancient Greek, Latin and Hittite, as representative of the early left-peripheral structures in their respective language families. On this basis, I argued that PIE had two distinct classes of "second position" clitics: pronominal (WL1) and clausal (WL2). While the position of the latter can be explained almost entirely as a PF phenomenon, I argued that the former, while also subject to phonological constraints, were raised in the narrow syntax. The rule posited for their distribution (target the lowest active left-peripheral head above Fin \({ }^{\circ}\) ) facilitated the disentanglement of various left-peripheral projections, and accounted for the differing patterns of the descendant languages. I finished the section with a reconstruction of the left periphery and "second position" clitics in PIE, with an account of the reanalyses that led to the distinct outcomes in different branches.

The PIE situation arising from \(\S 3\) and \(\S 4\), informed by the theory of relative clause syntax established in §2, bring us to the heart of the thesis: the reconstruction of PIE relative clauses in §5. The reconstruction consists in 23 individual conclusions of various levels of specificity; these are listed at the end of \(\S 5\). My overarching argument is that PIE had what I have dubbed an "anaphoric" relative clause, which can account for various structures including correlative clauses and post-nominal 'plain' relatives, as well as providing a possible genesis for embedded relative clauses. Central this reconstruction is *rel, which I argue to have borne a feature unique to the relative pronoun: [external reference]. This feature is responsible for the obligatory co-reference of a relative pronoun with a either a nominal antecedent or a resumptive pronoun within a neighbouring CP. In the course of this reconstruction, I have also addressed the varying semantic types of relative clauses in PIE. In particular, I argued that in addition to restrictive and maximalising relative clauses, PIE had an appositive (non-restrictive) relative clause. I argued that while restrictive/maximalising relative clauses were syntactically 'flexible', appositive relative clauses were obligatorily postposed.

\subsection*{6.2 Outlook}

I locate the implications of my conclusions for future research within three general categories: those that apply to PIE; those that apply to syntactic reconstruction; and those that apply at an interdisciplinary level.

First, the implications for PIE. While some areas of my reconstruction are quite specific, perhaps even to a fault, several questions remain. I start, as it were, at the beginning: what are we to make of the status of *yó- and * \(k^{w} i-/ /^{*} k^{w} \sigma^{\prime}\) - in PIE? One may accept my argument that *ReL was a unitary functional category with varying phonetic content-I have argued this is an apt approach to relative clause structure-but the fact of the matter is that we clearly do have two distinct lexical items here, whose 'original' values I have not treated. Although I chose the term 'anaphoric' to describe the major syntactic type of relative clause I have reconstructed, I explicitly noted that this should not be taken as treating *ReL as simply an anaphoric pronoun. My central point was that the relationship between *ReL and the head noun and/or correlative demonstrative in the main clause could not be encoded by coconstituency; the relation is rather one of obligatory co-reference. While preposed relative clauses may lend themselves to an interpretation in which *REL was originally an indefinite or interrogative (i.e., * \(k^{w} l^{\prime}\) \(/{ }^{*} k^{w} \delta^{\prime}\)-), postposed relatives might suggest a genuinely anaphoric origin (i.e., *yó-, probably from *(e)y-). However, I have argued precisely that pre- and postposed relative clauses are instantiations of a single underlying structure (anaphoric relative clauses); there is nothing in my reconstruction to suggest at a syntactic level that this emerges from two originally distinct structures. As such, aetiological questions on the nature of \({ }^{*} y o ́\) - vs. \({ }^{*} k^{w} i-/{ }^{*} k^{w} \delta\) - are left open.

Another question, and one that affects PIE more broadly, is the possibility of 'embedding'. The arguments I have put forward in this thesis are not conclusive on the matter; while the anaphoric relative clauses I have reconstructed were adjoined at the CP-level, and could have generated structures that were reanalysed as embedded (i.e., DP-level) relative clauses, I cannot prove conclusively that PIE originally lacked embedded relative clauses. The attested languages appear to show contradictory trends: in some languages embedded relatives may appear archaic and recessive; in others, they gain ground and displace correlative clauses as an unmarked relativisation strategy. To me, this does not show a clear 'drift' in any particular direction, but suggests that some embedded structures may have existed marginally in PIE; this could suggest that embedding was a late-stage innovation, but it does not confirm it. Clearly I have not addressed forms of embedding other than relative clauses (e.g., indirect questions), which may also be treated under the methodology of Minimalist reconstruction, combining with the conclusions of this thesis to form a more comprehensive picture of embedding as a structural possibility in PIE.

Much more could be said about the left periphery and clisis in PIE. Activity at the 'front' of the clause certainly seems to be responsible for a whole host of different interpretational functions and surface word-order variation. With a finer understanding of the role "second position" clitics play in this left periphery, we may further refine the types of left peripheral position available in PIE. For example, I have addressed interrogative clauses only insofar as they differ from relative clauses; as another type of clause that implicates the left periphery (via wh-movement), there is certainly scope for further research
here. Further studies may also seek to establish more detailed arguments on the possibility of a distinct category of non-clitic 'weak' pronouns, looking beyond the correlative environments I have treated in this thesis, as well as a more detailed appraisal of non-Rizzian projections (e.g., ContrFocP) which merit further comparative analysis.

Clearly there is also scope for rigorous re-visiting of these hypotheses in light of the evidence from languages I have not had the space to treat within the bounds of a doctoral thesis. This applies both across language families (e.g., introducing more evidence from Tocharian languages) and within them (e.g., more evidence from Sabellic languages alongside Latin). According to the methodology of Minimalist reconstruction, the reanalyses that led from PIE to the attested languages must be established at each stage. With the introduction of more linguistic data comes yet a larger set of reanalyses to be posited; this in turn will shape our hypotheses on the proto-grammar. Minimalist analyses of other languages can therefore be used to refine the hypotheses I have proposed, or reject them.

This brings me to the second set of implications: those that concern syntactic reconstruction more broadly. I would argue that this thesis demonstrates the kind of concrete conclusions we may reach about a proto-language via Minimalist reconstruction. Perhaps the most unique contribution this thesis has made is in using Minimalist reconstruction to diagnose syntactic change between PIE and the attested languages. While previous authors have reconstructed syntactic change in other language families with a slightly less imposing time-depth, and others have reconstructed aspects of PIE syntax on the basis of identity, I have shown that Minimalist reconstruction offers a viable method for reconstructing PIE even when (or rather, especially when) the attested languages instantiate differing syntactic patterns. This can only be done by paying close attention to the process of syntactic change via reanalysis (and actualisation), coupled with the judicious employment of universal directionality in the form of grammaticalisation theory. While there are analogues here with the Comparative Method as used for phonological reconstruction, there are fundamental differences too. Building reanalyses into the methodology clearly introduces a level of subjectivity that is not present to the same degree in phonology: different researchers may have quite different ideas about what makes a given reanalysis 'plausible and motivated' (§2.1). On the other hand, we must not pretend that hypotheses on the phonology of PIE, even very basic questions about the phoneme inventory, are somehow free of such intellectual variety. If anything, that Minimalist reconstruction opens up the possibility of such debate, not in a vacuum but informed by the vast theoretical and typological literature in syntax, demonstrates its programmatic capacity.

Finally, I dedicate my last words in this thesis to the broader disciplinary question of what Syntactic Theory and Comparative Philology may have to say to each other in the years to come. In this course of this thesis, I have cited a number of scholars who have used contemporary syntactic theory as an analytical tool for the purpose of philological research; there are also linguists whose synchronic theories are informed by ancient languages in addition to contemporary varieties. Clearly, however, there remain several disciplinary barriers one must overcome in order to make these connections. Evaluating contemporary developments in syntactic theory while also providing adequately detailed analyses of philological data requires a commitment to the significance of both in addressing one's research question. In this thesis, I aim to have demonstrated that both are integral to syntactic reconstruction. Yet
clearly reconstruction is dependent on synchronic analyses of the attested IE languages: even outside a reconstructional context, therefore, the study of the syntax of ancient languages merits this two-fold commitment. To this end, I intend this thesis to be part of a growing literature that bridges such methodological divisions, and as a(nother) step towards consilience between theoretical and philological research.
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[^0]:    ${ }^{1}$ See inter alia Watkins (1976), Lightfoot (2002), Willis (2011), Walkden (2013), Clackson (2017), Gildea et al. (2020) for discussions of these methods and their shortcomings.

[^1]:    ${ }^{2}$ These terms are not strictly part of Minimalism, but are inherited from transformational grammar; I use them over the preferred Minimalist terminology in terms of minimal/maximal projections for the sake of convenience, as noted above. I also use categorical labels in my diagrams for clarity, without any strong commitment for or against Bare Phrase Structure (Chomsky, 1995: 222-313).
    ${ }^{3}$ I collapse here intermediate functional projections such as $\nu \mathrm{P}$ for the sake of space-they are generally irrelevant for the purposes of this thesis.

[^2]:    ${ }^{4}$ When I make no strong claims about the internal structure of a phrase or set of phrases (e.g., the IP, VP and DP in this example) I follow the convention of using a triangle in tree diagrams for shorthand.

[^3]:    ${ }^{5}$ Once again, I rely here on a convenient use of pre-Minimalist theory; in this case, the 'standard' Y -model as put forth in Chomsky \& Lasnik (1977) (minus the distinction between 'deep’ and 'surface’ structure). Minimalist theories of the interfaces may differ substantially, on which see Boeckx (2006; 72-7); nevertheless, the distinction is maintained between syntactic and phonetic representations, which is the relevant part of this model for the purposes of this thesis.

[^4]:    ${ }^{6}$ For an overview of these different types of approach, see e.g. Clackson (2017), Gildea et al. (2020).

[^5]:    ${ }^{7}$ In this subsection I use capitalised forms of these words to indicate their meaning within Minimalism rather than their general sense.

[^6]:    ${ }^{8}$ I take this terminology from Bertrand (2014).
    ${ }^{9}$ In a break with convention, sandhi is dissolved in all Sanskrit examples except where expressly noted, to facilitate glossing. I cannot provide the original form of the text owing to issues of space.
    ${ }^{10}$ See in particular Walkden (2014; 89), where he 'assume[s]...the relevant left-peripheral heads-Shift ${ }^{\circ}$, Foc $^{\circ}$, and Fam $^{\circ}$ in particular-are all cognate [in the relevant languages]...on grounds of formal similarity alone.' On the other hand, for many working in the Minimalist framework, the inventory of functional heads is universal (see Ramchand \& Svenonius, 2014 for discussion), so the question of whether to reconstruct a specific head in a specific language is vacuous.

[^7]:    ${ }^{11}$ I include both lexical roots and bound morphemes in this descriptor.

[^8]:    ${ }^{12}$ Ascribing the appearance of inflectional morphemes to the syntax, rather than the lexicon, is the central thesis of Distributed Morphology (DM) as proposed by Halle \& Marantz ( 1993,1994 ) (see Siddiqi (2010) for a recent overview). Although I have done so in this example, in the remainder of this thesis I do not commit myself explicitly to DM, since morphological derivations are not my research focus.

[^9]:    ${ }^{13}$ This conception of RRCs as denoting a set which combines (i.e. intersects) semantically with the head noun is detailed in Partee (1973).

[^10]:    ${ }^{14}$ There is some doubt here, and I return to the question in $\S 5.6$.

[^11]:    ${ }^{15}$ According to Douglas (2016: 10, n.5), 'This was arguably the mainstream approach in the literature until Kayne's (1994) reintroduction of the HRA. Bhatt (2015: 728-9) notes that the HEA was so widespread in the literature that its origins are obscure'.
    ${ }^{16}$ See Bhatt (2015: 727-8) and Douglas (2016: 10) for further references.
    ${ }^{17}$ See Bhatt (2015: 729) and Douglas (2016: 12) for further references.

[^12]:    ${ }^{18}$ There is, however, much discrepancy on what OP actually is. It could be PRO (Chomsky, 1981), pro (Browning, 1991) or something else altogether. For the purposes of this discussion, I have treated it as a generic $\mathrm{D}^{\circ}$ - in this specific example, it is overt in the form of the relative pronoun 'which'.
    ${ }^{19}$ See Szabolsci (2001) for theoretical background, and Horrocks (2011) for an implementation of this approach to RCs in Latin.
    ${ }^{20}$ See further del Gobbo (2017) and Cinque (2020) on the difference between 'integrated' and 'non-integrated' ARCs, which adds a further level of complexity here.

[^13]:    ${ }^{21}$ See, e.g., Douglas (2016: 19-21) for an introduction, and (2016: 22-58) for a detailed discussion of reconstruction effects and their implication in RCs. This meaning is entirely unrelated to the reconstruction of a proto-language.
    ${ }^{22}$ See, e.g., Bertocchi (1989) on Latin and Sevdali (2013) on Ancient Greek. Both authors argue that Binding Theory, as developed to account for English, cannot accommodate the facts from these languages without some modification.

[^14]:    ${ }^{23}$ Insofar as it is the regular case pattern for correlative RCs.

[^15]:    ${ }^{24}$ See Bianchi (2000; 59), and further Bianchi (1999: 54-61) for a more detailed discussion of the issues here in each of the various theories underlying agreement phenomena.
    ${ }^{25}$ Another set of motivations are given against the HEA if one adopts the Linear Correspondence Axiom (Kayne, 1994), discussion of which is beyond the scope of this thesis but see Cinque (1996), Rochemont \& Culicover (1997), Haider (2000), Abe (2001), Takano (2003), Ernst (2004) for general discussion.

[^16]:    ${ }^{26}$ There is some debate as to whether correlative RCs have an external $\mathrm{D}^{\circ}$ —I return to this in §2.2.2.2 below.
    ${ }^{27}$ E.g., The picture ofJohn ${ }_{i}$ that he ${ }_{i}$ likes. To quote Douglas (2016: 29): 'If reconstruction occurred, the R-expression [i.e., John] in the RC head would be c-commanded and bound by a co-indexed element [i.e., he], resulting in a Condition C violation'. In other words, the binding facts suggest the head noun originates outside the RC.

[^17]:    ${ }^{28}$ See Salzmann (2017: 89-90) and Bianchi (1999: 54-61). Salzmann (2017: 87-8) also bolsters this claim by discussing evidence from clitic placement in Croatian, which, he argues, suggests the head noun is not part of the RC.
    ${ }^{29}$ Cf. English The boy who vs *Who boy (Salzmann, 2017: 93-4).
    ${ }^{30}$ See further §3.3.1 on this point.
    ${ }^{31}$ See Citko (2001: 137) for an expansion on what constitutes 'identity', under which matches are deleted.

[^18]:    ${ }^{32}$ This claim is maintained in Bhatt (2002, 2015), Sauerland (1998, 2003), Hulsey \& Sauerland ( $\sqrt{2006}$ ), Aoun \& Li $(\sqrt{2003})$, Cinque (2013, 2020).

[^19]:    ${ }^{33}$ In this notation, FP and YP are both generic functional projections within the NP whose specifiers act as 'landing' sites for NP-internal movement, on which see Cinque (1994) and Cinque (2010: 24-8). dP is used to mean 'the chunk of the extended projection of the NP modified, c-commanded, by the RC [which] is 'indefinite' (only contains weak determiners in Milsark's (1974) terms)' (Cinque, 2020: 14).

[^20]:    ${ }^{34}$ Although this is not demonstrated with Cinque's examples, deletion under identity will only delete the phonetically identical components of $\mathrm{dP}_{2}$ and not, therefore, the relative pronoun ( OP ), which surfaces in its position within [Spec, CP ].

[^21]:    ${ }^{35}$ I include myself in this number.
    ${ }^{36} \mathrm{He}$ attributes this idea to Andrew Simpson, reported in Aoun \& Li (2003: 244, n.15).

[^22]:    ${ }^{37}$ When transliterating Hindi, I use $r$ to represent the retroflex tap $/ \mathrm{r} /$, in the absence of a syllabic $/ \mathrm{r} /$. In general, however, I use IAST to transliterate from Devanāgar̄̄ in exactly the same way for both Sanskrit and Hindi.

[^23]:    ${ }^{38}$ It is worth noting, however, that 'embedded' RCs are quite marked in modern Hindi; they are also poorly attested up until the proliferation of texts translated from English to Hindi in the late $19^{\text {th }}$ century, which may suggest their existence in contemporary varieties arose as a result of language contact with English (Puri, 20n1).
    ${ }^{39}$ Previous authors arguing in favour of a Uniform approach to correlatives include Verma (1966), Junghare (1973), Kachru (1973), Wali (1982), Subbara0 (1984), Bains (1989) and Mahajan (2000).

[^24]:    ${ }^{40}$ That an R-expression (here, Sittā-ko 'Sita') cannot have an antecedent (here, us-ne 'she') that proceeds and c-commands it. To account for this effect in ex. (2.47), we must understand Sïtā-ko as base-generated below us-ne.
    ${ }^{4}$ Bhatt (2003: 512, n.16) notes that there is 'considerable speaker variation here'.

[^25]:    ${ }^{46}$ It is possible for the head noun to raise above the relative pronoun, but this is likely a separate movement to a different [Spec, TopP] and not a feature of its being relativised per se.

[^26]:    ${ }^{47}$ There is some doubt as to whether the Armenian interrogative/indefinite pronoun $i$ - is from PIE $* k^{w} i$-, since the total disappearance of $* k^{w}$ - here is unexpected (Martirosyan, 2009: 299).
    ${ }^{48}$ This pronoun is sometimes reconstructed with an initial laryngeal, as * $h_{l}(e) y$ - (cf. Beekes, 2011: 226). Similarly, *yó- is often reconstructed as *Hyó-. I take no strong stance on the phonology here, and omit the laryngeals for simplicity.
    ${ }^{49}$ Example from Meyer (2013: 37).
    ${ }^{5}{ }^{\circ}$ Example from Lubotsky (1988: 8-11).
    ${ }^{51}$ Example from Ziegler (1993: 252). I will discuss in detail the evidence for relative *yó- in the other Celtic languages in §4.3; for now we can take Celtiberian as representative of Proto-Celtic.
    ${ }^{52}$ Example from the Codex Zographensis (Jagić, 1879: 3).

[^27]:    ${ }^{53}$ See also Probert (2015: 409-10) for arguments to this effect; I share her conclusions regarding the innovative status of the 'article-like' *yó.
    ${ }^{54}$ Examples from West (2011: 82).

[^28]:    ${ }^{55}$ Examples from Macdonell (1916; 242-3).

[^29]:    ${ }^{56}$ The possible exception to this is the enclitic connective ${ }^{*} k^{w} e$, which appears to have some reconstructable complementiser properties, and is clearly not adverbial (Keydana, 2018: 2215-6). However, these data are obscured by (a) interpretational challenges concerning subordination, and (b) the status of ${ }^{*} k^{w} e$ as a clitic, whose surface position involves the interaction of syntax and prosody (see §3.1). As such, I am not sure that it can help us here, though further studies may seek to shed some light on this possibility.

[^30]:    ${ }^{57}$ This is the nonstandard PDE use of 'that's' as a possessive relative in sentences such as 'The language that's complementiser became a pronoun' (Seppänen, 1997). As Hendery (2012: 153) notes, this example is slightly dubious because 'that's' may have developed by analogy with 'whose' (who + 's). Equally, it's possible that English 'that' is underlyingly a relative pronoun (Kayne, 2014), in which case the point is moot.

[^31]:    ${ }^{58}$ Little can be concluded from the fact that Lithuanian has a relative pronoun in $k-{ }^{*} k^{w} \delta$-, as given its very late attestation $\left(16^{\text {th }}\right.$ century CE), this could well have been an internal development akin to that of English who, which. This hypothesis is further strengthened by the appearance of the aforementioned Lit. conjunctions that appear to show forms derived from *yó-.
    ${ }^{59}$ This view is perhaps more popular among Indo-Europeanists, starting with Brugmann (1886-1893: II/2, 331). It is also the view held by Hermann (1912), Fraenkel (1947), Zinkečius (1957), C. Koch (1992) and Petit (2009).

[^32]:    ${ }^{60}$ This view is argued in the first place by Miklosich ( $\widehat{868-1879}$ ), and finds subsequent support in Otrębski ( $\left.1956-1965\right)$ ), Rosinas (1975), Ballester (2001).

[^33]:    ${ }^{61}$ Examples from Hoffner \& Melchert (2008: 400-1).
    ${ }^{62}$ Not counting the conjunctions takku, mān, on which see Hoffner \& Melchert (2008: 395,400). I discuss the complexities of the syntax of Hit. $-(y) a$, and its position in the left periphery, in §4.4.

[^34]:    ${ }^{63}$ Though see Probert (2008) for a potential syntactic explanation.
    ${ }^{64}$ Example from Thompson (2002: 317).
    ${ }^{65}$ There is one, disputable use of Myc. jo where it appears to be enclitic, substituting for - de ('and') in the phrase to-so-jo (Bader, 1975). The alternative hypothesis is that to-so-jo is simply the genitive of tos- 'this'. The latter is, admittedly, syntactically inexplicable; yet the hypothesis that this an enclitic from of *yo unparalleled elsewhere in the Greek corpus, seems unlikely.

[^35]:    ${ }^{66 *} k^{w} i$ - is found only in the nominative and accusative forms of the $i$-stem variant, while $* k^{w} \dot{e}$ - is the basis of the rest of the paradigm.

[^36]:    ${ }^{67}$ I thank Timothy Barnes for pointing me to these examples.
    ${ }^{68}$ Hittite example from Huggard (2011: 96), Tocharian from Adams (2015: 30).

[^37]:    ${ }^{69}$ Although there is some question on this matter in Hittite, discussed in §3.3.2.1 below.
    ${ }^{70}$ Latin example from Pompei (2014; 441), Hittite from Hoffner \& Melchert (2008: 426). Although 'nominal' relatives are rarer in Classical Latin, they are reasonably well attested in the earlier authors (Benveniste, 1966: 220).

[^38]:    ${ }^{71}$ There is evidence for a possible neuter singular form ${ }^{*} k^{w} \delta{ }^{\prime} m /{ }^{*} k^{*} i m$ alternating with ${ }^{*} k^{w} o ́ d /{ }^{*} k^{*} i d$, as attested in Vedic kím vs. kád (Sihler, 1995: 398).

[^39]:    $7^{2}$ Example from Hahn (1949: 367).
    ${ }^{73}$ Example from Hoffner \& Melchert (2008: 426), who refer to such examples as 'indefinite relatives'.
    ${ }^{74}$ See Garrett (1994: 49) and Yates (2014).

[^40]:    ${ }^{75}$ Example from Hoffner \& Melchert (2008: 424).
    ${ }^{76}$ Example from Hoffner \& Melchert (2008: 424).
    ${ }^{77}$ Where $\mathrm{N}=$ head noun.

[^41]:    ${ }^{78}$ [Spec, CnTRFocP] in Huggard's notation.

[^42]:    ${ }^{79}$ 'Weak' in this context means simply 'non-specific', such that weak_ $\exists x=$ "there exists some $x$ " (as opposed to a specific $x$ to be predicated over). See further Ladusaw (1994).
    ${ }^{80}$ Cf. the claims discussed in §3.2.2.1. Huggard (2015; 5) claims that 'the oldest reconstructible function of [*yó-] was not as a relative pronoun', but the author remains agnostic as to what this older function was.

[^43]:    ${ }^{81}$ These are issues I return to for PIE in $\S 5$.

[^44]:    ${ }^{82}$ Example from García-Castillero (2020: 192).

[^45]:    ${ }^{83}$ Not all of these authors use the specific term 'enclitic' to describe the status of Hit. kuiški, but discuss phenomena that point towards its being characterised as such.
    ${ }^{84}$ Hittite example from Hahn (1937; 393).
    ${ }^{85}$ Example from Sideltsev (2018; 286).

[^46]:    ${ }^{86}$ RV 8.61.6; 2.25.1.
    ${ }^{87}$ See Jacobson (1995: 479-81), Grosu (2002: 148), Rawlins (2008: 211-16), as cited in Probert (2015: 99).

[^47]:    ${ }^{88}$ Examples from Hoffner \& Melchert (2008: 151).
    ${ }^{89}$ I exclude here authors such as W. P. Lehmann (1974) who argue that PIE had no relative pronouns at all.

[^48]:    ${ }^{90}$ Authors who have written on this topic from a comparative perspective include Hale (1987); Kiparsky (1995); Krisch (1990, 2017); Keydana (2011, 2018).
    ${ }^{91}$ While authors such as Keydana (2011) and Spevak (2010) have argued Topics and Foci occupy the same projection, according to the theoretical framework adopted in Rizzi (1997) I treat them as occupying distinct projections (TopP and FocP ). This is further motivated when we understand interrogatives as occupying [Spec, FocP], since they co-occur with topics.
    ${ }^{92}$ In Hittite this position immediately follows the initial clitic chain introduced by a sentence connective such as $n u$.

[^49]:    ${ }^{93}$ For the remainder of this section, these will be marked with an equals sign $<=>$ in quoted examples.

[^50]:    ${ }^{94}$ See van Emde Boas et al. (2019: 704-6) for a recent, brief overview.
    ${ }^{95}$ This approach has been taken by previous authors including Goldstein (2016a, b) for Ancient Greek, Lowe (2014) for Sanskrit, and Sideltsev (2017) for Hittite.

[^51]:    ${ }^{96}$ These labels are used by Keydana (2011), reflecting distinctions made earlier in Hale (1987) and Krisch (1990).

[^52]:    ${ }^{97}$ Sanskrit ex. from Keydana (2011: 108).

[^53]:    ${ }^{98}$ I adopt this terminology from Goldstein (2010).
    ${ }^{99}$ This is what is implied by the \{curly brackets\}. The <angled brackets> around D́ in Position 3 indicate that this word order is only acceptable in RV and not in Vedic prose.

[^54]:    ${ }^{100}$ See Ram-Prasad ( 2020 ) for a brief summary incorporating some of my own criticism.
    ${ }^{101}$ See, e.g., Radanović-Kocíć (1988, 1996) and Aissen (1992), whom Hock (1996) cites in support of this model.

[^55]:    ${ }^{102}$ I.e., $\omega+$ clitics.
    ${ }^{103}$ Many of the empirical criticisms Hale (1996) makes are, as Hock ( 1996 ) notes, based on a misinterpretation of the template put forward in Hock (1989).

[^56]:    ${ }^{104}$ More precisely, Hale (1996; 173) suggests that 'inflected WH-elements' occupy [Spec, CP], while 'uninflected WHelements...are usually taken to be in $\mathrm{C}^{\circ}$ itself'. The author does not expand on what he thinks constitutes an 'uninflected WH-element' in Sanskrit. He seems to suggest (1996: 172) that adverbial/conjunctional yad occupies $\mathrm{C}^{\circ}$, but does not explain his choice. In line with other authors (e.g., Lowe, 2014), my analysis will not reflect this distinction.
    ${ }^{105}$ Or phrase-initially for phrasal clitics.

