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A causal perspective on model robustness: case studies
in health and sensor data

Abstract

Robustness of predictive deep models is a challenging problem with many

implications. It is of particular importance when models are used in safety-

critical applications, such as healthcare. However, there is yet to be agreement

on a comprehensive definition on what it means for a model to be robust, and

a theory on why these issues arise. Given the general nature of the problem,

existing work related to robustness is spread across different areas of research.

Existing research has considered a range of robustness aspects, for instance ro-

bustness to small input perturbations, which arise from the study of adversarial

examples, but there is also robustness to different domains for the same task,

and robustness issues which arise from object placement, transplanting, lighting,

weather conditions, or object style, as some examples.

This thesis explores a formulation of robustness in terms of the assumed

structural causal model (SCM) which generates the observed data. The SCM

allows these different types of robustness issues to be viewed in a unifying way.

Using this view, this work furthers the connection between prediction robustness

and the assumed structural causal model by suggesting that optimising for pre-

diction performance across a diverse set of distributions from the same SCM will

move the model closer to the causal predictor of the target variable, providing

a theoretical foundation to optimise purely for prediction in the setting where

training and testing data are not independently and identically distributed.

Formulating robustness in this way suggests that large deep models should,

in general, be more susceptible to robustness issues; while some of these issues

have been observed in applications such as computer vision, it has been less dis-

cussed in others. We investigate the robustness of state-of-the-art deep (SotA)

classifiers in human activity recognition using a new proposed benchmark in-

formed by the causal formulation, and show that a simpler model is at least as

robust as SotA deep models whilst being at least ten times faster to train. The

causal view of robustness additionally hints at the idea that less data can be ben-

eficial for robustness, contrary to popular belief that more data is always better.

To test this idea, a data selection algorithm is proposed based on inverting the

idea of a popular causal inference procedure for tabular data. The robustness

of a model trained on the selected subset of data is evaluated through synthetic

and semi-synthetic data experiments. Under certain conditions the data subset

improves robustness and subsequently data efficiency.

Apinan Hasthanasombat
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Chapter 1

Introduction

Deep neural network (NN) models have made remarkable progress in a wide

range of applications in the past decade, offering superior performance in a

range of tasks; from code completion [1], protein structure prediction [2] to

image generation [3]. However, these models are often treated as a black-box -

we do not have much insight into what exactly they learn.

The black-box nature of these models mean that they often fail in unexpected

ways. The most well-known case is perhaps that of adversarial examples in

computer vision; an instance is shown in Figure 1.1. When a small amount of

noise is added to an image of a panda, the model mistakenly classifies it as a

gibbon, even though to a human the image remains identical. These adversarial

examples have led to a field of research dedicated to training models which are

robust to these kinds of small input perturbations [4].

However, there are other model failures observed in literature that do not

come from small input perturbations. For instance, Figure 1.2 shows another

vision model making incorrect predictions based on novel placements of objects

Figure 1.1: An adversarial example that makes an image model misclassify its
input, figure from [5].
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Figure 1.2: Computer vision models are fooled by novel placements of known
objects, figure from [7].

it has been trained to recognise. Figure 1.3 shows three types of medical imaging

models, two columns per type. The left column shows a negative sample and

the right a positive sample corresponding to the condition each model is trained

to detect. We can see that the model performs as expected in clean images

(first row), whilst this performance degrades with various types of perturba-

tions (second to fourth row) which are not limited to small input perturbations.

Figure 1.4 shows different domains of an object class, corresponding to different

styles which the object can take in an image (real image, sketch, painting etc.).

A model which truly learns the concept of a class should be able to classify well

across these different style domains; a task easily achieved by humans. However

current models still struggle with this task [6].

Rather than training models to be specifically robust to any particular type

of failure (style, object placement, small input perturbations and so on), we

should aim to develop a general theory which connects these different failures

and explain why they occur. Such a theory would lead to a more universal

understanding of robustness that is not specific to any particular type of change

to the input, which, in turn, could lead to methods to train models that are

robust against a larger class of failures.

This more general theory of robustness is important to have as these black-

2



Figure 1.3: Predictions of three types of medical imaging models change accord-
ing to different perturbations, figure from [8].

Figure 1.4: Different styles of various object classes, figure from [6].
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box models are increasingly being used in safety-critical application areas, where

it may encounter changes to the input unseen during training that can cause

it to fail. ‘Safety’ in this context is interpreted broadly to encompass sev-

eral aspects; self-driving cars and medical decision-making can be considered

safety-critical as they pertain to physical safety, but so do models involved in

informing loan applications, college admissions or policing. Poor predictions

due to model failure (which is used either directly or in combination with other

information to make decisions) could lead to unintended negative outcomes. It

could compromise people’s physical safety (self-driving cars), health (medical

decision-making), access to economic opportunities or exacerbate inequalities

(loan applications, college admissions, and policing) [9].

This is of particular importance in heath applications, which have recently

seen a rapid increase in adoption of neural network models. From detecting

pneumothorax and melanomas in the skin [8], Alzheimer’s disease [10] to breast

cancer screening [11]. It is of vital importance that these models are robust in

the most general sense, but this is not yet the case. For example, a study of a

deep learning system used to detect diabetic retinopathy deployed in Thailand

found that it struggled with unideal images taken in real clinics [12]. A more

recent and memorable example of attempts to use deep models in healthcare is

during Covid-19, which resulted in models not fit for real deployments [13, 14,

15]. My own involvement in developing Covid-19 related models [16, 17] also

suggest that robustness remains one of the biggest challenges to real deployment.

This thesis takes a step towards this general theory of robustness by adopt-

ing the view that data is generated by a structural causal model (SCM) and

formulating robustness based on this foundation. This will be called the ‘causal

view’ of robustness throughout the rest of this work. Based on this causal view

this thesis explores the following main question: What implications does this

causal formulation have on our understanding of model robustness? Specifically,

can the ideas in the causality literature be used to develop methods that can

help train more robustness models?

In the following chapters we will explore three main implications of the causal

view of robustness. First, we make the case that exploiting data from different

intervention distributions is the most practical approach to train robust mod-

els, based on the deficiencies in causal discovery and the strong requirement

of knowing the causal graph in causal inference, which is impractical in most

settings. However, there are currently no guarantees that using different in-

tervention distributions will give a robust model, except work by Peters [18]

which showed that the causal parent can be identified using appropriate hy-

pothesis tests. However these tests are impractical. We instead derive an idea

called empirical causal convergence, which suggests that optimising only for
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prediction performance across different intervention distributions will move the

model closer to the causal predictor. Secondly, the causal formulation suggests

that robustness can be empirically evaluated by using different intervention

distributions. As an example, we test this in the context of human activity

recognition (HAR) which have been traditionally evaluated using a different

setup. A starting benchmark based on different intervention distributions on a

binary classification task is put together, whilst controlling for sensor location,

sampling rate, and measurement units. The robustness of SotA deep models

in the HAR literature is shown to be lower than previously thought, and unex-

pectedly similar to a much simpler model which uses an appropriate inductive

bias that is much more efficient to train, suggests that deep end-to-end models

aren’t always a silver bullet in HAR. We also observed that training using mul-

tiple intervention distributions improve robustness across all considered models,

consistent with what we would expect from the causal view. Finally, by using

the causal view and inverting the idea of matching, a causal inference method,

we investigate whether training with a selected subset of data from different

intervention distributions can improve robustness in low-dimensional tabular

data. Using synthetic and semi-synthetic data experiments there is empirical

evidence to suggest that this is the case under certain conditions. This is con-

trary to the popular belief that more data is always beneficial, and questions

our understanding of the problem of generalisation.

1.1 Research questions and contributions

Question 1. Can existing work in causality help train robust models?

The causality section in Chapter 2 summarises my interpretation of current

limitations in causality methodology for use in training robust models. I argue

that learning from multiple interventions is the best way forward, and this is

also discussed in Chapter 3; I present the empirical causal convergence result

which provides additional evidence that this approach is consistent with our

goals of training a robust model.

Question 2. Do robustness issues also affect current HAR models, and does

the understanding of robustness using causality help improve it?

I implement a way to measure robustness based on the causal interpretation

and show that current models face robustness issues. I further show that making

changes in accordance with the causal view (reducing hypothesis class, using an

appropriate inductive bias, training with multiple domains) aids robustness.

Question 3. Can our interpretation of robustness using causality provide

new methods to train robust models?

Based on the causal view I propose a way to select a subset of data for
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training which can aid model robustness. This is interesting as it is generally

thought that more data leads to better models. The result demonstrates that

less data can be better for robustness under certain conditions, and is consistent

with the causal interpretation. This raises questions for future research to better

understand when being selective about training data could improve robustness.

1.2 Thesis outline

In Chapter 2, we cover some background on neural networks (NN), causality and

robustness. Common NN architectures such as the feed-forward, convolutional

and long short-term memory (LSTM) are introduced, along with the no free

lunch theorem. Causality is introduced through the discussion of the randomised

controlled trial (RCT), and the problem of confounding. This is followed by

an outline on literature in causal inference and causal discovery. Other works

related to robustness are reviewed, and their relation to the work in this thesis

is discussed. Finally we touch on other emerging work which uses causality in

machine learning.

In Chapter 3, we outline a theoretical perspective which lays the foundation

to reason about model robustness and subsequently design algorithms which can

improve it. Robustness is defined in terms of the underlying SCM, which begs

the question of whether works from causality can be used to improve model

robustness. We discuss that because of limitations in causal discovery, and

that the causal graph is unknown in many practical settings, the most practical

approach to finding causal variables is to exploit different data environments,

first proposed by Peters [18]. However, the hypothesis tests adopted by Peters

is impractical. We then cover the theory which motivates one of the main

learning paradigms today - Empirical Risk Minimisation (ERM), and why this

should lead to good performance on independently and identically distributed

(iid) test datasets. However in real deployments, test data is not iid but can be

thought of as having a common SCM. Combining these two separate works lead

to the development of the empirical causal convergence idea. This suggests that

optimising for prediction performance can still be a valid training paradigm even

if test data is not iid. The formulation of robustness and ideas in this chapter

is used to motivate work in subsequent chapters.

In Chapter 4, I take the causal view into a more practical setting by evaluat-

ing the robustness of Human Activity Recognition (HAR) models. Based on the

perspective developed previously, a new benchmark is proposed to measure the

robustness of HAR models. Two state-of-the-art deep models are then tested

against this benchmark and are shown to significantly underperform compared

to the traditional setup used for evaluation. A simpler model is proposed based
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on an appropriate inductive bias, and is shown to perform at least as well as

the SotA deep models (p-values 0.13 and 5.75x10−4) whilst being at least 10

times faster to train. It is further shown, in support of the empirical causal

convergence idea, that training with multiple datasets under similar conditions

improves the performance both in and out of distribution. This is not always

the case, as seen by the negative transfer phenomenon reported in the transfer

learning literature. Finally, it is shown that improvements to a specific target

dataset can be achieved without complex transfer techniques, which raises ques-

tions about whether gains from transfer learning are data or method induced.

In Chapter 5, the causal view is used to develop a data selection algorithm

which can train more robust models using less data under certain conditions.

First, the idea of matching for causal effect estimation is introduced. Based on

why matching works for causal estimation, a data selection heuristic is proposed

such that the size of the hypothesis class considered by the learning procedure is

reduced, whilst still containing the causal predictor. This should in theory im-

prove model robustness using less data, under some conditions. Using synthetic

data, it is shown that this reduced dataset does improve robustness as measured

by the median accuracy over non-iid test sets. It is then further shown using

semi-synthetic data, where real covariate values were used from the infant health

development program (IHDP) dataset but where the outcomes were simulated,

that this can also lead to more robust models. This is compared to training the

model on the entire dataset using normal training (Empirical Risk Minimisation

- ERM), training using invariant risk minimisation (IRM) and training using a

randomly sampled subset of equal size.

Finally in Chapter 6, I reflect on the causal perspective of robustness ex-

plored in this thesis, its limitations, and its implications given the presented

work. I discuss promising directions for future work and some interesting open

questions.

1.3 Publications

I have been involved in the following works:

Related to this thesis

Less data can be better for domain generalization.

Apinan Hasthanasombat, Abhirup Ghosh, Cecilia Mascolo (Working paper)

Investigating domain-agnostic performance in activity recognition us-

ing accelerometer data.
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Apinan Hasthanasombat, Abhirup Ghosh, Dimitris Spathis, Cecilia Mascolo

(Ubicomp, workshop on human activity sensing corpus and its application (HASCA)

2022)

Other work

Understanding the effects of the neighbourhood built environment on

public health with open data.

Apinan Hasthanasombat and Cecilia Mascolo. In Proceedings of The Web Con-

ference 2019 (WWW2019).

Exploring longitudinal cough, breath, and voice data for COVID-19

disease progression prediction via sequential deep learning: model

development and validation.

Ting Dang, Jing Han, Tong Xia, Dimitris Spathis, Erika Bondareva, Chloe

Brown, Jagmohan Chauhan, Apinan Hasthanasombat, Andreas Grammenos,

Andres Floto, Pietro Cicuta, Cecilia Mascolo. In Journal of Medical Internet

Research (JMIR). 2022;24(6):e37004 DOI: 10.2196/37004

Sounds of COVID-19: exploring realistic performance of audio-based

digital testing.

Jing Han, Tong Xia, Dimitris Spathis, Erika Bondareva, Chloe Brown, Jag-

mohan Chauhan, Ting Dang, Andreas Grammenos, Apinan Hasthanasombat,

Andres Floto, Pietro Cicuta, Cecilia Mascolo. In Npj Digital Medicine.

1 (January 2022), 19. DOI:https://doi.org/10.1038/s41746-021-00553-x

COVID-19 sounds: a large-scale audio dataset for digital respiratory

screening.

Tong Xia, Dimitris Spathis, Chloe Brown, Jagmohan Chauhan, Andreas Gram-

menos, Jing Han, Apinan Hasthanasombat, Erika Bondareva, Ting Dang, An-

dres Floto, Pietro Cicuta, Cecilia Mascolo. In Proceedings of 35th Conference

on Neural Information Processing Systems (NeurIPS 2021) Track on Datasets

and Benchmarks.

The INTERSPEECH 2021 computational paralinguistics challenge:

COVID-19 cough, COVID-19 speech, escalation & primates.

Bjrn W. Schuller, Anton Batliner, Christian Bergler, Cecilia Mascolo, Jing Han,

Iulia Lefter, Heysem Kaya, Shahin Amiriparian, Alice Baird, Lukas Stappen,

Sandra Ottl, Maurice Gerczuk, Panagiotis Tzirakis, Chlo Brown, Jagmohan

Chauhan, Andreas Grammenos, Apinan Hasthanasombat, Dimitris Spathis,

Tong Xia, Pietro Cicuta, Leon J. M. Rothkrantz, Joeri Zwerts, Jelle Treep,
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Casper Kaandorp. In Proceedings of INTERSPEECH 2021

Exploring automatic COVID-19 diagnosis via voice and symptoms

from crowdsourced data.

Jing Han, Chloe Brown, Jagmohan Chauhan, Andreas Grammenos, Apinan

Hasthanasombat, Dimitris Spathis, Tong Xia, Pietro Cicuta, Cecilia Mascolo.

In Proceedings of the IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP21)

Exploring automatic diagnosis of COVID-19 from crowdsourced res-

piratory sound data.

Chloe Brown, Jagmohan Chauhan, Andreas Grammenos, Jing Han, Apinan

Hasthanasombat, Dimitris Spathis, Tong Xia, Pietro Cicuta, Cecilia Mascolo. In

Proceedings of the ACM Conference on Knowledge Discovery and Data (KDD).

Health Day: AI for COVID.
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Chapter 2

Background

This chapter covers relevant ideas in neural networks, causality, and robustness

which will be referred to throughout the thesis. The background on causality

will mainly be referenced in Chapter 3, but randomised controlled trials (RCTs)

and matching are also relevant to Chapter 5. The neural network background is

applicable to Chapter 4 and 5, where experiments are conducted using the types

of architectures described here. The background on robustness provides general

context as to the empirical observations in the literature which motivates our

causal formulation of robustness, and how other kinds of robustness studied in

literature fits into this view.

Outline. The feed-forward, convolution, and long short-term memory neu-

ral network architectures are briefly described, followed by the back-propagation

algorithm and no-free lunch theorem. There is a discussion of existing work in

causality, starting from the randomised controlled trial (RCT), to traditional

causal inference algorithms, which are divided into two categories - controlling

confounders and special cases. This is followed by a discussion of the principles

which underlie common causal discovery algorithms. Attention is then turned

to robustness, first on the issue of its definition. Existing work on robustness

to small input perturbations, distributional robustness, and several artifacts of

non-robust models reported in the literature are covered, along with work at

the intersection of robustness and causality.

2.1 Neural networks

Neural networks are high-dimensional parametric functions which is used to

approximate some target function by training on data. Training is achieved

via the backpropagation algorithm. It is sometimes referred to as a black-box

model as it is often unclear how to interpret the learned weights, unlike a linear
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regression with a small number of features. In this section three architectures

found in this thesis, specifically in Chapter 4 and 5, is covered, along with

how they are trained - the back-propagation algorithm. Additionally we briefly

look at the no-free-lunch theorem, which introduces the idea that there is no

single model that will perform well in all possible problems, this is referred to

in Chapter 4.

2.1.1 Feed-forward

The feed-forward neural network, also known as the multilayer perceptron (MLP),

is one of the simplest architectures. It is ‘feed-forward’ because input is passed

through several iterations of transformations, each iteration often called a ‘layer’,

and no information from later layers of the network are put back into the pre-

vious layers.

The general idea is that the network has an input and output layer, with

one or more hidden layers. These layers in the simplest case can be a lin-

ear transformation. The key component is that after each hidden layer, there

should be a non-linear transformation such as the rectified linear unit (ReLu),

defined as Relu(x) = max(0, x). This allows the whole network to be able to

represent non-linear functions. An example is shown in Figure 2.1 where there

are D-dimensional inputs, C-dimensional outputs and one hidden layer with H

dimensions. n represents the index of an arbritary datapoint, vij denotes the

weight which takes input dimension i to hidden dimension j, and wjk denotes

the weight which takes from hidden dimension j to output dimension k.

Let w denote the corresponding matrix of weights wjk for all j, k and

v1v2, ...vH denote weights vij from input dimension i to all hidden dimensions

j. Let z(x) denote the result of the computation after the hidden layer, which

is then fed through another linear transformation to obtain the output y. The

computation is then summarised as the following:

y = wT z(x)

z(x) = [Relu(vT1 x), Relu(vT2 x), ...Relu(vTHx)]

It is often the case that in addition to multiplication by weights vij or wjk

there is a translation by adding aij or bjk called a ‘bias’. MLPs are practi-

cally seen as universal function approximators [20] given a non-linear activation

function and a large number of hidden units. They are used in experiments in

Chapter 4 and 5.
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Figure 2.1: An illustration of a MLP with one hidden layer, diagram from [19].

2.1.2 Convolutions

The practical operation of a convolutional layer of a neural network is illustrated

in Figure 2.2, from [21]. The kernel is moved along the 2D input from left to right

and top to bottom, and the output is obtained from the dot product between

the kernel and the corresponding section in the input. These convolution layers

are used in two state-of-the-art (SotA) models for human activity recognition

(HAR) which are tested in experiments in Chapter 4.

2.1.3 LSTM

The long short-term memory architecture (LSTM) [22] consists of ht, the hidden

state at time t, ct the cell state at time t, and the input, forget, output and cell

gates it, ft, ot, gt at time t, respectively. Each variable is calculated as follows:

it = σ (Wiixt + bii +Whiht−1 + bhi)

ft = σ (Wifxt + bif +Whfht−1 + bhf )

gt = tanh (Wigxt + big +Whght−1 + bhg)

ot = σ (Wioxt + bio +Whoht−1 + bho)

ct = ft � ct−1 + it � gt
ht = ot � tanh (ct)

where σ is the sigmoid function and � the element-wise product. A dia-

gram illustrating this computation is shown in Figure 2.3. Intuitively, the cell
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Figure 2.2: An illustration of the convolution operation, from Goodfellow et
al [21].

state and hidden state keep information which can be used to process longer

sequences. The forget gate allows the cell state to be reset so sequences which

don’t have natural breaks can be used. The input, output, and cell gates allows

the cell state to be maintained over long periods of time without changing every

timestep, which is helpful when processing longer sequences. The LSTM layer

is used in the ConvLSTM model, a SotA model for HAR in experiments in

Chapter 4.

2.1.4 Back-propagation

This section describes the principle behind back-propagation but without the

implementation details. The output of a neural network is usually compared

with the desired output on some metric which reflects how wrong the model’s

predictions are - the loss. The back-propagation algorithm calculates the changes

in the parameters of a network required to reduce the loss of the output in a

computationally efficient manner. It is based on the chain rule of calculus. Let

f : R→ R and g : R→ R. Let z = f(y) and y = g(x), the chain rule states:

dz

dx
=
dz

dy

dy

dx

In its most general form, if y and x are tensors, the chain rule can be written

as:
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Figure 2.3: An illustration of the computation in a LSTM.

∇xz =
∑
j

∂z

∂yj
(∇xyj)

where j is an appropriate dimension tuple index into tensor y and (∇xz)i

gives ∂z
∂xi

with a tuple index i.

The general idea is as follows. The computation performed by a neural

network can be represented by a computational graph. This graph consists of

nodes which represent variables, and each variable is the result of an operation

on one or more other variables (except the input nodes). If a variable y is

obtained by performing an operation on variable x, then there is an edge from

x to y in the graph. Having the computation represented this way means that

the gradient of any particular node can be computed with respect to the nodes

used as its input, and this can be applied iteratively from the output of the

network all the way back to the input data. These gradients can then be used

to adjust the weights of the network in the direction that reduces the loss.

2.1.5 No-free-lunch theorem

The no-free-lunch (NFL) theorem gives credence to the idea that there is no

single model which can perform well on all tasks. It is referenced in the problem

setup in Chapter 4. It is given here without proof. Let X be the feature space

and Y the label space. The following discussion is restricted to the binary

classification case i.e., Y = {0, 1}. Denote by S = {(x, y)}mi=1 the training set,
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which is sampled from D. Denote by h : X → Y the model, also called the

hypothesis, a function that maps from features to labels. h can be written as

A(S) to show that h was obtained by using learning algorithm A on training

set S. Let f : X → Y be the ‘true’ labelling function i.e., yi = f(xi) ∀i. Define

the ‘true’ loss of a model h, given data generating distribution D and labelling

function f as

LD(h) = Px,y∼D[h(x) 6= f(x)]

i.e., the probability of choosing a random sample x from D such that the

prediction is incorrect.

Theorem 1 (No Free Lunch) Consider the binary classification setting de-

scribed above. Let m < |X2 | be the training set size. For any learning algorithm

A there exists a distribution D over X × Y such that:

1. There exists a function g : X → Y such that LD(g) = 0

2. LD(A(S)) ≥ 1
8 with probability at least 1

7 when choosing the training set

S from D.

For every learner, there is a distribution D in which it performs poorly

(statement 2), even though D can be learned successfully by another learner

(statement 1).

2.2 Causality

This section introduces causality by discussing the two main problems tackled

in the field - that of inferring causal effects and causal graphs. This is done

first by examining why the randomised controlled trial allows the estimation

of causal effects. This then motivates causal inference and causal discovery

methods, some examples of which are discussed next. While these methods are

not directly applied in the experiments in this thesis, the ideas described here

are referenced throughout the thesis, in particular in Chapter 3.

2.2.1 Randomised controlled trials

Why do randomised controlled trials (RCT) work? The RCT underpins many of

the important decisions we make as a society, particularly in medicine. How do

we know that this particular experimental design achieves what we want? i.e.,

what problems does it solve, and how does it solve it? If a RCT can be performed

for every treatment and outcome of interest, much of causality research would
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illness

HealthHospitalisation

Figure 2.4: A graph depicting the scenario in our example of assessing the causal
effect of hospitalisation on health. The illness variable is unobserved.

not exist. Since this is not the case, it serves as a good starting point into

our discussion of causality. The following discussion is based on Angrist [23].

The one sentence summary of the answer is that RCTs solve the problem of

(measured and unmeasured) confounding.

The problem of confounding is best discussed with an example. Lets say we

wanted to assess whether going to a hospital improved peoples’ health. Suppose

we have data on several individuals in terms of whether they have been hospi-

talised in the last month, and the perception of their overall health on a point

scale, through a survey.

The problem of confounding is formalised as follows. Let Yi denote the

observed health outcome of individual i. Let Ti denote whether individual i has

been to the hospital in the past month. The observed value of Yi is influenced

by Ti as follows:

Yi =

Y0i if Ti = 0

Y1i if Ti = 1
(2.1)

This setup introduces language to describe what could have happened for

any particular individual i. Y0i is the outcome of i if they did not go to hospital,

regardless of whether they chose to go to hospital, and vice-versa with Y1i. This

is known as the potential outcomes framework [24].

What we are interested in is the expected difference between the potential

outcomes i.e., E[Y1i − Y0i], also called the average treatment effect (ATE). But

if we simply compared the average difference in health outcome grouped by

hospitalisation, for each individual we only observe one of the potential outcomes

conditioned on a particular treatment value Ti. This is not the same as the ATE.

E[Yi|Ti = 1]− E[Yi|Ti = 0] = E[Y1i|Ti = 1]− E[Y0i|Ti = 0]

Adding and subtracting a E[Y0i|Ti = 1] term1, the average difference in

1The substitution could have also been done using E[Y1i|Ti = 0] to get the average treat-
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outcome by hospitalisation can be decomposed into two terms, the average

treatment effect on the treated (ATT), and a bias.

E[Yi|Ti = 1]− E[Yi|Ti = 0] =

ATT︷ ︸︸ ︷
E[Y1i|Ti = 1]− E[Y0i|Ti = 1] +

E[Y0i|Ti = 1]− E[Y0i|Ti = 0]︸ ︷︷ ︸
confounding bias

(2.2)

The key property of RCTs that solve the problem of bias is the random

assignment of treatment; this means the potential outcomes Y0i, Y1i are inde-

pendent of Ti i.e.,

E[Y0i|Ti = 0] = E[Y0i|Ti = 1] and E[Y1i|Ti = 0] = E[Y1i|Ti = 1]

If the above is true, now simply comparing the average health outcome

grouped by hospitalisation gives the correct quantity of interest:

E[Yi|Ti = 1]− E[Yi|Ti = 0] = E[Y1i|Ti = 1]− E[Y0i|Ti = 0]

= E[Y1i|Ti = 1]− E[Y0i|Ti = 1]

= E[Y1i − Y0i|Ti = 1]

= E[Y1i − Y0i]

where the second and third equality uses the fact that potential outcomes

are independent of Ti.

The reason why simply comparing the average difference in health grouped

by hospitalisation doesn’t give the correct quantity is because a hidden con-

founder, for instance illness, can determine both whether someone will be hos-

pitalised and also their health. The (incomplete) causal graph for this scenario

could for example resemble that of Figure 2.4, where illness (in grey) is un-

observed. We say that the illness variable is a confounder. This affects the

average difference in health grouped by hospitalisation through the bias term

shown in 2.2. i.e., E[Y0i|Ti = 1]−E[Y0i|Ti = 0] is the average difference in health

if individual i wasn’t hospitalised in the group that were hospitalised and the

group that were not. Since people who are ill are more likely to be hospitalised

this quantity will be non-zero and therefore affect our estimate.

ment effect on the untreated, combining these two will give the ATE.
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2.2.2 Causal inference

What happens when a RCT cannot be performed? This is the main question

addressed by causal inference methods. When we are interested in determining

a causal effect from data that has not been collected from a RCT, it is often

called an observational study. It is called so because the researchers have not

intervened on the system, such as in a RCT. i.e., they are only observing the

natural state of said system. In the previous example, it may not be ethical

to randomly assign people to be hospitalised. So we only have observational

data (people decide themselves to go to hospital), but may still be interested in

determining whether hospitalisation improves health.

The field of causal inference is vast. It is used across much of the social

sciences - economics, psychology, sociology, amongst others. I break down causal

inference methods into two broad categories: one which control for confounders

after-the-fact, and another called ‘special cases’, which allows a causal effect to

be estimated without explicitly controlling for confounders.

Controlling confounders

In the previous section we discussed a example of measuring the causal effect of

hospitalisation on people’s health. Since the data does not come from a RCT,

we cannot simply compare the healthiness of individuals who were hospitalised

against those who were not to obtain the causal effect. This is because there is

an unmeasured variable, illness, which caused both the health outcome of any

individual and whether they are likely to be in hospital. In other words, people

who are ill are more likely to go to hospital, and are less healthy, and therefore

simply comparing the healthiness of the group that have been to hospital to

those who have not will not reflect the causal effect of hospitalisation on health.

To obtain a valid causal effect, we need to control for (also called adjust

for) the confounding variable(s), in this case illness, if the causal graph that

generated the data is indeed given by Figure 2.4. Adjusting for a set of variables

Z simply means that the effect of performing an intervention is calculated by

comparing the outcome and treatment over the different values of Z = z, and

combining them as a weighted average using the probability of each z, as given

by the adjustment formula [25]:

p(Y = y | do(X = x)) =
∑
z

p(Y = y | X = x, Z = z)p(Z = z)

Where the do(X = x) notation denotes not conditional probability (which is

what we observe in the dataset, and is used on the right-hand side), but rather

the probability that Y takes a certain value if X were to be set at a particular
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value x e.g through random assignment. The average causal effect is then given

by:

E[Y |do(X = 1)]− E[Y |do(X = 0)]

in the case where the treatment X is binary, e.g., did go to hospital, or did

not go to hospital.

The main question when controlling for confounders is which variables to

include in Z. In our running example, it is intuitive that Z should include

the illness variable, but in general, it is unclear. Given a causal graph, Z can

be identified using a graphical criteria, e.g., the back-door criteria, the front-

door criteria, or algebraically using the do-calculus [25]. The do-calculus is the

most general way to find variables for adjustment, and will recover the same

set of variables as the graphical techniques, and sometimes will find variables

for adjustment which cannot be found using the graphical criteria. It is briefly

outlined next.

Do-calculus. The following subsection builds up to the three rules of do-

calculus at a high-level. In particular any proofs are omitted.

Compatibility. Given a graph G = (V,E) and a distribution P (V ), if P (V )

factorises according to:

P (V ) =
∏
X∈V

P (X|PAG(X))

where PAG(X) are the parents of X in graph G. Then P (V ) is said to be

compatible with G.

d-separation. Given disjoint sets of vertices X,Y, Z ⊆ V , X is d-separated

from Y given Z if every trial between any vertex in X and any vertex in Y is

blocked in G. This is written as (X ⊥ Y |Z)G.

A trial in G is blocked by a set Z if:

1. There is a chain A→ B → C and B ∈ Z

2. There is a fork A← B → C and B ∈ Z

3. There is a colliderA→ B ← C and no descendent of B is in Z.

By using d-separation (a graphical condition) on a graph G, we can identify

all the conditional independencies of a distribution that is compatible with G.

d-separation is complete and sound. i.e., if ¬(X ⊥ Y |Z)G then there exists a

distribution P compatible with G such that X is not conditionally independent

to Y given Z. Additionally, if (X ⊥ Y |Z)G then X is conditionally independent

of Y given Z in any distribution P compatible with G.
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The three rules of do-calculus. Given a graph G, and disjoint sets of

vertices X,Y and Z. Let GX̄ be G with all edges to X deleted. Let GZ be G

with all edges out of Z deleted. Let (Y ⊥ Z|X,W )G mean Y is d-separated

from Z given X and W in graph G.

Rule 1. Insertion/deletion of observations

p(y|do(x), z, w) = p(y|do(x), w) if (Y ⊥ Z|X,W ) in GX̄ (2.3)

Rule 2. Action/observation interchange

p(y|do(x), do(z), w) = p(y|do(x), z, w) if (Y ⊥ Z|X,W ) in GX̄Z (2.4)

Rule 3. Insertion/deletion of actions

p(y|do(x), do(z), w) = p(y|do(x), w) if (Y ⊥ Z|X,W ) in G
XZ(W )

(2.5)

where Z(W ) = Z \AnGX̄
(W ), where AnGX̄

(W ) are the ancestors of W in graph

GX̄ .

Matching. The key idea behind exact matching is that we want to find, for

each treated unit, an ‘identical twin’ which did not receive treatment. If such a

twin is available for all treated units, then the average treatment effect can be

estimated by the average of the difference in the outcome for each pair of twins.

This can be thought of as controlling for all variables, even though this may not

be necessary, as discussed previously.

In most datasets it is infeasbile to find an exact twin for each treated unit.

Instead, the closest unit which received a different treatment can be used - this is

nearest neighbour matching. The distance used to measure closeness is usually

the sum of the differences in each variable.

If the number of variables are high, nearest neighbour matching may still

yield large distances between a pair of treated and untreated units, as the dis-

tance is calculated based on a large number of variables. This means the vari-

ables may remain imbalanced. To alleviate this, matching can instead be done

on a single scalar quantity called the propensity score, which has been shown

to balance variables in treated and untreated groups. This is called propensity

score matching [26]. This method has been used in my work in estimating the

effect of neighbourhood built environments on residents health [27]. Matching is

covered in more detail in Chapter 5, where it is used to develop a data selection

algorithm.
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Figure 2.5: A causal graph where the difference-in-difference method may be
used.

Special cases

In the previous section, controlling confounders requires knowledge of the en-

tire causal graph. In this section, I examine two special methods which do not

require such knowledge. Instead, it is required that we know only certain prop-

erties of the causal graph. The first method is called difference-in-difference,

and the second is instrumental variables. The following discussion is based off

Hernan and Robins [28].

Difference-in-difference. Consider the causal graph given in Figure 2.5.

This may represent, for instance, a scenario where we may want to estimate the

causal effect of traffic policing A, on road fatalities Y , such as in DeAnglo &

Hansen 2014 [29]. DeAnglo noticed that the state of Oregan failed to agree on a

budget in 2003, resulting in mass layoffs in the police force, which serves as our

intervention A. The outcome (road fatalities) after the layoffs is denoted Y . Y is

further separated to Y0, fatalities if layoffs did not happen, which is unobserved,

and Y1, fatalities if layoffs did happen, which is observed. The pre-intervention

outcome (road fatalities under ‘normal’ conditions, before layoffs) is denoted C.

There may be unmeasured confounding variables which also affect C, A and Y

- denoted by U . U could be for instance, the number of people speeding.

We know that A has no effect on C, as A comes after C in time, by definition.

However, E[C|A = 1] − E[C|A = 0] is not 0 because of confounding by U (A

and C have a common cause). This quantity actually measures the confounding

effect of A on C by U , and if this confounding effect by U is the same as that

of A on Y i.e.,

E[Y0|A = 1]− E[Y0|A = 0] = E[C|A = 1]− E[C|A = 0]

then we can find the ATT (average treatment effect on the treated):
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(a) (b) (c)

Figure 2.6: Several causal graphs where Z is a valid instrument. Uz is unob-
served. (a) is a causal instrument whilst (b) and (c) are proxy instruments.

E[Y1 − Y0|A = 1] = (E[Y1|A = 1]− E[Y0|A = 0])− (E[C|A = 1]− E[C|A = 0])

= E[Y1|A = 1]− E[Y0|A = 0])− (E[Y0|A = 1]− E[Y0|A = 0])

= E[Y1|A = 1]− E[Y0|A = 1]

which we can see why is called difference-in-difference. Intuitively, it means

if the unmeasured confounding factors that effect road fatalities affect fatalities

in the same way before and after an intervention (the budget incidence) then we

can adjust for those by taking the difference in the difference after intervention

and the difference before intervention. We do not need the knowledge of the

full causal graph, in particular how the variables U affect each other. We only

need to know that U causes C,A and Y and that A causes Y .

Instrumental variables. The second method is based on variables called

the instrument. Consider the causal graphs in figure 2.6. The variable Z is called

the instrument. A denotes the intervention, Y the outcome, and U unmeasured

confounding variables.

For a variable to be an instrument, it has to satisfy four requirements, which

can all be expressed in terms of graphical restrictions except the last one.

1. Z is not independent of A. Note that Z does not have to cause A, as we

will see later. This is known as ‘Relevance’.

2. Z does not cause Y in any way except through A. This is known as exclu-

sion restriction.

3. Z does not share causes with Y. Also known as marginal exchangeability.

4. The effect of the intervention on the outcome is the same for all individuals.

This is known as homogeneity.
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The variable Z satisfies all graphical requirements in Figures 2.6a to 2.6c.

Instruments can be causal or a proxy. Causal instruments are the simplest

ones and are variables that directly influence the treatment, such as in Figure

2.6a. Proxy instruments are those that have associations with the treatment

but does not directly influence it, for instance when it shares a common cause

with the treatment such as Figure 2.6b or when it influences a common cause

of the treatment (S) that has been conditioned on, as in 2.6c.

As an example of an instrumental variable, let A be the amount of smok-

ing by an individual, Y be the incidence of lung cancer, and Z be the tax on

cigarettes. U are unmeasured variables which may affect both how much an

individual smokes, and the risk of lung cancer. This may be for instance genetic

factors or family history. The situation can be plausibly represented by the

causal graph in Figure 2.6a and makes Z a valid instrument. In particular, tax

on cigarettes do affect the amount of smoking engaged by individuals (relevance,

condition 1), tax on cigarettes do not affect lung cancer in any other way except

through its effect on the amount of smoking (exclusion restriction, condition

2), tax on cigarettes do not share any causes with Y (marginal exchangeability,

condition 3), and it is plausible that the effect of smoking on the risk of lung

cancer is the same for all individuals (homogeneity, condition 4).

If we assume the requirements are met, then the ATE in the binary treatment

case, E[Y1 − Y0] is equal to:

E[Y |Z = 1]− E[Y |Z = 0]

E[A|Z = 1]− E[A|Z = 0]
(2.6)

or for continuous instruments

Cov(Y, Z)

Cov(A,Z)
(2.7)

where Cov(X,Y ) = E[(X − E[X])(Y − E[Y ])], for any random variables X

and Y . Note that in the methods covered in this section, it is always the case

that we need to know at least some structure of the causal graph. In many

applications this is not the case - what can be done? In the next section, we

cover another major subfield of causality - determining the graph when it is

unknown. This is the realms of causal discovery.

2.2.3 Causal discovery

What can we do if we do not know the causal graph? In some cases, discovering

the causal graph may be the ultimate goal - for instance in gene regulatory

networks. In others, we may be interested in finding the graph as a first step

to making causal inferences, for example using some of the methods previously
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described.

In the subsequent discussion, we assume that the causal graphs considered

are acyclic i.e., the graphs are directed acyclic graphs. We will also start by

considering the case where there are no unmeasured variables. This is also

known as the causal sufficiency assumption. This section will build up to a

high-level description of the PC (stands for Peter Spirtes and Clark Glymour,

the inventors) algorithm [30].

The key to finding graphical structure from data in the PC algorithm is

through conditional independence tests. If there is a d-separation in the graph,

then this places a conditional independence constraint on the distribution that

is compatible with that graph. We can then work backwards: using conditional

independencies in the data, we can narrow down the shape of the graph by

inferring d-separation. However, to do this we need an additional assumption

- the faithfulness assumption. Intuitively, this means that all conditional in-

dependence constraints follow from the graphical structure. To demonstrate

faithfulness, it is helpful to consider when this is not the case. There are two

ways faithfulness can be violated: ‘balancing out’ and from deterministic causal

mechanisms. The following two examples demonstrate these violations.

Violation by determinism. Consider the causal graph in Figure 2.7. Let

X1 X2 X3

Figure 2.7: A causal graph which could violate the faithfulness assumption by
determinism.

the mechanism for X3 be some deterministic function of X2 e.g., X3 := 2X2.

We now have that X1 is conditionally independent of X2 given X3 but X1 is

not d-separated from X2 given X3 i.e., X1 ⊥ X2|X3 but X1 6⊥d X2|X3.

Violation by balancing out. Consider the causal graph in Figure 2.8

X1 X2 X3

Figure 2.8: A causal graph which could violate the faithfulness assumption by
balancing.

Let the mechanism be defined as follows:
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X1 := ε1

X2 := αX1 + ε2

X3 := βX2 − αβX1 + ε3

where ε1, ε2, ε3 ∼ N(0, 1). In this case, X1 is independent of X3 but they

are not d-separated.

So far we have discussed acyclicity, faithfulness and causal sufficiency. How-

ever another question remains. If we were to test conditional independencies

and work backwards, do the same set of conditional independencies always cor-

respond to a unique causal graph?

This is unfortunately not the case, and two graphs of different structure

which have the same set of conditional independencies are called Markov

equivalent. For instance the three graphs in Figure 2.9 all imply X1 ⊥ X3|X2.

X1 X2 X3

(a)

X1 X2 X3

(b)

X1 X2 X3

(c)

Figure 2.9: Markov equivalent graphs of three variables.

A group of Markov equivalent graphs can be represented by a single graph

called a completed partial directed acyclic graph (CPDAG). A CPDAG has a

directed edge if all graphs in the equivalence class have the same directed edge,

otherwise the edge is undirected. As an example the CPDAG representing the

three graphs in Figure 2.9 is shown below in Figure 2.10a. The other CPDAG

representing the second and final Markov equivalent graphs in the case of three

variables is show in Figure 2.10b.

X1 X2 X3

(a)

X1 X2 X3

(b)

Figure 2.10: All CPDAGs for a graph with three variables.

The main ideas behind the PC algorithm is as follows. Start with the fully

connected graph. Test marginal independencies to remove edges. Then test

conditional independencies to remove edges. Then use colliders to orient the
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edge, or the fact that we assume acyclic graphs. The remaining unoriented

edges remain i.e., we can only discover the graph up to Markov equivalence.

The number of conditional independence tests is exponential to the number of

variables. This also assumes an appropriate test for conditional independence is

available, which is a area of research in itself, and out of scope for our discussion.

The PC algorithm can be extended to work for cases with unmeasured

confounding variables (removing the assumption of causal sufficiency), but the

problem of Markov equivalent graphs remain. See for example the Fast Causal

Inference (FCI) algorithm [31]. There are other types of methods, such as score-

based ones, for instance Greedy equivalence search (GES). However they can

only also identify graphs up to Markov equivalence i.e., they return CPDAGs.

The main takeaway point is that only graphs up to an equivalence class is

able to be identified (with no additional parametric assumptions on the mecha-

nisms), and that computation scales exponentially with the number of variables.

As we will discuss in Chapter 3, this is unfortunate as knowing the causal graph

can be helpful in training robust models.

2.3 Robustness

Robustness is an emerging field of research. To the best of my knowledge, there

is no established consensus on the definition of ‘robustness’, or what it entails.

Instead, some specific form of model failure is observed, and then a problem is

formulated to fix said failure, which then leads to a specific definition. Some

model failures do not yet have a theory to explain them.

In this section we will examine several model failures, and then two defini-

tions of robustness - robustness to small input perturbations and distributional

robustness. The former came from the study of adversarial examples - a partic-

ular form of model failure. Finally we turn to look at work related to robustness

which use ideas from causality. In particular, the task of domain generalisation,

and invariant risk minimisation.

2.3.1 Model failures and the many types of robustness

In the introduction, we have seen models misclassify images based on novel

placements of known objects [7] and small perturbations to the input [5]. Model

performance also degrades with variations in light [32], or weather [33]. We have

also seen models misdiagnose diseases based on images modified with patches

of data, both natural and adversarially constructed [8]. Models trained on

data from one hospital performs poorly on data from a different hospital [34].

Models also fail under ‘object-transplanting’, where objects are placed post-hoc
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within images, which then not only causes the model to fail when classifying

the transplanted object, but existing objects previously correctly classified in

the image become misclassified after transplant [35]. Two datasets, imagenet-O

and imagenet-A, provides natural examples (meaning images not manipulated

by the researcher, but rather are natural, real images) that reliably cause models

to misclassify [36]. A new test set of CIFAR-10 images were constructed to test

the ability of SotA models trained using the original CIFAR-10 dataset and

found a significant drop in performance [37]. It is shown that the new test set

has no significant change in distribution. The same is shown for the ImageNet

dataset [38]. How can we understand these various different modes of model

failure?

There is currently two distinct approaches to robustness which has an es-

tablished field of research, and several other loosely related hypotheses. We will

cover these in turn, starting from robustness to small perturbations.

Robustness against small input perturbations. This strand of robust-

ness research came out of the observation that models fail when faced with

adversarial examples. One of the first works which looked at adversarial exam-

ples (called evasion attacks in this particular work) was in security applications,

e.g., evading spam or malware detectors [39]. The general idea is to minimise

the classifiers discriminant function, or an estimate thereof (ĝ(x)), such that the

model misclassifies the adversarial sample with high confidence; subject to some

constraint on how far (for some distance function d) the adversarial sample (x∗)
is from a real sample (x0) based on some maximum distance dmax.

x∗ = arg min
x

ĝ(x)

s.t. d
(
x,x0

)
≤ dmax

They demonstrate their approach by producing adversarial samples for MNIST

[40] (a dataset of handwritten digits) classification, and for malware detection

in PDF files.

The first work to construct adversarial examples for large image datasets

(QuocNet, AlexNet) is by Szegedy et al. [41]. They pose the question of how

we can reconcile the fact that the network seems to generalize well, whilst be-

ing susceptible to adversarial examples which are indistinguishable from real

examples.

At a high level, the literature on adversarial robustness is based on solving

the problem of finding parameters θ that minimises the empirical adversarial

risk, defined as the worst case loss around some region around an input sample,
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given by:

min
θ∈Θ

{
E(x,y)∼D[ max

δ∈∆(x)
`(hθ(x+ δ), y)]

}
(2.8)

where x, y are the input and label respectively, D is the distribution the

dataset is drawn from, l some appropriate loss function, hθ our predictive model

with parameters θ, and ∆(x) is some perturbation region around an input x.

According to Madry and Kolter, papers in adversarial robustness essentially

propose different ways to solve either the inner maximization problem, or the

outer minimization problem [4] in Equation 2.8.

Robustness to a class of distributions. Another strand of robustness

research is to train a model which performs well on a class of several distributions

- called distributionally robust optimisation. The class is often defined as some

small region around the original test distribution, where this problem reduces

to one similar to adversarial robustness. The formal problem of distributional

robust optimisation is defined as minimising the worst case expected loss over

a set of distributions Q [42].

min
θ∈Θ

{
sup
Q∈Q

E(x,y)∼Q[`(hθ(x), y)]

}
(2.9)

Other works on robustness. There are other works which do not directly

fall under the field of adversarial robustness, or distributional robustness. Some

of these are reviewed next.

Hendrycks et al [43] studied seven robustness hypotheses, primarily on image

data, and conclude that 1. there is no general method that consistently improves

robustness, and 2. robustness is ‘multivariate’ i.e., not as simple as a single scalar

quantity. Yin et al. [44] shows concrete evidence that models latch on to high-

frequency and low-frequency correlations that are predictive of the label in image

models. They also show that different types of training that tries to improve

‘robustness’ can improve certain kinds of robustness whilst being detrimental

to other types of robustness (improve robustness to high/mid frequencies at the

expense of low frequencies and vice-versa). Experiments in [45] show that in

the case of CNN architectures on image data, models rely on ‘surface statistical

regularities’ i.e., high-dimensional spurious correlations, and is the reason why

despite performing well, they are susceptible to adversarial examples. Ilyas et

al. [46] showed using CIFAR-10 and ImageNet data that adversarial examples

are due to models using spurious features to classify the image.

These works seem to point to models using spurious correlations as features

as the reason for its various failures. This seems to be a problem which can

be tackled using ideas from causality, and indeed this is an emerging area of
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research.

2.3.2 Causality and robustness

If spurious features are the reason for non-robustness then we would like our

models to use causal features i.e., the features which cause the label to take any

given value. The main challenge is how to learn these causal features; this is

the problem the causal approach to robustness is trying to answer.

There are various methods which are inspired by ideas in causality, and there

are two broad approaches. One approach is to learn disentangled representa-

tions, where in addition to the usual setup, a causal constraint is placed on the

latent representation [47, 48]. These do not have robustness as an end goal, but

learning a disentangled representation can be the first step to training a robust

model. This is similar to first performing causal discovery, as we discussed in

Section 2.2.3. However, the main problem of identifiability remains, and this is

only explicitly considered in work by Khemakhem et al [49], which do not con-

sider the problem of robust prediction. These methods allow causal discovery

to be performed on complex high-dimensional data such as images, but face the

same fundamental challenges as outlined in Section 2.2.3.

Another approach, which is the approach adopted in this thesis, is to lever-

age data from different environments, where the main ideas were proposed by

Peters et al [18] in a statistical setting, and then made more widely applicable

to neural network models by Arjovsky et al [50]. This main idea is discussed

in more detail in Chapter 3, where we derive the empirical causal convergence

result. There has been multiple derivative works which build on this main idea,

such as anchor regression [51] and its extension [52], however their proposals

are currently limited to linear settings. Other derivative work make different

assumptions, such as assuming concept shift (P (Y |X) changes) and that vari-

ations in training distributions are similar to variations at test time [53]. As

evidence to the significance of the idea behind IRM, there are multiple works

which try to better understand and refine it [54, 55, 56].

Instead of proposing any particular method for learning a robust model

such as IRM or its variants, the work in Chapter 3 instead tries to establish

a theoretical view of whether using only the information from different data

environments can help obtain a robust predictive model, where robust is defined

using a causal interpretation. The remaining chapters explore the consequences

of this causal interpretation of robustness in the application of Human Activity

Recognition (HAR), and then by exploring a method to achieve robustness

which potentially uses less data.

In the remainder of this section, the optimisation performed by IRM is briefly
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reviewed, as well as the intuition behind spurious features. We also talk about

domain generalization, which aims to solve the same robustness problem as the

one presented in this thesis, but without connection to causality.

Invariant Risk Minimisation (IRM). One of the first approaches to get-

ting a neural network model to use causal (also called invariant) features is

invariant risk minimisation [50]. The main idea behind IRM is that instead of

merging all training data and discarding information related to which groups

each datapoint belongs to, this information could help models learn invariant

features. This idea is turned into an optimization goal by finding a data repre-

sentation φ and classifier w that minimises invariant risk:

min
Φ:X→H
w:H→Y

∑
e∈Etr

Re(w ◦ Φ)

subject to w ∈ arg min
w̄:H→Y

Re(w̄ ◦ Φ), for all e ∈ Etr

This is reduced to a more practical version which doesn’t require a bi-level

optimization:

min
Φ:X→Y

∑
e∈Etr

Re(Φ) + λ ·
∥∥∇w|w=1.0R

e(w · Φ)
∥∥2

i.e., we are looking for a data representation φ such that the dummy classifier

w minimises the invariant risk across each training environment, plus a gradient

norm penalty, controlled by the hyperparameter λ.

Cows versus camels. The cows versus camels scenario is an example used

to illustrate how models can learn spurious features to predict the label that

can be easily understood by humans. It describes a setting where a classifier

is trained to distinguish between cows and camels. The images of cows in the

training set all have a green grassy background, and the images of camels were

on a brown sandy background. The classifier, having successfully trained on the

training set, would mistakenly classify cows and camels in any other background.

The conclusion is that it had learnt to use the background, as opposed to the

animal, to classify the label. In the original IRM paper this setting was tested by

using MNIST digits with a background colour correlated to the label in training,

and reversing the correlation in the testing set.

Domain generalization. In light of the problem with spurious correlations

described, Gulrajani et al. [57] constructed a benchmark for a task called domain

generalization. This task aims to capture the ability of a model to learn invariant

features, also sometimes called generalising to new domains. The benchmark

consists of multiple image datasets where each dataset may contain the same
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object but in a different ‘domain’. Whilst they offer no formal definition of

what constitutes a ‘domain’, in practical settings it is relatively clear. A domain

captures the same phenomenon of interest under a different environment. For

instance, an image classifier should be able to classify an animal whether it is

an image, painting, drawing or a sketch. This benchmark accommodates the

task-centric view of machine-learning, and they provide a table summarising the

differences between the domain generalisation task and other machine learning

tasks, shown in Figure 2.11.

The task of domain generalization is mentioned for completeness, but meth-

ods which are used to tackle the task does not have to be connected to causality.

Figure 2.11: The differences between domain generalization and other machine
learning tasks. Ld and Ud denotes labelled and unlabelled data from domain d
respectively.

In this section we have now seen various types of model failures, from small

input perturbations, novel object placements, object transplanting, variations

in light, weather and hospitals, amongst others. We see that there are two

established fields of robustness research, robustness against small input per-

turbations, and distributional robustness, which tackle some but not all of the

various model failures described. We also see various other theories of robust-

ness proposed, many of which point to models using spurious features as the

main culprit behind its failure. Is there a unifying way to view these robustness

issues? As will be explained in further detail in the next chapter, causality can

be used to unify these issues under one common formalisation.

If model failures arise from not using the causal features which determine the

label, the question is then of course, how can the causal features be learned? We

have seen that invariant risk minimisation (IRM) proposes a modified loss and

training setup to encourage learning invariant features, and the task of domain

generalisation. As will be discussed in Chapter 3, we will argue that there is no

straight-forward method to learn causal features, especially in high-dimensional
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data, but optimising only for prediction performance across many domains even

in non iid settings is a valid approach towards a causal model.
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Chapter 3

Causality and prediction

robustness

We have seen various model failures and the types of robustness studied in lit-

erature, which can’t yet be used to explain all of the observed failures. Many

empirical observations seem to suggest that models using spurious features cor-

related with the label are the main culprit behind many observed failures. Can

we better understand these failures, and hence robustness, by connecting ro-

bustness to ideas from causality? Additionally, given our discussion on causal

inference and causal discovery methods in Chapter 2, can these methods be used

to train more robust models? These are the motivating questions for the dis-

cussion in this chapter. The answer is not completely straightforward; current

inference and discovery methods are not practical, but there is hope by using

multiple data environments. The discussion in this chapter forms the ‘causal

view’ of robustness that is referred to throughout this thesis.

Outline. The chapter proceeds as follows. We cover some related work and

the motivation for connecting causality to robustness. We then introduce struc-

tural causal models (SCM), entailed distributions and interventions. We then

discuss how robustness can be formulated in terms of SCMs, and how knowing

the causal graph could help design more robust models. We discuss how existing

causal discovery and causal inference methods come with challenges and is not

very helpful in model robustness. We then cover Peters’ [18] invariant causal

prediction work, which first introduced the idea that the causal parents can be

discovered using data from multiple interventions. We then cover Probably Ap-

proximately Correct (PAC) learning [58], which outlines why a model trained

on a training set should also perform well on a separate test set, assuming both

datasets are iid. Finally, the empirical causal convergence idea is presented,
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which concludes the chapter.

3.1 Introduction

We have seen examples of several failures by deep neural networks in Chap-

ter 2. This ranged from variations in object style, poses, lighting, weather to

hospitals [34, 6, 7, 33, 32]. We have also seen various empirical observations

regarding the robustness of said models. Some existing work points to models

using features which are spuriously correlated with the label for prediction as a

possible explanation for its non-robustness [44, 46, 45].

Intuitively speaking, using the cause of a target variable should avoid the

issue of models using spuriously correlated features, and hence the issue with

non-robustness. However, it is still unclear what the connection between the

ideas in causality and that of robustness are. For instance, can the literature

in causal inference and causal discovery, some of which are covered previously,

be used to train more robust models? How can robustness be formulated using

causality?

We have also additionally seen two fields of research which studies issues

related to model robustness - that of adversarial and distributional robustness.

If we were to define robustness using causality, how does this fit in with these

fields of research? These questions motivate the work in this chapter.

We start by discussing how structural causal models (SCM), which is as-

sumed to generate the observed data, is related to robustness. Whilst SCMs

have been studied for some time, its connection to model robustness have not

explicitly been discussed in literature. This is achieved by using the idea of

intervention distributions, defined in section 3.3. This has the advantage of ad-

dressing some deficiencies in existing formulations of robustness. This is called

the ‘causal view’ of robustness, which is referred to throughout this work. We

then explore some general implications of this causal view.

In particular, this means that the relationship between different distributions

of non-iid data of the same task is precisely defined. This provides a foundation

to decide which variables should be used to construct a robust model - if we

knew the causal graph. In practical settings, this is not the case. We then take

a look back at our discussion of causal inference and discovery algorithms in

Chapter 2 - can these be helpful? The short answer is no, if we don’t assume

any knowledge about the causal graph. We then argue that the most practical

approach to find a robust model is to exploit data from different intervention

distributions. This idea was first introduced by Peters [18], who showed that

given data from different intervention distributions, the causal parents can be

identified using appropriate hypothesis tests. However this is impractical with
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a large number of variables due to the computational costs of these tests.

Instead, we propose the idea of empirical causal convergence (ECC); a model

will become more robust if it achieves good prediction on a diverse range of

intervention distributions of a common SCM. This idea has some interesting

implications. Previously, the probably approximately correct (PAC) model [58]

of learning provided justification to why optimising for prediction accuracy on

the training set (minimising empirical risk) should give models that perform

well on a test set it has never seen, given that training and testing data are iid.

The proposed ECC idea provides a reason for optimising for prediction accuracy

when training and test sets are not iid.

In summary, this chapter contributes the following:

1. a formulation of robustness in terms of the data-generating SCM

2. we investigate whether existing work in causality can be helpful in training

robust models. It turns out they are not immediately applicable.

3. We argue that the most practical way to train a robust model, given

current causal inference and causal discovery methods, is to use data from

different environments. This was first proposed by Peters [18] but their

method is not more widely applicable due to the hypothesis tests involved.

4. We propose the idea of empirical causal convergence, which connects the

loss (risk) of a model to the causal mechanism in the SCM. This provides

a reason to optimise for a model’s loss in non-iid settings.

3.2 Related work

Consider equation 2.8 which states the general objective for adversarial robust-

ness. This objective states that we are interested in optimising the worst case

loss of a model around a region of an input sample x, repeated below for con-

venience.

min
θ∈Θ

{
E(x,y)∼D[ max

δ∈∆(x)
`(hθ(x+ δ), y)]

}
The formulation of the objective comes directly from considering adversarial

examples, which are small perturbations to the input which causes the model

to misclassify but does not change the input in a distinguishable way, such as

that shown in Figure 1.1. An adversarially robust model can be thought of

as one which can minimise this objective for some defined region ∆x around

the input. However, this formulation of robustness cannot capture other types

of model failures. For instance those from novel placements of known objects,
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or different styles of the same object, previously shown in Figure 1.3 and Fig-

ure 1.2 respectively. This stems from the difficulty of defining some region of

perturbation ∆x that would capture these different instances (placement, style).

Now lets consider equation 2.9, which states the objective for distributional

robustness, also repeated below for convenience. This states that we are in-

terested in optimising the worse case expected loss from a set of distributions

Q.

min
θ∈Θ

{
sup
Q∈Q

E(x,y)∼Q[`(hθ(x), y)]

}
This formulation of robustness is more general than the adversarial formu-

lation, and by defining the set Q appropriately, this objective can be used to

train models robust to small input perturbations, similar to optimising for ad-

versarial robustness above [59]. In theory this formulation of robustness should

be able to capture the types of model failures discussed previously, provided we

can define an appropriate set of distributions Q. However it remains unclear

how Q should be selected in general.

The empirical observations in literature regarding robustness seem to point

to spurious features as the main culprit behind many model failures. The

coloured MNIST experiment in Arjovsky et al. [50] showed that models will use

the image background that is highly correlated with the label for prediction.

Yin et al. and Jo et al. [44, 45] showed that image models use high-frequency

and low-frequency features which correlate with the label for prediction. Ilyas

et al. [46] showed on two popular image datasets that adversarial examples are

caused by models using spurious features. It is then natural to question whether

using causal features will mitigate these robustness issues. However the connec-

tion between causality and prediction robustness is unclear. As we will see in the

coming discussion, the difficulty comes with identifying these causal features.

Domain generalisation [57] proposes an empirical vision benchmark moti-

vated by models’ inability to generalise out-of-distribution. While they refer to

various model failures in their motivation, the connection to causality remains

unclear. There is an additional difficulty of the precise definition of a ‘domain’.

As we will later see, formulating robustness with SCMs mean that this defini-

tion is well defined. IRM [50] states their motivation as learning stable or causal

features, as opposed to spurious correlations, and proposes a loss function which

promotes these features. However, the question of how this relates to SCMs,

the main formalisation in causality, still remains. There is also the overarching

question of how the literature in causal inference and causal discovery methods,

seen previously, fits into robust prediction models. Are they of any use? If not,

why not?
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Given the empirical observations with regards to spurious features, the chal-

lenges that come with the adversarial and distributional robustness formulation,

and the large existing literature on causal inference and discovery methods, it

seems appropriate to question what, if any, is the connection between robust-

ness and causality? The SCM construct makes this connection clear, and is the

topic of the next section.

3.3 Structural causal models and robustness

This section introduces the structural causal model (SCM), which is used in

causality to represent the mechanism which generated the observed data. It

forms the basis of the causal view of robustness. This particular formalisation

of causality is credited to Pearl [25]. It is not the only formalisation; there is also

the potential outcomes framework [24], but it is not relevant to our discussion

here.

3.3.1 Structural causal models

In modelling data, discussions are usually centred around a data distribution.

Central to causality is the idea of a fixed data generating mechanism. To under-

stand this, it is useful to look at the problems in areas where causal questions

are often asked. These questions span a wide range of fields from economics,

biology to psychology, and beyond. For instance, we might be interested in the

causal effect of class size to final test scores, or we may be interested in the

causal effect of smoking on incidence of lung cancer, or perhaps the causal effect

of an advertising campaign to sales. In all of these instances, we assume there

is some underlying way in which the cause (class size, smoking, advert) affects

the outcome of interest (test score, risk of lung cancer, sales) which remains the

same across the different units of the population (in all three examples, this is

people) that we observe. As an example, the data generating mechanism for

how smoking affects lung cancer may look something like Figure 3.1.

This idea of a data generating mechanism is formalised by the structural

causal model (SCM)1. A SCM is a purely mathematical definition of how vari-

ables obtain their value. One can think of it as a generative model for the

dataset.

Definition 1 (Structural Causal Model). A SCM S = (X, f ,N) is a three tuple

consisting of a set of p variables X, a set of p structural assignments f , and

a set of p exogenous noise variables N. One of the variables is designated a

1In some literature it may have a different name, e.g a causal Bayesian network, I will use
SCM in this thesis.
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Figure 3.1: An illustration of what the data generating mechanism for how
smoking affects lung cancer may look like.

‘target’ Xt. Each variable Xi has a value which is determined by its structural

assignment function fi, other variables, and its noise variable Ni:

Xi := fi(PA(Xi), Ni) i = 1, 2, ..., p (3.1)

Where PA(Xi) are the variables which influence the value of Xi, also called

the parents of Xi. N1, N2, ...Np are jointly independent, i.e., The joint distri-

bution of all noise variables PN is a product distribution.

A SCM has a corresponding graph representation, by drawing a directed

edge from variables which influence the value of Xi, to Xi. i.e., from PA(Xi) to

Xi. The SCMs considered in this thesis are assumed to correspond to directed

acyclic graphs (DAGs) unless otherwise specified.

Example. A SCM with two variables, X1 and Xt is defined as follows:

X1 := Normal(400, 50)

Xt := 0.0005X1 +Normal(15, 1)
(3.2)

X1 could be the altitude (m) and Xt the temperature (C). Here N1 is Nor-

mal(400,50) and Nt is Normal(15,1). The corresponding graph is shown below

in Figure 3.2.

X1 Xt

Figure 3.2: An example SCM

A SCM in its ‘natural’ state gives rise to a joint distribution over the variables

considered.

Proposition 1 (Observational distribution) A SCM S entails a distribution
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over the variables X, called the observational distribution.

Since the SCM considered are acyclic, we can re-write each variable Xi as a

function of its ancestral noise terms. For instance, We could generate a sample

from the joint distribution of the two variable example above by first sampling

X1 from N1 and then calculating Xt after sampling from Nt.

One of the main features of SCMs is that it allows interventions on the

system to be represented.

Definition 2 (Intervention). An intervention I on SCM S is a set of structural

assignments {f̃j , f̃j+1, f̃j+2, ..., f̃k} where {j, j + 1, j + 2, ...k} ⊆ {1, 2, 3, ..., p}
which replace the original structural assignments in S:

Xj := f̃j(P̃A(Xj), Ñj))

replacing the original parents with P̃A(Xj) and noise terms with Ñj.

This means we are able to change the way any variable Xj is determined.

In the example SCM in Figure 3.2, temperature varies naturally as altitude is

changed, for instance when moving up or down a mountain. An intervention

on the temperature variable Xt may represent an event such as starting a fire,

where the mechanism for determining temperature has changed.

Interventions can be broken down into different types, namely do-interventions2

where the structural assignment is set to a particular fixed point, e.g., set Xt

to 20. Or soft interventions, which encompasses more general changes to the

mechanism. For instance where the intervened variable Xi may still be influ-

enced by its parents, but in a different way, or only the noise distribution Ni

has changed. For instance set Xt := 0.0008X1 +Normal(30, 1).

After an intervention, the SCM entails a different distribution - the inter-

vention distribution.

Definition 3 (Intervention Distribution). Consider a SCM S = (X, f ,N) and

its entailed distribution PX. If there has been an intervention I on S, resulting

in a SCM SI and corresponding distribution PXI
. PXI

is called an intervention

distribution of S induced by intervention I.

After an intervention I on an SCM S, a sample from the intervention distri-

bution could be generated by following the same procedure described previously

for the observational distribution.

The SCM, and interventions on SCMs, provide the language to be able to

describe an underlying data generating mechanism, and changes to it. It has the

2also called atomic or surgical interventions
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added benefit of being connected to literature on causal inference and discovery.

Whether this literature is useful, and how robustness can be formulated in terms

of SCMs is discussed next.

3.3.2 Finding a robust model

SCMs allow us to define the vague idea of a ‘domain’ of the same task. Some

examples of domains we have discussed are style, object orientation, or hospitals.

Each ‘domain’ of a task can be viewed as a particular intervention on a common

SCM. Since an intervention on a SCM means it entails a different distribution,

this is consistent with the fact that data from different domains have different

distributions.

We can also now define what a robust model is. A robust model is one

which performs well across all of the possible intervention distributions of a SCM

representing the task. The question then becomes what type of interventions

do we expect to see on the SCM, and this will differ according to the specific

application. For example, consider the fictional SCM in Figure 3.3 relating the

variables work hours, free time and time spent on exercise.

Work 
hours

Free 
time

Exercise 
time

Figure 3.3: A fictional SCM on three variables

If the task was to predict the amount of free time a particular person has,

an intuitive thing to do would be to use the causal variable, work hours. Specif-

ically, the mechanism ffreetime that is a function of work hours would make

the ideal model. But if we do not expect any interventions on the exercise time

variable, we should also use this downstream variable from the target for predic-

tion. However, one can imagine different populations of people who have certain

interventions on their exercise time. Consider a population of health-conscious

people who may follow a strict exercise regime, or perhaps the population of

professional athletes; the mechanism which determines their exercise time vari-

able is different to a group of randomly selected people from a population. This

means that a model which uses the exercise time variable in predicting free time

is not robust to these different populations, as opposed to a model which only

uses the variable work hours.

40



In general, the parent of a target variable is a robust predictor assuming that

we will not see data that comes from an intervention on the target variable. If

we had additional information about whether certain interventions are expected

on each variable of the graph, we can select appropriate variables which should

be included in a model. However, this assumes that we know the SCM. Of

course, the issue is that in most practical scenarios, the SCM is not known.

What can be done?

Existing work in the causality literature. Causal discovery is the re-

search area concerned with discovering the graphical representation of a SCM

using data from the entailed distribution. However, there are a few challenges,

some of which have been covered in more detail in Chapter 2. 1. Many devel-

oped algorithms, such as PC and FCI [30] relies on conditional independence

tests, which doesn’t scale to high-dimensional data such as images or time-series.

2. Other causal discovery algorithms which do not rely on hypothesis tests such

as LinGAMs or ANM’s [60] rely on making assumptions about the causal mech-

anisms allowed in the SCM. 3. In many cases, the algorithms may not be able to

identify a particular graph, but rather an equivalence class of graphs (CPDAGs

and PAGs for the PC and FCI algorithms respectively). 4. Often we are not so

interested in the whole graph, but only in the variables surrounding the target

variable, in particular the parents.

On the other hand, causal inference methods can estimate the effect of in-

tervening on a particular variable on the outcome, and this may be useful in

eliminating non-causal variables, such as exercise time, for the example above.

We could find the causal effect of all variables on the target and keep only ones

with non-zero effect. However this does not give you the parents; it may give you

an ancestor of a parent, or any variable on the causal path to the target. The

main problem with most causal inference methods is that it requires knowing

something about the causal graph, as discussed in Chapter 2.

One promising approach is an empirical way to learn the cause (parents)

of a target variable, without the need to learn the entire graph. This was the

main contribution of invariant causal prediction (ICP) [18], which does this by

leveraging data from different environments - a requirement that is practically

very applicable. However, ICP relies on hypothesis tests, and therefore suffers

with computational cost when it comes to high-dimensional data.

Building on the idea behind ICP, it turns out that if a model is able to predict

well under a large variety of environments, it is likely to be closer to the causal

mechanism of the target variable. In other words, to find the cause of some

target variable, optimising a model to perform well under diverse environments

should suffice, replacing hypothesis tests with prediction loss. This suggests

that purely optimising for prediction accuracy (under diverse test distributions,
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i.e., non-iid settings) is well founded, similar to how minimising empirical risk is

well founded in the case where training and test data are iid. This is the main

result - Empirical Causal Convergence (ECC).

The idea behind ICP is covered in the next section, followed by the theory

behind the current main learning paradigm, empirical risk minimization (ERM).

Given these two ideas, we have sufficient context to introduce empirical causal

convergence (ECC), which then concludes the chapter.

3.4 Finding causal variables through invariant

prediction

The main idea behind ICP, by Peters et al. [18] is that the causal variables of

some target can be identified by leveraging data from multiple environments i.e.,

instead of pooling data together, the data is kept separate. By not discarding

this extra information, it could be used to narrow down the causal variables. We

briefly discuss the main ideas behind their work; all of the following is credited

to Peters et al. [18]. A more detailed summary is given in Appendix A.

ICP makes two assumptions - the invariance assumption, intuitively that

there exists a model that can predict well under all of the data environments.

This corresponds to assuming that there is a common SCM. Additionally, that

each of the data environments come from an intervention on the SCM that is

not on the target variable (Y).

Given these two assumptions, it shows that the causal variables can be iden-

tified using a generic three step algorithm. Given p predictor variables (X), for

each subset S of the predictor variables: 1. perform a hypothesis test on S of

whether it can be used to construct an invariant model for all data environ-

ments. 2. The plausible causal predictors are the intersection of subsets S such

that the hypothesis is not rejected. 3. The causal coefficients are then given

by the union of the coefficients of the subsets that are not rejected. The causal

predictors and coefficients come with statistical guarantees given the hypothesis

test used satisfies certain properties.

This is significant because it flips a well known relationship on its head.

Whilst it is obvious that causal variables lead to robust predictors (as discussed

in a preceding example), the inverse idea that robust predictors can lead to the

causal variables have not been considered previously.

However, this all relies on statistical hypothesis tests, which does not scale

to high-dimensional data, and are often impractical. Is there a way to directly

relate prediction performance to causal variables? Before this question is dis-

cussed, we need to examine the theoretical reason for empirical risk minimisa-
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tion. This is the topic of the next section.

3.5 A theoretical perspective on learning

Much of the progress in machine learning in the past decade is empirically

driven. The availability of benchmark datasets such as MNIST [61] and Ima-

geNet [62] are key to this progress - it is the way in which advances in the field

are measured. This empiricism has led to many breakthroughs, from protein

structure prediction [2], to generating realistic images [63].

As an empirically driven field, it is important to not lose sight of the less

visible and less immediately applicable foundational work which underpins cer-

tain practices today. Not least because it gives these practices some form of

justification, many researchers have declared their impatience for theoretical

understanding (why does it matter if it works?); But because revisiting some of

these foundational ideas may help us come up with new ways to think about

the problem.

This section gives an overview of one of the main paradigms in ML today -

Empirical Risk Minimization (ERM) [64] and its justification, PAC learning [58].

To many practitioners it is standard practice to pool available training data and

split it into three partitions. Then, train a model on the first partition (training

set), choose hyperparameters on the second (validation set), and evaluate the

performance on the final partition (test set). Why is this the case?

We are interested in two aspects in particular. 1. why we can expect a

model to perform well on the test set when it is only trained using the training

set, and 2. the validity of using a validation set for model selection. To address

these two questions, we look to some results from learning theory - the topic for

this section.

As we will discuss in the coming sections, the answers to both these questions

rests on the key idea that the training, validation and test sets are independently

and identically distributed (iid) according to some distribution. However, what

can we do when this is not the case? Thinking about causality, and using the

formalisation that have been developed to study causality, may be helpful to

answer these questions. But first, we cover some ideas from learning theory

which led to ERM, the main learning paradigm today.

The remainder of this section covers existing results. PAC learning is cred-

ited to being first proposed by valiant [58], but many results have been developed

since. The discussion here is based on Shalev-Shwartz and Ben-David [65].

A formal model for learning. A formal model of learning can be defined

as follows. There is a training dataset S, sampled from an unknown distribution

D. Let the space of the samples be denoted by Z. For instance in prediction
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problems, this is the product of the feature and label space Z = X × Y. We

are interested in finding a model, often called a hypothesis, h. In the prediction

setting, the hypothesis takes as input the features and outputs a label h : X →
Y. The hypothesis is selected from a set of potential hypotheses H, called the

hypothesis class, by the learning algorithm using samples S. This is achieved

by evaluating a loss function l : H × Z → R+, which takes a hypothesis and a

sample and returns a positive number. In the prediction case, the loss function

may be for instance the mean squared error l(h, (x, y)) := (h(x)− y)2.

The true risk of a hypothesis h is defined as the expected loss of h w.r.t

distribution D over Z.

LD(h) := E
z∼D

[`(h, z)] (3.3)

It is called a true risk because it is the risk if we have full knowledge of the

distribution D. In practice, this is not the case. Instead, we only know the

empirical risk, which is the risk over the training dataset S of size m. Denote

the emprical risk by LS(h).

LS(h) :=
1

m

m∑
i=1

` (h, zi) (3.4)

Finding a model h that achieves low empirical risk LS(h) is called Empirical

Risk Minimization (ERM).

3.5.1 Why minimize empirical risk?

We can now take a look at our first question, which can now be stated more

precisely. When data is generated from some unknown distribution D how

can we measure the true risk on D if we only have a finite sample from the

distribution? In other words, how can we be sure that training on the finite

sample will mean our model will perform well on all samples that can possibly

be drawn from D?

The short answer is yes, if the model is trained with enough samples. The fol-

lowing section outlines this argument. The argument first defines more precisely

what it means to ‘perform well’ by defining the idea of probably approximately

correct (PAC) learnability. It then defines a concept of a ‘representative’ train-

ing set S, which means that learning with S should give a risk that is ‘close’

(formalised as ε) to the true risk on the entire distribution. It is then shown

that if a sample S is representative, then a hypothesis hS chosen using ERM

on S will have a risk close to the hypothesis h that will minimise the true risk

in the class H. We can then define a property of hypothesis classes H called

uniform convergence which says that there exists a number of samples mUC
D
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such that if more than mUC
D samples are drawn from the distribution then there

is a high probability (formalised by δ) that the sample is representative, which

means that we would get a hypothesis with a risk close to the true risk by using

ERM on S. It is then shown that all finite hypothesis classes have this property,

and for our purposes the discussion ends here. There is theory that tries to

extend this notion of ‘learnability’ to infinite hypothesis classes with addition

constraints, but for our discussions this is less relevant. As our computers have

finite precision, for practical purposes all the hypothesis classes considered are

finite. The arguments that follow are given without proof.

Definition 4 (PAC Learnability) A hypothesis class H is PAC learnable with

respect to a set Z and a loss function l : H× Z → R+ if there exist a function

mH : (0, 1)2 → N and a learning algorithm with the following property: For

every (ε, δ) ∈ (0, 1) and for every distribution D over Z, when running the

learning algorithm on m ≥ mH(ε, δ) i.i.d samples generated by D, the algorithm

returns h ∈ H such that, with probability of at least 1− δ

LD(h) ≤ min
h′∈H

LD(h′) + ε

where LD(h) = Ez∼D[l(h, z)]

This means that the hypothesis returned from a PAC learnable class based

on mH samples will have a true risk which is bounded from above by the true

risk of the hypothesis in the class H that minimises the true risk, plus some

small margin. In other words, the returned hypothesis will be ‘close’ to the

optimal hypothesis in the class.

To establish that all finite hypotheses have this property using the ERM

rule, we must first establish when learning using ERM will give a risk that is

close to the true risk.

Definition 5 (ε-representative sample) A training set S is ε-representative with

respect to a domain Z, hypothesis class H, loss function l, and distribution D if

∀h ∈ H, |LS(h)− LD(h)| < ε

Lemma 1 If a training set S is ε
2 -representative, then learning with ERM on

hypothesis class H using S, i.e., any hS ∈ argminh∈HLS(h) satisfies

LD(hS) ≤ min
h∈H

LD(h) + ε

This implies that for ERM to be a PAC learner, we need to show that an

ε−representative sample is drawn with probability of at least 1 − δ. This is

called the uniform convergence property.
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Definition 6 (Uniform Convergence) A hypothesis class H has the uniform

convergence property with respect to domain Z, and loss function l if there

exists a function mUC
H : (0, 1)2 → N such that for every ε, δ ∈ (0, 1) and every

distribution D over Z, if S is a sample of size m > mUC
H (ε, δ) drawn i.i.d from

D, then with probability of at least 1− δ, S is ε−representative.

Lemma 2 If a hypothesis class H has the uniform convergence property with

function mUC
H then it is PAC learnable with sample complexity mH(ε, δ) ≤

mUC
H (ε2, δ) using ERM.

What is left to show is that finite hypothesis classes have the uniform con-

vergence property, which means that they are PAC learnable using ERM.

Theorem 2 If H is a finite hypothesis class, let Z be a domain and l : H×Z →
[0, 1] be a loss function. Then H has the uniform convergence property with

sample complexity

mUC
H (ε, δ) ≤

⌈
log(2|H|/δ)

2ε2

]
Additionally, H is PAC learnable using ERM with sample complexity

mH(ε, δ) ≤ mUC
H (ε/2, δ) ≤

⌈
2 log(2|H|/δ)

ε2

⌉
We have defined what it means for a learning procedure to ‘perform well’

by a property called PAC learnability on hypothesis classes. It is then shown

that the hypothesis obtained by learning using ERM will have an empirical

risk that is close to the true risk of the optimal hypothesis in the class if the

sample is representative. We then define a property called uniform convergence

on hypothesis classes that means if over a certain number of samples are drawn,

the sample is representative with high probability. It is then established that if a

hypothesis class has the uniform convergence property, then it is PAC learnable

using ERM. Finally, it is shown that finite hypothesis classes have the uniform

convergence property, and therefore learnable using ERM.

This concludes our first question - why should we expect a model to perform

well on test data from some underlying distribution when we only have access

to finite samples from said distribution for training? If the data is i.i.d and

the hypothesis class is finite, the argument is that minimising the empirical risk

should be representative of minimising the true risk.

An additional validation set is often used to get a better estimate of the true

risk of a hypothesis, and it can be used to select a particular hypothesis out

of several candidate hypotheses, based on the empirical risk on the validation
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set. This is less relevant to our discussion here, and the formal results are

summarised in Appendix B.

We have now seen arguments why training using the ERM framework is

sound, and should lead to models that perform well on the test set. This relies

on the key idea that data is iid. What, if anything, can we say when the training

and test data is not from the same distribution?

3.6 Empirical causal convergence

In the previous sections we’ve seen work by Peters [18] which showed that the

causal variable can be identified with access to data from different environments

under certain conditions using repeated hypothesis tests. This is computation-

ally expensive and not practical, as the number of tests scales exponentially with

the number of variables. We have also seen the reasoning behind ERM, namely

that it is representative of minimising the true risk, given that the training and

testing set are i.i.d.

At first it may seem that these two ideas are disparate, but they can both

be used in combination with SCMs to connect prediction robustness across dis-

tributions with the causal mechanism. Specifically, if a model achieves low risk

when predicting a target variable across many data environments, it will move

closer to the causal mechanism of the target. This has interesting implications,

including optimising empirical risk when data is not i.i.d, and finding the causal

variables without using hypothesis tests.

From an assumption point of view, it has several advantages. 1. It relies

on having access to data from different environments, a practical condition in

many applications. 2. It does not require knowing where the intervention was

performed, only that there was an intervention. 3. It makes no assumption

about the graph structure except that it is acyclic.

Intuition. There are datasets D1, D2, ..., Dn sampled from intervention dis-

tributions of a common SCM S where the target variableXt has some mechanism

fXt . Denote the model trained on these datasets as h. The main idea is that as

the number of dataset increases, h will be forced to abandon spurious features

which do not hold for some datasets, as this will result in a large empirical risk.

In other words, fXt
is the only low empirical risk hypothesis across all datasets.

This hinges on the fact that each dataset contains some intervention, so

if h learns anything other than fXt , then some intervention can make h have

high risk. Assuming these interventions have non-zero probability, with every

additional dataset, the set of possible functions h which can predict Xt with low

risk across all datasets will either stay the same (intervention already seen), or

will decrease, eventually moving close to fXt .
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In short, if h is not close to fXt
, then there exists an intervention that entails

a distribution DI where h doesn’t predict well on DI . If h is fXt
then such a

DI no longer exists. As the number of intervention distributions DI increases

h should become closer to fXt
.

The following is an approximation result for when a model h has low risk

across all possible interventions, so it can be stated concisely.

Assumption 1 Datasets D1, D2, ..., Dn share a common SCM S. i.e., datasets

are drawn from an intervention distribution of S.

Assumption 2 Interventions are possible on all variables, except the target.

For any input x and x′ with distribution D there is an intervention which

changes their probability arbitrarily such that D remains a distribution. De-

note this class of distribution E.

Definition 7 Recall that the ‘true’ risk of some hypothesis h with respect to a

distribution D is defined as

LD(h) = Ex∼D[l(h, fXt ,x)]

for some loss function l. For instance l could be the mean-squared error.

Definition 8 A hypothesis h is ε-invariant to datasets D1, D2, ..., Dn if the true

risks of h on all distributions the datasets are drawn from are smaller than ε

i.e., ∀D LD(h) ≤ ε

Theorem 3 Let h be a hypothesis that is ε-invariant to all distributions D
entailed by the class E of interventions defined in assumption 2 based on the

mean-squared error loss. Then, the distance defined by the norm induced by the

inner product between h and the causal mechanism of the target variable fXt

decreases with ε:

||h− fXt
|| ≤

√
ε

κ

where κ := supp(x)∈E
∫∞
−∞ p(x)l(h, fXt

,x)dx = p(c) ·
∫∞
−∞ l(h, fXt

,x) for

some c.

Proof. Define the distance between h and fXt as the norm induced by the

inner product:

||h− fY || =< h− fY , h− fY >
1
2 =

√∫ ∞
−∞

(h(x)− fY (x))2dx

We know that h is ε-invariant to all distributions in E, based on mean-squared

error.
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∀D ∈ E Ex∼D[(h(x)− fY (x))2] ≤ ε

∴ ∀p(x) ∈ E

∫ ∞
−∞

p(x)(h(x)− fY (x))2dx ≤ ε

The notation ∈ E is dropped in the remainder for readability. Using the mean

value theorem, if f is continuous on [a,b] and g is non-negative and integrable

on [a,b] then ∃c ∈ [a, b] such that:

∫ b

a

f(x)g(x) dx = f(c)

∫ b

a

g(x) dx

Let f(x) = (h(x)− fY (x))2 and g(x) = p(x):

∀p(x) ∃c
∫ ∞
−∞

p(x)(h(x)− fY (x))2dx = p(c) ·
∫ ∞
−∞

(h(x)− fY (x))2dx ≤ ε (3.5)

∴ ∀p(x) ∃c
∫ ∞
−∞

(h(x)− fY (x))2dx ≤ ε

p(c)

∴ ∀p(x) ∃c ||h− fY || ≤
√

ε

p(c)

Setting κ equal to the maximum value p(c) ∈ E such that Eq 3.5 is true

completes the proof.

Finite samples. Of course, so far the discussion has been using datasets

interchangeably with distributions. Whereas in practice, we do not have access

to D, but rather samples S from D. Since our definition of risk is the same as

those used in the PAC model of learning, all of the guarantees also apply in our

scenario, but an additional assumption is required:

Assumption 3 Assume the datasets D1, D2, ..., Dn are large enough to be ε-

representative in the PAC learning sense. i.e., the empirical risks are close to

the true risks of the optimal hypothesis in the class.

3.7 Discussion

This chapter established the causal view of robustness. This has allowed us to

precisely define what a ‘domain’ is by using SCMs. This has also made clear

how different distributions may be related, and enabled the formulation of a

robust model in terms of SCMs.

Using the causal view, we saw that existing literature in causality is not

immediately helpful in training robust models. This is because we don’t know
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the causal graph in most practical scenarios. We argue that the most practical

approach to learning a robust model is to exploit data from multiple intervention

distributions, an idea first proposed by Peters [18]. Due to the limitations of

the hypothesis tests used by Peters, we propose the idea of empirical causal

convergence, which connects prediction loss to the causal mechanism.

The ECC idea has some interesting implications. 1. It provides a reason

for only optimising for prediction performance even in non iid settings, similar

to ERM when data is iid. 2. It provides a way to view model failures as

artifacts of using non-causal features for prediction. 3. It provides a possible

explanation of the unreasonable effectiveness of large models. The larger and

more diverse the training set, the closer it is to the cause, and the more robust

the prediction under interventions. 4. It is consistent with Popper’s philosophy

of science, where the cause is the hypothesis that robustly predicts all of the

different observations seen so far. With each new additional data environment,

the current model is the best guess of the cause. If a new data environment

emerges which results in poor prediction, then the current best guess is incorrect

and is updated to take into account the new data environment.

It is important to note that the ECC idea does not propose a practical

way to find a robust model given several intervention distributions. It only

says that minimising the loss across diverse interventions is a step in the right

direction. i.e., loss across intervention distributions can be used as a model

selection procedure. Additionally, the current formal proof only works in the

case of MSE loss, although we suspect it should hold for more general losses,

this remains to be solved.

Of course, the causal view is not the only view, and whether it is a good way

to think about robustness remains to be seen. The SCMs considered here are

acyclic, and there are real systems which we would like to study that cannot be

represented by a DAG. Examining how these ideas translate into cyclic SCMs

is a worthwhile future direction.

3.8 Conclusion

In the beginning of the chapter we looked at different model failures in liter-

ature, existing formulations of robustness, and various empirical observations

that suggest connecting robustness to causality can be worthwhile. We pre-

sented a formulation of robustness using SCMs, and looked at whether existing

literature in causality can be helpful in training robust models. We cover some

existing work in detail, specifically ICP [18] and PAC learning [58], which led to

the idea of empirical causal convergence. ECC has several interesting implica-

tions, the main one being that optimising for prediction loss across an increasing
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number of intervention distributions will move the model towards robustness.

Ultimately, rather than being another pointless theoretical construct we hope

that this perspective unites several ideas and inspires new ways to think about

training robust (in the sense described in this chapter) models - some of which

are explored in the remaining chapters.

In the next chapter, based on the causal perspective presented here, we

propose a benchmark to measure the robustness of Human Activity Recogni-

tion (HAR) models using multiple datasets representing different intervention

distributions. It is shown that two state of the art classification models face

significant performance degradation which suggests that the models are using

non-robust features. Then in Chapter 5, a data selection method is proposed

to increase the robustness of the resulting trained model in the light of the

discussion presented here.
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Chapter 4

Evaluating robustness in

human activity recognition

models

In the previous chapter we have introduced the causal view of robustness - a

robust model can be defined as one which performs well across different in-

tervention distributions of a common SCM. We have also discussed that there

is no straightforward way to learn causal features - causal discovery methods

only produce graphs up to Markov equivalence. However, because of empirical

causal convergence (ECC) we should move closer to a robust model by opti-

mising purely for performance on different intervention distributions. On the

flip side, this means that we can empirically measure a model’s robustness by

looking at the performance of said model under different intervention distribu-

tions. In this chapter this idea is explored for a particular application area;

we investigate the robustness of state-of-the-art models developed for human

activity recognition (HAR) using a binary classification task. The robustness of

these models have not been as extensively studied as other applications such as

vision.

To measure the robustness of HAR models, a different evaluation setup is

needed from what has traditionally been used. Since 2004, HAR models have

been evaluated mostly according to the ERM paradigm, with a single dataset

using a train/validation/test split. More recently, transfer learning and domain

adaptation techniques train on one dataset and tests on another dataset, but use

a small subset from the test dataset for transfer/adaptation [66, 67, 68, 69, 70].

Here, to measure robustness we propose that performance is measured on mul-

tiple unseen datasets which can plausibly be different intervention distributions
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of a common SCM.

We will see that state-of-the-art HAR models face severe performance degra-

dation on this new benchmark. This suggests that these models are not robust.

To further this point, it is shown that a much simpler model that uses features

which are more likely to be robust performs equally well whilst being at least

ten times faster to train.

Additionally, we observe, in accordance with ECC, that training on multiple

domains improves model robustness (as seen in improved performance for both

seen and unseen domains) - providing empirical support of ECC. We further

observe that, when additional labelled training data is used from domain A,

performance on the test split of domain A increases without any transfer or

adaptation technique.

Outline. This chapter first introduces the problem from the perspective of

the HAR literature, and covers related work in domain adaptation and transfer

learning, in particular how the tasks are different to the proposed experiments

for evaluation. We then connect the proposed experiments to the causal view,

and more precisely define the problem and experimental setup. The results

for two SotA deep models are presented. A simpler model is proposed and the

results on the same evaluation experiment is shown. We then cover an additional

experiment using multiple domain training, and a discussion on how this fits

into the causal view of robustness, which concludes the chapter.

4.1 Introduction

Real-world deployment of HAR models face multiple challenges; a major one be-

ing test time data heterogeneity [71], which degrades performance significantly.

These heterogeneities can arise, amongst many factors, from users, sensors or

changes in the environment over time. Users may walk at different speeds, per-

form the same activities in slightly different ways; different sensors may be used,

sensor data may be affected by the environment; the environment itself may af-

fect how the user performs activities. Given that it is the unchanging activity

that we are trying to detect, models trained to classify any particular activity

should ideally perform well in all of these varying scenarios. We want a model

that is robust to these changes in the sense discussed in Chapter 3.

Current research in HAR which tackles test time heterogeneity use transfer

learning or domain adaptation techniques [67][66]. The key challenge with these

approaches is that it requires some data from the target domain. This also means

that the models are domain specific; for each new test domain, the models need

to be retrained. For real deployments, this suggests having collected data for

all possible domains the model may encounter, which can be impractical.
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We need to develop models that are domain-agnostic; i.e., they perform well

on unseen test domains of a previously seen activity. This corresponds to the

notion of robustness we have discussed, each heterogeneity can be thought of

as an intervention on the SCM. Humans already have this ability to recognise

known activities in completely new scenarios. This requires stepping back and

revisiting some fundamental questions about how we think about and develop

HAR models. The ECC idea previously discussed suggests a way to measure

model robustness. How do current models fair?

Current evaluation methodology in the HAR literature do not measure domain-

agnostic performance. This work proposes a generalisation of the leave-one-

subject-out regime to the dataset level - imaginatively called leave-datasets-out.

An instance of this evaluation method for the task of HAR is given as a simple

binary classification between two common activities across three openly avail-

able HAR datasets. Using this it is shown that two current state of the art deep

models face significant performance degradation in unseen domains.

We show that a simple model using an appropriate inductive bias, which is

informed by likely causal features, performs at least as well as two state of the

art end-to-end deep learning models, whilst requiring significantly less resources

to train. This unexpected result raises questions about using deep end-to-end

models as a one-size-fits-all solution in applications with small labelled datasets

such as HAR when unseen domain performance is key.

We make two additional observations when using datapoints from multi-

ple domains for training. First, that this additional data diversity consistently

increases the performance in the unseen domains across the three models con-

sidered in this work. And two, simply having access to a few datapoints from

a target domain greatly increases the performance on said domain without any

complex transfer or adaptation technique.

Contributions. In summary, the contributions of this work are the follow-

ing:

1. The leave-datasets-out evaluation regime, and a corresponding benchmark

which measures HAR models’ performance on unseen domains using a

binary classification. This serves as a better proxy to performance in real

deployment.

2. A simple model using an appropriate inductive bias which performs at

least as well as current deep models on the new benchmark that requires

significantly less training resources.

3. Evidence to suggest that having a few datapoints in the target domain

can improve performance in the corresponding domain without complex

transfer and adaptation.
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4. Additionally, datapoints from an additional domain improves unseen and

seen domain performance, pointing to the importance of data diversity in

training domain-agnostic models.

4.2 Related work

This section gives a brief overview of related work in HAR. Specifically, the

general problem of data heterogeneity, domain adaptation and transfer learning.

This work is placed in context to motivate domain-agnostic models. As will be

shortly discussed, the domain adaptation and transfer task tackles a different

problem to the one in this chapter, which mainly is interested in measuring

domain-agnostic performance, i.e., robustness as defined in the causal view.

HAR using accelerometer sensors have been researched since at least 2004

[72]. The models have moved from hand-crafted features [73][74], to end-to-end

deep learning models using CNN and LSTM architectures [75][70].

Chen et al [71] provides an overview of the field of activity recognition using

sensors and outlines three categories of what they term ‘heterogeneity’, defined

as when the training and testing data are not independent and identically dis-

tributed (i.i.d). According to this work, heterogeneity arise from differences in

users, sensors, and overall environment. They mention 19 different works which

use transfer learning to tackle the heterogeneity problem. It is noted that all

these works require either labelled or unlabelled data from the target domain.

The two most common approaches that deal with heterogeneity in the HAR

literature are transfer learning and domain adaptation methods. These two

terms often refer to the same problem setting i.e., there is a source domain

dataset Ds = {xi, yi}mi=1 and either a labelled or unlabelled target domain

dataset Dt = {xi}nj=1 where the goal is to learn a classifier using Ds that per-

forms well on Dt. Transfer learning is a general term which also includes trying

to transfer knowledge learnt from other activities to aid in learning to classify

a new activity, e.g., [76], or transfering knowledge (CNN filters) from training

using one dataset to aid learning to classify in a new dataset [66]. [70] considers

transfer (by reusing convolutional kernels) between sensor modalities, sensor

location, users, and application domains. [67] considers the general problem of

source domain selection (by minimising distribution distance), and of how to

learn features for transfer. Zhao et al. [69] considers transfer between users, and

sensor locations by proposing a ‘local’ transfer method based on pre-defined

clusters of activities.

Chang et al. [68] focuses purely on the problem of adapting between sen-

sor locations and evaluates three adaptation techniques. They assume access

to unlabelled datapoints from the test domain by using unsupervised domain
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adaptation, and primarily consider robustness in terms of the positioning of

the sensors. They additionally observe that creating a model which is accu-

rate across different sensor locations relies on the assumption that there exists

a data representation that can be used to accurately classify activities that is

fixed across each sensor position. It is unclear whether this is indeed true and

is the motivation to fix sensor location in this work.

The key aspect of transfer and adaptation techniques covered so far is that

it assumes access to data (either labelled or unlabelled) from the target domain

during training. This poses a few challenges. 1. The model is adapted to specific

target domains, which means retraining is required when it needs to work on

a new target domain. 2. In real deployment, there are many potential target

domains, and it is impractical to assume that we have data from all domains

that might be encountered. 3. Even with data, retraining on each target domain

can be resource-intensive, depending on the model, and this limits use on many

resource constrained devices.

4.3 Measuring robustness in deep HAR models

In this section we briefly discuss how this fits into our work on model robustness.

Then the problem setup is described more precisely, culminating in a definition

of what ‘domain-agnostic’ means in the HAR context. The new HAR benchmark

is motivated and introduced, and two existing state-of-the-art deep models are

tested against this new benchmark.

4.3.1 The need for a robustness benchmark in HAR

HAR models have been evaluated under different setups, which means it is hard

to compare models. Jordao et al. [77] standardised the evaluation of many HAR

models and pointed out that the way that windows are usually generated from

HAR datasets results in the same data potentially being in both the training

and test set.

The leave-one-subject-out regime is now often used to mitigate the issue of

having the same window in both training and test sets. However, evaluation is

still performed using a single dataset.

According to our view of model robustness, this means that models can still

latch on to specific spurious features inherent in the dataset that classifies the la-

bel well, as the dataset corresponds to only one possible distribution entailed by

the SCM. If existing deep models have learned some useful non-spurious feature,

then it should perform well on multiple datasets of the same task, corresponding

to different distributions entailed by the SCM. This is the motivation behind
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our proposal that models should be evaluated using a leave-datasets-out regime

instead.

The particular benchmark used in this work is designed to be minimise any

additional spurious factors. In particular, the location of the sensors across

datasets are matched, the measurement units are normalised to match, and the

sampling frequency are also matched. The task is also restricted to a binary

classification as a starting point, whereas models in literature are used for multi-

class classification. This should give an upper bound on the robustness of tested

models.

4.3.2 Problem setup and domain-agnostic models

We are interested in the case where we have accelerometer data for a particular

participant x ∈ X and activity labels y ∈ Y. We assume to have access to n

datasets D1,D2, ...Dn each corresponding to the same activities but in a different

domain (corresponding to a different distribution). Each dataset consists of mk

pairs Dk = {(xi, yi)mk
i=1}, where each pair corresponds to data from participant i,

which in turn is assumed to be independently and identically distributed samples

from the corresponding domain. The feature space X and label space Y are the

same across all datasets. In this specific work, there are three datasets (n = 3)

with 7, 10 and 9 participants respectively (m1 = 7, m2 = 10 and m3 = 9).

In this work, we often refer to datasets used for training and testing in the

following way. Let Dtr denote the set of training dataset(s), and likewise Dte

for the testing dataset(s)1. For instance the n datasets can be partitioned into

two groups, Dtr and Dte. The goal is to only use Dtr to train a model that will

perform well on Dte. i.e., we want to minimise Ex,y∼DteL(M, (x, y)) whilst only

having access to Dtr, where L is some loss function, M is the trained model,

and x, y is the data.

Difference to domain adaptation. We note the difference between the

setup just described to the typical domain adaptation or transfer leaning setup

where there is a designated source Ds and target Dt domain, usually corre-

sponding to two different datasets. A model is trained on Ds and then adapted

to work on the target using a subset of data from Dt [69, 70, 68, 67, 66] i.e.,

Dtr = {Ds} and Dte = {Dt}. The main difference here being that we are not

interested in the performance of any one particular domain Dt, but rather the

performance in domains where the model has not seen any data (i.e., not Dt or

Ds), in addition to the domains where it has already seen data.

Of course, it is impossible to only use Dtr and perform well on arbritary

1A bold font is used to denote a set of datasets whereas a normal font is used when referring
to single datasets.
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Dte, as a consequence of the no free lunch theorem. There must be some

connection between them. Thinking in terms of the data generating mechanism

can help clarify what the connections we are interested in are, and help guide

our choices for model development. For instance, we can consider a simplified

data generating mechanism for our HAR data, illustrated in figure 4.1.

Figure 4.1: A possible data generating mechanism for HAR data. x is the
observed data. A node represents a variable, or group of variables. An arrow
from node A to node B signifies that A influences the value of B in the data.

Here, the user, sensor and environment characteristics are aggregate vari-

ables containing the individual factors which may influence the observed data,

x. For instance, sensor characteristics may include sensor location, rotation

and sensor measuring units. Environment characteristics may include terrain,

whether it is windy, or wet.

We can now give a more precise definition of the ‘domain’s we are interested

in. A domain is a particular setting of the user, sensor and environment variables

which give rise to a particular observed dataset of (x, y) pairs. These different

datasets are connected because we assume that it comes from the same generat-

ing mechanism, but using different values for the variables that influence x and

y. When we say we want to perform well on unseen domains (i.e., a domain-

agnostic, or robust, model), it is not for arbitrary domains, but the collection

of domains which arise from the different settings on the same mechanism. In

other words, we are interested in recognising an activity regardless of changes

in user, environment, and sensor characteristics2. In short, we are interested in

training a model which performs well on different intervention distributions of

the common SCM that generates the HAR data.

4.3.3 Measuring domain-agnostic performance

Now that we have better defined what ‘domain-agnostic’ means, how do we

measure it? In this section we propose leave-datasets-out cross-validation, an

extension of the usual leave-one-subject-out cross-validation commonly used in

HAR. This follows from the idea discussed in Chapter 3; if a model becomes

2Assuming this is the entire causal graph
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more robust after seeing all intervention distributions, then we can also use per-

formance on the intervention distributions we have as a measure of robustness.

In traditional learning, k-fold cross validation (CV) is often used to estimate

the true error of the model (defined as the loss over the unknown distribution

the data was drawn from) by taking the average of the loss of each fold. Denote

the partitions 1, 2, ..., k of a training dataset D as D1,D2, ...D3. The model in

the ith fold is trained using all partitions except Di, i.e., Dtr = {
⋃
j 6=i
Dj}, and

tested on partition i, Dte = {Di}. Denote by M(Dtr) a model trained with

datasets in Dtr. Let L(M(Dtr),Dte)) denote the loss of a model trained on

Dtr and tested on Dte for some loss function L. The overall error in k-fold CV

of a model M is then approximated by:

Error(M) =
1

k

∑
i∈1,...,k

L(M(
⋃
j 6=i

Dj),Di)

using a single dataset D. In the context of timeseries analysis, especially

in HAR, a variant called leave-one-subject-out CV is often used. This is to

avoid the same portion of data appearing in both the training and testing sets,

due to the way the timeseries from each participant is split into samples using

overlapping windows.

Leave-datasets-out (LDO) cross-validation. In this work, we use a

natural extension of this idea to measure domain-agnostic performance, called

leave-datasets-out CV. In the simplest setting, given n datasets D1,D2, ...,Dn,

the domain-agnostic error is approximated by:

Error(M) =
1

n

∑
i∈1,...,n

∑
j∈1,...,n

L(M(Di),Dj) (4.1)

where if i = j then leave-one-subject-out CV is used, and when i 6= j the

model is trained on Di and tested on the full dataset Dj . In a later section of

this work we will consider the case where we train on multiple datasets instead

of a single Di. This captures the idea that we are interested in the performance

of the model on the collection of datasets which could have resulted from the

same mechanism, such as that discussed previously.

A starter LDO benchmark for HAR. As there are many possible vari-

ations in the user, sensor and environment characteristics in the real-world,

starting simple before moving on to more complex scenarios will help us un-

derstand model failures and hence how to improve them. In this work we set

out to find three datasets which have as similar characteristics in the generating

mechanism as possible, and two activities which are common across all datasets.

This more restrictive test can indicate whether current models are able to deal

59



Figure 4.2: t-sne plots for walking and ascending stairs samples for PAMAP2,
MHEALTH and WHARF datasets.

with a smaller subset of data heterogeneity.

In particular, we use three open HAR datasets which share the walking

and stair climbing activities, and where the sensor are worn on the same body

position. This leaves heterogeneity in the user, which is expected in real-world

deployments, and any other heterogeneity in the sensors that are not related to

its placement.

If we are unable to perform well with these more restrictive heterogene-

ity, then it is worthwhile to understand why before moving on to tackle more

complex scenarios, such as location independent models [68] and scenarios with

several activities. Additionally, in the HAR literature it is difficult to find several

shared activities across many datasets.

Datasets. There are three datasets, MHEALTH [78], PAMAP2 [79], and

WHARF [80], which contain data from sensors located on the right wrist of

the participants. There are only two overlapping activities across all datasets,

walking, and ascending stairs. To measure domain agnostic performance we will

train a binary classifier between walking and ascending stairs using one dataset,

and test on the other two. Some data characteristics are shown in Table 4.1.

Additionally, t-sne plots for the three datasets are shown in Figure 4.2, for both

the walking and climbing stairs activity. The three axes for each window sample

were concatenated to one longer sample for each point in the plot. Perplexity

and iteration parameters were ranged between (10,20,40) and (300, 900, 2700)

respectively, which produced consistent results - there is some overlap between

WHARF and PAMAP2 samples, with MHEALTH in its own cluster. Figure 4.2

was produced with perplexity of 40 and 2700 iterations.

Preprocessing. For each dataset, samples were filtered for the two common

activities (walking, stairs), and only for readings captured from a sensor on the

right-wrist of the participant. Invalid values and anomalies were removed. In

particular, NaN sensor readings and portions of two subjects’ recordings from

the WHARF dataset which contained anomalous readings were removed. The
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plots for the removed portions are shown in Figure 4.3. Participants 8 and 9

are excluded from the PAMAP2 dataset. Participant 8 had the sensor on the

left wrist, and participant 9 has no data for the walking and stairs activities.

Participants f6 and f2 are excluded from the WHARF dataset. Participant

f6’s data for stairs is too short to produce a single window sample, and f2 has

anomalous walking data, shown in the bottom of Figure 4.3. The time-series for

each participant was normalised to a common sampling rate of 50Hz, amplitude

normalised, and values converted to a common unit (ms2). Axes were aligned

as much as possible. The subject-timeseries is then segmented into 5 second

windows (250 samples at 50Hz) with an overlap of 2.5 seconds (125 samples at

50Hz). This resulted in 1207, 460 and 1589 samples from PAMAP2, MHEALTH

and WHARF respectively; of which 412, 230 and 452 are stairs samples.

Training. Learning rates were determined for each model by picking from

a range of values (0.01, 0.02, 0.5, 1 and 2) that lowered the validation loss the

most. This was 1 for DeepConvLSTM and 0.01 for DeepConv. The models were

trained for 10k iterations, where for each iteration a single window sample is

processed. The number of iterations is largely arbitrary but was chosen to avoid

overfitting on the training dataset. Training for longer in general reduced the

performance on the validation set of other datasets. A learning rate scheduler

was used to decrease the learning rate during training but this did not help with

the validation loss for either model.
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Figure 4.3: The portions of data from participant 2 and 3, for the ascending
stairs activity, in the WHARF dataset that is anomalous and removed. Bottom:
walking data from participant f2, which is anomalous.
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4.3.4 Current model performance

We test two state-of-the-art deep neural network models from the literature.

One is attributed to [81], a convolutional model, which was chosen as it consis-

tently outperforms in a standardised test [77]. Another is the DeepConvLSTM

model which uses both convolutional and LSTM layers [75]. The particular

implementation used here is credited to [82]. The results are shown in Table

4.2.

We can see that for the DeepConv model, training and testing on the same

dataset had higher performance than when testing on a different dataset. Whilst

for the DeepConvLSTM model, the model struggles to learn from MHEALTH,

most likely due to the large number of parameters in the model compared to

the small size of MHEALTH, as suggested by the small gradients propagating

through the network. Additionally, varying learning rate, training duration and

learning rate scheduling was unable to improve learning. As this model was

suggested by a reviewer, this baseline is kept for completeness.

Since current models in the literature are multiclass classifiers, i.e., they are

able to distinguish between many different activites, it is expected that they

should perform well on a binary classification task.

(a) DeepConv model

Train/Test PAMAP2 MHEALTH WHARF
PAMAP2 73.7 (0.138) 57.7 (0.0321) 54.9 (0.0296)

MHEALTH 46.6 (0.0356) 84.3 (0.151) 53.3 (0.0335)
WHARF 60.4 (0.0453) 67.2 (0.0929) 68.7 (0.128)

(b) DeepConvLSTM model

Train/Test PAMAP2 MHEALTH WHARF
PAMAP2 75.2 (0.0819)) 49.1 (0.0306) 52.6 (0.0221)

MHEALTH 53.1 (0.0162) 0.5 (0) a 49.9 (0.0077)
WHARF 50.0 (0.000655) 50.04 (0.00131) 69.0 (0.123)

aThe accuracy is random likely due to the small size of the MHEALTH dataset relative to
the large number of parameters in the DeepConvLSTM model.

Table 4.2: Results showing average accuracy of a model in percentages trained
using the dataset in the left column, and tested on the dataset in the first row. If
testing on the same dataset, the left out participant is used to test, otherwise the
entire dataset is used for testing. The standard deviation is given in brackets.
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4.4 Improving domain-agnostic performance

The previous section proposes a starting point to measure robustness of models

in HAR. By considering the data generating mechanism, this section investigates

two possible ways which, in theory, should help improve robustness, whilst also

improving training efficiency.

4.4.1 Using an inductive bias

By considering the data generating mechanism (plausible SCM) shown in Fig-

ure 4.1 we can see that the observed data can be influenced by a number of

different factors other than the activity performed by the user. This raises an

important point: models can easily be fooled by spurious factors which may be

predictive of the activity label. And the larger the models (in terms of param-

eters), the more likely that it is able to learn to use these spurious factors.

Lets take a concrete example. It may be the case that in one particular

dataset, data collection for the walking activity was performed only on the el-

derly, whereas in more strenuous activities, such as running, data was collected

on younger participants. This would suggest that a model would, in theory, be

able learn to discriminate the walking activity by only using user characteristics

that are present in elderly participants. When using this model on a differ-

ent dataset where walking may also be performed by younger participants, the

model would face performance degradation.

The two simplest ways to reduce the likelihood that a model is fooled by

confounding factors is to reduce the size of the hypothesis class, and by incorpo-

rating the researcher’s knowledge about the problem in the form of an inductive

bias. In this particular case, based on our understanding of human activity,

we know that motions associated with an activity is performed at a relatively

low frequency i.e., at most a couple of times per second. We further know that

we are not so interested in features that do not affect the general shape of the

motion, such as amplitude of the time-series, as we know the general shape is

what determines the activity rather than the range in which they are performed.

As the simplest implementation of this idea, the discrete log Fourier trans-

form (DFT) power spectrum of low frequencies up to 3 Hz, (at a resolution of

0.25Hz, totalling 12 features) was used as features through a multi-layer percep-

tron (MLP) network. Albeit it’s simplicity, it fulfils the two criteria: reducing

the hypothesis class, and incorporating an inductive bias. A plot of the power

spectrum for all window samples in the considered datasets is shown in Fig-

ure 4.4, supporting the idea that there is indeed discriminative power between

the two activities using only the DFT power spectrum alone.
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Figure 4.4: A (log) power spectrum plot of all window samples, red bars are
stairs samples, and blue represents walking samples.

The results for different configurations of Dtr and Dte, similar to the pre-

vious test on two state-of-the-art deep models, is shown in Table 4.3. They

were trained for 10k iterations and the selected learning rate, chosen in the

same fashion to the deep models, was 1. A learning rate schedule was used

which halved the learning rate every 2k iterations. The particular values were

similarly selected using performance on the validation set. Direct comparisons

with the deep models in terms of domain-agnostic performance is shown in Fig-

ure 4.5a, and a comparison of (log) training time is shown in Figure 4.5b, using

commodity hardware on an Intel Core i7-8650. A two-sided statistical test was

performed to detect whether the average performance of the DFT-MLP model is

different to the DeepConv and DeepConvLSTM model yields a p-value of 0.131

and 5.75x10−4 respectively. The difference in training time across all models is

significant (below 0.01).

(a) (b)

Figure 4.5: Left: Performance on the generalization benchmark of each model.
Right: Training time for each model, note that due to the differences, the y-axis
is on a log scale.
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DFT MLP

Train/Test PAMAP2 MHEALTH WHARF
PAMAP2 74.61 (6.06) 57.23 (3.70) 63.63 (2.32)

MHEALTH 55.09 (2.59) 92.83 (12.5) 60.46 (1.88)
WHARF 65.24 (3.83) 56.70 (5.51) 70.77 (11.9)

Table 4.3: Results showing average accuracy in percentages of a model trained
using the dataset in the left column, and tested on the dataset in the first row
over 10 iterations. The standard deviation is shown in brackets.

The DFT-MLP model was additionally trained by varying the maximum

frequency in the power spectrum that was used as features in the MLP to see if

performance was sensitive to a change in this hyperparameter. The results are

shown in Figure 4.6.

Figure 4.6: Domain-agnostic performance whilst varying the maximum fre-
quency of the power spectrum used as features in the dft-mlp model. We see
that the performance is not significantly sensitive to the maximum frequency
considered.

4.4.2 Using more than one domain

If our assumption that the datasets are connected by the same data generating

mechanism is true, we should in theory improve domain-agnostic performance

by training on more than one domain. In this section we investigate this idea.

Setup. The models were trained and evaluated according to Eq 4.1 as

before. However, instead of using only one training dataset Di, two were used.

i.e., Dtr = {Dtr,1,Dtr,2}. A small random sample of 128 windows is selected

from Dtr,2 and included with the original training dataset Dtr,1 halfway through

training. Performance is then measured on the remaining unseen dataset. The

reason for such a small sample from the second training domain is to see the

effect of performance based on data diversity rather than the effect of data

quantity. The exact number of samples (128) is arbitrarily chosen as a relative
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small number, compared to the size of adaptation sets in transfer learning which

ranged up to thousands of samples [66]. The learning rate was 0.05, selected

as before, with a rate scheduler which halved it every 2k iterations. The total

number of iterations was 5k, as training for 10k showed signs of overfitting with

increased training and validation loss.

The results comparing single domain to two domain training is shown in

Figure 4.7. A similar statistical test is performed across all models to test

whether the average performance using one or two domains are different with

p-values of 0.139, 5.75x10−4 and 6.75x10−2 for Deepconvlstm, Deepconv and

the DFT-MLP model respectively.

Additionally, it is interesting to note that when the small sample from the

second domain is introduced we see a noticeable drop in validation loss in the

original training domain, Dtr,1. This is shown in the bottom portion of Fig-

ure 4.8. This suggests that the additional data diversity provided by the second

domain also increases performance not only in unseen domains, but also in seen

domains (excluding itself). We additionally observe that performance in its own

domain also improve (as expected), but without using any transfer technique.

(a) deepconvlstm (b) deepconv (c) dft-mlp

Figure 4.7: Overall performance of the unseen dataset based on training with
one or two domains across all considered models. p-values for the difference in
means are 0.139, 5.75x10−4 and 6.75x10−2 respectively.

4.5 Discussion

We have made a case for a new way to evaluate HAR models that better align

with performance under a variety of different real-world scenarios. We have

done this by arguing that we should think of HAR datasets as being generated

from a common underlying mechanism (SCM) which takes into account user,

sensor and environment characteristics which may influence the observed data,

as illustrated by Figure 4.1. It is important to note the very plausible limitation

that the mechanism in Figure 4.1 is not able to represent all HAR datasets.

There may be some other factors that are missing, or there may be influence

between, or within, different groups of factors which may not be represented
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(a) deepconvlstm (b) deepconv (c) dft-mlp

Figure 4.8: All models see a noticeable drop in validation loss (orange) on the
original training domain Dtr,1, when a small sample of data from an additional
domain Dtr,2 is introduced. Training loss is shown in blue. The training and
validation loss is based only on data from Dtr,1.

here. Regardless of the actual shape of the mechanism, this perspective allows

us to define precisely what we mean by domain-agnostic performance, and this

corresponds to robustness as discussed in the causal view.

From this foundation, we propose a benchmark to measure domain-agnostic

performance. This is meant as the simplest starting point, since many of the

confounding characteristics are as fixed as possible. Current state-of-the-art

deep models in the literature were then evaluated.

The proposed benchmark is far from perfect. Ideally, the task should be

multiclass classification over as many datasets as possible. Few publicly available

HAR datasets have overlapping classes with the same sensor location. This is

nonetheless a decent start, as models which perform well on multiclass should

also do well in binary classification. In the future we hope that this benchmark

can be extended when more data is available to the community.

The common data generating mechanism perspective also provides two im-

mediate ways which should in theory improve domain-agnostic performance.

The first is using an appropriate inductive bias, which in this case corresponds

to picking features that closely relates to the causal variables of the label, using

our knowledge of the problem. In this specific problem we know that the Fourier

coefficients in the low frequencies likely contain information about the general

shape of the activity, whilst discarding potential confounding information such

as phase or amplitude. The second is increasing data diversity by training with

more than one distribution, which as we’ve discussed in Chapter 3, the more

intervention distributions the model performs well under, the closer is should

be to a robust model.

On the first point, we implement a simple DFT-MLP model and have shown

that the performance across all train-test combinations perform at least as well

as the latest model in literature, whilst being 10-100 times faster in training on

commodity hardware. We additionally provide evidence that this performance
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is not sensitive to the maximum frequency considered, a hyperparameter. It is

entirely possible that a better model can be designed given that more time is

spent. However, the point of the work is to demonstrate that using an appro-

priate inductive bias by considering the data generating mechanism can easily

help design better domain agnostic models, and at the same time increase effi-

ciency. The point is to revisit the assumption that deep and larger models are

always better in the context of HAR, especially when quality data is scarce, and

efficient deployment is critical.

On the second point, we conducted an experiment that introduced a small

random sample from an additional domain during training. The results sug-

gests that this increased data diversity is beneficial to performance on unseen

domains, as well as seen domains which aren’t from the sampled domain. The

question of whether increasing diversity always improves other domains perfor-

mance remains an open question, in addition to how this relates to the negative

transfer phenomenon seen in some transfer learning approaches. Characterising

when additional domains are beneficial in terms of the SCM is an interesting

area of future work.

4.6 Conclusion

The aim of the work in this chapter was to present the case for training models

which are domain-agnostic, i.e., generalises to unseen domains of the same ac-

tivity. This will bring us closer to robust real-world deployment of HAR models.

To do so we have presented three main points.

First, we proposed using the leave-datasets-out cross-validation regime, which

we argue is a better way to measure domain-agnostic performance than current

evaluation methods, and better corresponds to real world performance. The

LDO regime corresponds to measuring performance on multiple intervention

distributions of an assumed common SCM. We present a starting point of this

in the HAR context using a binary classification across three publicly open HAR

datasets. We evaluate current state-of-the-art deep models for HAR, and find

that they face significant performance degradation when tested against this new

benchmark. We then show that by using a simple inductive bias from our knowl-

edge of the problem, we can instead use a model that achieves similar, if not

better performance than current deep models (p=5.75x10−4 and 0.131) that is

10-100 times faster to train. The inductive bias corresponds to picking features

which we believe are close to causal features of the label, and by using only spe-

cific features this reduces the size of the hypothesis class, decreasing the chance

of the model learning spurious features. Finally, we show that training with

even a small amount of data from an additional domain improves performance
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on unseen, seen (excluding the same domain), and in the same domain with-

out complex transfer or adaptation techniques, across all models and datasets

considered. This aligns with our understanding from the causal view that using

multiple interventions for training should be helpful for robustness.

These results suggest that end-to-end deep models may not always be the

correct choice in HAR applications where large-scale training data is hard to

come by, when deployment is likely to be on resource constrained devices, and

where real deployed models face multiple sources of heterogeneity.

In the next chapter, we move away from evaluating robustness of deep models

in a specific application. We explore a general way to improve robustness in

low-dimensional regression settings by selecting subsets of data. Similar to the

work in this chapter, the method of selection is informed by the causal view of

robustness.
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Chapter 5

Invariant exact matching -

less data can be better for

robustness

In the previous chapter, using the causal view we proposed an evaluation setup

that could better reflect model robustness, and evaluated deep models in the

HAR literature. The evaluation results suggest that large end-to-end deep mod-

els may not be a one-size-fits all solution to all HAR applications, as a simpler

model is shown to be at least as robust as the SotA deep models. In this chapter,

we explore an additional implication of the causal view - that training using less

data can be beneficial to robustness under certain conditions. This is contrary

to the popular belief that more data is always beneficial.

Specifically, in Chapter 3 we have seen how to define robustness with respect

to intervention distributions of a common SCM. We have discussed that non-

spurious variables under intervention (usually the parents) are ideal features for

robust prediction. However, identifying them is challenging due to deficiencies in

causal discovery - it is computationally inefficient in high-dimensions, and only

recovers graphs up to Markov equivalence. To side-step causal discovery, we

can instead exploit data heterogeneity - having access to different intervention

distributions. In the previous chapter we have seen empirical evidence of non-

robustness of real models in the application of HAR, by testing on different

intervention distributions. In this chapter we investigate the idea that training

on a selected subset of data from these different intervention distributions could

lead to more robust models.

Outline. We introduce the problem of training a robust model in the context

of the domain generalization task. We revisit the causal view of robustness and
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explicitly state the assumptions, which informs the experimental setup in this

chapter. We then cover the inspiration behind the proposed data selection

procedure - matching for causal inference. We discuss the intuition behind

invariant exact matching, in particular using the causal view of robustness.

The experimental setup and procedure is described, both using synthetic and

semi-synthetic data. The results are presented compared to normal ERM, IRM

training and training with a random subset of equal size, showing that less data

can train more robust models under certain conditions. Natural extensions to

this idea are discussed to conclude the chapter.

5.1 Introduction

A fundamental assumption in supervised learning is that the training and test

samples are drawn independently and identically from the same distribution.

However, in practice, the distribution of the test data often differs from the

training data [83]. This can be seen across a range of applications from computer

vision [84], time series analysis [85], to medical applications [86]. Supervised

models which use ERM consider fitting the training data as a proxy for the

test distribution [64]. It is then no surprise that these models suffer significant

performance degradation when the test distribution differs from the data seen at

training. Collecting data for all possible test distributions (often called domains)

is costly and often impossible. The task of domain generalization aims to train

models that perform well in unseen test domains.

The main challenge for domain generalization is that the test domain is un-

known at training time [57]. This makes it distinct from closely related problems

such as domain adaptation [87] and transfer learning [88], which also study the

problem of distribution shift from training to test time; the crucial difference be-

ing that they assume access to samples from the target domain, to some extent,

during training. Adaptation and transfer methods target specific test domains,

implying the need to retrain for each new domain; domain generalization aims

to be domain-agnostic. Of course, it is impossible to generalize to arbitrary

test domains, and methods must exploit some structure that is assumed to be

present at test time.

There are currently two broad categories of strategies in domain generaliza-

tion. One is to increase training set diversity by either collecting or synthesizing

more data [44]. The other is to use models or training methods which promote

certain inductive biases thought to be helpful for generalization [89].

Regardless of the approach taken, there is a general consensus that the more

training data one possesses, the better the model generalizes. This work chal-

lenges this notion by demonstrating that using a selected subset of data can in
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fact match, or even improve, generalization performance when compared with

training on all available data. This has implications for our understanding of

the domain generalization problem.

Contributions. In this chapter we study regression settings in domain gen-

eralization, where we have access to more than one training domain. We use

Structural Causal Models (SCM) to formulate the problem, which allows us to

state our assumptions explicitly in terms of graphical restrictions. By inverting

the idea of a popular procedure for causal effect estimation, we propose a way

to select subsets of data that, when used to train models, induce said model

to use features that are likely to remain predictive of the target variable across

domains, whilst making few assumptions about the causal structure.

We assess this method empirically using unseen test domains first on syn-

thetic and then semi-synthetic data. We find the surprising result that when

tested against unseen test distributions, filtered data up to 90% smaller than the

original dataset can show either similar or better performance when compared

to training on all available data.

5.2 Related work

There are many works in the domain adaptation and transfer learning literature

which consider a similar problem of distribution shift from training to test time

[88][87], some we have seen which are specific to the HAR application. As

previously mentioned in Chapter 4, the problem setup in domain generalization

(called domain-agnostic models in the context of HAR) is slightly different. The

key is that there is no assumption of access to data from the target domain. We

therefore restrict ourselves to covering related works in this area.

The problem of domain generalization has been studied from different per-

spectives; see [90] for a survey. Broadly there are two categories of approaches,

i) Generating new or augmenting existing training samples to increase the di-

versity in the training data [84], or ii) using models and training methods which

promote certain inductive biases. For instance, learning domain invariant rep-

resentations [91] typically using a suitable regularizer, or adapting a learning

strategy more amenable to generalization: learning an ensemble of models [92]

or meta learning [93]. The work in this chapter looks at domain generalization

by selecting certain subsets of data, informed by the causal view of robustness.

We have discussed the relationship between domain generalization to the

causal view of robustness in Chapter 3. In short, ‘domains’ can be precisely

defined as different intervention distributions of a SCM. A model which performs

well on domain generalization is one which should do well across these different
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distributions i.e., a robust model. Assuming interventions on all variables in the

SCM are possible during testing except for on the target variable, this robust

model should use the parents of the target variable. As we discussed in Chapter

3, since the causal graph is unknown in most scenarios, the most practical

approach is to exploit data from different intervention distributions. In the

previous chapter we used intervention distributions to evaluate robustness for

existing models, and used our knowledge about the application domain (HAR)

to select features which should be more robust. In this chapter we extend the

idea of using different intervention distributions further and show that certain

datapoints may be more useful than others in training robust models. This

is achieved by inverting the idea of a well-known causal inference method -

matching.

A different type of matching has been studied for domain generalization in

computer vision. Mahajan [94] used a representation learning based procedure

to improve performance on classification problems using a contrastive loss func-

tion, by matching objects of the same class across domains. Here, we do not

work with high dimensional image data, and make different assumptions about

the causal structure. However, extending the method to higher dimensional

data is a worthwhile future direction.

5.3 Background

This section describes the problem setup, first using the language of distribu-

tions, and then using SCMs, introduced in Chapter 3. We will see that using

SCMs instead of distributions allow us to talk about the link between training

and unseen test domains more precisely, and makes our assumptions explicit.

We then recap matching: a common procedure for causal effect estimation, first

introduced in Chapter 2, before describing invariant exact matching.

5.3.1 Problem setup

The following formalizes the problem setup. First without using SCMs. The

domains Di ∼ P are sampled from a distribution P. Each domain is again a

distribution from which we sample a dataset Di ∼ Di. When P is fixed, that is

the same domain gets sampled all the time, the setup produces classical i.i.d.

datasets. A dataset i consists of tuples (X(i), Y (i)). The domains in P are

assumed to be related because the data generating process for the target Y

remains fixed across all domains:
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Y (i) = f(φ(X(i))) + ε (5.1)

Here f denotes the unknown data generating function, ε denotes the obser-

vation noise, φ(.) represents a subset operation on the features. That is, some

features determine the value of Y . Equation 5.1 describes a primary assumption

that the target variable is a function of only the causal subset of the features.

The learning problem can be formalized as finding θ for some approximation of

the data generating function fθ, such that the following is minimised,

Ex∼Di
[l(fθ, f,x)] (5.2)

Where Di is some unseen domain, and l is some loss function, for example

the mean squared error. The error on a domain can be approximated by the

error on a dataset Di sampled from the domain Di, so the error is l(Di, θ) =

1
ni

ni∑
j=1

(fθ(X
(i)
j )−Y (i)

j )2, where dataset Di has size ni. This is equivalent to the

ERM setup described in Chapter 3, in the supervised learning context.

Without any assumption on P it is impossible to solve Equation 5.2 [95].

Here we assume that the distribution of X can change across the domains, but

the parameters in Equation 5.1 are consistent across domains.

Using SCMs will allow us to talk about precisely how the different domains

Di ∼ P relate, and this is discussed next. For general context on SCMs, we

defer to [60] and Chapter 3.

Assume there is a SCM S = (X, f ,N), where X is the set of all variables,

f the set of structural assignments, and N the set of independent noise terms.

For consistency, we denote by Y the single variable in X which we consider the

target. S implies a distribution over X, the natural distribution, which is a

distribution in P.

An intervention I is a modification of one or more of the structural assign-

ments in f , which results in SI , a modified version of S, and therefore a different

distribution Di over X. We call this an intervention distribution on S induced

by I. The different interventions possible on the underlying SCM captures the

different possible distributions Di in P. In this work, we assume that all inter-

ventions do not change the structural assignment of the target, Y .

The data generating process for the target Y in eq 5.1 is the mechanism fY

in the SCM. The learning problem remains the same as in eq 5.2. Practically,

there are m training datasets, Dtr
1 , D

tr
2 , ...D

tr
m each of which are i.i.d samples

from a different intervention distribution on some common SCM S. We would
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Disease
Prognosis

Genetics

Risk Factor 
1

Risk Factor 
2

Figure 5.1: An example SCM illustrating how the assumptions map to a certain
domain generalization task - predicting disease prognosis. The assumption that
there is no intervention on Y reflects the fact that the way the risk factors
determine prognosis in nature do not change, even when the way in which the
risk factors themselves affect each other, or are distributed, may change in
different populations.

like to learn a predictor fθ(X\Y ) such that the error on datasets sampled from

unseen intervention distributions from S, Dtest
1 , Dtest

2 , ..., Dtest
k is minimised.

The assumption that there is a common SCM S, along with the restriction

that the intervention cannot be on the structural assignment of Y captures the

idea that there is some inherent structure to the unseen test domains which also

exists in the training domains, even though they have different distributions.

Consider predicting the outcome of some natural process, e.g., disease prognosis,

we assume that the way in which the risk factors affect the prognosis remains

constant, even when the distributions of the risk factors themselves may change

in different populations. Figure 5.1 illustrates this example.

For simplicity, we also assume that all the parents of Y are observed; in the

running example, that we observe both the risk factors that determine prognosis.

If we only observed one, we are missing information to make correct predictions

on the prognosis. Although this assumption can be relaxed in future work.

In summary, this work makes the following assumptions:

1. There is a common SCM S that is consistent across domains i.e., each

data distribution is drawn from an intervention distribution implied by

SI , which is obtained by applying some intervention I on S.

2. S must be a DAG.

3. The parents of the target Y are observed in the covariates X.

4. Each intervention I does not change the structural assignment of Y .

These assumptions are mild and not restrictive enough to be impractical.
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5.3.2 Exact matching

Causal effects are usually studied in a randomized controlled trial (RCT). This

is covered in detail in Chapter 2. In brief, in the simplest case this means

units in the population are randomly assigned a ‘treatment’, and the outcome

is compared between those who did and did not receive treatment. This yields a

valid effect because treatment was randomised, and therefore any factors which

could have also affected the outcome, called confounders, are balanced between

the two groups.

When data does not come from a RCT, it is called an observational study.

Matching is used to estimate the effect of some treatment on an outcome in

observational studies, briefly introduced in Chapter 2. It is discussed in more

detail here. The point of matching is to restore the balance in the confounders

between both groups, and therefore make the outcomes for those that received

treatment comparable against to those that did not when the treatment is not

randomised.

In its simplest form, matching [28] is achieved as follows. 1. Given a SCM,

we identify the confounders, Xconf which needs to be balanced (‘requires ad-

justment’), using for example Pearl’s backdoor criteria [25]. Then, for each

unit, i in the population, we find another unit j with the exact same values for

Xconf , but which have received a different treatment. If an exact match cannot

be found, one can instead find pairs such that dist(i, j) is minimised for some

distance metric dist. This metric can for example be define as

dist(i, j) =
||Xconf,i −Xconf,j ||1

||zi − zj ||1

Xconf,i are the covariates that require adjustment for unit i, and zi is the

treatment received by unit i.

Intuitively, for each unit, we are interested in finding an ‘identical twin’, or

that closest to one, that has received a different treatment. The causal effect of

the treatment on the outcome is then the difference in outcome between each

unit in a matched pair, divided by the difference in the value of treatment of

the units in said pair. Matching requires three assumptions, exchangeability,

positivity, and consistency. For more details, please see Hernan et al. [28].

5.4 Invariant exact matching

Matching, described previously, aims to balance the set of confounders between

two subgroups of data, and serves as an inspiration for the method proposed in

this chapter. Here we describe the intuition behind invariant exact matching.
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Intuition. Consider two datasets corresponding to two different interven-

tional distributions of a common SCM S. Denote the datasets by A and B.

Consider the SCM SA which entails the distribution from which A is drawn.

Without loss of generality, we can think of dataset B as being obtained by some

intervention I on SA to produce SB with entailed distribution B. We can think

of intervention I as a treatment on a control population A, which may affect

both spurious (Xconf ) and causal covariates (Xcau), and hence the outcome

variable Y , to produce B.

Now consider matching datapoints which have large differences in Y , but

the smallest possible difference in X. i.e., define the distance between two data

points as d((X
(A)
i , Y

(A)
i ), (X

(B)
j , Y

(B)
j )) =

||X(A)
i −X(B)

j ||
||Y (A)

i −Y (B)
j ||

, where ||.|| denotes the

L1 norm, and where i and j are different datapoints from datasets A and B.

If we match two datapoints in the same dataset, a large difference in Y would

imply a large difference in Xcau while Xconf may also have large distance. As

it is matched to values drawn from the same distribution. However if two

datapoints which belong to different datasets A and B are matched, a large

difference in Y would still imply a large difference in Xcau, but Xconf variables

can be matched where they may be drawn from different distributions. This

will be the case when the intervention I, which takes SA to SB acts on variables

in Xconf . This means if we have access to many datasets, which correspond to

many different interventions, for any particular datapoint, we can expect to find

another datapoint from a different dataset where the value of Xconf is similar.

However, since the mechanism of how Xcau determines Y doesn’t change across

datasets (assumption 1), and the matching forces Y to have a large difference,

the Xcau variables in a matched pair will remain far apart. In short, if we

force Y to be different and X to be similar, the subset of X which determines

the value of Y (Xcau) will in general have a large difference in each matched

pair. Using a subset of data where Xcau has large difference when Y has large

difference and Xconf has small difference should encourage the model to use

variables in Xcau to predict Y . No additional assumptions are made about the

structure of the underlying SCM except those listed at the end of section 5.3.1.

If we have additional information on the shape of the causal graph, we

could apply Pearl’s backdoor criteria and only use those features which require

adjustment. Since in most scenarios we do not know the underlying causal

graph, we include all features.

We define the weight of a pair of datapoints as the inverse of the distance,
1
d(.) . Further, a small number δ > 0 is used to prevent division by zero. The

weight of a pair of datapoints from two datasets DA and DB (with A 6= B) is

therefore given by:
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Algorithm 1 Data filtering using invariant matching

Input: Dtrain
1 , Dtrain

2 , ...Dtrain
m

Parameter: Threshold value T ∈ R
Output: A subset of data DIM ⊂ ∪mi=1D

train
i

1: Initialise a graph G = (V,E)
2: for pairs (i, j) ∈ ∪mk=1D

train
k do

3: Calculate w(i, j) as in Eq. 5.3
4: V := V ∪ (i, j)
5: E := E ∪ (i, j) with weight = w(i, j)
6: end for
7: Find a maximal weighted matching M on G
8: return datapoint pairs in M with w(i, j) ≥ T

w((X
(A)
i , Y

(A)
i ), (X

(B)
j , Y

(B)
j )) =

||Y (A)
i − Y (B)

j ||

||X(A)
i −X(B)

j ||+ δ
(5.3)

Once we have the weights of all possible sample pairs in all possible training

dataset pairs ((Dtrain
A , Dtrain

B ) for A 6= B and A,B ∈ [1,m], where m is the

number of training datasets), we can construct a graph where each node repre-

sents a datapoint, and the edge weight between a pair contains w(.). We then

find the maximal weighted matching M on said graph. This is, in short, a list

of datapoint pairs M = {(i1, j1), (i2, j2), ...(in, jn)} where each datapoint can

appear only in one pair i1 6= i2 6= ...in 6= j1 6= j2... 6= jn and the set of pairs, M ,

maximises
∑
i,j∈M w(i, j). This is the bottleneck to the selection procedure as

matching has a time complexity of O(n3). This can be solved using for example,

Edmond’s blossom algorithm [96].

Next we select all data point pairs (i, j) ∈ M such that w(i, j) ≥ T for a

given threshold T . This subset of data is then used to train a model. The

procedure is summarised in Algorithm 1.

The value of T chosen will depend highly of the distribution of weights in the

matched pair, and will be application specific. The experiments below choose

the thresholds as percentiles of the weight distributions. The results here may

improve with optimal choices of thresholds.

5.5 Experimental setup

We now describe the experiments on synthetic and semi-synthetic data. There

are two main difficulties with using real data in experiments. First, we can

never be certain whether the assumptions required for the method is satisfied
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i.e., we do not know the causal graph, and therefore whether we have observed

all relevant variables. This adds an extra dimension of complexity in evaluating

the method.

Second, synthetic data allows control not only on the assumptions but addi-

tionally gives the ability to vary parameters to study the effects on the proposed

method. This offers the advantage of testing on a wider range of settings. This

is commonly used in literature [97][98], and is what is followed here. Whilst

there are benchmarks for domain generalisation in image data [57], the pro-

posed method currently works for tabular data, for which to the best of our

knowledge, does not currently have a benchmark.

For the first experiment, synthetic features for each training and testing dis-

tribution, along with the outcomes, are generated. For the second experiment,

real feature data is used, and only the outcome variable is generated. Addition-

ally, since the real dataset only contains one domain, additional domains, both

for training and testing, are generated by applying synthetic interventions to an

assumed SCM.

5.5.1 Synthetic data

An SCM S with 5 normally distributed features and one target variable is used,

shown in 5.4. There is only one causal variable, X1, and 4 spurious variables.

Spurious variables have the same distribution, and similar to the cause (X1)

and target (Y ) such that it is not immediately obvious which variable is causal.

X1 := Normal(10, 2)

X2 := Normal(10, 5)

X3 := Normal(10, 5)

X4 := Normal(10, 5)

X5 := Normal(10, 5)

Y := X1 +Normal(0, 5) (5.4)

A list of 3 interventions on the noise are applied to create data from 3

different environments for training. The interventions are listed in 5.5, one

per line. The corresponding variable in 5.4 is changed for each line in 5.5,

which then becomes a new environment, and 200 samples are generated for

each environment, totalling 600 samples for training. Using more interventions

is computationally expensive to find an optimal matching, and environments are

restricted to 3 for this reason. It is likely (as results in Table 5.4 suggest) that

more training interventions improves robustness. The interventions are minimal
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and not drastic, as this will easily give away the causal variable.

X1 := Normal(10, 10)

X2 := Normal(10, 10)

X3 := Normal(10, 10) (5.5)

A separate, different set of 6 interventions are applied to create the 6 testing

data distributions which modified both the mean and noise of a feature, listed

one per line in 5.6, totalling 1200 samples. The interventions here are stronger

compared to the training interventions, as we want to measure robustness in

dissimilar conditions. The empty intervention means no variable in the original

SCM was changed.

X1 := Normal(5, 3)

X2 := Normal(5, 3)

X3 := Normal(5, 3)

X4 := Normal(5, 3)

X5 := Normal(5, 3)

Empty intervention (5.6)

Invariant matching is performed at different threshold percentiles and the

remaining subset of data is used to train a feed-forward network (MLP). There

is no particular reason to choose one architecture over another, as the method

concerns the data used for training. A simple architecture was used because

they are quicker to train. The MLP architecture for synthetic data is:

Linear(input = 5, 6)

Linear(6, output = 1)

The full dataset using both ERM and IRM, and a random selected subset

of data with the same size as the matched subset is also used to train the

same MLP architecture. All models are then tested on the generated unseen

test distributions using median percentage error. For each threshold value, the

experiment was repeated 10 times.

82



5.5.2 IHDP data

Instead of assuming features are distributed according to some standard dis-

tribution previously, features from a real dataset are used, which have a more

natural distribution.

Outcomes were generated using these real features. This provides several

advantages. This allows us to satisfy the assumption that the causal variable

is included in X (Assumption 3), and that Y does not cause any variable in

X (Assumption 2). We can then create different intervention distributions syn-

thetically (Satisfying assumptions 1 and 4) for training and testing. This also

provides the additional advantage of being able to use different parameters for

generating the intervention distributions and the outcome, which means study-

ing the method under a wider range of parameter values.

Dataset. The Infant Health Development Program (IHDP) data was first

introduced by Hill et al. [99] to estimate average causal effects. The data came

from a randomised experiment in 1985 which provided high-quality child care

and home visits from a trained provider to the treatment group in order to assess

its impact on cognitive test scores of treated children. The data consists of pre-

treatment variables on the child, the mother, and behaviour during pregnancy,

totalling 6 continuous and 19 binary covariates.

From the available features, four were randomly selected as X in the syn-

thetic dataset. The outcome was generated in the same manner as the non-linear

case in Hill et al. [99]:

Y = exp(Xβ) +Normal(0, 1) (5.7)

where coefficients β were randomly sampled from [0,0.1,0.2,0.3,0.4] with

probabilities [0.6, 0.1, 0.1, 0.1, 0.1] respectively. Two distributions are then

created for training by randomly picking a feature from the selected four, and

multiplying by a random integer factor between -2 and 2. The same was per-

formed again to create two different test environments.

For each run, a new set of features are sampled, a new set of parameters is

sampled for generating the outcome, and new train and test distributions are

generated.

Similar to the synthetic case, matching was performed on the two training

environments, and pairs with weights under the threshold were discarded. The

resulting subset was used to train a MLP. The architecture for IHDP data was:
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Algorithm 2 Experiment procedure

1: if synthetic experiment then
2: Given an SCM S, generate Dtr

1 , D
tr
2 , D

tr
3 by applying three different in-

terventions to S.
3: Generate Dtest

1 , Dtest
2 , ..., Dtest

6 by applying six different interventions to
S.

4: else
5: Randomly choose 4 covariates from IHDP data, and randomly sample

parameters β to generate the outcome according to equation 5.7.
6: Randomly pick one covariate from the previously chosen 4, and multiply

with a random integer between [-2, 2]. Repeat twice to create two training
distributions Dtr

1 , D
tr
2 . Repeat twice again to create testing distributions

Dtest
1 , Dtest

2 .
7: end if
8: Denote as Dtr the union of all training distributions Dtr

1 ∪ Dtr
2 ∪ ... and

similarly for Dtest

9: Find matched pairs M using invariant matching on training data Dtr.
10: Using Dtr, filter for pairs with weight > threshold T , denote filtered set

MT .
11: Randomly sample datapoints from Dtr with size equal to MT without re-

placement, denote by Dtr
rand.

12: Train model fMT
with subset MT , ffull with full dataset Dtr, and frand

with Dtr
rand

13: Test models fMT
, ffull and frand on Dtest

Linear(input = 4, 5)

Linear(5, output = 1)

The full dataset, and a randomly selected subset with the same size as the

matched subset, was also used to train a MLP with the same architecture.

The models were then tested on the two unseen test environments. For each

threshold value, the experiments were repeated 10 times. The experimental

setting is summarised in Algorithm 2.

5.6 Results

As testing using unseen test distributions incur very large outlier errors, all

results are reported using the median percentage error over the unseen test

distributions, averaged over 10 runs. The standard error (SE) is given in paren-

theses.

The results for the synthetic data experiment is shown in Table 5.1. It shows

the median percentage error over the 6 unseen test distributions with varying
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percentile thresholds T , averaged over 10 runs. The results are grouped by vary-

ing threshold values to unsure each method is compared using the same dataset;

as for each threshold value, a new set of training/testing datasets are sampled

from the corresponding distributions. We compare with training on the union

of all training datasets (Normal ERM training), and a randomly sampled subset

with the same size as the Invariant Matching (IM) subset (Random subset). We

also compare with Invariant Risk Minimization (IRM) [50]. For the first set of

experiments, which used 5 covariates, we find that models trained with the IM

subset do better compared to other baselines across all threshold values, up to a

90% reduction in data size. However, when the number of covariates are changed

between 3 to 6, with everything else kept constant, the results are not as clear

cut, as shown in the top part of Table 5.2. Similarly, additional experiments

were performed by using a polynomial (degree 2) and exponential generating

function for y, and these results, which are also ambiguous, are shown in the

top portion of Table 5.3.

Table 5.4, shows the same synthetic experiment but with changes in the

number of training distributions, while the threshold was fixed at 60. Whilst

we see that IM similarly outperforms, we note that with more distributions the

median percentage error is lower across all methods, as expected, since there

are more datapoints to choose from during matching.

Table 5.5 shows the results for the first set of IHDP experiments, with 4

covariates at varying thresholds. Since the IRM results are similarly poor as

the synthetic experiments, they are omitted. The results with varying the num-

ber of covariates are shown in the bottom part of Table 5.2. Similar to the

synthetic case, the results for changing the y generating function to a linear and

polynomial (degree 2), are shown at the bottom of Table 5.3.

5.7 Discussion

Although we present some encouraging results on generalization and data ef-

ficiency, we note the following limitations. First, the matching procedure is

computationally expensive, since we find the optimal match, which takes O(n3)

time. Approximate matching methods can be explored for computational per-

formance gains. Secondly, the behaviour of the matching procedure in high

dimensions requires more exploration. We know for instance that the resulting

match will be worse when we have lots of features, and this has been seen in the

synthetic experiments with varying covariate numbers; one potential avenue is

to match on propensity scores instead of on the features themselves. Crucially,

we do not yet fully understand when this method yields significant improve-

ments. While there are encouraging results for synthetic data, the results for
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Method Median error % (SE) Training data size (%) Threshold

Normal training 64.15 (4.582) 100% N/A
Random subset 64.28 (4.317) 55% N/A

IM subset 57.10 (3.489) 55% 40
IRM 91.84 (5.364) 100% N/A

Normal Training 67.28 (2.262) 100% N/A
Random subset 66.54 (2.592) 45.7% N/A

IM subset 59.67 (2.004) 45.7% 50
IRM 99.74 (2.691) 100% N/A

Normal Training 73.52 (4.042) 100% N/A
Random subset 73.01 (4.352) 36% N/A

IM subset 63.58 (3.687) 36% 60
IRM 96.50 (1.465) 100% N/A

Normal Training 76.86 (5.246) 100% N/A
Random subset 76.75 (5.098) 27.3% N/A

IM subset 65.64 (4.208) 27.3% 70
IRM 92.43 (2.691) 100% N/A

Normal Training 64.99 (4.738) 100% N/A
Random subset 63.79 (5.196) 18% N/A

IM subset 55.81 (3.685) 18% 80
IRM 92.44 (2.000) 100% N/A

Normal Training 71.55 (4.200) 100% N/A
Random subset 69.65 (4.349) 9.33% N/A

IM subset 61.96 (3.532) 9.33% 90
IRM 98.40 (2.026) 100% N/A

Table 5.1: Results from training with the matched (IM) subset, versus training
with all data (Normal training), IRM training (IRM), and a randomly sampled
subset of data with the same size as the matched subset (Random subset).
Results for synthetic data. For each group of results where the threshold is
varied, a new set of training/testing environments are sampled; methods should
be compared within the same group as they use the same data.

IHDP are less so - why is this the case? Why is it that linear functions of y work

best in the synthetic experiment and not in the IHDP experiment? Why is it

that linear and polynomial functions of y do not see the same improvements as

the exponential function of y? It may be that for each y generating function,

an appropriate threshold value has to be picked, or it may be that appropriate

hyperparameters need to be selected for each new scenario. In the additional

experiments that varied covariates and y generating functions, the same hyper-

parameters were re-used, and the threshold value (60th percentile) was picked

arbitrarily for simplicity.

In terms of the experiments, it is no surprise that the performance depends
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Method Median error % (SE) # Covariates Threshold

Normal training 79.47 (6.680) 3 N/A
Random subset 80.78 (6.620) 3 N/A

IM subset 71.01 (5.661) 3 60
IRM 99.27 (5.523) 3 N/A

Normal Training 61.07 (5.209) 4 N/A
Random subset 59.69 (4.807) 4 N/A

IM subset 58.40 (4.720) 4 60
IRM 94.45 (2.756) 4 N/A

Normal Training 64.60(4.926) 6 N/A
Random subset 65.19 (5.335) 6 N/A

IM subset 65.07 (5.567) 6 60
IRM 95.92 (3.570) 6 N/A

IHDP Experiment

Normal Training 59.79 (5.890) 3 N/A
Random subset 59.88 (5.555) 3 N/A

IM subset 63.06 (6.162) 3 60

Normal Training 66.37 (6.207) 5 N/A
Random subset 65.47 (6.598) 5 N/A

IM subset 67.63 (6.097) 5 60

Normal Training 53.29 (2.647) 6 N/A
Random subset 52.31 (2.383) 6 N/A

IM subset 57.81 (3.164) 6 60

Table 5.2: Results for synthetic data whilst varying the number of covariates,
threshold 60.

on the class of interventions chosen, the SCM, and the outcome generating

function. Whilst we have attempted to minimise bias by randomly sampling

aspects of the experiment, and varying different aspects, it is imperfect. It is

infeasible to test all configurations, and there is no reason to choose any par-

ticular one; the method will have to be evaluated according to the nature of

the intended application. A more theoretical analysis of the method has been

attempted but remains an open question. There is the question of why IRM

performs so poorly in these experiments, although the superiority of ERM to

IRM have already been documented elsewhere [100] in addition to our experi-

ments. Examining why this is the case is another interesting direction for future

work.

The results here largely agree with the causal view of robustness, as well as

the results from Chapter 4, that using multiple intervention distributions for

training can improve robustness. The results also demonstrate empirically, in

addition to the results in Chapter 4, that using multiple intervention distribu-
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Method Median error % (SE) y function Threshold

Normal training 97.47 (1.286) deg.2 polynomial N/A
Random subset 97.06 (1.334) deg.2 polynomial N/A

IM subset 97.04 (1.334) deg.2 polynomial 60
IRM 100.02 (0.7463) deg.2 polynomial N/A

Normal training 99.99 (0.0048) ex N/A
Random subset 99.99 (0.0049) ex N/A

IM subset 99.99 (0.0049) ex 60
IRM 99.99 (0.0047) ex N/A

IHDP Experiment

Normal training 101.52 (2.518) x N/A
Random subset 101.64 (2.637) x N/A

IM subset 101.64 (2.192) x 60

Normal training 101.84 (1.776) deg.2 polynomial N/A
Random subset 102.12 (1.827) deg.2 polynomial N/A

IM subset 102.80 (1.994) deg.2 polynomial 60

Table 5.3: Results for synthetic data whilst changing the function that generates
y, threshold 60.

tions is a practical way to improve robustness, as argued in Chapter 3. However,

the experiments in this chapter also further suggest that certain datapoints may

be more informative when the goal is to train a robust model. This opens up a

ripe new area of further research. For instance, a measure of this ‘information’ is

an interesting direction for future work. A similar idea that throwing away data

improves worst-class error in classification has recently been reported [101], after

the experiments conducted here were conceived and implemented. We suspect

that a theoretical understanding of this method will be beneficial to understand

the domain generalization problem as a whole.

5.8 Conclusion

We propose a simple data selection method which uses few assumptions about

the causal structure. Experiments on synthetic and semi-synthetic data shows

the counter-intuitive result of improved performance whilst simultaneously us-

ing less data on unseen intervention distributions, under some conditions. The

exact circumstances of the data generating process, the observed dataset, and

the resulting matching on improvements to robustness remains to be fully un-

derstood. We note the potential for this method to be extended to work with

higher-dimensional and non-tabular data, and in helping us better understand

the problem of domain generalization.

88



Method Median error % (SE) Training data size Training distributions

Normal training 66.49 (4.763) 100% 2
Random subset 66.05 (4.747) 36% 2

IM subset 60.58 (4.314) 36% 2

Normal training 73.52 (4.042) 100% 3
Random subset 73.01 (4.352) 36% 3

IM subset 63.58 (3.687) 36% 3

Normal training 63.29 (4.888) 100% 4
Random subset 63.75 (5.194) 36% 4

IM subset 56.21 (4.193) 36% 4

Normal training 55.14 (3.502) 100% 5
Random subset 54.22 (3.354) 36% 5

IM subset 46.98 (1.983) 36% 5

Table 5.4: Performance as the number of training distribution increases, thresh-
old 60, synthetic data.

Method Median error % (SE) Training data size Threshold

Normal training 61.15 (2.054) 100% N/A
Random subset 61.04 (2.102) 60.0% N/A

IM subset 58.49 (1.327) 60.0% 40

Normal training 56.99 (3.575) 100% N/A
Random subset 57.03 (3.582) 49.9% N/A

IM subset 54.87 (3.378) 49.9% 50

Normal training 60.62 (1.522) 100% N/A
Random subset 60.61 (1.663) 40.0% N/A

IM subset 57.71 (1.241) 40.0% 60

Normal training 58.53 (2.508) 100% N/A
Random subset 58.01 (2.254) 30.0% N/A

IM subset 55.93 (2.253) 30.0% 70

Normal training 60.42 (2.317) 100% N/A
Random subset 60.18 (2.630) 19.9% N/A

IM subset 57.58 (2.216) 19.9% 80

Normal training 59.87 (3.417) 100% N/A
Random subset 60.54 (3.452) 10.1% N/A

IM subset 56.63 (2.818) 10.1% 90

Table 5.5: Results for matched (IM) subset versus training with all data (Normal
training) and a randomly sampled subset of data (Random subset) for IHDP
data.

We note that the preliminary findings in this chapter support certain as-

pects of the causal view of robustness, as well as provide additional empirical
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evidence that exploiting multiple intervention distributions can be a practical

way forward in many settings, as argued in Chapter 3. Additionally, by show-

ing that some datapoints can be more informative under certain conditions, it

opens up a new research agenda of understanding how to efficiently use data

from different intervention distributions to train robust models.
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Chapter 6

Conclusion

6.1 Summary

At the beginning of the thesis we looked at the different strands of research

related to model robustness and asked how causality can help us better un-

derstand and train robust models. It was noted that causality could provide

a unifying way to view the various effects of non-robust models, and is consis-

tent with many other hypotheses proposed in literature. In particular, issues

related to model misclassification in the presence of changes such as lighting,

weather, object placement, adversarial perturbations, style, amongst others, can

be viewed as models unable to predict on different intervention distributions of

the same SCM, due to using non-causal features.

However, it is not immediate how works in the causal literature can be used

to train more robust models. In particular, for low dimensional data inferring

causal effects require knowledge of the causal graph at least partially, and infer-

ring the causal graph is only feasible up to Markov equivalence. In high dimen-

sional data these two tasks become even harder due to computation efficiency,

but the question whether the causal graph formulation is even appropriate still

remains.

In the first contribution, a theoretical view of the connection between causal-

ity and model robustness is developed, which in turn informed the direction of

later work. As a starting point, the idea that even though data may not be from

the same distribution, they can still be related by having the same underlying

causal structure is introduced. The relationship between prediction robustness

and causal parents, and in general how knowledge of the causal graph can aid

robustness, is discussed. However, it is argued that applying causal discovery is

imperfect, and estimating the causal effect of each variable requires some knowl-

edge of the causal graph. Whilst we know that using the causal parents will
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generate robust predictions, the reverse turns out to also be true. Peters [18]

showed that finding robust predictors can allow us to recover the causal parents,

using multiple statistical hypothesis tests. However these tests are impractical

with a large number of variables. We then looked at Empirical Risk Minimiza-

tion [64], the dominant learning paradigm today, and its theoretical justification

in the form of the Probably Approximately Correct [58] model of learning. PAC

learning shows that for finite hypothesis classes, there exists a number of sam-

ples such that the test performance is bounded given a low training loss, given

that training and testing data is iid. It is natural to then ask about the case

where train and test data is non-iid, a realistic scenario in real deployments.

Combining the ideas behind invariant causal prediction (ICP) and ERM, we in-

troduce empirical causal convergence, which connects prediction to causality; it

suggests that optimising only for prediction performance in diverse intervention

distributions will move a model closer to the causal mechanism.

After establishing this foundation, we turn our attention to a particular type

of model - those used in human activity recognition. We look at the models

being developed for HAR since 2003, and note that, due to the large number

of model parameters, current HAR models are at risk from non-robustness. We

test this by proposing a new benchmark to measure model robustness using

the prediction performance of the same task over three datasets under similar

conditions. After establishing that the models do indeed suffer from a lack of

robustness, an illustrative fix is proposed by using a simpler model with an

appropriate inductive bias. It is shown that on this benchmark, this simpler

model performs at least as well as the two SotA models, whilst being at least

10-100 times faster to train. According to the causal view, it is expected that

robustness should improve when multiple datasets from the same SCM are used

in training, and this effect is also seen in the experiments.

Finally, we return to application-agnostic techniques but narrow the scope

to regressions on tabular data. We first consider why randomised controlled

trials allow us to estimate causal effects and how this is achieved using a com-

mon causal inference technique - matching. Matching allows us to estimate the

causal effect by balancing the confounders in the treated and control group such

that they are similar on average. We consider the inverse of this idea. Given

several datasets, a subset of data is selected such that the confounding variables

are as balanced as possible across different datasets, whilst maximising the dis-

tance in the outcome variable. We then outline an intuitive argument using the

SCM formulation of robustness that given many datasets all spurious covariates

should be well matched whilst causal covariates in matched pairs will have large

distances. Using this subset of matched data for training should bias the model

to use causal covariates to predict the label and improve robustness. This is

92



explored in randomised experiments on both synthetic and semi-synthetic data.

As some assumptions are not empirically verifiable in real datasets, synthetic

data was used to assess the methods effectiveness in the case where we know

that the assumptions are true. Additionally, real covariate data is then used to

simulate the outcome variable, and the method is assessed in comparison with

normal ERM training, IRM training, and training on a random subset of equal

size.

6.2 Limitations and directions for future work

There are several limitations to the work presented in this thesis. These can

be largely categorised into those related to adopting the causal view, and those

related to the experimental conditions adopted by empirical work based on said

view; these are visited in turn.

The causal view is not the only possible formalisation, and may not be the

correct one for every application. These are due to the assumptions adopted in

this formalisation. We can never be certain that two distributions come from

the same SCM. The restriction that causal graphs are acyclic is substantial,

and there are many systems in which this is unlikely to be the case. Whilst

the causal formalisation is promising in understanding robustness, it remains

awkward for high-dimensional data such as images; what is the causal graph

that generates the image? Finally, we will never know what the ‘true’ causal

graph of some natural phenomenon is, only the best guess given all available

data, but this is true for scientific theories in general.

Turning to the empirical work, the robustness benchmark used for HAR

models can of course expand in the number of datasets, and the number of

activities; this is a challenge given that high-quality HAR data is scarce, and

those with overlapping activities captured under similar conditions even more

so. A larger number of datasets will allow more conclusive evidence as to the

increase in robustness gained from multiple dataset training, and the dominant

role of data diversity to improved robustness in any specific test domain. Shallow

and more traditional models in HAR were not tested, and according to the

causal view these should be more robust than their deep counterparts. Of

course, the causal view will be further substantiated if these hypotheses were

also investigated in other applications areas, and there is some evidence in vision

to suggest that these are largely consistent [102].

IEM is a first attempt at using the causal view to build a general purpose

algorithm to improve robustness by being selective about the training data;

The generality of the approach also means that currently it is restricted to

tabular datasets. The improvements in high-dimensions, if any, has not been
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tested, and according to the intuition behind the approach, is unlikely to be

significant with the algorithm in its current form, further extensions have been

discussed in Chapter 5. Whilst attempts have been made in this thesis to

establish some theoretical guarantee as to the increase in robustness offered by

IEM, this remains elusive. Of course, there can always be more datasets and

baselines. An obvious remaining question is: can we move beyond synthetic

and semi-synthetic data? With real data, it would be difficult to understand

whether the assumptions of the method are satisfied, and hence whether it offers

any improvement. Last but not least, there are unstudied connections to the

field of variable selection, and active learning.

Notwithstanding the limitations noted above, it is hoped that the case

for adopting the causal view in further developing both general purpose and

application-specific robust models remain worthwhile.
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Appendix A

Summary of ICP

The summary is given without proof, please see [18] for details.

The Invariance Assumption

Let there be |E| different environments e ∈ E . This represents the different

intervention settings that we have observed. Let there be i.i.d data (Xe, Y e),

Xe ∈ Rp, Y e ∈ R where X are the predictors, and Y the target variable.

Each dataset (Xe, Y e) is drawn from an intervention distribution (as defined

previously) i.e their joint distribution depends on the environment e. In the

simplest case |E| = 2, and we have, for instance, the observational distribution,

and one interventional distribution from a (possibly unknown) intervention.

ICP rests on the following assumption being satisfied. For any set S ⊆
{1, ..., p}, let XS denote the vector containing Xk, k ∈ S.

Assumption 1 (Invariance Assumption). There exists a subset of variables

S∗ ⊆ {1, ..., p} such that

∀e ∈ E , Xe is arbitrarily distributed (A.1)

and

Y e = g(Xe
S∗ , ε

e) εe ∼ Fε, εe ⊥⊥ Xe
S∗ (A.2)

for some function g : R|S∗| → R, and some distribution Fε, which remains

the same across all environments e ∈ E .

Intuitively, this assumption states that we assume the existence of a model

that predicts well (is invariant) across all environments (intervention distribu-

tions).

As an example, consider a model where the target Y is generated by a linear
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function of Xe

Y e := µ+Xeγ∗ + εe

in this case, the subset S∗ of predictors is given by the support of the coefficients

γ∗ i.e, S∗ = {k : γ∗k 6= 0}. In the linear model case, the invariance assumption

states that there exists γ∗ = (γ∗1 , ..., γ
∗
p)T with support S∗ = {k : γ∗k 6= 0} ⊆

{1, ..., p} such that ∀e ∈ E , Xe is arbitrarily distributed and

Y e = µ+Xeγ∗ + εe, εe ∼ Fε, εe ⊥⊥ Xe
S∗ (A.3)

where µ is an intercept term, εe has mean 0, finite variance and the same

distribution Fε across all environments e ∈ E . Note that S∗ does not necessarily

have to be unique.

Note that the definition of Assumption 1 above can hold for any subset of

variables, and is a general mathematical definition. The following proposition

links this to SCMs, and in particular, show that the parents of a target variable

satisfies Assumption 1 under an additional assumption.

Proposition 1. The parents of any target variable Y in a Linear SCM

satisfies the invariance assumption (A.3) i.e,

S∗ = PA(Y )

This assumes that data from each environment e arises from one or more

interventions on X2, X3, ...Xp but not on Y := X1, and interventions are either

do or soft interventions.

In the following two sections, relevant definitions are developed that leads

up to a description of a general algorithm to identify causal predictors in linear

SCMs.

Plausible and identifiable causal predictors

In the remaining discussion, the intercept µ is dropped for brevity. In general,

(γ∗, S∗) are not the only pair that satisfies the invariance assumption in a linear

SCM. Therefore, for any γ ∈ Rp and S ⊆ {1, ..., p} define the null hypothesis

H0,γ,S(E)

H0,γ,S(E) : γk = 0 if k 6∈ S and

∃Fε such that ∀e ∈ E

Y e = Xeγ + εe where εe ⊥⊥ Xe
S , ε

e ∼ Fε
(A.4)

Definition. Variables S ⊆ {1, ..., p} are called plausible causal predictors
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under E if the following null hypothesis is true

H0,S(E) : ∃γ ∈ Rp such that H0,γ,S(E) is true. (A.5)

Definition. Identifiable causal predictors under E are the following subset

of plausible causal predictors:

S(E) :=
⋂

S:H0,S(E) is true

(A.6)

In particular, under Assumption 1, H0,γ∗,S∗(E) is true, and thereforeH0,S∗(E)

is true, i.e, S∗ is a plausible causal predictor. This means the identifiable causal

predictors are a subset of the true causal predictors:

S(E) ⊆ S∗

Additionally, the set of identifiable causal predictors under E is growing

monotonically with larger E ,

S(E1) ⊆ S(E2) where E1 ⊆ E2

In the next step, a similar concept is defined for coefficients γ.

Definition. Define ΓS(E), the set of plausible causal coefficients for the set

S ⊆ {1, ..., p} as

ΓS(E) := {γ ∈ Rp : H0,γ,S(E) is true} (A.7)

Definition. Define the set Γ(E) of global plausible causal coefficients under

E as

Γ(E) :=
⋃

S⊆{1,...,p}

ΓS(E) (A.8)

This means that the global plausible causal coefficients shrink with larger E :

Γ(E1) ⊇ Γ(E2) if E1 ⊆ E2

Re-writing H0,S allows us to see that the set of plausible causal coefficients

for set S is either empty or contains only the population regression vector.

Let the least squares population regression coefficients for environment e be

defined as

βpred,e(S) := min
β∈Rp:βk=0 if k 6∈S

E[Y e −Xeβ]2 (A.9)
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The null hypothesis for a set S ⊆ {1, ..., p} can be re-written as

H0,S(E) :

∃β ∈ Rp and ∃Fε such that ∀e ∈ E

Y e = Xeβ + εe where βpred,e(S) ≡ β, εe ⊥⊥ Xe
S , ε

e ∼ Fe
(A.10)

We can then conclude

Γs(E) =

∅ if H0,S(E) is false,

βpred,e(S) otherwise
(A.11)

This fact is used next to construct a generic algorithm to compute estimates

of identifiable causal predictors.

Estimating identifiable causal predictors

It is now possible to estimate the set S(E) of identifiable causal predictors and

confidence intervals for the linear causal coefficients when observing (Xe, Y e) in

different environments e ∈ E .

1. For each S ⊆ {1, ..., p} test whether H0,S(E) holds at level α

2. Let

Ŝ(E) :=
⋂

S:H0,S(E) not rejected

(A.12)

3. Define

Γ̂(E) :=
⋃

S⊆{1,...,p}

Γ̂S(E) (A.13)

where

Γ̂S(E) :=

∅ H0,S(E) can be rejected at level α

Ĉ(S) otherwise
(A.14)

where Ĉ(S) is the 1 − α confidence set of the regression vector βpred(S)

obtained by pooling the data.

Coverage of the true causal predictors and coefficients can be guaranteed

given that the hypothesis test and confidence interval has the claimed coverage

probability given by the below theorem

Theorem 4 If the estimator Ŝ(E) is constructed according to A.12 with a test

for : H0,S(E) at level α. Consider γ∗, S∗ such that Assumption 1 holds, then

P[Ŝ(E) ⊆ S∗] ≥ 1− α
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Additionally, for all (γ, S) that satisfy Assumption 1 if Ĉ(S) in satisfies

P[γ ∈ Ĉ(S)] ≥ 1− α then

P[γ∗ ∈ Γ̂(E)] ≥ 1− 2α
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Appendix B

Why use a validation set for

model selection?

The following is also based on Shalev-schwartz, please see [65] for proofs.

Often, we’d like a better estimate of the true risk for a specific hypothesis,

as the bounds in Section 3.5 are valid for all hypotheses in a class. This true

risk can also guide our model selection process. Practically, this has been done

using a validation set.

We can get a better estimate of the true risk by examining the empirical error

of a validation set, a fresh sample from the distribution that is independent from

the training set.

Theorem 5 Given a hypothesis h and a loss function in [0,1]. For every δ ∈
(0, 1) with probability 1− δ over the choice of validation set V of size mv:

|LV (h)− LD(h)| ≤

√
log(2/δ)

2mv

Where LV is the risk on the validation set. This is a tighter bound and is

irrespective of the learning algorithm or the training sample S used originally

to obtain h. This validation set can also be used to select a model from multiple

candidates. For instance, we may have several hypotheses which use different

hyperparameters and one can be chosen based on the empirical risk on the

validation set.

Theorem 6 Let H = {h1, h2, ..., hn} be an arbritary set of hypotheses and that

the loss function is in [0,1]. Given a validation set V of size mv sampled inde-

pendently of H, with probability at least 1− δ over the choice of V
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∀h ∈ H, |LD(h)− LV (h)| ≤

√
log(2|H|/δ)

2mv
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