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Abstract
The standard simple sequential herding model is altered to allow a firm with a new product to have it reviewed publicly before launch. Reviewers are either inherently pessimistic, optimistic or unbiased. We find the counter-intuitive result that a firm with a good product will prefer a pessimistic reviewer. Although firms with a bad product prefer unbiased reviewers, signalling considerations will force them to copy the choice of the good product firm in order to avoid revealing product type. This asymmetric impact provides a strong explanation for the stylized fact that reviewers are often viewed as being very critical.
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1. Introduction

Reviewers can be incredibly powerful. For example, in the wine trade the American reviewer Robert Parker can make or break a new vintage. According to the Oxford Companion to Wine: “His judgements have had a significant effect on market demand and the commercial future of some producers” (Robinson, 1999, 511-512). Despite the powerful effects that reviewers can exert over new products launched onto the market, the literature has paid little or no attention to this important phenomenon. This paper attempts to redress the omission.

We develop a sequential model of sales in which each consumer has some private signal about the value of a product with unknown quality put on the market by a monopolist. The firm can attempt to tilt sales in its favour through the choice of reviewer type to provide more information before sales begin. We consider three types of reviewer: an unbiased reviewer; a pessimist; and an optimist. The pessimist is a known critic of the firm or type of product and has a higher probability of not endorsing, while the optimist is more likely to endorse than the unbiased reviewer. We find that the pessimist, despite having a much lower probability of endorsement, will be preferred by a firm with a good product. An endorsement by such a pessimist provides an excellent signal of the product’s quality, while consumers expect the reviewer to fail to endorse, so receiving no endorsement will not impact too heavily on the firm’s expected profits. On the other hand, a firm with a bad product would prefer to choose an unbiased reviewer, because the risk that the pessimist fails to endorse is too great for such a firm. However, signalling considerations make it likely that the bad product firm will
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be want to copy the choice of the good product firm to avoid immediately revealing product type through the choice of reviewer. This general preference for pessimistic reviewers can explain why reviewers are keen to build reputations for being overly critical, since doing so makes their endorsements much more valuable to firms.

1.1. Biased Reviewers and Toughness of Tests. Although for concreteness we specifically model biased reviewers in the context of a firm launching a new product, the idea of a pessimistic reviewer acting as a tough test is more general. The basic intuition that a tough test might be useful because the passing of such a test sends out a very strong signal, while failing such a test is not too harmful, could apply to a number of other settings with a similar sequential learning structure. For example, a doctoral student facing a sequence of job market interviews might choose a referee well known to be particularly tough, a firm seeking to launch an initial public offering (IPO) might choose a tough auditor to review its accounts, firms wishing to merge might initially file in a country with a tough competition authority, a firm might seek to have its product approved by a tough kitemarking body, and so on.

1.2. Relation to the Literature. Banerjee (1992) and Bikhchandani, Hirshleifer and Welch (1992) examined a sequential herding model appropriate for this setting, which we develop. We abstract from price-setting to focus on the choice of reviewer, but a number of papers analyze the use of initial prices to manipulate sales in a herding environment. In the fixed-price IPO market, Welch (1992) finds that the issuer will prefer to set a low price to guarantee a favourable herd. However, where prices are flexible, Taylor (1999) and Ottaviani (1999) find that high initial prices are optimal. In Ottaviani, the firm wishes to set a high initial price (relative to perceived quality) to encourage the transmission of information. If price is too low, everybody buys, so consumers do not learn from each other’s decisions, while if an expensive good becomes successful, this conveys strong positive information to later buyers. Taylor, concentrating on the housing market, considers the sale of only a single item. Taylor allows for the possibility of a herd against the sale of a house, not in favour of purchase, arguing that sellers should therefore set a high early price. If the house is not sold quickly, late consumers can then attribute the failure to sell to the product being over-priced rather than being of low quality. The high initial price in these two papers plays a qualitatively similar role to critical pessimistic reviewers here: a failure to pass the tough test imposed by either a high initial price or a pessimistic reviewer is not perceived as overly

---

2 Various other papers have applied sequential herding to asset and financial markets where traders can make inferences based on prices, for example Lee (1998) and Avery and Zemsky (1998).
damaging since the test is so unlikely to be passed. There is also a literature on marketing and advertising which focuses on high early prices to signal quality, see for example Bagwell and Riordan (1991).

In contrast, Caminal and Vives (1996, 1999) and Vettas (1997) find that a low initial price is optimal in order to initiate herd-like behaviour from customers. In Caminal and Vives, past prices are not observable, so consumers infer information about quality differentials from previous market shares. Firms are then tempted to lower prices to manipulate future beliefs about quality arising from this period’s market shares. Vettas finds low introductory pricing to be optimal (for a high quality firm) where consumers do not receive private signals but learn from previous purchasing decisions via word-of-mouth communication – the low price, resulting in more initial sales, facilitates this form of information transmission.

None of these papers explicitly considers the role of publicly observable reviews, possibly by known biased reviewers and critics, in forming the prior beliefs of consumers, and all of them assume that price differentiation is a feasible and low cost strategy. In many cases, since reviewers exist at no direct cost to firms and are used freely by consumers (in for example the movie and electronics businesses), it seems important to examine the impact of reviewers and ask whether they might fill a similar role to (or even replace the need for) inter-temporal price discrimination in generating high sales.

Gill and Sgroi (2003) do consider reviewers defined in a similar way, but where sales are determined simultaneously after a decision made by a reviewer. Observational learning by consumers from other consumers is therefore not an issue. Though the resulting model is somewhat simpler, they also find that pessimists generally promote higher sales. Since there is no learning from other consumers’ actions, reviewers are especially important, and the chance that a pessimist may purchase, generating 100% sales, makes a pessimist a much better choice for the firm, irrespective of product quality. Sgroi (2002) examines the use of small groups of consumers who are encouraged to decide early and hence act in a similar way to reviewers, providing additional information for later consumers, who do act in sequence. He finds that irrespective of product quality, firms would like to use these “guinea pigs”.

The use of biased methods of evaluation has been considered by a number of authors. Calvert (1985) looks at policy-makers choosing between biased advisors. Sah and Stiglitz (1986) consider the choice between a bureaucratic “hierarchical” structure and a decentralized “polyarchial” one for accepting or rejecting potential projects, where the former imposes a tougher test. Fishman and Hagerty (1990) analyze the level of discretion that an entrepreneur should be allowed to use in reporting information to potential investors, where
greater discretion effectively imposes an easier test. Finally, Meyer (1991) looks at the use of biased contests in deciding which employees to promote.

All these papers are concerned with a decision-maker choosing between a number of alternatives, and all come to a similar conclusion: given an initial predisposition towards one of the alternatives, the decision-maker is best off choosing an evaluation procedure which is biased in favour of this predisposition. For example, Meyer finds that firms who are trying to decide which employee to promote should bias contests in favour of the early leader. Just like the firm in our model, the decision-makers in these papers are able to use bias to alter the information partitions to their advantage. Procedures biased in favour of the predisposition are of value because a recommendation that goes against the predisposition is then strong evidence that the predisposition was wrong, while an evaluator who is neutral or biased against the predisposition is unlikely to change the decision-maker’s mind if he advises against the predisposition. In contrast, we find that firms with good products (who know product quality with certainty and whose aim is to maximize sales) should choose early evaluators that are biased against their product.\(^3\)

Avery and Meyer (1999) also look at evaluators who suffer from varying degrees of bias, but where the levels of bias are only imperfectly known to a decision-maker. The authors look at the impact of the decision-maker tracking evaluations over time on the toughness of different evaluators’ reports, and hence on the decision-maker’s payoff.

1.3. **Overview of the Paper.** The next section develops the model of sequential sales and notation used throughout the paper. Section 3 considers a firm offering a high quality product and section 4 a low quality product. Section 5 examines the implications for signalling quality not via the decisions of reviewers but by the choice of reviewer. Section 6 considers more general priors and section 7 offers some conclusions.

2. **A Simple Model of Sequential Herding**

In sequential herd models the main features are the coarseness of actions spaces relative to signal spaces, the exogenously determined sequential ordering of decisions by consumers, and the externality generated by this information structure. Once a herd begins public information will swamp private information and all later decision-makers will copy the actions of their predecessors, but no new information will be available to later decision-makers so

---

\(^3\)In the final section of Meyer (1991), an example is presented in which the firm has an option to promote nobody and chooses to bias the contest *against* the early leader because it wants to be sufficiently confident before promoting anybody. This has more of the flavour of our result.
there will be no scope for later agents to “break” the herd. This section sets up a version of the model first used in the seminal herd paper by Bikhchandani, Hirshleifer and Welch (1992).

Consider a sequence of $N \in \mathbb{N}_{++}$ agents, the ordering of which is exogenous and common knowledge, each deciding whether to purchase ($Y$) or not purchase ($N$) some product put on the market by a monopolist. Each agent observes the actions ($Y$ or $N$) of his predecessors. The cost of purchase is $C = \frac{1}{2}$, and results in the gain of $V$ which has prior probability $\frac{1}{2}$ of returning 1 or 0, depending on whether the product is of a high or low quality. The agents each receive a conditionally independent signal about $V$ defined as $X_i \in \{H, L\}$ for agent $i$. The signals are informative in the following sense.

**Definition 1.** Signals are informative, but not fully-revealing, in the sense that:

\[
\Pr[X_i = H \mid V = 1] = \Pr[X_i = L \mid V = 0] = p \in (0.5, 1)
\]

\[
\Pr[X_i = H \mid V = 0] = \Pr[X_i = L \mid V = 1] = 1 - p \in (0, 0.5)
\]

Define the history to agent $n$ as the set of actions of agents 1 to $n - 1$ so $H_{n-1} \equiv \{A_1, A_2, \ldots, A_{n-1}\}$ where $A_i \in \{Y, N\}$. Now define the information set of agent $i$ as $I_i \equiv \{H_{i-1}, X_i\}$. It will be the case that in certain circumstances $X_i$ will be inferable from $A_i$ but this will not always be true. Now $X_1 = H \Leftrightarrow A_1 = Y$ and $X_1 = L \Leftrightarrow A_1 = N$. Agent 2 can infer agent 1’s signal, $X_1$, from his action, $A_1$, and so has an information set $I_2 = \{X_1, X_2\}$. If $X_2 = H$ and $A_1 = Y \Rightarrow X_1 = H$ then agent 2 adopts so $A_2 = Y$. If $X_2 = H$ and $A_1 = N \Rightarrow X_1 = L$ or if $X_2 = L$ and $A_1 = Y \Rightarrow X_1 = H$ agent 2 will have two conflicting signals and will be indifferent, so we require a tie-breaking rule. We use a simple coin-flipping rule which is known to all agents.\(^4\)

**Condition 1.** (Tie-breaking) If $I_i$ includes an equal weighting of $H$ and $L$ signals then $\Pr[A_i = Y] = \Pr[A_i = N] = \frac{1}{2}$. This rule is common knowledge.

Consider a possible chain of events. The *first agent* will purchase if $X_1 = H$ and reject if $X_1 = L$. The *second agent* can infer the signal of the first agent from his action. He will then purchase if $X_2 = H$ having observed purchase by the first agent. If he observed rejection but received the signal $X_2 = H$ then he will flip a coin following the tie-breaking rule. If he receives $X_2 = L$ and $A_1 = N$ then he too will choose $A_2 = N$. If the first agent

\(^4\)Coin flipping is the standard tie-break rule used in herding models. See for example Bikhchandani, Hirshleifer and Welch (1992). Banerjee (1992) instead uses a “follow your own signal” rule, but does this specifically to minimize the chance of a herd.
purchased then he would be indifferent and so flip a coin. The third agent is the first to face the possibility of a herd. If he observed two purchases, so \( H_2 = \{Y, Y\} \) then \( A_3 = Y \) for all \( X_3 \) since he knows that \( X_1 = H \) and the second agent’s signal is also more likely to be \( H \) than \( L \), so the weight of evidence is in favour of purchase regardless of \( X_3 \). This initiates a \( Y \) cascade: the third agent will purchase, the fourth agent will also purchase, as will the fifth, etc. Similarly if the third agent observes that both previous choices were rejections then he too will reject, so a \( N \) cascade is initiated. An informational cascade occurs if an individual’s action does not depend upon his private information signal. The individual, having observed the actions of those ahead of him in a sequence, who follows the behaviour of the preceding individual, without regard to his own information, is said to be in a cascade.

**Definition 2. Informational Cascades.** A \( Y \) cascade is said to have started by agent \( n \) if \( A_n = Y \) and \( A_{i-1} = Y \Rightarrow A_i = Y \) for all \( X_i \) thereafter. A \( N \) cascade is said to have started if \( A_n = N \) and \( A_{i-1} = N \Rightarrow A_i = N \) for all \( X_i \) thereafter.

We should note that a cascade, once started, will last forever as no further information is revealed by agents’ actions.\(^5\) This is so even if it is based on an action which would not be chosen if all agents’ signals were common knowledge. Finally, the possibility of convergence to the incorrect outcome through the loss of information contained in later agents’ private signals might be phrased in terms of a discernible negative herd externality as suggested by Banerjee (1992).

From the model specifications the (conditional) *ex ante* probabilities of a \( Y \) cascade, \( N \) cascade, or no cascade after \( n \) agents can be derived. Define \( Y(n) \) to be a \( Y \) cascade which has started by agent \( n \). Similarly define \( N(n) \) for a \( N \) cascade and \( No(n) \) for no cascade by agent \( n \). For example, \( \Pr[Y(2)] \) is simply the probability that the first two agents both choose \( Y \). After an even number of \( n \) agents the relevant functions are:

\[
\Pr[Y(n) | V = 1] = \frac{p(p+1)1-(p-p^2)\frac{n}{2}}{1-(p-p^2)}
\]

\[
\Pr[N(n) | V = 1] = \frac{(p-2)(p-1)1-(p-p^2)\frac{n}{2}}{2}\frac{1-(p-p^2)}{(1-(p-p^2))}
\]

These expressions, derived in full in Bikhchandani, Hirshleifer and Welch (1992) using geometric progressions, allow us to make a number of clarifying remarks. It can be shown that

\(^5\)If \( p \) were different for each individual, for some individuals \( p_i \) might be sufficiently high that they gain nothing from observation. This would therefore confound the learning process and might allow herds to be broken. See Smith and Sorensen (2000) for further details. By restricting \( p_i = p \forall i \), we do not consider such confounded learning.
(2.1) is increasing in $p$ and $n$, but (2.2) registers a high probability even for $p$ much greater than $\frac{1}{2}$. For example, for $p = \frac{3}{4}$, there is a 20% chance of an incorrect herd having started by the 10th agent. Therefore, even when the product is good (which is likely to be reflected by the great majority of the signals), a product still faces the prospect of a possible herd against its purchase, because there is a reasonable chance that a few early incorrect signals start an incorrect herd. This is worrying both for consumers and for a firm with a high quality product. The symmetric case where $V = 0$ would apply when the product is of low quality, and the results provide some hope for the manufacturer of such a product, since there is always the chance of a $Y$ cascade. Of course there is no reason for a firm to stay passive in the face of such potential herds.

2.1. Modelling Reviewers. We want to think of reviewers as having access to finer information because the firm allows the reviewer to test out the product. The simplest way of modelling this is to allow the reviewer to get two signals about the product's quality, instead of just the one that the customers get.

We model the reviewer as choosing whether or not to endorse the firm's product. In reality of course, the reviewer may be able to make a finer distinction than simply endorsing the product or not. However, we want to think of the review as being quickly and easily disseminated throughout the population of potential consumers, e.g., through word of mouth, written reports concerning the review and so on. Thus we are thinking of a process through which even sophisticated reviews quickly get shortened to a binary distinction through this process of dissemination.\textsuperscript{6}

Reviewers are either inherently optimistic, pessimistic or neutral about the product prior to receiving any signals. We define the types of reviewers as follows.

**Definition 3.** Optimistic reviewers endorse the product iff they get two $H$ signals or a $H$ and a $L$ signal. Pessimistic reviewers endorse the product iff they get two $H$ signals. Unbiased reviewers endorse the product if they get two $H$ signals, don't endorse if they get two $L$ signals and flip a coin if they get a $H$ and a $L$ signal.

We do not consider explicitly how reviewers come into existence or take on biases. However, the preference of different firms for different types of reviewers may justify the existence of biases. Reviewers may differentiate themselves to appeal to certain firms by building a

\textsuperscript{6}Modelling an evaluator as condensing more complex information into a simple binary decision follows for example Calvert (1985) and Sah and Stiglitz (1986). As Calvert puts it: “This feature represents the basic nature of advice, a distillation of complex reality into a simple recommendation.”
reputation for being of a certain type. There is a literature on payment structures to certification intermediaries, who play a similar role to reviewers - see for example Lizzeri (1999) and Albano and Lizzeri (2001). In these papers, the intermediary has all the bargaining power as it sets the terms of trade via a price and disclosure rule; instead we are thinking of reviewers as responding to the preferences of the firms regarding their level of bias.\footnote{As we will show, expected sales of the good product are higher and of the bad product lower following a pessimist’s review, which suggests that customers may share a preference with the good product firm for pessimistic reviewers.}

We also assume that reviewer types are common knowledge, perhaps generated through a known history of tough or soft reviews.

2.2. Introducing a Stochastic Number of Customers. As was noted above, Bikhchandani, Hirshleifer and Welch (1992) use geometric progressions to solve for herd probabilities for a fixed finite number of potential customers. Once we introduce potential bias through the choice of reviewer, using this method to calculate and compare profits under different symmetric and asymmetric scenarios quickly becomes excessively unwieldy and complicated. Instead we introduce a stream of customers of uncertain length, which allows us to use a recursive solution method to readily solve for and compare expected profits, even where an asymmetry is introduced by the choice of a biased reviewer.

We assume that the size of the pool of potential customers is not known with certainty to the firm. Instead, after each customer decides whether or not to purchase, there is a probability \( (1 - \theta) \) that the pool of potential customers comes to an end, where \( \theta \in (0, 1) \).\footnote{The analysis is formally equivalent to introducing a standard discount factor where the firm faces an infinite stream of potential customers.} Thus, the expected number of potential customers \( E[N] = 1 + \theta + \theta^2 + \ldots = \frac{1}{1-\theta} \), and \( \theta = \frac{E[N]-1}{E[N]} \). Note as \( \theta \) goes up, so does \( E[N] \), so \( \frac{dE[N]}{d\theta} > 0 \). One interpretation of \( E[N] \) is that it is a measure of how quickly the firm expects a rival technology or product to be developed which will make its own product obsolete. Note that although \( \theta \) can range from 0 to 1, for reasonable \( E[N] \) values, it will be in the upper part of this range. For example, for \( E[N] \geq 10, \theta \geq 0.9 \).

3. Good Product Firm

In this section we explicitly focus on the case when \( V = 1 \) so the firm is selling a high quality product.
3.1. Deriving Profits from Different Reviewer Types. We start by developing two Remarks, which are used implicitly throughout the proofs of the propositions that follow. Let $q$ be the customers’ prior (either their initial 50:50 prior, or an updated prior based on a commonly observed history).

Remark 1.

$$\frac{\Pr[V = 1|I_i]}{\Pr[V = 0|I_i]} = \frac{\Pr[I_i|V=1]Pr[V=1]}{\Pr[I_i|V=0]Pr[V=0]} = \frac{\Pr[I_i|V=1]}{\Pr[I_i|V=0]} \frac{q}{1-q}$$

This Remark says that agents, when applying Bayes’ Rule to calculate their beliefs about whether the product is more likely to be of good or bad quality, simply need to calculate the ratio of the probability of the information set they have observed if the product were good to the probability if the product were bad, suitably weighted by the prior. Furthermore:

Remark 2. When calculating beliefs, agents can cancel and ignore opposing $H$ and $L$ signals.

Proof. Suppose the agent infers an information set $I_i$. Now suppose instead of $I_i$, the agent infers $I_i^+$, which we define as the set $I_i$ plus a further two opposing $H$ and $L$ signals. Then, using Remark 1:

$$\frac{\Pr[V = 1|I_i^+]}{\Pr[V = 0|I_i^+]} = \frac{\Pr[I_i^+|V=1]}{\Pr[I_i^+|V=0]} \frac{q}{1-q}$$

Normalizing the value of each sale to 1, we can now calculate expected profits to the firm for various potential updated priors of the customers in the sequence, $q$, following the reviewer’s decision. This will then allow us to easily calculate profits from the different reviewer types.

Where the prior is strongly positive or negative, it outweighs any possible signal the first customer might have, so herds start immediately.

Lemma 1. Where $q > p$, herds for the product will start immediately, so expected profits are $\frac{1}{1-q}$.

Proof. Following a bad signal, using Remark 1, the first customer purchases as:

$$\frac{\Pr[V = 1|I_i]}{\Pr[V = 0|I_i]} = \frac{(1-p)q}{p(1-q)} = \frac{q - pq}{p - pq} > 1$$
Thus, the first customer purchases whatever the signal received. The decision is thus uninformative, so the second also purchases, and so on. □

A symmetrical argument shows:

**Lemma 2.** Where \( q < 1 - p \), herds against the product will start immediately, so profits are zero.

Next we find expected profits where \( q = \frac{1}{2} \).

**Lemma 3.** Where \( q = \frac{1}{2} \), expected profits to the good product firm are given by

\[
\Pi^G_{q=\frac{1}{2}} = \frac{p \left[ 2 - (1 - p)\theta^2 \right]}{2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)}
\]

*Proof. See Appendix. The proof is based on a recursive solution to the appropriate decision tree. □*

Now suppose \( q = p \). If the first customer gets a positive signal, he buys. If he gets a negative signal this exactly cancels the positive prior, as using Remark 1, \( \frac{\Pr(V=1|L)}{\Pr(V=0|L)} = \frac{1-\theta}{p} \cdot \frac{\theta}{1-q} = 1 \), so the customer is indifferent and flips a coin. We can think of the second and subsequent customers as starting a new sequence with updated prior \( q_2 \). If the first customer rejects, later customers infer \( X_1 = L \), so \( q_2 = \frac{1}{2} \). If the first purchases, then he was more likely to observe \( H \) than \( L \), sending a positive signal, thus increasing \( q_2 \) above \( q \), so \( q_2 > p \).\(^9\) Thus, using Lemma 1:

**Lemma 4.** Where \( q = p \), expected profits to the good product firm are given by

\[
\Pi^G_{q=p} = \left[ p + \frac{1}{2}(1 - p) \right] \left( \frac{1}{1 - \theta} \right) + \frac{1}{2}(1 - p)\theta \Pi^G_{q=\frac{1}{2}}.
\]

Suppose instead \( q = 1 - p \). This case is the symmetric opposite. If the first customer gets a negative signal, he rejects, while if he gets a positive signal, this exactly cancels the negative prior so he flips a coin. Thus, if the first customer buys, later customers infer \( X_1 = H \), so \( q_2 = \frac{1}{2} \). If the first rejects, then he was more likely to observe \( L \) than \( H \), sending a negative signal, so \( q_2 < 1 - p \). Thus, using Lemma 2:

**Lemma 5.** Where \( q = 1 - p \), expected profits to the good product firm are given by

\[
\Pi^G_{q=1-p} = \frac{1}{2}p \left( 1 + \theta \Pi^G_{q=\frac{1}{2}} \right).
\]

\(^9\)Formally, \( \frac{\Pr(V=1|L)}{\Pr(V=0|L)} \cdot \frac{\theta}{1-q} > \frac{q}{1-q} \).
Next, we calculate profits where \( q \in \left( \frac{1}{2}, p \right) \) or \( q \in (1-p, \frac{1}{2}) \). As a first step, letting \( \hat{q} \) represent a customer’s posterior belief following some updating:

**Remark 3.** Where \( q \in \left( \frac{1}{2}, p \right) \), following a \( H \) signal \( \hat{q} > p \), while a \( L \) signal outweighs the positive prior and \( \hat{q} \in (1-p, \frac{1}{2}) \).

**Proof.** See Appendix. ■

The following Lemmas can then be derived:

**Lemma 6.** Where \( q \in \left( \frac{1}{2}, p \right) \), expected profits to the good product firm are given by

\[
\Pi^G_{q \in \left( \frac{1}{2}, p \right)} = \frac{p \left[ 1 + (1-p)\theta (1-\theta) \right]}{\left[ 1 - p(1-p)\theta^2 \right] (1-\theta)}
\]

**Proof.** See Appendix. Again, a recursive decision tree is used. ■

**Lemma 7.** Where \( q \in (1-p, \frac{1}{2}) \), expected profits to the good product firm are given by

\[
\Pi^G_{q \in (1-p, \frac{1}{2})} = \frac{p \left[ p + (1-p)(1-\theta) \right]}{\left[ 1 - p(1-p)\theta^2 \right] (1-\theta)}
\]

**Proof.** See Appendix. ■

We now have the building blocks which allow us to easily calculate and compare profits to the firm from choosing different reviewer types.

Suppose first the reviewer is unbiased. The probability that the reviewer endorses if the product is good is \( p^2 + p(1-p) = p \), while the probability he fails to endorse is \( p(1-p) + (1-p)^2 = (1-p) \). Given the initial 50:50 prior and using Bayes’ Rule, then following an endorsement the updated prior is:

\[
q = \frac{[p^2 + p(1-p)]^{\frac{1}{2}}}{[p^2 + p(1-p)]^{1\frac{1}{2}} + [p(1-p) + (1-p)^2]^{1\frac{1}{2}}} = p
\]

Following a rejection, we have:

\[
q = \frac{[p(1-p) + (1-p)^2]^{\frac{1}{2}}}{[p(1-p) + (1-p)^2]^{1\frac{1}{2}} + [p^2 + p(1-p)]^{1\frac{1}{2}}} = 1-p
\]

So with probability \( p \) the reviewer endorses, so \( q = p \) and Lemma 4 applies, while with probability \( (1-p) \) the reviewer fails to endorse so \( q = (1-p) \) and Lemma 5 applies. Thus, the expected profits from choosing an unbiased reviewer in the good product case are
\[ \Pi_{ur}^G = p \Pi_{q=p}^G + (1-p) \Pi_{q=1-p}^G \]

Which after some algebra gives:

**Proposition 1.** Expected profits to a firm with a good product from choosing an unbiased reviewer are given by

\[ \Pi_{ur}^G = \frac{p[2 + 2p(1-p)\theta(1-\theta) - (1-p)\theta]}{2 \left[ 1 - p(1-p)^2 \right] (1-\theta)} \]

*Proof. See Appendix.* □

Next, let’s consider the pessimistic reviewer. The probability that the reviewer endorses if the product is good is \( p^2 \), while the probability he fails to endorse is \( 1-p^2 \). Clearly, if the pessimist endorses he sends out a stronger signal for the product than does the unbiased reviewer, so \( q > p \),\(^{10}\) and hence by Lemma 1 a herd for the product starts immediately. If the pessimist fails to endorse, then this is a negative signal, but weaker than that sent out by the unbiased reviewer who does not endorse, so \( q \in (1-p, \frac{1}{2}) \).\(^{11}\) Thus, Lemma 7 applies. Expected profits from choosing a pessimistic reviewer in the good product case are then:

\[ \Pi_{pr}^G = p^2 \left( \frac{1}{1-\theta} \right) + (1-p^2) \Pi_{q \in (1-p, \frac{1}{2})}^G \]

After some algebra, this gives:

**Proposition 2.** Expected profits to a firm with a good product from choosing a pessimistic reviewer are given by

\[ \Pi_{pr}^G = \frac{p\left[1 + p(1-p) + p^2(1-p)\theta(1-\theta) - (1-p)\theta\right]}{\left[1-p(1-p)^2\right](1-\theta)} \]

*Proof. See Appendix.* □

Finally, we consider the optimistic reviewer. The probability that the reviewer endorses if the product is good is \( p^2 + 2p(1-p) \), while the probability he fails to endorse is \( (1-p)^2 \). Clearly, this case is the symmetric opposite of the pessimistic reviewer case. If the optimist

\(^{10}\)Formally, \( q = \frac{p^2}{p^2 + (1-p)^2} > p \) iff \( p > p^2 + (1-p)^2 \) or \( p(1-p) > (1-p)^2 \), which is clearly true given \( p \in (\frac{1}{2}, 1) \).

\(^{11}\)Formally, \( q = \frac{(1-p^2)}{[1-p^2 + p^2 + 2p(1-p)]} > 1-p \) iff \( (1+p)(1-p) > [1 + 2p(1-p)](1-p) \) which holds iff \( 2(1-p) < 1 \), which is clearly true as \( p > \frac{1}{2} \). Also, \( q < \frac{1}{2} \) iff \( 2(1-p) < 1 + 2p - 2p^2 \) which holds iff \( 1 < 2p \).
endorses, this sends a positive signal weaker than the one sent out by the unbiased reviewer, so \( q \in (\frac{1}{2}, p) \), and hence Lemma 6 applies. If the optimistic reviewer fails to endorse, this sends out a stronger negative signal against the product than does the unbiased reviewer if he fails to endorse, so \( q < 1 - p \), and hence by Lemma 2 a herd against the product starts immediately. Expected profits are thus:

\[
\Pi_{or}^G = \left[ p^2 + 2p(1 - p) \right] \Pi_{q\in(\frac{1}{2},p)}^G
\]

And hence:

**Proposition 3.** Expected profits from choosing the optimistic reviewer in the good product case are:

\[
\Pi_{or}^G = \left[ p^2 + 2p(1 - p) \right] \frac{p[1 + (1 - p)\theta(1 - \theta)]}{[1 - p(1 - p)\theta^2](1 - \theta)}
\]

3.2. **Comparing Profits from Different Reviewer Types.** We are now in a position to compare profits from choosing the different types of reviewers.

**Proposition 4.** \( \Pi_{pr}^G > \Pi_{or}^G \) for all \( p \in (\frac{1}{2}, 1) \) and \( \theta \in (0, 1) \), so a firm launching a new product will unambiguously prefer to have it reviewed by a pessimistic reviewer over an unbiased one.

*Proof. See Appendix.*

The pessimistic reviewer is more likely than an unbiased reviewer to fail to endorse the product, thus sending a bad signal about product quality to later customers, and less likely to endorse and hence send a positive signal. However, if the pessimist does endorse, this sends a very strong positive signal about quality, strong enough in fact to initiate a cascade in favour of the product (after the pessimist endorses, \( q > p \), starting a herd, while endorsement by the unbiased reviewer gives \( \Pi_{q=p}^G \)). Furthermore, customers understand that the pessimist is more likely to fail to endorse than an unbiased reviewer, thus dissipating the effect of such a failure on later customers’ beliefs (failure to endorse by the pessimist leads to \( \Pi_{q\in(1-p,\frac{1}{2})}^G \), but failure by the unbiased reviewer leads to \( \Pi_{q=1-p}^G \)). Overall, these effects overwhelm the more likely failure to endorse, so the good product firm prefers the pessimist.

The following tables show, for various numbers of expected potential customers, the absolute value of the pessimist (in expected terms), expected sales when the firm chooses an unbiased reviewer, and the percentage increase in sales from choosing a pessimistic reviewer over an unbiased one. We present three tables, one with \( p = 0.75 \), where signals are
halfway between being fully informative and completely uninformative, one with \( p = 0.6 \), where signals are quite uninformative, and finally one with \( p = 0.9 \), where signals are quite informative.

<table>
<thead>
<tr>
<th>( E[N] )</th>
<th>Absolute Value of Pessimistic Reviewer</th>
<th>Expected Sales With Unbiased Reviewer</th>
<th>Percentage Increase in Expected Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.6</td>
<td>8.0</td>
<td>7.8%</td>
</tr>
<tr>
<td>25</td>
<td>1.5</td>
<td>20.1</td>
<td>7.4%</td>
</tr>
<tr>
<td>50</td>
<td>2.9</td>
<td>40.3</td>
<td>7.3%</td>
</tr>
<tr>
<td>100</td>
<td>5.8</td>
<td>80.7</td>
<td>7.2%</td>
</tr>
<tr>
<td>200</td>
<td>11.6</td>
<td>161.5</td>
<td>7.2%</td>
</tr>
<tr>
<td>500</td>
<td>28.9</td>
<td>403.8</td>
<td>7.2%</td>
</tr>
<tr>
<td>1,000</td>
<td>57.7</td>
<td>807.6</td>
<td>7.1%</td>
</tr>
<tr>
<td>10,000</td>
<td>577.0</td>
<td>8076.8</td>
<td>7.1%</td>
</tr>
</tbody>
</table>

Table II: Value of Pessimistic Reviewer With \( p = 0.6 \)

<table>
<thead>
<tr>
<th>( E[N] )</th>
<th>Absolute Value of Pessimistic Reviewer</th>
<th>Expected Sales With Unbiased Reviewer</th>
<th>Percentage Increase in Expected Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.4</td>
<td>6.3</td>
<td>6.1%</td>
</tr>
<tr>
<td>25</td>
<td>0.9</td>
<td>15.7</td>
<td>5.4%</td>
</tr>
<tr>
<td>50</td>
<td>1.6</td>
<td>31.5</td>
<td>5.2%</td>
</tr>
<tr>
<td>100</td>
<td>3.2</td>
<td>63.1</td>
<td>5.1%</td>
</tr>
<tr>
<td>200</td>
<td>6.4</td>
<td>126.3</td>
<td>5.1%</td>
</tr>
<tr>
<td>500</td>
<td>15.9</td>
<td>315.7</td>
<td>5.0%</td>
</tr>
<tr>
<td>1,000</td>
<td>31.6</td>
<td>631.5</td>
<td>5.0%</td>
</tr>
<tr>
<td>10,000</td>
<td>315.9</td>
<td>6315.7</td>
<td>5.0%</td>
</tr>
</tbody>
</table>
Table III: Value of Pessimistic Reviewer With $p = 0.9$

<table>
<thead>
<tr>
<th>$E , [N]$</th>
<th>Absolute Value of Pessimistic Reviewer</th>
<th>Expected Sales With Unbiased Reviewer</th>
<th>Percentage Increase in Expected Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.4</td>
<td>9.3</td>
<td>4.6%</td>
</tr>
<tr>
<td>25</td>
<td>1.0</td>
<td>23.4</td>
<td>4.4%</td>
</tr>
<tr>
<td>50</td>
<td>2.0</td>
<td>46.9</td>
<td>4.3%</td>
</tr>
<tr>
<td>100</td>
<td>4.0</td>
<td>93.9</td>
<td>4.2%</td>
</tr>
<tr>
<td>200</td>
<td>7.9</td>
<td>187.9</td>
<td>4.2%</td>
</tr>
<tr>
<td>500</td>
<td>19.8</td>
<td>469.7</td>
<td>4.2%</td>
</tr>
<tr>
<td>1,000</td>
<td>39.6</td>
<td>939.5</td>
<td>4.2%</td>
</tr>
<tr>
<td>10,000</td>
<td>395.6</td>
<td>9395.6</td>
<td>4.2%</td>
</tr>
</tbody>
</table>

We can make a couple of observations from these tables. First, the advantage from choosing a pessimistic reviewer is quite substantial. With averagely informative signals in Table I, the pessimist adds between 7% and 8% to sales. Second, we see that in each case, the percentage increase rapidly converges to a bound.

**Proposition 5.** The percentage increase in sales from having a pessimist choose first converges to a bound of $\frac{1-p}{(1+p)^2}$ as $\theta \to 1$.

*Proof. See Appendix.* □

For example, this bound equals $\frac{1}{14} = 7.1\%$ in the case of $p = 0.75$.

Finally, we compare pessimistic reviewers to optimistic ones:

**Proposition 6.** Pessimistic reviewers are always strictly preferred to optimistic ones by a firm with a good product. However, the preference is slight as choosing the pessimist over the optimist cannot increase expected sales by more than $\frac{1}{7}$.

*Proof. See Appendix.* □

Pessimistic reviewers are valued by good product firms because of the strength of the signal they send out if they endorse the product. However, optimistic reviewers are also valuable: the proposition above shows that they are only slightly less so than pessimistic ones. The strength of the positive signal the optimistic reviewer sends out if he endorses is much weaker, because customers understand how optimistic the reviewer is. However, with a good product, the optimistic reviewer is very likely to endorse and so send out a positive signal. Thus, the good product firm has a general preference for biased reviewers
over unbiased ones, who have neither the advantage of the pessimistic reviewer, who sends out a very strong signal if he endorses, nor of the optimistic reviewer, who is very likely to send out a positive signal. Thus we might expect a polarization of reviewers. Reviewers may tend to take more extreme positions in order to make their reviews more attractive to firms with good products.

4. BAD PRODUCT FIRM

In this section, we consider the optimal choice of reviewer type for a firm which knows that its product is bad. We start by noting the following Remark:

**Remark 4.** To calculate expected profits to the firm with a bad product, we need just take the expressions for the good product case and swap each p with 1 − p and vice-versa.

**Proof.** In the case of a bad product, for any sequence of signals, the reviewers and customers will all act in the same way, as they do not know the product quality. However, the probability of each possible sequence of signals changes. At any given point, the probability of a H signal changes from p to 1 − p and the probability of a L signal changes from 1 − p to p. Thus, to calculate expected profits to the firm with a bad product, we need just take the expressions for the good product case and swap each p with 1 − p and vice-versa.

Using this, we can derive the following proposition.

**Proposition 7.** A firm with a bad product prefers to have its product reviewed by an unbiased reviewer than by a pessimistic one if (and only if)

\[ p > p^* = \frac{1 + \theta(1 - \theta) - \sqrt{(1 + \theta(1 - \theta))^2 - 2\theta(1 - \theta)(2 - \theta)}}{2\theta(1 - \theta)} \]

\[ p^* \in (\frac{1}{2}, 1), \quad \frac{dp^*}{dE[N]} < 0 \quad \text{and as } \theta \to 1, \ p^* \to \frac{1}{2}. \]

**Proof.** See Appendix.
endorsement, but instead is more likely to send the negative signal inherent in a failure to endorse. Thus, for a firm with a bad product, choosing the pessimistic reviewer is too risky.

As for the good product firm, we can calculate the expected value (here negative) of choosing a pessimistic reviewer over an unbiased one, both in absolute and percentage terms, for different quality signals.

From the tables below, we see that having a pessimist choose first is very costly to the bad product firm. For example, with averagely informative signals ($p = 0.75$), the decrease in expected sales is of the order of $30\%$. We can also note that, as in the good product case, the percentage decrease rapidly converges to a bound as $E[N]$ goes up. Using Remark 4 and Proposition 5, the bound is given by $\frac{p(1-2p)}{(2-p)} < 0$.

We can also see that as $p$ increases across the tables, for any $E[N]$ the pessimist becomes more costly to the firm. A higher $p$ means signals are more reliable, so the risk to the bad product firm that the pessimist fails to endorse is amplified.

<table>
<thead>
<tr>
<th>$E[N]$</th>
<th>Absolute Value of Pessimistic Reviewer</th>
<th>Expected Sales With Unbiased Reviewer</th>
<th>Percentage Decrease in Expected Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-0.5</td>
<td>2.0</td>
<td>-23.9%</td>
</tr>
<tr>
<td>25</td>
<td>-1.3</td>
<td>4.9</td>
<td>-27.5%</td>
</tr>
<tr>
<td>50</td>
<td>-2.8</td>
<td>9.7</td>
<td>-28.7%</td>
</tr>
<tr>
<td>100</td>
<td>-5.7</td>
<td>19.3</td>
<td>-29.4%</td>
</tr>
<tr>
<td>200</td>
<td>-11.4</td>
<td>38.5</td>
<td>-29.7%</td>
</tr>
<tr>
<td>500</td>
<td>-28.7</td>
<td>96.2</td>
<td>-29.9%</td>
</tr>
<tr>
<td>1,000</td>
<td>-57.6</td>
<td>192.4</td>
<td>-29.9%</td>
</tr>
<tr>
<td>10,000</td>
<td>-576.8</td>
<td>1923.2</td>
<td>-30.0%</td>
</tr>
</tbody>
</table>
Finally, we see that the equivalent to Proposition 6 applies here.

**Proposition 8.** Pessimistic reviewers are always strictly preferred to optimistic ones by a firm with a bad product. However, the preference is slight as choosing the pessimist over the optimist cannot increase expected sales by more than $\frac{1}{4}$.

*Proof.* The proof follows immediately by applying Remark 4 to (A.2) in the proof of Proposition 6, to find that $\Pi_{pr}^B - \Pi_{or}^B = \Pi_{pr}^C - \Pi_{or}^C$, so the proof of Proposition 6 continues to apply. \[\blacksquare\]

The optimistic reviewer is even worse for the bad product firm than the pessimistic one, though only marginally so. Optimistic reviewers are bad as if they fail to endorse the product this sends out a very strong unfavourable signal to customers ($q < 1 - p$, so a herd against
the product starts immediately), and for a firm with a bad product, the probability that even an optimistic reviewer fails to endorse the product is reasonably high.

So in conclusion, we see that a firm with a bad product prefers to have its product reviewed by an unbiased reviewer over both pessimistic and optimistic ones. If the firm were forced to choose, it would have a slight preference for pessimistic reviewers over optimistic ones.

5. Signalling and Pooling

We have not yet considered how customers’ priors about the product quality might be affected by the choice of reviewer the firm makes. From Propositions 4 and 7, the good product firm wishes to choose a pessimistic reviewer, but this is costly to the bad product firm, who prefers an unbiased reviewer. Thus, a candidate equilibrium in which the good product firm chooses a pessimist, but the bad product firm chooses an unbiased reviewer, will be undone by customers readjusting their priors in the light of the firm’s choice - the choice will fully signal or reveal the product type. The bad product firm then has sales of zero, while the good product firm will sell to all the customers in the sequence, so the bad product firm would want to deviate by copying the choice of the good product firm, and hence be believed to be good. In fact, no separating equilibrium is possible. In any candidate separating equilibrium, the firm’s type will be revealed, so the bad product firm would want to deviate by copying the choice of the good product firm.

Pooling equilibria, where both types of firm choose the same reviewer, are possible however. There are three candidate pooling equilibria, which we denote by \((p, p)\), \((o, o)\) and \((u, u)\) for the choice of a pessimist, an optimist and an unbiased reviewer respectively. Note first that \((p, p)\) payoff dominates \((o, o)\), from Propositions 6 and 8. Thus, we would expect to see \((p, p)\) played over \((o, o)\).

Next, we consider the beliefs that could sustain \((p, p)\) and \((u, u)\) as Perfect Bayesian Equilibria. Let \(w\) be the consumers’ symmetric probability belief that \(V = 1\). Because to this point we have only considered an initial 50:50 prior before any reviewer makes a decision, we will restrict \(w \in \{0, \frac{1}{2}, 1\}\). Then \((p, p)\) can be sustained iff \(w = 0\) where the firm deviates and chooses an unbiased reviewer. If the deviator were thought to be good, the firm would always deviate whatever its type, and if the beliefs remained 50:50, the bad product firm would deviate, as it prefers unbiased reviewers given a 50:50 prior.\(^\text{12}\) Similarly, \((u, u)\) can also be sustained iff \(w = 0\) where the firm deviates and chooses a pessimistic reviewer. As

\(^\text{12}\)In the Perfect Bayesian Equilibrium, following a deviation to an optimistic reviewer, beliefs can remain 50:50, or the deviator can be thought to be bad.
before, the deviator cannot be believed to be good, or both types would deviate. If the beliefs remained 50:50, then of course the good product firm would deviate, as it then prefers the pessimist.\footnote{Following a deviation to an optimistic reviewer, the deviator must also be believed to be bad.}

Although both \((p, p)\) and \((u, u)\) can be sustained as Perfect Bayesian Equilibria, we argue that \((p, p)\) is a more natural equilibrium. Formally, we assume a mild consistency requirement on the off-equilibrium path beliefs, requiring that both good and bad firms share the same belief about the value of \(w\), and that consumers understand that firm beliefs are consistent in this way. Suppose we begin in the pooling equilibrium in which both types select an unbiased reviewer. If the bad firm deviates to choosing a pessimist, it must do so on the assumption that \(w\) is sufficiently high to return an improved payoff, i.e., \(w = 1\). But then the good firm would also want to deviate. Hence, having observed a deviation, it must be the case that consumers believe the deviator is at least as likely to be good as it is to be bad, so \(w \in \{\frac{1}{2}, 1\}\), which contradicts the above requirement that \(w = 0\) for the \((u, u)\) equilibrium to work. The \((p, p)\) equilibrium is not open to the same objection. The same reasoning process (inverting the good and bad firms) leads us to the conclusion that a deviator must be at least as likely to be bad as to be good, which is consistent with \(w = 0\), following a deviation to the unbiased reviewer. Such a deviation could follow from the firm believing that \(w = \frac{1}{2}\), resulting in only the bad firm deviating.\footnote{Neither firm wants to deviate to an optimist, unless they believe that \(w = 1\) following the deviation, in which case both types would want to deviate. Thus, the belief that \(w = \frac{1}{2}\) following such a deviation is the only belief consistent with our requirement.}

To summarize consider the following consumer thought process, having observed a deviation from \((u, u)\): “I’ve seen a deviation, who can it be? Well if it could be the bad type then \emph{a fortiori} it could be the good type, so my beliefs can’t be biased toward the bad type.” Allowing such a thought process allows us to invalidate the pooling equilibrium involving the selection of unbiased reviewers.

In the \((p, p)\) equilibrium, the bad product firm will be forced to copy the choice of the good product firm and choose a pessimist in order to make any sales at all. Then, because both the firms are doing the same thing, the customers’ priors are consistent with the firms’ equilibrium strategies. Note that in comparison to the case where customers do not adjust their priors in the light of the firm’s choice, social welfare increases. Sales of the good product are the same, but sales of the bad product are lower, as from Proposition 7, the bad product firm does worse and sells fewer units by choosing a pessimist.\footnote{Note also that reputational concerns might push some bad product firms to not release the product onto the market at all.}
6. More General Priors

So far, we have limited the analysis to the case where customers have 50:50 priors as to whether or not the product being launched on the market is of good quality. This makes sense if we think that, before receiving their private signal or observing the behaviour of other customers or reviewers, the customers have no prior information whatsoever about product quality. Thus, customers receive all their information through observing private signals and public behaviour. Where the priors are not 50:50, a number of questions arise: where does customers’ initial information come from, why are we not modelling explicitly the process by which this information is acquired, and finally why can we not think of all private information acquisition as arising from the private signal? The second question is in a sense directly addressed in this paper in the 50:50 case by explicitly modelling reviewers, as they can be considered to generate priors through their endorsement decision. The assumption of 50:50 priors also simplifies the analysis.

Nonetheless, in this section, we consider more general priors. For conciseness, we consider just the good product firm. We find that for priors not too far from 50:50, our main result continues to hold: good product firms will continue to prefer pessimistic reviewers, appropriately defined. We also find that the more informative are private signals, i.e., the higher is \( p \), the greater the range of priors around 50:50 for which the good product firm prefers pessimistic reviewers. Thus, we can conclude that our main result is not a knife-edge one, depending on priors being exactly 50:50.

Here, we let the general initial prior beliefs be \( q \), while we denote the updated prior following the reviewer’s decision by \( q_i \).

We will restrict \( q < p \). If \( q > p \), the positive prior outweighs any individual signal, and as a result, using Lemma 1, a herd starts straight away in the absence of any review. In that case, analyzing the firm’s choice of reviewer to try to manipulate the herding structure is uninteresting. For simplicity, we do not consider the case where \( q = p \). We will (for reasons to be explained shortly) also restrict \( q > \frac{1}{2} \), so \( q \in (\frac{1}{2}, p) \).

Suppose \( q > \frac{1}{2} \). Then an unbiased reviewer will endorse the product if he gets a neutral pair of signals, \( HL \) or \( LH \), as the two signals cancel and the reviewer is left with the positive prior. Of course, he will also endorse with two positive signals, while if he gets two negative signals he will fail to endorse, as following just the first negative signal, as shown in Remark 3, the reviewer’s posterior \( \hat{q} < \frac{1}{2} \). By analogy with the 50:50 prior case, we can now define three types of reviewer:
**Definition 4.** Unbiased reviewers endorse the product iff they get two $H$ signals or a $H$ and a $L$ signal. Mildly pessimistic reviewers endorse the product if they get two $H$ signals, don’t endorse if they get two $L$ signals and flip a coin if they get a $H$ and a $L$ signal. Strongly pessimistic reviewers endorse the product iff they get two $H$ signals.

We can see that our three types of reviewers are in some sense analogous to the three types in the 50:50 prior case. Based purely on private information, the unbiased reviewer decides in the same way as the optimistic reviewer in the 50:50 case, the mild pessimist decides in the same way as the unbiased reviewer in the 50:50 case, and the strong pessimist decides in the same way as the pessimist in the 50:50 case. Because of the positive prior, a given decision rule based on private information effectively become more pessimistic relative to total information.

The reason we restrict $q > \frac{1}{2}$ is that where $q < \frac{1}{2}$ we would be in a symmetric situation where instead, we would have unbiased reviewers, mildly optimistic reviewers and strongly optimistic ones, so there could be no clear extension of the result that the good product firm prefers pessimists.\(^{16}\)

We are now in a position to state our main result in this section:

**Proposition 9.** Where $q < \frac{1+q}{1.5}$, the good product firm unambiguously prefers mildly pessimistic reviewers to either strongly pessimistic or unbiased ones.

*Proof.* See Appendix. □

Clearly, as $p$ goes up, so does the range of $q$ above $\frac{1}{2}$ for which the mild pessimist is optimal. In fact, we can easily see that for any $p$, the range of $q$ for which the proposition holds is exactly one third of the permitted $q$ range (from $\frac{1}{2}$ to $p$): $\frac{1}{3} [p - \frac{1}{2}] + \frac{1}{2} = \frac{2p-1+3}{6} = \frac{1+2p}{3}$.

As in the 50:50 prior case, the (mild) pessimist is preferred to the unbiased reviewer, because though the pessimist is less likely to endorse the product, an endorsement is a very powerful positive signal, starting an immediate herd in favour of the product, while a failure to endorse is less harmful because the reviewer’s pessimism is common knowledge. However, the result only holds where $q$ is not too big relative to $p$. Otherwise, the strength of the prior is such that even an endorsement by the unbiased reviewer is sufficient to start a herd, who is then preferred as he is more likely to endorse.

\(^{16}\)In any case, the symmetry of the problem means that the results for $q > \frac{1}{2}$ extend to $q < \frac{1}{2}$ with appropriate adjustment.
The mild pessimist is preferred to the strong pessimist, because the mild pessimist is sufficiently pessimistic that an endorsement leads to a herd, and so is preferred to the strong pessimist who is less likely to endorse.

As before, the preference for the (mild) pessimist is quite strong. For example, for $p = 0.75$, the mildly pessimistic reviewer adds about 7% to sales over the unbiased reviewer.

7. Conclusion

Our paper is the first to consider sequential sales with reviewers in a herding environment, and by explicitly considering reviewers provides a counter-intuitive justification of the existence of highly critical reviewers as useful to firms launching new products onto the market. More generally, the pessimistic reviewer is like choosing an initial tough public test. It is in a good product firm’s best interest to choose a pessimistic reviewer. If the pessimist fails to endorse, his decision will not affect later movers’ beliefs about the quality of the product too much, but if he does endorse, he is likely to immediately initiate a cascade in favour of the firm’s product. Firms with bad products, on the other hand, will prefer unbiased reviewers to avoid the excessive risk of rejection by a pessimist, although signalling considerations make it likely that the bad product firm will want to copy the choice of the good product firm to avoid immediate revelation of quality through the choice of reviewer.

In order to focus on the heart of the issue, the modelling assumptions have been chosen to make the analysis as tractable as possible. However, interesting extensions might look at generalized beliefs of the firm about the quality of its own product, a more general structure of private information signals to reviewers and customers, or the issue of inter-firm competition. Finally, prices are effectively fixed in our model: there is scope for a unified analysis merging our work on reviewer choice with existing models of inter-temporal price discrimination under sequential decision-making.
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Appendix

1. Proof of Lemma 3. From Remark 1 and \( q = \frac{1}{4} \), if the ratio of the probability of the observed information set if the product were good to that if the product were bad is greater than 1, an unbiased agent should buy, if it less than 1, he should not, and if it is equal to 1, the unbiased agent flips a coin.

The first agent will follow his signal, i.e., will adopt iff \( X_1 = H \). Suppose the first agent adopts. This reveals his signal to be \( H \) to the second agent. If the second agent also gets a \( H \) signal, he therefore also adopts, but if he gets a \( L \) signal the \( H \) and \( L \) signals cancel, so he is indifferent and flips a coin. If the third agent observes two adopt decisions, a \( Y \) herd starts. If he gets \( X_3 = L \), his signal and that of the first agent cancel, but because the second agent adopted, he is more likely to have observed \( X_2 = H \) than \( X_2 = L \). Formally, for the third agent:

\[
\frac{\Pr[V = 1|I_3]}{\Pr[V = 0|I_3]} = \frac{p + \frac{1}{4}(1 - p)}{(1 - p) + \frac{1}{4}p} > 1
\]

So, the third agent adopts if gets a bad signal, and \textit{a fortiori} adopts with a good signal, so a herd for the product has started.

Suppose instead that the first agent adopts, but the second agent rejects. Then the third agent can infer \( \{X_1 = H, X_2 = L\} \). These two signals cancel, so the third agent is in exactly the same situation as the first agent before he received a signal.

The case where the first agent rejects is the symmetric opposite. If the second agent also rejects the product, a herd against starts. If the second agent buys, then the third agent is back to exactly the same situation as the first agent. All this can be illustrated in the following decision tree:17

\[17\text{Remember the firm knows its product to be good. The branch probabilities are predicated upon this assumption.}\]
We can use this tree to calculate the expected profit to the firm in this case by finding the payoff down various branches of the tree and multiplying by the probability of the relevant branch. Note that we have a recursive structure, whereby the payoffs from various points further down the tree are equivalent to those from points higher up in the tree, and we solve this recursive structure.

Letting \( \Pi^G_{q=\frac{1}{2}} \) equal the discounted value of profits at the beginning of the tree, we get:

\[
\begin{align*}
\Pi^G_{q=\frac{1}{2}} &= p \left[ p + \frac{1}{2}(1 - p) \left( \frac{1}{1 - \theta} \right) \right] \\
&\quad + p \left[ \frac{1}{2}(1 - p) \left( 1 + \Pi^G_{q=\frac{1}{2}} \theta^2 \right) \right] \\
&\quad + (1 - p) \left( \frac{1}{2}p \left( \theta + \Pi^G_{q=\frac{1}{2}} \theta^2 \right) \right) \\
&\quad + (1 - p) \left[ \frac{1}{2}p + (1 - p) \right] 0
\end{align*}
\]
So:
\[ \Pi_{q \rightarrow \frac{1}{2}}^G = \frac{1}{2}p(1+p) \left( \frac{1}{1-\theta} \right) + \frac{1}{2}p(1-p) + \frac{1}{2}p(1-p)\Pi_{q \rightarrow \frac{1}{2}}^G \theta^2 + \frac{1}{2}p(1-p)\theta + \frac{1}{2}p(1-p)\Pi_{q \rightarrow \frac{1}{2}}^G \theta^2 \]

So,
\[ \Pi_{q \rightarrow \frac{1}{2}}^G \left[ 1 - p(1-p)\theta^2 \right] (1-\theta) = \frac{1}{2}p \left[ 1 + p + (1-p)(1+\theta)(1-\theta) \right] \]

So,
\[ \Pi_{q \rightarrow \frac{1}{2}}^G = \frac{p \left[ 2 - (1-p)\theta^2 \right]}{2 \left[ 1 - p(1-p)\theta^2 \right] (1-\theta)} \]

2. Proof of Remark 3. Following a \( H \) signal, \( \hat{q} = \frac{pq}{pq + (1-p)(1-q)} \). Thus, \( \hat{q} > p \) iff \( q > pq + 1 - p - q + pq \), which in turns holds iff \( 2q(1-p) > 1 - p \) or \( q > \frac{1}{2} \), which of course we have assumed.

Following a \( L \) signal, \( \hat{q} = \frac{(1-p)q}{(1-p)(1-q)} \). Thus, by the same reasoning as in the \( H \) signal case (switching \( 1-p \) for \( p \)), \( \hat{q} > 1 - p \) iff \( q > \frac{1}{2} \), which we assume. Also, \( \frac{Pr[V=1|L]}{Pr[V=0|L]} = \frac{(1-p)q}{p(1-q)} = \frac{2-pq}{p+pq} < 1 \), as we assume \( q < p \), so \( \hat{q} < \frac{1}{2} \) .

3. Proof of Lemma 6. The first customer will purchase iff \( X_1 = H \). If the first customer gets a \( H \) signal, he clearly adopts as \( q > \frac{1}{2} \), while if he gets a \( L \) signal he rejects as, from Remark 3, \( \hat{q} < \frac{1}{2} \).

Following adoption by the first customer, a herd for the product starts. The second customer can infer that the first one got a \( H \) signal. Thus, from Remark 3, the second customer’s updated prior \( q_2 > p \), and so by Lemma 1 a herd for the product starts.

If the first agent rejects, then the second customer purchases iff \( X_2 = H \). The second customer can infer \( X_1 = L \), so if \( X_2 = H \), the two signals cancel, and hence the second customer adopts as \( q > \frac{1}{2} \). If \( X_2 = L \), then the customer has effectively seen two negative signals, and so rejects.

Following rejection by the first customer, and a purchase by the second, the third customer can infer a \( L \) and a \( H \) signal, which cancel leaving him in exactly the same position as the first customer before he received a signal.
Following rejection by the first two customers, a herd against the product starts. If the third customer gets a $H$ signal, this cancels one of the two inferred $L$ signals, so the customer is left with just one $L$ signal which, by Remark 3, leads to rejection. *A fortiori*, he also rejects if he gets a $L$ signal.

As in the 50:50 prior case, all this information can be summarized in the following decision tree, with branch probabilities given by the fact that we are looking at the good product case.

Thus, for any specific $q \in (\frac{1}{2}, p)$, we can find expected discounted profits to the good product firm as follows:

$$\Pi_{q \in \frac{1}{2}, p}^G = p \left( \frac{1}{1 - \theta} \right) + (1 - p)p \left[ \theta + \theta^2 \Pi_{q \in \frac{1}{2}, p}^G \right]$$

So,

$$\Pi_{q \in \frac{1}{2}, p}^G \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta) = p + p(1 - p)\theta (1 - \theta)$$

So,

$$\Pi_{q \in \frac{1}{2}, p}^G = \frac{p \left[ 1 + (1 - p)\theta (1 - \theta) \right]} {\left[ 1 - p(1 - p)\theta^2 \right]} (1 - \theta)$$

But note that this value is independent of $q$. So the expression for $\Pi_{q \in \frac{1}{2}, p}^G$ in fact covers any $q$ in the permitted range. 

4. *Proof of Lemma 7.* Clearly, the shape of the decision tree, which is determined by customers who do not know the product type, will be the symmetric opposite of the one in the proof of Lemma 6, for the $q \in \frac{1}{2}, p$ case. A $L$ signal starts a herd against, just like before a $H$ signal started a herd for, while two $H$ signals start a herd for, just like before two $L$
signals started a herd against. Again, if the first customer buys but the second does not, the inferred signals cancel.

Thus, for any specific \( q \in (1 - p, \frac{1}{2}) \):

\[
\Pi^G_{q \in (1 - p, \frac{1}{2})} = p^2 \left( \frac{1}{1 - \theta} \right) + p(1 - p) \left[ 1 + \theta^2 \Pi^G_{q \in (1 - p, \frac{1}{2})} \right]
\]

So,

\[
\Pi^G_{q \in (1 - p, \frac{1}{2})} [1 - p(1 - p)\theta^2] (1 - \theta) = p^2 + p(1 - p) (1 - \theta)
\]

So,

\[
\Pi^G_{q \in (1 - p, \frac{1}{2})} = \frac{p[p + (1 - p)(1 - \theta)]}{[1 - p(1 - p)\theta^2] (1 - \theta)}
\]

Again, this profit is independent of the specific \( q \) value. \( \blacksquare \)

5. Proof of Proposition 1. We know that:

\[
\Pi_{ur}^G = p\Pi_{q=p}^G + (1 - p)\Pi_{q=1-p}^G
\]

Using Lemma 4, Lemma 5 and Lemma 3, we get:

\[
\Pi_{ur}^G = p \left[ p + \frac{1}{2}(1 - p) \right] \left( \frac{1}{1 - \theta} \right) + p\frac{1}{2}(1 - p)\theta\frac{p[2 - (1 - p)\theta^2]}{2[1 - p(1 - p)\theta^2] (1 - \theta)}
\]

So,

\[
\Pi_{ur}^G [1 - p(1 - p)\theta^2] (1 - \theta)
\]

\[
= (p^2 + p) \left[ 1 - p(1 - p)\theta^2 \right] + p^2(1 - p)\theta \left[ 2 - (1 - p)\theta^2 \right]
\]

\[
+ p(1 - p) \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)
\]

\[
= p^2 - p^3(1 - p)\theta^2 + p - p^2(1 - p)\theta^2
\]

\[
+ 2p^2(1 - p)\theta - p^2(1 - p)^2\theta^3
\]

\[
+ p - p^2 - p(1 - p)\theta - p^2(1 - p)^2\theta^2 + p^2(1 - p)^2\theta^3
\]
So finally,

\[
\Pi^G_{ur} = \frac{2p - 2p^2(1 - p)\theta^2 + 2p^2(1 - p)\theta - p(1 - p)\theta}{2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)} \\
= \frac{p[2 + 2p(1 - p)\theta(1 - \theta) - (1 - p)\theta]}{2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)}
\]

\[
\begin{align*}
6. \text{Proof of Proposition 2. We know that:} \\
\Pi^G_{pr} &= p^2 \left( \frac{1}{1 - \theta} \right) + (1 - p^2) \Pi^G_{\varphi \in (1 - \theta, \frac{1}{2})} \\
\text{Using Lemma 7, we thus get:} \\
\Pi^G_{pr} &= p^2 \left( \frac{1}{1 - \theta} \right) + (1 - p^2) \left[ \frac{p[p + (1 - p)](1 - \theta)}{1 - p(1 - p)\theta^2} \right] (1 - \theta)
\end{align*}
\]

So,

\[
\begin{align*}
\Pi^G_{pr} &= p^2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta) \\
&= p^2 \left[ 1 - p(1 - p)\theta^2 \right] + (1 - p^2) \left[ p[p + (1 - p)](1 - \theta) \right] \\
&= p^2 - p^3(1 - p)\theta^2 + p^2 + p(1 - p)(1 - \theta) - p^4 - p^3(1 - p)(1 - \theta) \\
&= p^2 - p^3(1 - p)\theta^2 + p^2 + p - p^2 - p(1 - p)\theta - p^4 - p^3 + p^4(1 - p)\theta \\
\end{align*}
\]

So we get:

\[
\Pi^G_{pr} = \frac{p[1 + p(1 - p) + p^2(1 - p)\theta(1 - \theta) - (1 - p)\theta]}{1 - p(1 - p)\theta^2} (1 - \theta)
\]

\[
\begin{align*}
7. \text{Proof of Proposition 4. From Proposition 1 and Proposition 2, } \Pi^G_{pr} - \Pi^G_{ur} \text{ is equal to:} \\
p[2 + 2p(1 - p) + 2p^2(1 - p)\theta(1 - \theta) - 2(1 - p)\theta] - p[2 + 2p(1 - p)\theta(1 - \theta) - (1 - p)\theta] \\
= \frac{p[2 + 2p(1 - p)\theta(1 - \theta) - 2p\theta(1 - \theta) - 2p\theta]}{2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)} \\
\end{align*}
\]

So,

\[
\Pi^G_{pr} - \Pi^G_{ur} = \frac{p(1 - p)[2p + 2p^2(1 - \theta) - \theta - 2p\theta(1 - \theta)]}{2 \left[ 1 - p(1 - p)\theta^2 \right] (1 - \theta)} \\
\]

(A.1)
The denominator is strictly positive, as is \( p(1-p) \), so we just need to show that:

\[
2p + 2p^2 \theta (1 - \theta) - \theta - 2p\theta(1 - \theta) > 0
\]

So a sufficient condition is that \( 2p - \theta - 2p\theta(1 - \theta) > 0 \). This hold iff \( 2p[1 - \theta(1 - \theta)] > \theta \).

But \( 2p > 1 \), so a further sufficient condition is that \( 1 - \theta(1 - \theta) > \theta \), or \((\theta - 1)^2 > 0\), which is clearly true. \(\blacksquare\)

8. Proof of Proposition 5. Using (A.1) (in the proof of Proposition 4 above) and Proposition 1:

\[
\frac{\Pi_{pr}^G - \Pi_{or}^G}{\Pi_{or}^G} = \frac{(1-p)[2p + 2p^2 \theta (1 - \theta) - \theta - 2p\theta(1 - \theta)]}{[2 + 2p(1-p)\theta(1-\theta) - (1-p)\theta]}
\]

As \( \theta \to 1 \), as claimed, this tends to:

\[
\frac{(1-p)(2p-1)}{2-(1-p)} = \frac{(1-p)(2p-1)}{(1+p)}
\]

\(\blacksquare\)


\[
\frac{\Pi_{pr}^G - \Pi_{or}^G}{\Pi_{or}^G} \frac{[1-p(1-p)\theta^2]}{1}(1-\theta)
\]

\[
= 1 + p(1-\theta) + p^2(1-p)\theta (1 - \theta) - (1-p)\theta - p^2 - p^2(1-p)\theta (1 - \theta) - 2p(1-p) - 2p(1-p)^2 \theta (1 - \theta)
\]

\[
= 1 + p - p^2 - \theta + p\theta - p^2 - 2p + 2p^2 - 2p(1-p)^2 \theta (1 - \theta)
\]

\[
= (1-p)(1-\theta)[1-2p(1-p)\theta]
\]

Thus:

(A.2)

\[
\Pi_{pr}^G - \Pi_{or}^G = \frac{p(1-p)(1-\theta)[1-2p(1-p)\theta]}{[1-p(1-p)\theta^2]}(1-\theta)
\]

The denominator is strictly positive, as is \( p(1-p)(1-\theta) \), so the sign of \( \Pi_{pr}^G - \Pi_{or}^G \) and \([1-2p(1-p)\theta]\) must be the same. Now, \( p(1-p) \) is maximized at \( p = \frac{1}{2} \), where \( p(1-p) = \frac{1}{4} \).

So \( 2p(1-p)\theta \) must always remain smaller than a half. Thus, \([1-2p(1-p)\theta] > 0\), and hence \( \Pi_{pr}^G - \Pi_{or}^G > 0 \).

Next we need to show that this difference can never exceed \( \frac{1}{4} \). For the moment allow \( p \in [\frac{1}{2}, 1) \) and \( \theta \in [0, 1) \) - before we restricted ourselves to the fully open equivalents. Let
\[ z = p(1-p), \text{ so we can rewrite:} \]
\[ \Pi_{pr}^G - \Pi_{or}^G = \frac{z(1-2z\theta)}{1-z\theta^2}. \]
\[ \frac{dz}{dp} = 1-2p < 0 \text{ for } p > \frac{1}{2}. \text{ So, given } p \in \left[\frac{1}{2}, 1\right], z \in (0, \frac{1}{4}). \text{ At } p = \frac{1}{2}, z = \frac{1}{4}, \text{ and } z \text{ gradually falls towards zero as } p \text{ approaches one.} \]

Now for \( \theta > 0, 2z\theta > z\theta^2 \text{ as } 2 > \theta. \text{ Thus, } 1-2z\theta < 1-z\theta^2. \text{ Both these expressions are strictly positive, so } \frac{z(1-2z\theta)}{1-z\theta^2} < z. \text{ At } \theta = 0, \text{ this expression equals } z. \text{ Thus, for any } z \in (0, \frac{1}{4}], \Pi_{pr}^G - \Pi_{or}^G \text{ is maximized at } \theta = 0. \text{ Furthermore, given } \theta = 0, \Pi_{pr}^G - \Pi_{or}^G = z, \text{ and so is maximized at the top of } z \text{'s range, i.e. at } z = \frac{1}{4}. \]

Thus, we have found that for our slightly larger ranges of \( \theta \) and \( z \), the maximal difference is \( \frac{1}{4} \), so of course restricting ourselves again to the fully open ranges the difference can never exceed \( \frac{1}{4} \). (In fact, as \( \theta \to 0 \) and \( z \to \frac{1}{4} \), the difference gets arbitrarily close to \( \frac{1}{4} \).) \]

\[ 10. \text{ Proof of Proposition 7. Using (A.1) in the proof of Proposition 4 above,} \]
\[ \Pi_{pr}^G - \Pi_{or}^G = \frac{p(1-p) \left[ 2p - 2p(1-p)\theta (1-\theta) - \theta \right]}{2 \left[ 1-p(1-p)\theta^2 \right] (1-\theta)} \]

So, using Remark 4, the difference in profits from choosing an unbiased reviewer over a pessimistic one in the bad product case is:
\[ \Pi_{or}^B - \Pi_{pr}^B = \frac{p(1-p) \left[ \theta - 2(1-p) + 2p(1-p)\theta(1-\theta) \right]}{2 \left[ 1-p(1-p)\theta^2 \right] (1-\theta)} \]

Therefore,
\[ \Pi_{or}^B > \Pi_{pr}^B \]
\[ \iff \theta - 2(1-p) + 2p(1-p)\theta(1-\theta) > 0 \]

We can solve to find the values of \( p^* \) which satisfy the expression with equality:
\[ \theta - 2(1-p) + 2p(1-p)\theta(1-\theta) = 0 \]
\[ \iff \theta - 2 + 2p + p2\theta(1-\theta) - 2p^2\theta(1-\theta) = 0 \]
\[ \iff p^2 \left[ \theta(1-\theta) \right] - p \left[ 1 + \theta(1-\theta) \right] + \frac{2-\theta}{2} = 0 \]
So,
\[ p^* = \frac{1 + \theta(1 - \theta) \pm \sqrt{[1 + \theta(1 - \theta)]^2 - 2\theta(1 - \theta)(2 - \theta)}}{2\theta(1 - \theta)} \]

The first thing to note is that we have real roots. This can be shown as follows:
\[
[1 + \theta(1 - \theta)]^2 - 2\theta(1 - \theta)(2 - \theta) \\
= 1 + 2\theta(1 - \theta) + [\theta(1 - \theta)]^2 - 4\theta(1 - \theta) + 2\theta^2(1 - \theta) \\
= [1 - \theta(1 - \theta)]^2 + 2\theta^2(1 - \theta) > 0
\]

Then, given \(1 + \theta(1 - \theta) > 1\), and noting that \(0 < \theta(1 - \theta) \leq \frac{1}{4}\) (as \(\theta(1 - \theta)\) is maximized at \(\theta = \frac{1}{2}\)), we can see that:
\[
\frac{1 + \theta(1 - \theta) + \sqrt{[1 + \theta(1 - \theta)]^2 - 2\theta(1 - \theta)(2 - \theta)}}{2\theta(1 - \theta)} > 1
\]

So the only potential \(p^* \in (\frac{1}{2}, 1)\) is
\[
(A.3) \quad p^* = \frac{1 + \theta(1 - \theta) - \sqrt{[1 + \theta(1 - \theta)]^2 - 2\theta(1 - \theta)(2 - \theta)}}{2\theta(1 - \theta)}
\]

Now,
\[
(A.4) \quad \frac{d}{dp} \left[ \theta - 2(1 - p) + 2p(1 - p)\theta(1 - \theta) \right] = 2 + 2\theta(1 - \theta)(1 - 2p) > 0
\]
as \(0 < \theta(1 - \theta) \leq \frac{1}{4}\) (see above) and \(1 - 2p > -1\). Thus, given \(\theta\), if \(p^* \in (\frac{1}{2}, 1)\), then at \(p^*\), \(\Pi^B_{ur} = \Pi^B_{pr}\), and \(\forall p > p^*, \Pi^B_{ur} > \Pi^B_{pr}\).

Now we will see how \(p^*\) changes with \(\theta\). Note that:
\[
(A.5) \quad \frac{d}{d\theta} \left[ \theta - 2(1 - p) + 2p(1 - p)\theta(1 - \theta) \right] = 1 + 2p(1 - p)(1 - 2\theta) > 0
\]
as \(0 < p(1 - p) < \frac{1}{4}\) (because \(p(1 - p)\) is maximized at \(p = \frac{1}{2}\)) and \(1 - 2\theta > -1\). Take any \(\theta \in (0, 1)\) such that \(p^* \in (\frac{1}{2}, 1)\), for example \(\theta = \frac{1}{2}\) where \(p^* = \frac{1.25 - \sqrt{(1.25)^2 - 0.75}}{0.5} \approx 0.70\). If \(\theta\) increases a little, at the old \(p^*, \theta - 2(1 - p) + 2p(1 - p)\theta(1 - \theta) > 0\) by (A.5), so given (A.4), \(p\) can fall a little to restore equality at a new lower \(p^*\). Similarly if \(\theta\) falls a little, \(p^*\) needs to increase. Thus \(\frac{dp^*}{d\theta} < 0\) at any \(\theta\) such that \(p^* \in (\frac{1}{2}, 1)\).

Furthermore, \(p^* \rightarrow \frac{1}{2}\) as \(\theta \rightarrow 1\) and \(p^* \rightarrow 1\) as \(\theta \rightarrow 0\). As \(\theta \rightarrow 1\) or \(\theta \rightarrow 0\), the numerator and denominator of (A.3) both go to zero. Thus we need to apply l’Hôpital’s Rule to find
the limits. Letting \( p^* = \frac{f(\theta)}{\partial \theta} \), we have:

\[
f'(\theta) = 1 - 2\theta - \frac{1}{2} \left\{ 2[1 + \theta(1 - \theta)](1 - 2\theta) + 2\theta(1 - \theta) + 2\theta(2 - \theta) - 2(1 - \theta)(2 - \theta) \right\}
\sqrt{[1 + \theta(1 - \theta)]^2 - 2\theta(1 - \theta)(2 - \theta)}
\quad g'(\theta) = 2(1 - 2\theta)
\]

As \( \theta \to 1, f'(\theta) \to -1 \) and \( g'(\theta) \to -2 \), so \( p^* \to \frac{1}{2} \).
As \( \theta \to 0, f'(\theta) \to 2 \) and \( g'(\theta) \to 2 \), so \( p^* \to 1 \).

Finally, we need to show that as \( \theta \) increases (decreases), \( p^* \) does not fall below \( \frac{1}{2} \) (rise above 1) and then rise (fall) back again towards its limit. If \( p^* \) equalled \( \frac{1}{2} - \epsilon \) (rise or \( 1 + \epsilon \)), both (A.4) and (A.5) would continue to hold for small \( \epsilon \). Thus, \( p^* \) could not converge back to \( \frac{1}{2} \) (or 1), as \( p^* \) would eventually start falling (rising) again, so \( p^* \) must remain in the range \( (\frac{1}{2}, 1) \), and from above \( \frac{dp^*}{d\theta} < 0 \) everywhere in this range. \( \blacksquare \)

11. Proof of Proposition 9. We can now calculate the profit from choosing the different types of initial reviewer. We start with the mildly pessimistic reviewer. If the mildly pessimistic reviewer endorses the product, the updated prior for the first customer is, by Bayes’ Rule:

\[
q_1 = \frac{[p^2 + p(1 - p)]q}{[p^2 + p(1 - p)]q + [(1 - p)^2 + p(1 - p)](1 - q)}
\quad \quad = \frac{pq}{pq + (1 - p)(1 - q)}
\]

Note that this is exactly the same prior as would arise if a single \( H \) signal were revealed. Thus, from Remark 3, \( q_1 > p \), and hence by Lemma 1 a herd for the product starts. If the mildly pessimistic reviewer fails to endorse the product:

\[
q_1 = \frac{[(1 - p)^2 + p(1 - p)]q}{[(1 - p)^2 + p(1 - p)]q + [p^2 + p(1 - p)](1 - q)}
\quad \quad = \frac{(1 - p)q}{(1 - p)q + p(1 - q)}
\]

which is exactly the same updated prior as would arise if a single \( L \) signal were revealed. Thus, from Remark 3, the updated prior \( q_1 \in (1 - p, \frac{1}{2}) \). From that point on, we have a sequence of customers with a prior in \( (1 - p, \frac{1}{2}) \), so expected profits are \( \Pi_{q \in (1 - p, \frac{1}{2})} \). Putting all this together, we can conclude that the expected discounted profits to choosing a mildly
pessimistic reviewer are (using \(G^+\) to indicate a good product firm where \(q \in (\frac{1}{2}, p)\)):

\[
\Pi_{mp}^{G^+} = p \left( \frac{1}{1 - \theta} \right) + (1 - p)\Pi_{q \in (\frac{1}{2}, p)}^G
\]

Next we calculate the expected discounted profit to the firm from choosing an unbiased reviewer, \(\Pi_{ur}^{G^+}\). If the unbiased reviewer does not endorse, a herd against the product starts. The unbiased reviewer fails to endorse iff he gets two \(L\) signals. Following a failure to endorse, these are inferred by the first consumer, who then always rejects just like the third customer in a sequence of customers who has observed two rejections where \(q \in (\frac{1}{2}, p)\) (see the proof of Lemma 6).

If the unbiased reviewer endorses, then the updated prior of the first customer \(q_1 \in (\frac{1}{2}, p)\). Clearly, given \(q > \frac{1}{2}\), \(q_1 > \frac{1}{2}\). It remains to be shown that:

\[
q_1 = \frac{[p^2 + 2p(1 - p)]q}{[p^2 + 2p(1 - p)]q + [(1 - p)^2 + 2p(1 - p)](1 - q)} < p
\]

This holds iff:

\[
(2p - p^2)q < (2p - p^2)qp + (1 - p^2)(1 - q)p
\]

\[
\iff 2pq - p^2 q < 2p^2 q - p^3 q + p - p^3 - qp + p^3 q
\]

\[
\iff q < \frac{p - p^3}{3p - 3p^2} = \frac{(1 - p)(1 + p)}{3(1 - p)} = \frac{1 + p}{3}
\]

which is the condition imposed on \(q\) in the Proposition. Thus, from that point on, profits are given by \(\Pi_{q \in (\frac{1}{2}, p)}^G\). Therefore, we conclude:

\[
\Pi_{ur}^{G^+} = [p^2 + 2p(1 - p)] \Pi_{q \in (\frac{1}{2}, p)}^G
\]

Comparing the mild pessimist to the unbiased reviewer, we find that, using Lemma 6 and Lemma 7:

\[
\Pi_{mp}^{G^+} - \Pi_{ur}^{G^+} = p \left( \frac{1}{1 - \theta} \right) + (1 - p)\left( \frac{p^2 + p(1 - p)(1 - \theta)}{1 - p(1 - p)\theta^2} \right) \left( \frac{1}{1 - \theta} \right)
\]

\[
- \left[ p^2 + 2p(1 - p) \right] \frac{p + p(1 - p)\theta(1 - \theta)}{1 - p(1 - p)\theta^2} \left( \frac{1}{1 - \theta} \right)
\]
Therefore,

\[
\left[ \Pi_{mpr}^{G^+} - \Pi_{ur}^{G^+} \right] \left[ 1 - p(1-p)\theta^2 \right] (1 - \theta)
= p - p^2(1-p)\theta^2 + p^2(1-p) + p(1-p)^2 (1 - \theta)
- p^3 - p^3(1-p)\theta (1 - \theta) - 2p^2(1-p) - 2p^2(1-p)^2 \theta (1 - \theta)
= p(1-p) \{-p\theta^2 + (1-p)(1-\theta) - p^2\theta(1-\theta) - 2p(1-p)\theta(1-\theta)\}
+ p + p^2(1-p) - p^3 - 2p^2(1-p)
= p(1-p) \{-p\theta^2 + 1 - p - \theta + p\theta - p^2\theta + p^2\theta^2 - 2p(1-p)\theta(1-\theta) + 1\}
\]

So,

\[
\Pi_{mpr}^{G^+} - \Pi_{ur}^{G^+} = \frac{p(1-p) \left[ 2 - p - \theta - p(1-p)\theta(1-\theta) \right]}{\left[ 1 - p(1-p)\theta^2 \right] (1 - \theta)}
\]

The denominator is strictly positive, as is \(p(1-p)\). Thus \(\Pi_{mpr}^{G^+} > \Pi_{ur}^{G^+}\) iff \(2 - p - \theta - p(1-p)\theta(1-\theta) > 0\). At \(\{p = 1, \theta = 1\}\), \(2 - p - \theta - p(1-p)\theta(1-\theta) = 0\). But over \(p \in (\frac{1}{2}, 1],\) \(\theta \in (0, 1]\)

\[
d\left[ 2 - p - \theta - p(1-p)\theta(1-\theta) \right] d\theta = -1 + p(1-p) [2\theta - 1] < 0
\]

as the derivative is maximized at \(\theta = 1\), where it equals \(-1 + p.(1-p) < 0\). By a similar reasoning, \(\frac{d[2-p-\theta-p(1-p)\theta(1-\theta)]}{dp} < 0\) over this range. Thus as \(p\) and \(\theta\) fall below \(\{1, 1\}\), \(2 - p - \theta - p(1-p)\theta(1-\theta)\) rises above zero, and therefore \(\Pi_{mpr}^{G^+} > \Pi_{ur}^{G^+}\) everywhere.

Finally, we calculate expected discounted profits to the firm from choosing a strong pessimist, \(\Pi_{mpr}^{G^+}\). If the strong pessimist endorses, this is an even stronger positive signal than an endorsement by the mild pessimist, so again a herd for the product starts. If the strong pessimist fails to endorse, the updated prior of the first customer \(q_1 \in (1 - p, \frac{1}{2})\). Clearly, the failure to endorse sends a weaker negative signal than a failure to endorse by the mild pessimist. In the mild pessimist case, after such a failure, \(q_1 > 1 - p\), so this must remain the case here. It remains to be shown that \(q_1 < \frac{1}{2}\) or equivalently:

\[
\frac{\Pr \left[ V = 1 | I_1 \right]}{\Pr \left[ V = 0 | I_1 \right]} = \frac{[2p(1-p) + (1-p)^2]q}{[2p(1-p) + p^2] (1-q)} = \frac{(1-p^2)q}{(2p - p^2)(1-q)} < 1
\]
This holds iff:

\[ q - p^2 q < 2p - p^2 - 2pq + p^2 q \iff q < \frac{2p - p^2}{1 + 2p - 2p^2} \]

But, this condition must be satisfied as in the Proposition, we have restricted \( q < \frac{1+p}{3} \), which is a stronger condition. This last claim is shown as follows:

\[
\frac{2p - p^2}{1 + 2p - 2p^2} > \frac{1 + p}{3} \\
\iff 6p - 3p^2 > 1 + 2p - 2p^2 + p + 2p^2 - 2p^3 \\
\iff 2p^3 - 3p^2 + 3p - 1 > 0 \iff (2p - 1)(p^2 + 1 - p) > 0
\]

which is clearly true.

Thus, if the strong pessimist endorses, a herd for the product starts, and if he fails to endorse, \( q_1 \in (1 - p, \frac{1}{2}) \), so from that point on expected profits are \( \Pi^G_{q \in (1-\frac{1}{p})} \). Thus we conclude that:

\[
\Pi^G_{spr} = p^2 \left( \frac{1}{1 - \theta} \right) + (1 - p^2)\Pi^G_{q \in (1-\frac{1}{p})}
\]

Compared to \( \Pi^G_{mpr} \), clearly \( \Pi^G_{spr} > \Pi^G_{mpr} \) as the mild pessimist gives a higher chance of a herd and a lower chance of expected profits \( \Pi^G_{q \in (1-\frac{1}{p})} \).