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The Cauchy problem and the initial data problem
in effective theories of gravity

Áron D. Kovács

Abstract

Lovelock and Horndeski theories of gravity are diffeomorphism-invariant theories with
second-order equations of motion. A subset of these theories can be motivated by
effective field theory considerations and hence they could describe strong-field deviations
from general relativity. In particular, the effects of some Horndeski theories might be
observable by present and future gravitational wave detectors. To study the dynamics
of the theories using numerical simulations, they must satisfy some mathematical
consistency properties. In this thesis, we establish two such properties for Lovelock
and Horndeski theories.

In the first part of the thesis, we study the Cauchy problem for Lovelock and Horndeski
theories. To demonstrate that the Cauchy problem for a theory of gravity is locally
well-posed, it is sufficient to show that the gauge-fixed equations of motion are strongly
hyperbolic. First, we use some numerical-relativity-inspired gauge conditions to write
the equations of motion of weakly coupled cubic Horndeski theories in a strongly
hyperbolic form. Next, this result is strengthened by proving that any weakly coupled
Lovelock and Horndeski theory possesses a strongly hyperbolic formulation. This is
achieved by introducing a novel class of "modified harmonic" gauge conditions and
gauge-fixing procedures.

Another essential requirement on a theory of gravity is the possibility to choose
initial data that represents astrophysically realistic systems. Some of the physically
most interesting systems are approximately isolated systems and can be modelled by
asymptotically flat spacetimes. The second part of the thesis discusses three methods
to construct such initial data for a class of Horndeski theories. These methods are based
on standard conformal techniques used in general relativity to write the constraint
equations as a system of elliptic partial differential equations. It is shown that for
a class of weakly coupled Horndeski theories, the conformally formulated constraint
equations admit a well-posed boundary value problem on asymptotically Euclidean
initial data surfaces.
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Chapter 1

Introduction

Einstein’s general relativity (GR) is regarded as one of the two pillars of modern
physics, together with the Standard Model of particle physics. It provides an elegant
geometrical description of gravity, it gives rise to a fascinating and rich phenomenology,
and it is in excellent agreement with observations.

According to general relativity, spacetime is a 4-dimensional Lorentzian manifold M ,
with a metric tensor g and a Levi-Civita connection defined on it. The dynamics of
spacetime is governed by Einstein’s equation [1]

Gab + Λgab = 8πTab (1.1)

where Gab is the Einstein tensor and Λ is the cosmological constant. This equation
relates the curvature of spacetime to the energy-momentum tensor Tab of matter present
in spacetime. As Tab itself generally depends on the metric, the dynamics of matter
and spacetime simultaneously influence each other (much like M. C. Escher’s Drawing
Hands).

In the limit of weak gravity and slowly moving matter, GR reduces to Newton’s theory
of gravity and is in accord with experimental tests performed in this regime (see e.g.
[2] for a review).

The theory predicts that freely moving small test particles follow (timelike or null)
geodesics of the curved spacetime (M, g). In particular, this means that the paths
of light rays are "curved" lines in the vicinity of massive stars; this phenomenon is
called light deflection. This result was experimentally confirmed by Eddington, and
his colleagues in 1919 [3].
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Another remarkable and robust prediction of GR is the existence and formation of
black holes: regions of "no escape". Black holes can form by the gravitational collapse
of matter (e.g. cold stars), as demonstrated by the singularity theorems of Penrose [4,5].
There are several landmark experimental results providing overwhelming evidence for
the existence of black holes, including the monitoring of stellar orbitals around galactic
centres [6, 7], the observation of the shadow of a black hole by the Event Horizon
Telescope [8] or the direct detection of gravitational-wave signals emitted by coalescing
binary black hole systems [9].

General relativity can also account for the large scale structure of the Universe, provided
one includes dark energy (described by a small positive cosmological constant) and
cold dark matter in the model.

Despite the long list of merits of GR, a few conceptual issues are awaiting resolution.
As shown by Penrose and Hawking [4,5, 10], the formation of curvature singularities
inside black holes and in cosmological spacetimes is a generic feature of GR. The
origin of the cosmological constant is unclear, and a satisfactory explanation for its
"unnaturally" small value is still lacking. Moreover, GR is non-renormalizable as a
quantum theory. These problems suggest that GR is only an effective theory valid up
to some finite energy scale. To describe phenomena in the regime of extreme spacetime
curvature, a more fundamental theory is needed that possibly unifies gravity with the
other fundamental interactions and reproduces GR in the appropriate low energy limit.
String theory is a candidate for such a theory, but a direct experimental probe of it
(or other candidates) currently seems out of reach. Nevertheless, future observations
(gravitational wave astronomy, in particular) may provide the first precision tests of
GR in a strong field, highly dynamical regime.

1.1 Effective theories of gravity

To perform precision tests of GR using gravitational wave astronomy, we need theoretical
templates for how a deviation from GR would affect the gravitational waves produced
in a black hole (BH) merger. Producing such templates requires numerical relativity
simulations of BH mergers in theories that modify GR in some way. But there are
two problems with this. First: which theory should be simulated? Many theories of
modified gravity have been proposed. Second: to perform numerical simulations, the
theory must satisfy some mathematical consistency requirements.
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Effective field theory (EFT) provides a possible solution to the first problem [11].
Without a preferred candidate for a UV-complete theory that modifies GR, we can
parameterize our ignorance using the bottom-up EFT methodology of adding to the
GR Lagrangian all possible higher derivative terms consistent with the desired field
content and symmetries. Then one can use observations to constrain the coefficients of
these terms. This provides a nice way of parameterizing small strong-field deviations
from GR. The accuracy to which one has tested GR can be quantified by how small
one has constrained the coefficients of the leading higher derivative terms to be.

In the effective action, operators containing higher derivatives are suppressed by
powers of a strong coupling energy scale. To study low energy processes (i.e. at
energies well below the strong coupling scale), it is sufficient to keep only the first
few terms in the effective action. Therefore, the classical equations of motion of the
weakly coupled, truncated effective theory are expected to describe low energy physics
accurately. Although the corrections to the equations of motion arising from the higher
derivative terms are small at weak coupling, these corrections may be important in
certain situations. Small effects may accumulate over time, producing large observable
deviations from the leading order theory [12].

As an example, consider first the EFT for vacuum gravity in d spacetime dimensions.
In this EFT, the only dynamical field is the metric tensor, and the symmetries imposed
on the theory are diffeomorphism-invariance and local Lorentz symmetry. The leading
order term in the effective Lagrangian is the 2-derivative Einstein-Hilbert term

LEH = R. (1.2)

There are three independent 4-derivative terms that can appear in the Lagrangian. The
first two are R2, RµνRµν . Since these involve the Ricci tensor, which appears in the
equation of motion of the 2-derivative theory (Einstein’s equation), these interactions
are redundant and can be eliminated by field redefinitions [13]. The third 4-derivative
term can be chosen to be the so-called Gauss-Bonnet invariant

LGB = 1
4δ

µ1µ2µ3µ4
ν1ν2ν3ν4 Rµ1µ2

ν1ν2Rµ3µ4
ν3ν4 . (1.3)

where the generalized Kronecker delta is given by

δρ1...ρq
σ1...σq

= q! δρ1
[σ1
δρ2
σ2 . . . δ

ρq

σq ]. (1.4)
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If one truncates this EFT, retaining only the terms with up to 4 derivatives, the
resulting theory is called Einstein-Gauss-Bonnet (EGB) theory. Thus, in the absence of
matter, EGB theory gives the leading order EFT corrections to general relativity (GR)
in d > 4 dimensions. Unfortunately, in d = 4 dimensions, the Gauss-Bonnet invariant
is a total derivative, and hence it is a redundant term. Hence, in 4 dimensions, the
leading higher derivative corrections to vacuum GR start at 6 derivatives [11].

The equation of motion of the resulting theory now involves higher than second
derivatives of the metric. A generic feature of such (higher derivative) theories is that
the Hamiltonian functional of the theories is unbounded. This result is referred to as
Ostrogradsky-instability [14,15]. It is often argued on physical grounds that theories
suffering from the Ostrogradsky-instability admit unphysical ("runaway") solutions that
are usually inconsistent with the regime of validity of the theory. Roughly speaking,
the reason for this is that (in theories with Ostrogradsky-instability) even an initial
configuration with small energy may evolve to a configuration in which large positive
and negative energy modes are coupled. Hence, such theories may exhibit a significant
energy cascade to the UV which is inconsistent with current observations.

Despite having pathological solutions, higher derivative theories may be valid in
some restricted sense. There are standard ways of dealing with higher derivative
equations when performing numerical simulations in simple EFTs, including the so-
called reduction of order procedure [16] and the methods inspired by the Israel-Stewart
approach to relativistic viscous hydrodynamics [17] (see also e.g. [18, 19] for a more
recent summary of these ideas). It is worth emphasizing that rigorous mathematical
results are still lacking on theories with higher derivative equations and on the validity
of the approximations just mentioned, especially in the case of gravitational theories
(see however e.g. [20] on relativistic viscous hydrodynamics and [21] for a more recent
result on a scalar field model). Given the apparent difficulty of this problem, we shall
restrict our attention in this thesis to gravitational EFTs with second-order equations
of motion.

Now consider the case when we include matter coupled to gravity. The simplest case
is GR minimally coupled to a scalar field. Following the EFT philosophy, one adds
all possible higher derivative terms to the action. Assuming a parity symmetry, field
redefinitions can be used to bring the action to the form [22]

S = 1
16πG

∫
d4x

√
−g

(
−V (ϕ) +R +X + f1(ϕ)X2 + f2(ϕ)LGB

)
(1.5)
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where we have neglected terms with 6 or more derivatives, V, f1, f2 are arbitrary
functions, X = −(1/2)gµν∂µϕ∂νϕ and LGB is given by (1.3). We will call this 4-
derivative scalar-tensor theory (4∂ST theory). The special case with f1(ϕ) = 0 is called
Einstein-dilaton-Gauss-Bonnet (EdGB) theory.

The scalar-tensor theory (1.5) is also interesting from a physics point of view because
its black hole solutions differ from the black hole solutions of vacuum GR for several
choices of the coupling function f2(ϕ) (see e.g. [23–29]). This may cause observable
deviations from GR in a BH merger. EFT reasoning implies that the theory (1.5) is
also relevant to cosmology e.g. in early Universe inflation [22].

If one imposes an additional symmetry that the equations of motion are invariant
under shifts in ϕ then V and f1 are constants and f2 = λϕ where λ is a constant. The
dimensionful constants f1, λ then set a scale for UV physics.

Remarkably, the equations of motion of (1.5) are second order in derivatives: The
theory has second-order equations of motion

Eµ
ν ≡ Gµ

ν − 1
2
(
X − V (ϕ) + ϵ1f1(ϕ)X2

)
δµν − 1

2(1 + 2ϵ1f1(ϕ)X)∇µϕ∇νϕ

+ (ϵ2f
′′
2 (ϕ)∇ν1ϕ∇µ1ϕ+ ϵ2f

′
2(ϕ)∇ν1∇µ1ϕ) δµµ1µ2µ3

νν1ν2ν3 Rµ2µ3
ν2ν3 = 0 (1.6)

Eϕ ≡ −(1 + 6ϵ1f1(ϕ)X)□gϕ+ V ′(ϕ) − 2ϵ1f1(ϕ)δµ1µ2
ν1ν2 ∇µ1ϕ∇ν1ϕ∇µ2∇ν2ϕ

+3ϵ1f
′
1(ϕ)X2 − 1

4ϵ2f
′
2(ϕ)δµ1µ2µ3µ4

ν1ν2ν3ν4 Rµ1µ2
ν1ν2Rµ3µ4

ν3ν4 = 0 (1.7)

Hence it is free from "Ostrogradsky-ghosts". As mentioned above, neglect of terms in
the action with 6 or more derivatives is justified only in the weakly coupled regime in
which spacetime curvature and scalar field derivatives are small compared to the UV
length scales introduced by coupling constants associated with the higher derivative
corrections. Generically, this implies that the 4-derivative corrections to the equations
of motion must also be small compared to the leading 2-derivative terms. It is only in
this regime that we can trust EFT. Weak coupling is compatible with strong-field BH
dynamics, as long as the size of the BHs is large compared to the UV length scales.

So far, we have only discussed the bottom-up EFT approach to build models that
correct GR in a strong field regime. Another thing one might ask is whether the EGB
or 4∂ST theories arise in a top-down approach from some candidate UV theory. It
turns out that the Gauss-Bonnet coupling naturally shows up as a correction to the
Einstein-Hilbert Lagrangian in a certain low energy limit of string theory [30,31].
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There are other examples of theory building in the literature that differ from the modern
EFT approach. Given the pathologies associated with higher derivative equations of
motion, it may seem natural to ask what is the most general theory with a given set of
symmetries and fields that has second-order equations of motion.1

Lovelock theories of gravity are the most general theories in which the gravitational field
is described by a single metric tensor satisfying a diffeomorphism invariant second-order
equation of motion [32]2. In vacuum, the equation of motion of a Lovelock theory in d
spacetime dimensions is:

Eµ
ν ≡ Gµ

ν + Λδµν +
∑
p≥2

kp δ
µρ1...ρ2p
νσ1...σ2p

Rρ1ρ2
σ1σ2 . . . Rρ2p−1ρ2p

σ2p−1σ2p = 0 (1.8)

where kp are dimensionful coupling constants and we have scaled so that the coefficient
of the Einstein term is unity3. For d = 4, the antisymmetrization implies that
equation (1.8) reduces to the vacuum Einstein equation. For d > 4 Lovelock theories
introduce finitely many new terms into the equation of motion. In particular, the term
corresponding to p = 2 in (1.8) arises from the EGB Lagrangian (1.3).

Horndeski theories are the most general theories of a metric tensor coupled to a scalar
field ϕ, with second order equations of motion, arising from a diffeomorphism-invariant
action in d = 4 spacetime dimensions [35]. We will write the action of a Horndeski
theory in the form

S = 1
16πG

∫
d4x

√
−g (L1 + L2 + L3 + L4 + L5) (1.9)

with

L1 = R +X − V (ϕ)
L2 = G2(ϕ,X)
L3 = G3(ϕ,X)□ϕ
L4 = G4(ϕ,X)R + ∂XG4(ϕ,X)δµνρσ∇µ∇ρϕ∇ν∇σϕ

L5 = G5(ϕ,X)Gµν∇µ∇νϕ− 1
6∂XG5(ϕ,X)δµνραβγ∇µ∇αϕ∇ν∇βϕ∇ρ∇γϕ

1Of course, many of the possible interactions satisfying these criteria may be made redundant in
EFT, using field redefinitions. It is also worth keeping in mind that our main reason to restrict to
theories with second-order equations of motion in this thesis is the difficulty to tame equations with
higher derivative operators.

2In some references, these theories are called Lánczos-Lovelock theories based on [33,34].
3We will not consider Lovelock theories for which this coefficient vanishes.
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where Gi (i = 2, 3, 4, 5) are arbitrary coupling functions. Note that L1 is the action of
Einstein gravity minimally coupled to a scalar field with potential V ; we will refer to
this as Einstein-scalar field theory. We could absorb the terms in L1 into other terms
but we choose not to do so for later convenience. It can be shown that 4∂ST-theory is
a Horndeski theory, although some work is required [36] to rewrite its action in the
canonical form of a Horndeski theory.

So far, we have mainly focused on aspects of theory building and their physical
motivations. However, to make predictions in an effective theory of gravity, the theory
must satisfy some minimal mathematical requirements. We continue by addressing this
issue and discussing a condition called the well-posedness of the initial value problem,
which, apart from being important for mathematical consistency, is also necessary to
solve the equations of motion of the theory numerically.

1.2 The initial value problem for hyperbolic PDEs

In this section, we review general results on the initial value problem (or Cauchy
problem) of hyperbolic partial differential equations (PDEs). After a general discussion
of the initial value problem based on [37–39], we define the different notions of hyper-
bolicity appearing in the literature. Then, we state some technical theorems on how
hyperbolicity is related to the well-posedness of the Cauchy problem. Our treatment of
first-order systems (sections 1.2.2-1.2.3) is based on [39–42]. The discussion of second-
order systems (sections 1.2.4-1.2.5) is similar to the standard treatment appearing in
e.g. [43]. The main reason for opting for a different presentation (which is based on
Appendix A of the original research paper [44] done in collaboration with Harvey Reall)
is to show that standard results on second-order systems can be obtained without using
pseudodifferential calculus.

1.2.1 The initial value problem

Many classical physical theories are formulated in terms of a set of functions or fields
whose behaviour is governed by a system of ordinary or partial differential equations.
General solutions of the differential equations of classical physics often depend on
free parameters or freely specifiable functions. This freedom is fixed by imposing
suitable initial or boundary conditions, depending on the physical system of interest.
In particular, it is natural to think about dynamical systems in terms of an initial value
problem. Once an experimenter sets up appropriate initial conditions for a classical
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system, its subsequent evolution is expected to be deterministic, provided that it is
left undisturbed.

For example, the motion of a set of non-relativistic point particles that interact with
each other (and external forces) is governed by Newton’s second law

q̈I(t) = FI (t, qJ(t), q̇J(t)) (1.10)

where q̇ stands for the derivative of q with respect to time, {qI}NI=1 denote the coordi-
nates of the particles, N is the number of degrees of freedom of the system and the
functions {FI}NI=1 denote the forces. Since the forces depend only on the coordinates
and their first derivatives, this is a second-order system of ordinary differential equations
(ODEs). Once the initial values of the coordinates and velocities

qI(0) = q
(0)
I , q̇I(0) = v

(0)
I (1.11)

are specified, (1.10) uniquely determines the motion of the particles at later times.
More precisely, if the forces FI (t, qJ(t), q̇J(t)) are at least Lipschitz continuous in their
second and third arguments then there exists a unique C2 solution qI(t) at least for a
short time (c.f. Cauchy-Lipschitz-Picard-Lindelöf theorem).

A simple example from classical field theory is the dynamics of a massless real scalar
field ϕ(x) in 4-dimensional flat spacetime, obeying the massless Klein-Gordon wave
equation

□ϕ(x) ≡ ∂µ∂
µϕ(x) = 0. (1.12)

This is a second-order PDE, and thus we are free to set up initial data on the 3-
dimensional hypersurface x0 = 0 by specifying the initial spatial profile of the scalar
field and its first time derivative:

ϕ(0, xi) = f(xi), ∂0ϕ(0, xi) = g(xi). (1.13)

The evolution of the scalar field is uniquely determined by equation (1.12) for x0 ≥ 0.

While it is expected from a viable classical theory to produce unique evolution from
fixed initial data, it is is reasonable to demand more. For example, it is essential for
predictivity that small perturbations in the initial conditions induce "small" deviations
(in some sense) in the solution at later times. Another natural requirement (at least
for relativistic theories) is to assert "causal propagation" of the field, in accord with
relativity. To explain what this means, let us go back to the example of the massless
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scalar field. Assume that the initial data is changed outside a closed, compact subset
S of the hypersurface x0 = 0, but the data is left unaltered in S. Then the solution
resulting from the new data agrees with the original one in the future domain of
dependence of S, determined by the speed of light. This is because scalar wave
solutions of (1.12) propagate with a finite speed (the speed of light).

Considering the above requirements, we say that an initial value problem is well-posed
if (i) the system of differential equations describing the physical system of interest
has a unique solution subject to suitable initial conditions, (ii) the solution depends
continuously on the data and finally, (iii) variation of the initial data outside of a closed
set leaves the solution unchanged in the future domain of dependence of S. A well-
posed initial value formulation appears to be a reasonable mathematical consistency
requirement to demand from a classical theory. However, as we explain in the remainder
of this section, it comes with a few more subtleties.

Let us start by elaborating on condition (i) of the definition of well-posedness. Here, we
need to be more precise about what qualifies as suitable initial data, or in other words,
we need to decide what is an appropriate function space for adequate initial data. For
example, if we accept analytic initial data, then we have the following theorem that
would satisfy condition (i) of well-posedness.

Theorem 1.1 (Cauchy–Kovalevskaya theorem). Let xµ = (x0, xi) be coordinates in Rd

and consider the initial value problem for the following system of N first order partial
differential equations

∂0U(x) = F (x, U, ∂U) (1.14)
U(0, xi) = f(xi) (1.15)

where U , F and f are N-component column vector valued functions. Suppose that
f is analytic and F is an analytic function of its arguments. Then there exists a
neighbourhood of the initial data surface x0 = 0 so that there exists a unique analytic
solution of the initial value problem (1.14)-(1.15). A similar statement holds for systems
of PDEs of arbitrary order.

The fundamental problem with restricting to analytic initial data, however, is that
an analytic function is uniquely determined by its behaviour in the neighbourhood
of a single point. Hence, it is not possible to vary analytic initial data outside a
closed set S of the initial hypersurface without modifying the data in S. Thus the
restriction to analytic initial data is not suitable to discuss causal propagation. Another
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shortcoming of the Cauchy-Kovalevskaya theorem is that it does not say anything
about the dependence of the solution on the initial data, condition (ii) of well-posedness.
Nevertheless, there are several other (less restrictive) function spaces that appear to
be adequate. In this thesis, we will mainly focus on the case when the initial data is in
a particular Sobolev space Hs.

Next, we expand on condition (ii). The choice of an appropriate function space allows
us to make the notion of "small changes in the initial data" more precise. In the
example of the massless scalar field, suppose that we have two solutions ϕ1(x) and
ϕ2(x) arising from initial data

ϕ1(0, xi) = f1(xi), ∂0ϕ1(0, xi) = g1(xi) (1.16)

and
ϕ2(0, xi) = f2(xi), ∂0ϕ2(0, xi) = g2(xi), (1.17)

respectively, where f1, f2 ∈ Hs and g1, g2 ∈ Hs−1. Then continuous dependence on the
data could be expressed by an inequality of the form

||ϕ1 − ϕ2||Hs(x0) ≤ C(x0)||f1 − f2||Hs +D(x0)||g1 − g2||Hs−1 (1.18)

where C and D are continuous functions.

As for condition (iii) of the definition of well-posedness, it is worth briefly commenting
on a potential difficulty with the notion of domain of dependence. Some of the theories
studied in the subsequent chapters exhibit a phenomenon called multi-refringence. This
means that different degrees of freedom in the theory may have different speeds of
propagation. Intuitively, it seems clear that the correct notion of domain of dependence
appearing in condition (iii) above should be the one defined with respect to the "fastest"
degree of freedom. However, the definition of domain of dependence is not so simple in
the theories discussed in section 1.1. For more details, see section 3.5.2 and [45].

So far, we have referred to the simple linear wave equation (1.12) as an example.
However, the issue of well-posedness is more subtle for nonlinear equations. A generic
feature of these types of equations is that there may not exist global in time solutions
for all data; solutions may blow up in a finite time. This can be illustrated with a
simple example. Consider the problem

∂tϕ(t, x) = ϕ(t, x)2 ϕ(0, x) = 1
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where ϕ is a real scalar field. It is easy to write down the exact solution to this problem:

ϕ(t, x) = (1 − t)−1

which blows up as t → 1. Another simple example can be found in e.g. [46]. If the
PDE has some special structure and one starts from a special type of initial data, then
one may be able to do better. A famous example of this is the proof of nonlinear
stability of Minkowski spacetime in GR, first proved by Christodoulou and Klainerman
[47] (see [48] for a more recent and shorter proof). In their proof, they exploited the
fact that the Einstein equations satisfy the so-called null condition and that the initial
data is sufficiently close to that of flat space. Nevertheless, for generic initial data, the
best one can hope for is to establish local well-posedness of nonlinear equations, which
means proving existence, uniqueness and continuous dependence on the data for only
a finite (but strictly non-zero) amount of time.

In the next few subsections, we will investigate the conditions under which the initial
value problem of a system of PDEs is locally well-posed in the sense just discussed.
Such equations are broadly referred to as hyperbolic equations.

1.2.2 Linear, constant coefficient equations

To illustrate the notion of hyperbolicity and its relation to the well-posedness of the
initial value problem, it is worth exploring a simple setting: the case of a linear PDE
with constant coefficients. Let xµ = (x0, xi) be coordinates in Rd and let U denote
a column vector of N fields. Consider the following initial value problem on this
collection of fields

A∂0U(x) +Bi∂iU(x) + CU(x) = 0 (1.19)
U(0, xi) = f(xi) (1.20)

where A, Bi and C are constant N×N matrices and detA ≠ 0. In this simple example,
it is possible to find a formal solution by taking the spatial Fourier transform of (1.19).
To see how this works, let

Ũ(x0, ξi) ≡ 1
(2π)(d−1)/2

∫
dd−1x e−iξkx

k

U(x0, xi). (1.21)
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Then the Fourier transform of (1.19) can be written as

∂0Ũ = −A−1
(
iBkξk + C

)
Ũ . (1.22)

For the sake of convenience, let us denote the matrix coefficient of Ũ appearing on the
RHS of (1.22) by iM(ξi), i.e.

M(ξi) ≡ A−1
(
−Bkξk + iC

)
. (1.23)

Now (1.22) can be directly integrated in x0 to obtain a solution for the spatial Fourier
transform of U in terms of the Fourier transform of the initial data that we shall denote
by Ũ(0, ξi) = f̃(ξi). The solution is simply

Ũ(x0, ξi) = eiM(ξi)x0
f̃(ξi). (1.24)

Taking the inverse Fourier transform of this yields the promised formal solution for the
fields U(x):

U(x) = 1
(2π)(d−1)/2

∫
dd−1ξ eiξkx

k

eiM(ξi)x0
f̃(ξi). (1.25)

The reason for emphasizing that (1.25) is merely a formal solution is that the integral
may not be well-defined for a generic M(ξi). The problem of convergence of this
integral comes down to the behaviour of the integrand at large wavenumbers, i.e. when
|ξ| ≡

√
ξiξjδij → ∞. (Note that we could use any other positive definite inverse metric

to define the norm | · |.) A simple sufficient condition that guarantees the existence of
the solution (1.25) is the following: suppose there exists real constants Λ > 0 and λ

such that the inequality
|eiM(ξi)x0 | ≤ Λeλx0 (1.26)

holds for any covector ξi and for all time x0 ≥ 0.4 Clearly, this implies that

|U(x)| ≤ Λeλx0|f(xi)| (1.27)

or if the data f(xi) is L2(Rd−1) then
4Here the norm of the N ×N matrix is defined in the usual way, i.e. as

|eiM(ξi)x0
| ≡ sup

U∈RN \{0}

|eiM(ξi)x0
U |

|U |
.
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||U ||L2(x0) ≤ Λeλx0 ||f ||L2 . (1.28)

This inequality tells us that the L2 norm of the solution is controlled by the L2 norm
of the data, precisely the requirement needed for well-posedness.

Interestingly, it is possible to formulate the condition (1.26) in a different way. It
can be shown [40] that the condition (1.26) is equivalent to the existence of a family
of positive definite, uniformly bounded and Hermitian matrices K(ξi) (called the
Kreiss-symmetrizer [40]) that satisfies

K(ξ)iM(ξ) − iM(ξ)†K(ξ) ≤ 2λK(ξ) and Λ−1I ≤ K(ξi) ≤ ΛI. (1.29)

for a positive constant Λ. To shed some light on the significance of the matrix K(ξi),
we define an inner product (or "energy") using K(ξi) on solutions of (1.19) by

(U, V )K (x0) ≡ 1
(2π)(d−1)/2

∫
dd−1x

∫
dd−1ξ eiξkx

k

Ũ(x0, ξi)†K(ξi)Ṽ (x0, ξi). (1.30)

This allows us to construct a positive, energy-like quantity that is quadratic in the
fields U . A simple calculation [40] then reveals that the K-norm of solutions of (1.19)
satisfies

∂0 (U,U)K (x0) ≤ 2λ (U,U)K (x0). (1.31)

which implies (after an application of Gronwall’s inequality) the following energy
estimate

(U,U)K(x0) ≤ e2λx0(f, f)K, (1.32)

that is, the K-energy of the solution at time x0 is controlled by the K-energy of the
initial data. Note that the second inequality of (1.29) guarantees that the K-energy is
equivalent to the L2-norm, and hence the solution satisfies (1.28).

Let us investigate the condition (1.26) a little further! As mentioned above, (1.26)
ultimately constrains M(ξi) at large wavenumbers. To study the |ξ| → ∞ limit, it is
useful to rescale the variables x0 and ξ by defining

t̂ ≡ x0

|ξ|
and ξ̂i ≡ ξi

|ξ|
. (1.33)
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Now let us take the limit |ξ| → ∞ on the LHS of (1.26) while keeping t̂ fixed at some
finite value. This gives us the inequality

|eiM(ξ̂i)t̂| ≤ Λ (1.34)

for the matrix M(ξ̂i) defined by

M(ξ̂i) ≡ lim
|ξ|→∞

M(ξi)
|ξ|

= −A−1Biξ̂i. (1.35)

A simple argument reveals that the inequality (1.34) can only be satisfied if M(ξ̂i) has
only real eigenvalues. Suppose that the contrary is true. Then since M(ξ̂i) is real, it
must have a complex conjugate pair of eigenvalues κ and κ∗. Now consider the action
of exp

(
iM(ξ̂i)t̂

)
on the eigenvectors (normalised to 1) V and V ∗ corresponding to the

eigenvalues κ and κ∗:

|eiM(ξ̂i)t̂V | = eiRe(κ)t̂e−Im(κ)t̂

|eiM(ξ̂i)t̂V ∗| = eiRe(κ∗)t̂e−Im(κ∗)t̂ = eiRe(κ)t̂eIm(κ)t̂.

To avoid exponential growth in t̂ (that may be arbitrarily large), we must have
Im(κ) = 0.

Even if M(ξ̂i) has only real eigenvalues, it is not quite sufficient to satisfy (1.34): it
also needs to be diagonalizable. For if there is a Jordan block of size m × m in the
Jordan normal form of M(ξ̂i) then | exp

(
iM(ξ̂i)t̂

)
| may exhibit polynomial growth

in t̂ proportional to |t̂|m [40]. This is an obstruction to derive an inequality of the
form (1.28). However, it may be possible to obtain a weaker bound with a "loss of
derivatives" of the form

||U ||L2(x0) ≤ Λeλx0 ∑
|α|≤m

||∂αf ||L2 . (1.36)

where α is a spatial multi-index. Similarly, the Hk-norm of the solution may only be
bounded with the Hk+m-norm of the initial data. This means that if the initial data is
f ∈ Hs then this bound only guarantees the solution to be in Hs−m, i.e. the number
of regular derivatives of the solution is fewer than that of the initial data (hence the
term "loss of derivatives"). This type of bound may be acceptable for well-posedness
in the case of constant coefficient linear equations but not for non-linear equations
which is what we are ultimately interested in. Therefore, we shall require that M(ξ̂i)
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is diagonalizable with real eigenvalues. It follows that M(ξ̂i) can be decomposed as

M(ξ̂i) = S(ξ̂i)D(ξ̂i)S−1(ξ̂i) (1.37)

where D is diagonal and S denotes the matrix whose columns are the eigenvectors of
M(ξ̂i).

To see the connection between the diagonalizability of M(ξ̂i) and the existence of K,
we define the matrix

K′(ξ̂i) =
(
S−1

)† (
S−1

)
. (1.38)

This matrix is Hermitian and positive definite by construction. Furthermore, M(ξ̂i) is
Hermitian with respect to K′(ξ̂i), i.e., it satisfies

K′(ξ̂i)M(ξ̂i)K′(ξ̂i)−1 = M(ξ̂i)†. (1.39)

The correspondence between the two formulations follows by noticing that (1.29)
implies that setting K(ξ̂i) = K′(ξ̂i) satisfies (1.39). Furthermore, if there exists a
postive definite Hermitian matrix K(ξi) that satisfies (1.29) (and hence (1.39)) then
M(ξ̂i) is diagonalizable with real eigenvalues. A matrix K(ξ̂i) that satisfies these
properties is called a symmetrizer of M(ξ̂i).

The above observations motivate the following two notions of hyperbolicity. We say
that the PDE (1.19) is weakly hyperbolic if the matrix M(ξ̂i) defined in (1.35) has only
real eigenvalues. The system (1.19) is called strongly hyperbolic if M(ξ̂i) has a positive
definite, Hermitian symmetrizer K that satisfies (1.39) and is uniformly bounded in
the sense of the second inequality of (1.29).

As explained earlier, for weakly hyperbolic systems, we can only write down an energy
estimate with loss of derivatives of the form (1.36), whereas for strongly hyperbolic
systems, it is possible to bound the solutions in terms of the initial data without loss
of derivatives. This difference matters crucially in the case of nonlinear systems of
PDEs: if the linearization of the system is only weakly hyperbolic, then the estimates
of the type (1.36) are not strong enough to establish the well-posedness of the nonlinear
system. However, as explained in the next subsections, strong hyperbolicity is sufficient
for the well-posedness of the nonlinear system.
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1.2.3 Non-linear first order equations

Let us consider now a first-order quasilinear equation on Rd of the form

A(x, U)∂0U +Bi(x, U)∂iU + C(x, U) = 0 (1.40)

in a coordinate system xµ = (x0, xi) where U is an N -component column vector, A, B
and C are N ×N matrix valued functions with smooth dependence on their arguments.
We prescribe initial data

U(0, xi) = f(xi) (1.41)

on the hypersurface x0 = 0. We assume that constant time surfaces are non-
characteristic, that is, A(x, U) is invertible on these slices. Then equation (1.40)
can be rewritten as

∂0U = (B′)i(x, U)∂iU + C ′(x, U) (1.42)

with (B′)i = −A−1Bi and C ′ = −A−1C. As illustrated in the previous subsection,
hyperbolicity is an algebraic condition on the matrix M(x, U, ξi) ≡ (B′)i(x, U)ξi which
contains information about the highest derivative (principal) terms in (1.40).

Definition 1.1. Let ξi have unit norm w.r.t. a smooth positive definite (inverse)
metric Gij on surfaces of constant x0. Equation (1.40) is weakly hyperbolic if
all eigenvalues of M(x, U, ξi) are real for any such ξi. Equation (1.40) is strongly
hyperbolic if there exists an N × N Hermitian matrix valued function K(x, U, ξi)
(called the symmetrizer) that is positive definite with smooth dependence on its
arguments, and a positive constant Λ satisfying the conditions

K(x, U, ξi)M(x, U, ξi) = M†(x, U, ξi)K(x, U, ξi) (1.43)

and
Λ−1I ≤ K(x, U, ξi) ≤ ΛI. (1.44)

The standard way to prove strong hyperbolicity is to show that M(x, U, ξi) is diagonal-
izable with real eigenvalues and a complete set of linearly independent and bounded
eigenvectors that depend smoothly on the variables (x, U, ξi). Then one can use the
eigenvectors to construct a suitable symmetrizer: if S denotes the matrix whose columns
are the eigenvectors of M(x, U, ξi), then it is easy to check that K = (S−1)†

S−1 is a
positive definite, smooth and bounded symmetrizer (provided we restrict to a compact
region of spacetime).
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Let t be an eigenvector of M(x, U, ξi) with eigenvalue ξ0. A different way of expressing
this condition is (

A(x, U)ξ0 +Bi(x, U)ξi
)
t = 0. (1.45)

We can write this equation in a covariant way by introducing the covector ξµ = (ξ0, ξi)
and the vector Pµ(x, U) = (A(x, U), Bi(x, U)). Then (1.45) is equivalent to

Pµ(x, U)ξµt = 0. (1.46)

Note that (1.46) is satisfied for some "polarization" t if det P(x, U, ξ) = 0. These
observations motivate the following definition.

Definition 1.2. Let ξµ be a general covector. We will refer to the N ×N matrix

P(x, U, ξ) ≡ Pµ(x, U)ξµ = A(x, U)ξ0 +Bi(x, U)ξi

as the principal symbol of equation (1.40). We say that the covector ξµ is charac-
teristic if

det P(x, U, ξ) = 0. (1.47)

Similarly, let Σ be a codimension 1 hypersurface, specified by h = constant where h
is a smooth function Rd → R so that dh is nonzero on Σ. Then we say that Σ is a
characteristic hypersurface if dh is a characteristic covector on Σ.

The principal symbol of (1.40) is obtained by selecting the first derivative (principal)
terms in (1.40) and replacing the derivatives ∂µ ≡ (∂0, ∂i) by ξµ. It is also worth
mentioning that a characteristic covector corresponds to the wavevector of an infinitely
high frequency plane wave solution of (1.40) with polarization t.

Strong hyperbolicity can be similarly defined for first-order equations that are not
quasilinear in the spatial derivatives, i.e. equations of the form

∂0U = B(x, U, ∂iU), U(0, xi) = f(xi). (1.48)

In this case, the condition of strong hyperbolicity refers to the matrix

M(x, U, ∂iU, ξi) = (∂∂jUB)(x, U, ∂iU)ξj (1.49)

and the symmetrizer K(x, U, ∂iU, ξi) must also depend smoothly on the spatial deriva-
tives of U .
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The following theorem relates strong hyperbolicity to the well-posedness of the initial
value problem.

Theorem 1.2. For strongly hyperbolic first order quasilinear systems (1.40) and
nonquasilinear systems of the form (1.48), the Cauchy problem with initial data
U(0, xi) = f(xi) is well-posed in Sobolev spaces Hs with s > s0 for some constant s0.

In more detail, let C0([0, T ), Hs(Rd−1)) denote the space of C0 functions [0, T ) →
Hs(Rd−1), i.e. the space of functions U satisfying

lim
tk→t0

||U(tk, x) − U(t0, x)||Hs = 0

for any sequence {tk} ⊂ [0, T ) approaching t0 ∈ [0, T ). Furthermore, let the initial
data be f ∈ Hs(Rd−1). Then there exists a unique local solution to (1.48) with U ∈
C0([0, T ), Hs(Rd−1)) and T > 0 depends on the Hs-norm of the initial data.

The theorem above is proved in e.g. Chapter 5 of [41]5. The statements about the
quasilinear and the nonquasilinear systems differ only in the required order of regularity
for the initial data, i.e. the value of s0. However, we shall not be concerned with the
problem of optimal regularity in this thesis.

1.2.4 Second order equations

Let xµ = (x0, xi) be coordinates in a d-dimensional spacetime. Consider a set of fields
uI , I = 1, . . . , N satisfying a second order PDE

V I(x, u, ∂u, ∂2u) = 0 (1.50)

with initial conditions

u(0, xi) = f(xi), ∂0u(0, xi) = g(xi) (1.51)

We do not assume that the equation is quasilinear. We define the principal symbol as

P(ξ)IJ ≡ PIJµνξµξν ≡ ∂V I

∂(∂µ∂νuJ)ξµξν . (1.52)

5Note in this reference strong hyperbolicity is called symmetrizable hyperbolicity.
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Suppressing the IJ indices we have

P(ξ) = Pµνξµξν = ξ2
0A+ ξ0B(ξi) + C(ξi) (1.53)

where the N ×N matrices A, B, C are given by

A = P00, B(ξi) = 2P0iξi, C(ξi) = P ijξiξj (1.54)

These matrices depend on x, u, ∂u and ∂2u although we will not write this explicitly.
We will restrict attention to equations for which V I depends linearly on ∂2

0u. This
implies that

V I(x, u, ∂u, ∂2u) = AIJ(x, u, ∂u, ∂0∂iu, ∂i∂ju)∂2
0uJ +W I(x, u, ∂u, ∂0∂iu, ∂i∂ju).

(1.55)
We also assume that x0 = 0 is non-characteristic, which means that initial data (1.51)
is chosen so that detA ̸= 0 at x0 = 0. By continuity, this condition will continue to
hold in a neighbourhood of x0 = 0. We can then rewrite the equation as

∂2
0uI = XI(x, u, ∂u, ∂0∂iu, ∂i∂ju) (1.56)

where
XI = −(A−1)IJW J . (1.57)

Note that

∂XI

∂(∂i∂juJ) = −(A−1)IK
∂WK

∂(∂i∂juJ) + (A−1)IK
∂AKL

∂(∂i∂juJ)(A−1)LMWM

= −(A−1)IK
[

∂WK

∂(∂i∂juJ) + ∂AKL

∂(∂i∂juJ)∂
2
0uL

]
= −(A−1)IK

∂V K

∂(∂i∂juJ)
= −(A−1)IKPKJij (1.58)

where we used the equation of motion (1.56) in the second equality. Similarly6

∂XI

∂(∂0∂iuJ) = −2(A−1)IKPKJ0i. (1.59)

6The factor of 2 can be understood by varying ∂µ∂νu in (1.55). On the LHS this gives Pµνδ(∂µ∂νu)
which, by the symmetry of mixed partial derivatives, contains a term 2P0iδ(∂0∂iu).
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We will now write the second order system (1.56) as a first order system. Define
v0 ≡ ∂0u and vi ≡ ∂iu. Then (1.56) implies7

∂0u = v0

∂0vi = ∂iv0

∂0v0 = X(x, u, v, ∂iv0, ∂ivj) (1.60)

together with the constraint equations Ci = 0 where

Ci ≡ vi − ∂iu. (1.61)

The evolution system (1.60) is of the form (1.48) with the variable U ≡ (u, vi, v0).
Initial data for the auxiliary variable vi can be constructed from the data (1.51) by
taking the spatial derivatives of the data for u on the initial surface. Hence the initial
data for U is

U(0, xj) =
(
f(xj), ∂if(xj), g(xj)

)
. (1.62)

Note in particular that by construction this data satisfies the constraint equation. Then
it follows from the equations (1.60) that the constraints will also be satisfied at later
times. To see this, take a time derivative of (1.61) which gives

∂0Ci = ∂0vi − ∂0∂iu = ∂0vi − ∂iv0 = 0. (1.63)

It follows that if (u, v0, vi) is a solution of (1.60) arising from initial data of the form
(1.62) then u will be a solution of (1.56) satisfying the initial conditions (1.51).

We will now demand that the first order system (1.60) is strongly hyperbolic and
determine the conditions that this imposes on the second order system that we started
from. The matrix M defined in (1.49) is

M =


0 0 0
0 0 ξi

0 ∂XI

∂(∂i(vj)J )ξi
∂XI

∂(∂i(v0)J )ξi

 =


0 0 0
0 0 ξi

0 −(A−1)IKPKJijξi −(A−1)IKBKJ


(1.64)

7Note that one could have considered a more general way of reducing the second order system to a
first order one (i.e. the variables v0 and vi could be defined as more complicated linear combinations
of the first derivatives of u). Although it is reasonable to expect that the derivation presented in this
section would not depend on the details of such (more general) reductions, we will not investigate this
problem here.
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in the second equality we used ∂X/(∂(∂ivj)) = ∂X/(∂(∂i∂ju)) and equation (1.58),
∂X/(∂(∂iv0)) = ∂X/(∂(∂0∂iu)) and equation (1.59), and the definition of BIJ .

This matrix acts on a vector space of dimension (d + 1)N . A general vector in this
space can be written (sJ , (ti)J , (t0)J). The definition of strong hyperbolicity of the
first order system refers to a smooth Riemannian (inverse) metric Gij on surfaces of
constant x0. It is convenient to separate (ti)J into a part (t⊥i )J perpendicular to ξi
w.r.t. Gij, and a part t∥Jξi parallel to ξi. We then order the components of our vector
as (sJ , (t⊥i )J , t∥J , (t0)J). With this decomposition, M becomes

M =


0 0 0 0
0 0 0 0
0 0 0 I

0 −(A−1)IK(PKJijξi)⊥ −(A−1)IKCKJ −(A−1)IKBKJ

 (1.65)

where I is the N ×N identity matrix and (PKJijξi)⊥ is the restriction of PKJijξi to
vectors of the form (t⊥i )J .

We write a general vector as the sum of (sJ , (t⊥i )J , 0, 0) and (0, 0, t∥J , (t0)J) respectively.
This gives a block decomposition of M

M =
 0 0
L M

 (1.66)

where L is the 2N × (d− 1)N matrix

L =
 0 0

0 −(A−1)IK(PKJijξi)⊥

 (1.67)

and M is the 2N × 2N matrix

M =
 0 I

−A−1C −A−1B

 . (1.68)

The matrices L and M (and hence M) depend on (x, u, ∂u, ∂0∂iu, ∂i∂ju, ξi), or equiva-
lently on (x, u, v, ∂iv, ξi).
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We now examine the conditions for our first order system to admit a symmetrizer. Any
Hermitian (d+ 1)N × (d+ 1)N matrix K can be written as

K =
 E F

F † K

 (1.69)

where E is a (d− 1)N × (d− 1)N Hermitian matrix, K is a 2N × 2N Hermitian matrix
and F is a (d− 1)N × 2N matrix. Equation (1.43) reduces to

KM = M †K (1.70)

and
FL = (FL)† FM = L†K (1.71)

Let us assume that we can find a positive definite Hermitian matrix K, depending
smoothly on (x, u, v, ∂iv, ξi), and satisfying (1.70) and λ−1I ≤ K ≤ λI for some
positive constant λ. Assume also that M is invertible. We can then satisfy (1.71) with
F = L†KM−1. We then take E = cI where c is a positive constant. Let T ≡ (T1, T2)†

with T1 ≡ (sJ , (t⊥i )J)† and T2 ≡ (t∥J , (t0)J)† and consider

T †KT = cT †
1T1 + T †

1FT2 + T †
2F

†T1 + T †
2KT2. (1.72)

If PIJµν is uniformly bounded then so are the matrices M , L and F when ξi is a unit
covector w.r.t. a positive definite (inverse) metric Gij. By taking c large enough we
can ensure that K is positive definite and (1.44) holds for some Λ. Hence we have
constructed a symmetrizer for the first-order system.

This motivates the following definitions for our second order equation:

Definition 1.3. Consider a second order PDE (1.50) satisfying (1.55). Define the
matrix M , depending on (x, u, ∂u, ∂0∂iu, ∂i∂ju, ξi), by (1.68). Let ξi have unit norm
w.r.t. a smooth positive definite (inverse) metric Gij on surfaces of constant x0. The
equation is weakly hyperbolic if all eigenvalues of M are real for any such ξi. The
equation is strongly hyperbolic if there exists a 2N × 2N Hermitian matrix valued
function K(x, u, ∂u, ∂0∂iu, ∂i∂ju, ξi) (called the symmetrizer) that is positive definite
with smooth dependence on its arguments, and that satisfies (1.70), and a positive
constant λ such that λ−1I ≤ K ≤ λI.

Note that any eigenvalue of M is either 0 or an eigenvalue of M . Hence if our second
order PDE is weakly hyperbolic according to the above definition, then the first-order
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system (1.60) is weakly hyperbolic according to our previous definition. If our second
order PDE is strongly hyperbolic according to the above definition and M is also
invertible, then the above discussion shows that we can construct a symmetrizer for the
first-order system (1.60) and so this system is also strongly hyperbolic. Hence we can
apply the well-posedness theorem stated at the end of the previous section to deduce
the well-posedness of the initial value problem for the second-order system.

The condition that M should be invertible was used above, but it is not a necessary
condition for well-posedness. However, if this condition is not satisfied, then it may
be necessary to explore different ways of reducing the second-order equation to a
first-order system (see section 1.2.5). This condition is equivalent to the condition that
C should be invertible. (This is also equivalent to the condition that (0, ξi) is never
characteristic (see Definition 1.4), which is equivalent to the condition that ξ0 ̸= 0 for
any characteristic covector ξµ.)

We conclude this section by extending the definition of characteristic covectors and
hypersurfaces to second order PDEs.

Definition 1.4. We say that a covector ξµ is a characteristic covector of (1.50) if it
satisfies

det P(ξ) = 0 (1.73)

where P(ξ) is the principal symbol defined in (1.52). Similarly, a codimension 1
hypersurface Σ given by h = constant (where h is a smooth function Rd → R with
dh ̸= 0 on Σ) is said to be characteristic if dh is a characteristic covector on Σ.

Suppose that ξµ is a characteristic covector of equation (1.50). Then there exists a
"polarization" t (i.e. an N -component column vector) satisfying

P(ξ)t =
(
ξ2

0A+ ξ0B(ξi) + C(ξi)
)
t = 0. (1.74)

It is easy to check that this equation implies that (t, ξ0t)T is an eigenvector of M(ξi)
with eigenvalue ξ0. Equivalently, eigenvectors of M(ξi) corresponding to eigenvalue ξ0

must have the form (t, ξ0t)T where t satisfies (1.74) and the covector ξµ = (ξ0, ξi) is
characteristic. This shows that one can establish strong hyperbolicity of the second
order PDE system (1.50) by finding the characteristic covectors of (1.50) and the
corresponding polarizations.



24 Introduction

1.2.5 Partially reduced second order systems

When discussing numerical-relativity-inspired formulations of the Einstein equations,
we will encounter systems of PDEs that are first order in time derivatives but are
second order in spatial derivatives of some of the variables. These systems are obtained
by only partially reducing a second-order PDE system to a first-order one.

To make it clearer what is meant by this, we consider a set of n fields represented
by the n- component column vector valued function u and another set of m fields
represented by the m- component column vector valued function v. Assume these fields
satisfy the system of n+m PDEs

∂0u = Mk
uu(x, u)∂ku+Muv(x)v (1.75)

0 = V (x, u, ∂iu, ∂i∂ju, ∂0v, ∂iv) (1.76)

where {Mk
uu}d−1

k=1 are n×n matrices, Muv is an n×m matrix and V is an m-component
column vector valued function. We can think about the fields v as a combination of
first derivatives of the fields u. Similarly to the previous subsection, we assume that V
depends linearly on ∂0v, i.e.

V (x, u, ∂iu, ∂i∂ju, ∂0v, ∂iv) = Avv(x, u, ∂iu, ∂i∂ju, ∂iv)∂0v +W (x, u, ∂iu, ∂i∂ju, ∂iv).
(1.77)

where Avv is an m×m matrix valued function. We place initial data

u(0, xi) = f(xi), v(0, xi) = g(xi) (1.78)

on a non-characteristic surface x0 = 0 so that the matrix Avv is invertible at x0 = 0
and in its neighbourhood. This allows us to write the system as

∂0u = Mk
uu(x, u)∂ku+Muv(x, u)v

∂0v = X(x, u, ∂iu, ∂i∂ju, ∂iv) (1.79)

with X ≡ −A−1
vvW . To rewrite (1.79) as a proper first order system, we can repeat

the approach of the previous subsection and introduce the auxiliary variable vi ≡ ∂iu.
Then we have a larger system for the n(d+ 1) +m variables (u, v, vi):
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∂0u = Mk
uu(x, u)∂ku+Muv(x, u)v

∂0v = X(x, u, ∂iu, ∂i∂ju, ∂iv)
∂0vi = ∂i

(
Mk

uu(x, u)vk
)

+ ∂i (Muv(x, u)v) (1.80)

where the initial data for vi is just ∂if . The system (1.80) must be complemented
with the extra constraint equation Ci = 0 for the constraint variable Ci ≡ vi − ∂iu. It
follows from (1.80) that Ci satisfies ∂0Ci = 0. Since Ci = 0 initially, it follows that
the constraints are propagated and if (u, v, vi) is a solution to (1.80) then (u, v) is a
solution to (1.79). In this sense the two systems are equivalent.

Once again, we seek a condition for the enlarged system (1.80) to be strongly hyperbolic.
We define the matrices

M ij
vu ≡ ∂X

∂(∂i∂ju) and M i
vv ≡ ∂X

∂(∂iv) (1.81)

where the sizes of the matrices M ij
vu are m× n, the matrices M i

vv are m×m and their
dependence on (x, u, ∂iu, ∂i∂ju, ∂iv) is suppressed for simplicity. The matrix M defined
in (1.49) corresponding to the first order system (1.80) is

M(ξ)


t

s

si

 ≡


0 0 0
0 Mk

vvξk Mkj
vuξk

0 ξiMuv ξiM
j
uu




t

s

sj

 (1.82)

where t, s and si are column vectors of size n, m and md, respectively. We are going to
show that the hyperbolicity of this system can be reduced to studying the eigenvalue
problem of a smaller matrix under the right conditions. Suppose that the matrix

M(ξ)
 u

v

 ≡

 Mk
uuξk Muv

Mkl
vuξkξl Mk

vvξk

 u

v

 (1.83)

is diagonalizable with real eigenvalues and a complete set of n+m linearly independent,
bounded eigenvectors that depend smoothly on ξi. Then we claim that the system
(1.80) is strongly hyperbolic.

To see that this is true, we demonstrate that under the above assumptions, the matrix
(1.82) is diagonalizable with real eigenvalues. Consider an eigenvalue ξ0 of (1.83) and an
eigenvector (t, s)T . Then it follows that (0, s, ξit)T is an eigenvector of (1.82) with the
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same eigenvalue. This is clearly true for any of the n+m eigenvalues and eigenvectors
of (1.83). Hence, it remains to find nd additional eigenvalues and eigenvectors. It is
easy to see that for an arbitrary choice of t, the vector (t, 0, 0)T is an eigenvector of
(1.82) with eigenvalue ξ0 = 0. Choosing a basis of vectors for the t slot gives n linearly
independent eigenvectors. Finally, we can find an additional set of n(d−1) eigenvectors
corresponding to zero eigenvalue by solving the system of n+m independent linear
equations  M i

uu Muv

Mki
vuξk Mk

vvξk

 si

s

 = 0 (1.84)

for the nd+m variables (si, s). Now assume that the matrix
 M i

uu Muv

Mki
vuξk Mk

vvξk

 (1.85)

has rank n+m− p for some p ≥ 0. This means that there exist p row vectors of the
form (t, s) with n+m components that satisfy

(t, s)
 M i

uu Muv

Mki
vuξk Mk

vvξk

 = 0 (1.86)

which also implies

(t, s)
 M i

uuξi Muv

Mki
vuξkξi Mk

vvξk

 = (t, s)M(ξi) = 0. (1.87)

This means that the matrix M(ξi) defined in (1.83) has p left eigenvectors with 0
eigenvalue and hence it must have p-dimensional space of right eigenvectors with 0
eigenvalue. Since the matrix (1.85) has rank n+m− p by assumption, it follows that
the equations (1.84) have (nd+m) − (n+m− p) = n(d− 1) + p independent solutions
for the variables (si, s). As just explained, p of this solutions must be of the form
(ξit, s), corresponding to eigenvectors of M(ξi) with zero eigenvalue. We have already
accounted for these eigenvectors above. The remaining n(d− 1) solutions give rise to
the n(d− 1) eigenvectors of M(ξi) promised above (1.84).

Strong hyperbolicity then follows from the argument explained under Definition 1.1:
the symmetrizer can be constructed from the eigenvectors listed above.
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To conclude this section, we mention that there is another way of expressing the
eigenvalue problem of (1.83). Let us define the matrices

A =
 In×n 0

0 Avv

 and L(ξi) =
 M i

uuξi Muv

∂V
∂(∂k∂iu)ξkξi

∂V
∂(∂kv)ξk

 (1.88)

where In×n is the n× n unit matrix. Then using the identities (c.f. equations (1.58)
and (1.59))

M ij
vu = ∂X

∂(∂i∂ju) = −A−1
vv

∂V

∂(∂i∂ju) (1.89)

M i
vv = ∂X

∂(∂iv) = −A−1
vv

∂V

∂(∂iv) (1.90)

we can write the eigenvalue problem of M(ξi) as

(−ξ0A + L(ξi))U = 0 (1.91)

where the column vector U = (t, s)T has n + m components. This equation may
be interpreted as the characteristic equation of the generalized principal symbol
P(ξ) ≡ ξ0A − L(ξi). Using this generalized notion, the "principal" terms in equation
(1.75) are those involving first derivatives of u and terms involving v, whereas the
principal terms in (1.76) are those involving second derivatives of u and first derivatives
of v. In other words, the principal terms in a system of PDEs are the "least regular"
terms.

1.3 The initial value problem in theories of gravity

1.3.1 General relativity

As explained in the previous section, the standard way to establish the local well-
posedness of the initial value problem for a system of PDEs is to demonstrate that it
is strongly hyperbolic. In a coordinate chart, Einstein’s equation (1.1) is a coupled
system of second order quasilinear PDEs for the components of the spacetime metric
gµν . For example, in vacuum, the system can be written as

− 1
2P

µνρσgγδ∂γ∂δgρσ + Pα
γµνgαβPβ

δρσ∂γ∂δgρσ + Fµν(g, ∂g) = 0 (1.92)
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where F is a function containing the terms with lower than second derivatives of g and

Pα
βµν ≡ δ(µ

α g
ν)β − 1

2δ
β
αg

µν . (1.93)

In a four-dimensional spacetime M , we need to prescribe initial data on a three-
dimensional Cauchy-surface Σ. Assume that Σ is spacelike and let n denote the
future-directed unit vector field normal to Σ. Hence, initial data for Einstein’s equation
is the triple (Σ, hij, Kij) where hij and Kij are the components of a Riemannian metric
and a symmetric tensor on Σ, respectively. The metric hij corresponds to the initial
data for the induced metric on Σ, Kij is the initial data for the extrinsic curvature of
Σ.

The system (1.92) is not strongly hyperbolic due to the diffeomorphism-covariance of
the theory. This makes the discussion of the initial value problem in theories of gravity
a bit more involved. Solving this problem requires finding a "good" gauge and a good
way of fixing the gauge, i.e. Einstein’s equation needs to be modified by terms that
vanish when the gauge condition is satisfied. Then the general strategy to establish
well-posedness for a gravitational theory consists of the following three steps.

1) Starting from initial data (Σ, hij, Kij) in any coordinate system, we need to show
that there exists a diffeomorphism such that the gauge condition is satisfied on
Σ.

2) The next step is to show that the gauge condition is propagated. This means
that solutions of the gauge-fixed e.o.m. arising from initial data that satisfies the
gauge condition must also be solutions of the original e.o.m. (i.e. the equations
without gauge-fixing).

3) The gauge-fixed system of equations is strongly hyperbolic.

In this section, we will not give a detailed discussion of how to implement this strategy.
The first two steps will be carried out later in Chapter 3 in a more general setting.
Instead, we continue with a brief discussion of the seminal work of Choquet-Bruhat [49]
that was later extended [50,51] to prove the existence of a unique (up to diffeomorphisms)
maximal globally hyperbolic development of a general Cauchy data. Here we only focus
on the elegant harmonic gauge condition and the corresponding gauge-fixing procedure,
and demonstrate that the gauge-fixed Einstein equations are strongly hyperbolic (i.e.
step 3) above is satisfied).
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Introducing
Hµ ≡ gνρ∇ν∇ρx

µ = −gνρΓµνρ[g], (1.94)

the harmonic gauge condition is simply

Hµ = 0. (1.95)

The gauge-fixing of the Einstein equations can be carried out by writing

Gµν + Pα
βµν∂βH

α = 0. (1.96)

Equivalently, one can take the trace-reversed version of (1.96) to obtain a system of
quasilinear wave equations8

Rµν + 2∂(µHν) = −1
2g

αβ∂α∂βgµν + Nµν(g, ∂g) = 0 (1.97)

where the function Nµν encapsulates all the lower order terms in the equation.

The proof of strong hyperbolicity of (1.97) is quite simple, based on section 1.2.4 (see
also [52]). Consider a coordinate system {xµ} such that hypersurfaces of x0 = constant
are spacelike. In particular, this implies that g00 < 0. For a general covector ξµ, the
principal symbol of (1.97), acting on a symmetric tensor tαβ is

P(ξ)µναβtαβ = −1
2g

γδξγξδtµν . (1.98)

It follows that ξµ is characteristic if and only if it is null w.r.t. the metric g. Writing out
this condition in our coordinate system gives a quadratic equation for the component
ξ0, provided that we fix the components ξi. Since g00 ̸= 0 by assumption, this
quadratic equation has two distinct, real and nonzero solutions for ξ0 that we shall
denote by ξ±

0 . Similarly, let ξ±
µ = (ξ±

0 , ξi) denote the two families of characteristic
covectors. Furthermore, we have P(ξ±)µναβtαβ = 0 for any symmetric tensor tαβ.
Strong hyperbolicity now follows from the discussion of section 1.2.4. The matrix
M(ξi) introduced in (1.35) is a 20 × 20 matrix (in 4 dimensions) acting on pairs of

8In most references the gauge-fixed Einstein equation is written as in equation (1.97) because
it looks simpler than (1.96). However, in chapter 3, it will be more convenient to carry out the
gauge-fixing of Gµν = 0. The reason for this is that this equation is directly obtained by varying the
action which ensures that the principal symbol has certain symmetries. Exploiting these symmetries
simplifies the analysis of chapter 3, especially for Lovelock and Horndeski theories. Note that taking
any invertible linear combination of a system of PDEs does not change the hyperbolicity of the system
so using the trace-reversed version of the equations should not make a difference in practice.
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symmetric tensors (tµν , sµν). This matrix is diagonalizable with real eigenvalues: it
has 10-dimensional degenerate eigenspace corresponding to the eigenvalue ξ+

0 spanned
by eigenvectors of the form (tµν , ξ+

0 tµν)T and similarly, a 10-dimensional degenerate
eigenspace with eigenvalue ξ−

0 spanned by eigenvectors of the form (tµν , ξ+
0 tµν)T . One

can select a basis of eigenvectors in both eigenspaces that are bounded and have smooth
dependence on ξi. A smooth and bounded symmetrizer can then be constructed using
these eigenvectors, as described in section 1.2.1.

Note that not all mode solutions of the characteristic equation P(ξ)µναβtαβ = 0 are
"physical" polarizations. Indeed, in 4 dimensions, a graviton has only two degrees of
freedom. We can identify two types of "unphysical" mode solutions. The first type of
such solutions violate the high frequency version of the harmonic gauge condition

ξµtµν − 1
2ξνg

µνtµν = 0. (1.99)

These "gauge-condition violating" solutions of the gauge-fixed equations are not solutions
of the original (i.e. non-gauge-fixed) equations. The second type of unphysical solutions
have the form

tµν = ξ(µYν) (1.100)

where Yν is a general covector. When ξµ is characteristic (i.e. null), (1.100) satisfies
(1.99) for any Yν . Since (1.100) has the form of the high frequency limit of an
infinitesimal diffeomorphism generated by Y , we will refer to such polarizations as
"pure gauge". Pure gauge modes are associated with residual gauge freedom.

Using the harmonic gauge provides a simple and elegant way to rewrite Einstein’s
equation in a strongly hyperbolic form. However, this is by no means the only good
approach. Some alternative (locally) well-posed formulations will be presented in the
upcoming chapters.

1.3.2 The initial value problem in modifications of general
relativity

The initial value problem in modifications of general relativity has received much
attention, particularly in recent years [44,53–70].

As mentioned before, from an EFT perspective, the weakly coupled regime is the
only situation in which we would trust EGB or 4∂ST theory because once the theory
becomes strongly coupled, all of the higher derivative terms that we have neglected
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would become important. There are other reasons for restricting to the weakly coupled
regime. Previous work has shown that even weak hyperbolicity can fail in Lovelock
[59] or Horndeski [60,62–66,71–73] theories once the spacetime curvature and/or scalar
field derivatives become large enough that the higher-derivative Lovelock or Horndeski
terms in the equation of motion are comparable to the 2-derivative terms, i.e. in the
strongly coupled regime. So in this regime, these theories are not expected to be viable
as classical theories. Note, however, that weak couplings are compatible with the fields
being strong in the sense of nonlinearities being important, e.g. it is compatible with
black hole formation provided the black hole is large compared to, say, the length scale
defined by the coupling constant k2 in EGB theory.

Even at weak coupling, we still have to face the challenge of choosing a good gauge
and fixing it appropriately. The hyperbolicity of the Lovelock and Horndeski equations
of motion in a class of generalized harmonic gauge conditions have been investigated
in [60,61]. It was shown that, at weak coupling, these theories are weakly hyperbolic
in such gauges. However, for Lovelock theories they are not strongly hyperbolic
at weak coupling unless kp = 0 for all p. Only a small subset of harmonic gauge
Horndeski theories are strongly hyperbolic at weak coupling [60, 61]: the so-called
k-essence theories. These can be obtained from the general Horndeski action by setting
G3 = G5 = 0 and ∂XG4 = 0.

To briefly explain the failure of harmonic gauge in general Lovelock and Horndeski
theories, let us go back to the harmonic gauge Einstein equation. In this gauge, the
metric satisfies a nonlinear wave equation whose characteristic covectors are null with
respect to the spacetime metric. In other words, the eigenvalues of the matrix M(ξi)
relevant for strong hyperbolicity have highly degenerate eigenvalues. However, as
explained above, not all solutions of the gauge-fixed equation are physical: there are
"pure gauge" and "gauge-condition violating" polarizations. In harmonic gauge GR, the
degeneracy of the eigenvalues can be interpreted as both types of unphysical solutions
propagate at the speed of light, i.e., at the same speed as physical solutions. When we
deform the theory by turning on Lovelock or Horndeski terms, the "pure gauge" and
"gauge-condition violating" modes continue to propagate at the speed of light, and so
these eigenvalues remain degenerate. But, generically, if eigenvalues are degenerate,
then the matrix will not be diagonalizable, and this is why strong hyperbolicity fails in
harmonic gauge in complicated modifications of GR.

In the absence of a well-posed formulation of the equations of motion, an alternative
approach is conventional in EFT. If the coefficients of the higher-derivative terms are
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proportional to some small parameter ϵ, then one can seek solutions as an expansion in
powers of ϵ. For example, this approach has been adopted in recent studies of EdGB
theory [57,69,74]. This requires that the solution remains close, globally in time, to
a solution of the ϵ = 0 theory. However, in practice, small deviations from the ϵ = 0
theory may gradually accumulate over time until they become large (e.g. this could be
an orbital phase in a binary black hole spacetime). This would lead to a breakdown of
the perturbative approach in a situation where the EFT equations of motion should
still be valid. On the other hand, a well-posed formulation of these equations of motion
would be able to accommodate such secular effects [12].

1.4 Outline

The core of this thesis is concerned with the well-posedness of the Cauchy problem in
Lovelock and Horndeski theories. Chapter 2 concentrates on a simple class of Horndeski
theories called cubic Horndeski theories. We will discuss three well-posed formulations
of weakly coupled cubic Horndeski theories; two of these are based on extensions of
methods widely used in numerical relativity, the third one is a generalization of an
elliptic-hyperbolic formulation of Einstein’s equation.

In chapter 3 we introduce a strongly hyperbolic formulation of general relativity, based
on a modified harmonic gauge condition and gauge-fixing procedure. It is also shown,
using a continuity argument, that the modified harmonic gauge equations of motion in
weakly coupled Lovelock and Horndeski theories are strongly hyperbolic.

In chapter 4 we investigate the so-called initial data problem in a class of scalar-tensor
effective field theories (4∂ST theories). We discuss three methods on how to construct
physically interesting initial data on asymptotically flat initial hypersurfaces that
satisfies the gravitational constraint equations of the EFT at weak coupling. The three
methods are based on standard techniques used in mathematical and numerical general
relativity.

The results are summarized in chapter 5.

1.5 Notations and conventions

Our conventions agree with those of [38] unless stated otherwise. In particular, the
spacetime metric signature is chosen to be (− + . . .+). We are going to use the Latin
letters (a, b, c, ...) for abstract indices. Greek letters (µ, ν, ρ, ...) stand for coordinate
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indices that run from 0 to d − 1 in a d-dimensonal spacetime. The Latin letters
(i, j, k, ...) will be used for "spatial" indices on a d− 1-dimensional hypersurface. For a
Riemannian metric m, | · |m denotes the pointwise norm with respect to m (e.g. for a
vector field va we have |v|m =

√
mabvavb).





Chapter 2

Well-posed formulation of cubic
Horndeski theories

In this chapter we will discuss the initial value problem for a special class of Horndeski
theories, called cubic Horndeski theories. The contents of this chapter are the results
of original research conducted by the author of this thesis and published in [67].

2.1 Introduction

The special class of Horndeski theories in which harmonic gauge succeeds has the
property that there is no nontrivial coupling between the scalar field and the curvature
of spacetime. There is, however, a more general class of Horndeski theories that is
"simple" in the sense that its Lagrangian does not contain a coupling between the scalar
field and the curvature but the harmonic gauge equations of motion are not strongly
hyperbolic [60]. These are the theories with nontrivial G3(ϕ,X) and G4 = G5 = 0,
referred to as cubic Horndeski theories. (Note that theories with nontrivial G4 = G4(ϕ)
can be reduced to theories with G4 = 0 by a field redefinition.) Despite the fact that
there is no coupling between the curvature and the scalar field in the cubic action, the
curvature enters into the scalar equation of motion. This curvature term in the scalar
equation poses the main difficulty to obtain a well-posed initial value formulation of
cubic Horndeski theories.

In this chapter, we focus on cubic Horndeski theories and study its initial value
formulation in more detail. We provide three formulations of this theory with strongly
hyperbolic equations in the weakly coupled regime.
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We begin with a general discussion of the Arnowitt-Deser-Misner (ADM) formulation
of cubic Horndeski theories in Section 2.2. More specifically, we present the standard
ADM evolution and constraint equations of cubic Horndeski theories and show that a
suitable linear combination of these equations give a scalar evolution equation which
contains no second derivatives of the spacetime metric. This observation has already
been made in [75] but we emphasize this fact here again, since it is a key step to
obtain well-posed formulations. The section is concluded by a preliminary discussion
of constraint propagation.

In Section 2.3 we consider a version of the Baumgarte-Shapiro-Shibata-Nakamura
(BSSN) formulation [76, 77] with a generalized Bona-Massó slicing condition [78]
and nondynamical (i.e. arbitrary but a priori fixed) shift vector. This formulation
contains a free parameter and a freely specifiable function: the function describes the
slicing condition, the parameter describes how we modify the evolution system by the
momentum constraint. It is shown that when the function and the parameter obey
some simple bounds then the system of equations is strongly hyperbolic in the weakly
coupled regime. These bounds ensure that the troublesome degeneracy between certain
mode solutions (causing the failure of the original harmonic gauge in cubic Horndeski
theories) is removed.

Section 2.4 focuses on the so-called covariant conformal Z4 (CCZ4) formulation [79].
The CCZ4 system was originally constructed for GR to enhance the accuracy of nu-
merical simulations. This is achieved by an appropriate modification of Einstein’s
equation so that constraint violations are damped away during the evolution. We give
a straightforward generalization of the CCZ4 method to cubic Horndeski theories. This
involves introducing a family of dynamical gauge conditions depending on two free
functions (generalized Bona-Massó slicing and “gamma driver” conditions). Strong
hyperbolicity requires that these functions satisfy some simple bounds and the cou-
plings are sufficiently small. In particular, the slicing conditions selected by strong
hyperbolicity include the 1+log slicing which is used in many numerical applications.
We also comment on the issue of constraint damping in cubic Horndeski theories.

Finally, in Appendix 2.A, we present an elliptic-hyperbolic formulation of cubic Horn-
deski theories, using ideas put forward by Andersson and Moncrief in [80] for vacuum
GR. After briefly reviewing [80], we show how a suitable modification of the constant
(or arbitrarily prescribed) mean curvature and the spatial harmonic gauge condition
lead to second order elliptic equations for the lapse function and the shift vector. In the
weakly coupled regime and on compact slices with negative Ricci curvature, existence
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and uniqueness of solutions to these elliptic equations are guaranteed. It is then
argued that under these assumptions, the strong well-posedness result of Andersson
and Moncrief for GR extends to cubic Horndeski theories.

2.2 Setting up the problem

2.2.1 Equations of motion

In this section we provide the ideas that all three formulations (presented in the
subsequent sections) share.

As mentioned in the Introduction, the class of theories under consideration can be
described by the action (recall X ≡ −1

2(∂ϕ)2)

S = 1
16πG

∫
d4x

√
−g (R +X +G2(ϕ,X) +G3(ϕ,X)□ϕ) . (2.1)

The reason for separating out X in the action is that we would like to view weakly
coupled Horndeski theories as small deformations of Einstein-scalar-field theory.

Varying the action (2.1) with respect to the metric yields the equation of motion [61]

Eab ≡ Gab − 1
2 (X +G2 + 2X∂ϕG3) gab − 1

2 (1 + ∂XG2 + 2∂ϕG3) ∇aϕ∇bϕ

+1
2∂XG3

(
−□ϕ ∇aϕ∇bϕ+ ∇aϕ∇b∇cϕ∇cϕ

+∇bϕ∇a∇cϕ∇cϕ− ∇c∇dϕ∇cϕ∇dϕ gab
)

= 0. (2.2)

In some situations, it is beneficial to use the linear combination Gab − 1
2Ggab = Rab = 0

of the Einstein equations, rather than Gab = 0. In fact, it turns out that it is useful
to consider the same combination of the gravitational equations of motion in cubic
Horndeski theories:

Eab − 1
2Egab = Rab + 1

2 (G2 −X∂XG2 −X∂XG3□ϕ) gab

− 1
2 (1 + ∂XG2 + 2∂ϕG3) ∇aϕ∇bϕ

+ 1
2∂XG3

(
−□ϕ∇aϕ∇bϕ+ 2∇(aϕ∇b)∇cϕ∇cϕ

)
= 0. (2.3)
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Varying the action (2.1) with respect to ϕ gives the scalar evolution equation

Eϕ ≡ −
(
1 + ∂XG2 + 2X∂2

XG2 + 2∂ϕG3 + 2X∂2
XϕG3

)
□ϕ

−
(
∂2
XG2 + 2∂2

XϕG3
) (

(∂ϕ)2□ϕ− ∇aϕ∇bϕ∇a∇bϕ
)

+ ∂XG3Rab∇aϕ∇bϕ− ∂XG3
(
(□ϕ)2 − ∇a∇bϕ∇a∇bϕ

)
+ ∂2

XG3∇aϕ∇bϕ (□ϕ∇a∇bϕ− ∇a∇cϕ∇c∇bϕ)
+ 2X

(
∂2
ϕG3 + ∂2

XϕG2
)

− ∂ϕG2 = 0. (2.4)

In this equation, the only term involving second derivatives of the metric is Rab∇aϕ∇bϕ.
We will see that it is useful to eliminate this term using the linear combination(
Ecd − 1

2Egcd
)

∇cϕ∇dϕ of the gravitational equations. In other words, instead of the
equation Eϕ = 0, we are going to use

Ẽϕ ≡ Eϕ − ∂XG3

(
Ecd − 1

2Egcd
)

∇cϕ∇dϕ

= −
(
1 + ∂XG2 + 2X∂2

XG2 + 2∂ϕG3 + 2X∂2
XϕG3

)
□ϕ(

∂2
XG2 + 2∂2

XϕG3
) (

(∂ϕ)2□ϕ− ∇aϕ∇bϕ∇a∇bϕ
)

−∂XG3
(
(□ϕ)2 − ∇a∇bϕ∇a∇bϕ

)
+∂2

XG3∇aϕ∇bϕ (□ϕ∇a∇bϕ− ∇a∇cϕ∇c∇bϕ)
+2X

(
∂2
ϕG3 + ∂2

XϕG2
)

− ∂ϕG2

+∂XG3
(
2X2 +XG2 +X2∂XG2 +X2∂XG3□ϕ

+4X2∂ϕG3 + 2X∂XG3∇aϕ∇bϕ∇a∇bϕ
)

= 0 (2.5)

as the scalar evolution equation. The reason for this is that this equation is only first
order in derivatives of the metric and hence the principal terms in this equation are
those involving second derivatives of the scalar field. (Some benefits of the use of this
particular linear combination were also noticed in [75].)

Now we assume that the spacetime manifold (M, g) is globally hyperbolic M = R × Σ
and hab is the spatial metric induced on the spacelike Cauchy surfaces Σt. Let na be
the future directed unit normal to Σt. The lapse function α and the shift vector βa are
then defined by (

∂

∂t

)a
= αna + βa. (2.6)
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The convention on the extrinsic curvature used here is

Kab = −1
2Lnhab = − 1

2α (∂t − Lβ)hab. (2.7)

We also need ADM variables for the derivatives of the scalar field: let

Kϕ ≡ −1
2Lnϕ = − 1

2α (∂t − Lβ)ϕ (2.8)

and let D denote the covariant derivative associated with the Levi-Civita connection
of h. For convenience, we also introduce a fixed, smooth background metric h̊ on the
spatial slices and denote the corresponding covariant derivative and Christoffel symbol
by D̊ and Γ̊ijk, respectively.

Now we are ready to provide the standard ADM-type equations of motion in cubic
Horndeski theories. Taking the spatial projection of (2.3) in both indices yields the
tensor evolution equation

0 = − (∂t − Lβ)Kij − ∂XG3(Xhij +DiϕDjϕ) (∂t − Lβ)Kϕ −DiDjα

+α
{
R[D]ij +KKij − 2KikK

k
j − 1

2 (1 + ∂XG2 + 2∂ϕG3)DiϕDjϕ

+1
2hij

(
G2 −X∂XG2 −X∂XG3

(
DkDkϕ− 2KϕK +DkϕDk lnα

))
+1

2∂XG3
(
DkϕDk (DiϕDjϕ) −DiϕDjϕD

kDkϕ+ 2DiϕDjϕKϕK

−DiϕDjϕD
kϕDk lnα− 8KϕD(iϕDj)Kϕ

)}
. (2.9)

Note that
X = 1

2
(
4K2

ϕ −DkϕDkϕ
)
. (2.10)

Similarly to general relativity, the projections Eabnanb and Ecbh
c
an

b in Horndeski
theories yield constraint equations: the Hamiltonian constraint is

2H ≡ 2Eµνnµnν = R[D] +K2 −KijK
ij − 1

2
(
DiϕD

iϕ+ 4K2
ϕ

)
+G2 − 4K2

ϕ∂XG2 − (4K2
ϕ +DiϕD

iϕ)∂ϕG3

−∂XG3
(
−8K3

ϕK + 4K2
ϕD

iDiϕ

+2KϕKijD
iϕDjϕ−DiϕDjϕDiDjϕ

)
= 0, (2.11)
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while the momentum constraint reads as

Mi ≡ Eµin
µ = DiK −DjKij + (1 + ∂XG2 + 2∂ϕG3)KϕDiϕ

−1
2∂XG3

(
4K2

ϕDiϕK − 2KϕDiϕD
kDkϕ−KklD

kϕ DlϕDiϕ

+2KϕD
jϕ DjDiϕ+ 2DiϕD

kϕ DkKϕ − 8K2
ϕDiKϕ

)
= 0. (2.12)

Even though we are not going to use the explicit form of the scalar evolution equation
(2.5), only some of its properties, we rewrite it in terms of the ADM variables, for
reference. One obtains1

Eϕ ≡ Φ
(

1 + ∂XG2 + 4K2
ϕ∂

2
XG2 + 2∂ϕG3 + ∂2

XϕG3(4K2
ϕ +DiϕDjϕh

ij) + 2Φij∂XG3h
ij

+ 1
4

(
∂XG3

)2
(

48K4
ϕ − 8DiϕDjϕK

2
ϕh

ij −DiϕDjϕDkϕDlϕh
ikhjl

)
+ ∂2

XG3

(
4K2

ϕΦijh
ij −DkϕDlϕΦijh

ikhjl
))

− ∂ϕG2 − Φijh
ij − 2Φij∂ϕG3h

ij + ∂2
XϕG2(4K2

ϕ −DiϕDjϕh
ij)

+ ∂2
ϕG3(4K2

ϕ −DiϕDjϕh
ij) + 1

2G2∂XG3(4K2
ϕ −DiϕDjϕh

ij)
+ ∂2

XG2(4DiϕKϕΦjh
ij +DkϕDlϕΦijh

ikhjl)

+ ∂XG2

(
−Φijh

ij + 1
4∂XG3

(
16K4

ϕ − 8DiϕDjϕK
2
ϕh

ij +DiϕDjϕDkϕDlϕh
ikhjl

))
+ ∂2

XϕG3

(
8DiϕKϕΦjh

ij + 4K2
ϕΦijh

ij + 2DkϕDlϕΦijh
ikhjl −DiϕDjϕΦklh

ijhkl
)

+ ∂XG3

(
∂ϕG3

(
16K4

ϕ − 8DiϕD
iϕK2

ϕ +DiϕDjϕD
iϕDjϕ

)
+ 8K4

ϕ − 2ΦiΦi

− 4DiϕDjϕK
2
ϕh

ij + 1
2DiϕDjϕDkϕ Dlϕh

ikhjl − ΦijΦklh
ij hkl + ΦijΦklh

ik hjl
)

+ ∂2
XG3

(
−4K2

ϕΦiΦjh
ij + 4DiϕKϕΦjlΦk h

ikhjl +DiϕDjϕΦk Φlh
ikhjl

− 4DkϕKϕΦij Φlh
ikhjl −DiϕD

jϕΦik Φjk +DiϕDjϕΦij Φkl h
kl
)

+ 1
4

(
∂XG3

)2
(

−8Diϕ− 8K3
ϕΦjh

ij + 16K4
ϕΦijh

ij + 16DkϕDlϕK
2
ϕΦij h

ikhjl

− 2DiϕDkϕ4K2
ϕΦjlh

ikhjl +DiϕDjϕDkϕDlϕ Φmnh
ikhjl hmn

− 4DiϕDkϕDlϕ h
ikhjl

(
+4KϕΦj + DmϕΦjnh

mn
))

= 0. (2.13)

1The Mathematica package xAct [81] was of great help in the derivation of the equations.
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where we used the following auxiliary variables

Φ ≡ − 2
α

(∂t − Lβ)Kϕ −DiϕDi lnα, (2.14)

Φi ≡ − 2DiKϕ +KijD
jϕ, (2.15)

Φij ≡ DiDjϕ− 2KϕKij. (2.16)

In the subsequent sections, we will manipulate the ADM-type equations of cubic
Horndeski theory and complement them with suitable gauge conditions to obtain
a system of PDEs of the form (1.75)-(1.76). Once we have such a system, we can
establish the local well-posedness of the initial value problem by following the 3 steps
outlined in section 1.3. In particular, strong hyperbolicity of the system can be shown
by using the methods of section 1.2.5.

The different methods to write the equations in a strongly hyperbolic form will involve
different sets of dynamical fields. Hence, the values of n, m and the fields u and v

(introduced in section 1.2.5) will be given explicitly later on a case-by-case basis. Here,
we only make a simple observation about the characteristic equation

ξ0AU = L(ξk)U (2.17)

in cubic Horndeski theories (see section 1.2.5 for notations). It is useful to rearrange
the rows of this equation so that the components corresponding to the gravitational
and scalar degrees of freedom are separated: we will write U = (Ug, Uϕ)T where Ug is a
n+m− 2-component vector that corresponds to the gravitational variables (e.g. hij
and Kij); Uϕ is a 2-component vector corresponding to the scalar variables ϕ and Kϕ.
Since the equations (2.8) and (2.13) contain no principal terms associated with the
spacetime metric g, the matrices A and L(ξi) have the upper triangular form

A(u,Du, v,D2u,Dv) =
 Agg(u,Du, v) Agϕ(u,Du, v)

0 Aϕϕ(u,Du, v,D2u,Dv)

 (2.18)

L(u,Du, v,D2u,Dv) =
 Lgg(u,Du, v) Lgϕ(u,Du, v)

0 Lϕϕ(u,Du, v,D2u,Dv).

 (2.19)

The matrix blocks labelled by subscripts gg, gϕ and ϕϕ have sizes (n+m−2)×(n+m−2),
2 × (n + m − 2) and 2 × 2, respectively. It is worth emphasizing that in the case of
cubic Horndeski theories, the matrices Agg, Agϕ, Lgg, Lgϕ depend only on the fields u,
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Du and v, i.e., the gravitational evolution equations are quasilinear (see e.g. equation
(2.9)).

It will be useful (especially in Section 2.4) to separate the Einstein-scalar-field theory
and the Horndeski (i.e. G2 and G3-dependent) parts in A and L:

A = A0 + δA,

L = L0 + δL (2.20)

where L0 and M0 are associated with Einstein-scalar-field theory, δA and δL are
the Horndeski corrections. The specific forms of these terms will also be given on a
case-by-case basis.

Let us consider in more detail the characteristic equation corresponding to (2.5) (or
(2.13)). This is obtained by selecting the second derivatives of ϕ in the linearized version
of (2.5) (recall that there are no second derivatives of g in (2.5)) and substituting the
derivatives by a general covector ξµ ∂µ → ξµ ≡ (ξ0, ξi). The result is

(
P ′
ϕϕ

)µν
ξµξν ≡ Pϕϕ(ξ) − ∂XG3

(
P µν
gϕ (ξ) − 1

2gρσg
µνP ρσ

gϕ (ξ)
)

∇µϕ∇νϕ = 0 (2.21)

where P µν
gϕ (ξ) and P µν

ϕϕ (ξ) are given by

P µν
gϕ (ξ) =1

2∂XG3∇µϕ∇νϕ|ξ|2g − ∂XG3ξ
σ∇σϕ

(
ξ(µ∇ν)ϕ− 1

2g
µνξρ∇ρϕ

)
(2.22)

and

Pϕϕ(ξ) =
(
1 + ∂XG2 + 2X∂2

XG2 + 2∂ϕG3 + 2X∂2
XϕG3

)
|ξ|2g

+
(
∂2
XG2 + 2∂2

XϕG3
) (

(∂ϕ)2|ξ|2g − (ξµ∇µϕ)2
)

+ 2∂XG3
(
(□ϕ)|ξ|2g − ξµξν∇µ∇νϕ

)
− ∂2

XG3∇µϕ∇νϕ
(
□ϕ ξµξν + |ξ|2g∇µ∇νϕ− 2ξρξ(µ∇ν)∇ρϕ

)
. (2.23)

The notations Pgϕ, Pϕϕ and P ′
ϕϕ refer to the coefficients of the second derivatives

of ϕ in the linearized versions of equations (2.2), (2.4) and (2.5), respectively. The
same characteristic equation corresponding to the scalar degree of freedom has been
previously found in [60] and [75].2

2More precisely, to make a comparison with [60], we note that with the preferred gauge choice
Hab = −∂XG3∇aϕ∇bϕ (and G4 = 0) made therein, equation (230) of [60] agrees with (2.21).
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In the weakly coupled regime, P ′
ϕϕ is close to the spacetime metric g and therefore,

it is a Lorentzian metric. This regime is defined by the criterion that Horndeski
terms are small compared to the Einstein-scalar-field terms. More precisely, let
E = max

{
|Rµνρσ|1/2, |∇µϕ|, |∇µ∇νϕ|1/2

}
in all orthonormal bases. Then the small

coupling condition is equivalent to

|∂kX∂lϕG2|E2k+2 ≪ 1 k = 0, 1, 2; l = 0, 1;
|∂kX∂lϕG3|E2k ≪ 1 k, l = 0, 1, 2. (2.24)

Note that this condition can be satisfied when spacetime is strongly curved according
to standard terminology but the function G3 contains small enough coupling constants.

Regarding (2.21) as an equation for the “characteristic speeds” ξ0 for given ξi ̸= 0, this
equation has two distinct real and nonzero solutions ξϕ,±0 . Furthermore, the weakly
coupled assumptions (2.24) also ensure that the spacelike t = constant hypersurfaces
are noncharacteristic.

2.2.2 Constraint propagation

In addition to studying the hyperbolicity of the equations of motion in different
formulations, we need to address the issue of constraint propagation (see section 1.3).
That is to say, we need to check whether solutions to the equations used in these
formulations remain solutions of the original Horndeski equations of motion during the
evolution. Here we present a fairly detailed derivation of the equations governing the
propagation of gauge conditions and constraints, even though the individual steps are
quite standard. The purpose of this is to demonstrate that the Bianchi identity (and
its generalization) leads straightforwardly to a homogeneous system of PDEs for the
constraint variables, without making any reference to a specific form of the equations
of motion. The only assumption we make is that the equations of motion are second
order PDEs obtained by varying a diffeomorphism invariant action. This guarantees
that the normal projection of the equations of motion is a constraint equation (i.e. an
equation that does not involve second time derivatives). Note that in this section we
derive the equations without gauge fixing, the effect of the gauge fixing terms on the
constraint propagation system will be discussed later.
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Let Eab = 0 be the equations of motion obtained by varying the action with respect to
the spacetime metric gab. Let us decompose it as

Eab = Eab − naMb − nbMa + nanbH (2.25)

with
Eab = Ecdh

c
ah

d
b , (2.26a)

H = Eabn
anb (2.26b)

Ma = Ecbh
c
an

b. (2.26c)

These variables denote the spatial evolution equation, the Hamiltonian constraint and
the momentum constraint, respectively. First, we consider

nb∇aEab = − Eab∇anb − nbna∇aMb

+ ∇aMa − na∇aH +KH, (2.27)

where we used Eabn
b = 0, Man

a = 0, nana = −1 and ∇ana = −K. Furthermore, the
following identities hold:

∇aMa = DaMa + Mbn
a∇an

b (2.28a)

Eab∇anb = −EabK
ab (2.28b)

nbna∇aMb = −Mbna∇anb = −Mb
Dbα

α
(2.28c)

We would like to use the spatial projection of the trace reversed version of Eab as
evolution equation3, i.e.

Eab = hcah
d
b

(
Ecd − 1

2g
efEefgcd

)
= Eab − 1

2Ehab + 1
2Hhab.

Hence, we set
Eab = Eab + Hhab − Ehab. (2.29)

3The reason why we prefer to use Eab = 0 as evolution equation rather than Eab = 0 is that in
general relativity the latter approach yields only a weakly hyperbolic system of equations for the
constraint variables [42].
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With these identities we have

nb∇aEab = − (∂t − Lβ) H + 2αKH + 1
α
Di
(
α2Mi

)
+ αEij

(
Kij −Khij

)
. (2.30)

Next, we consider the spatial projection of the Bianchi identity

hbc∇aEab =hbc∇aEab − ∇anaMc − nah
b
c∇aMb

− ∇anbh
b
cMa + Hhbcna∇anb. (2.31)

In this case we use
hbc∇aEab = DaEac + Eacn

b∇bn
a (2.32a)

nah
b
c∇aMb = hbc (LnMb − Ma∇bn

a) (2.32b)

hbcMa∇anb = hbcMa∇bn
a = −MaK

a
b (2.32c)

Hhbcna∇anb = Hna∇anc (2.32d)

to obtain

∇µEµi = − (∂t − Lβ) Mi + αKMi + 1
α
Di

(
α2H

)
+Dj [α (Eij − Ehij)] (2.33)

(cf. eqn. (103,104) in [42]).

Now we consider the generalized version of the Bianchi identity, that is,

∇aEab − Eϕ∇bϕ = 0 (2.34)

which is a consequence of the diffeomorphism invariance of the Horndeski action. Recall
that we wish to use Ẽϕ = 0 as the scalar evolution equation. For this reason we set

Eϕ = Ẽϕ + ∂XG3

(
Ecd − 1

2Egcd
)

∇cϕ∇dϕ. (2.35)

Putting together equations (2.30), (2.33), (2.34) and (2.35) gives the equations governing
the evolution of the momentum and Hamiltonian constraints
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(∂t − Lβ) H = 2αKH + 1
α
Di
(
α2Mi

)
+ αEij

(
Kij −Khij

)
+ 2ẼϕKϕ

+ 2α∂XG3Kϕ

(
EijDiϕDjϕ+ 2H4K2

ϕ + 4EK2
ϕ + 4KϕMiD

iϕ
)

(2.36)

(∂t − Lβ) Mi =αKMi + 1
α
Di
(
α2H

)
+Dj [α (Eij − Ehij)] − ẼϕDiϕ

− α∂XG3Diϕ
(
EijDiϕDjϕ+ 2H4K2

ϕ + 4EK2
ϕ + 4KϕMiD

iϕ
)
. (2.37)

In both of these equations, the terms in the second line arise due to the fact that we use
equation (2.13) instead of (2.4) as the scalar equation of motion. Note that in each of
the formulations studied in this paper, the tensor evolution equation is modified with
gauge fixing terms. In other words, the equation Eij = 0 is replaced with a different
equation which introduces additional terms into equations (2.36)-(2.37). This will be
analysed on a case-by-case basis.

2.3 BSSN formulation

2.3.1 Equations of motion

The Baumgarte-Shapiro-Shibata-Nakamura (BSSN) formulation is widely used in
numerical relativity. Several versions of this approach give rise to a strongly hyperbolic
form of the Einstein equations [43, 82, 83]. Here, we extend this approach to cubic
Horndeski theories.

The starting point to obtain the BSSN equations of motion is the standard ADM
decomposition discussed in Section 2.2. We introduce the conformal metric h̃ij as a
new variable, defined by

h̃ij ≡ e−4Ωhij (2.38)

where the conformal factor Ω is
Ω ≡ 1

12 ln h
h̊

(2.39)

for an arbitrary smooth background metric h̊ij . Note that this implies that det h̊ = det h̃.
The inverse conformal metric, denoted by h̃ij is then

h̃ij = e4Ωhij. (2.40)
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Next, we define the quantity4

Ṽ i ≡ h̃kl
(
Γ̃ikl − Γ̊ikl

)
= −D̊jh̃

ij (2.41)

where Γ̊ and D̊ denote the Christoffel symbol and the covariant derivative corresponding
to h̊ij. Similarly, let D̃ be the covariant derivative corresponding to the metric h̃ and
let us adapt the convention that the index of D̃iϕ is raised with h̃ (although, clearly,
the definition of D̃iϕ does not depend on h̃), i.e.

D̃iϕ ≡ h̃ijD̃jϕ. (2.42)

We emphasize, however, that the index of Diϕ is raised using h. We continue to use
a similar convention in the further discussion: indices of tensor fields whose notation
involves a tilde are raised and lowered with h̃, whereas indices of tensor fields without
a tilde are raised and lowered with h.

The extrinsic curvature is decomposed to its trace and conformal traceless parts

Kij ≡ e4Ω
(
Ãij + 1

3 h̃ijK
)
, (2.43)

or alternatively,
Ãij ≡ e−4Ω

(
Kij − 1

3hijK
)
. (2.44)

The evolution equations for the variables h̃ij and Ω can be straightforwardly obtained
using the equations (2.7), (2.38) and (2.39) (see e.g. [84] for more details):

∂0h̃ij = −2αÃij + 2h̃k(iD̊j)β
k − 2

3 h̃ijD̊kβ
k (2.45)

∂0Ω = −α

6K + 1
6D̊kβ

k (2.46)

where ∂0 is given by
∂0 ≡ ∂t − βkD̊k. (2.47)

To write the remaining equations in a more compact way, we use the conformal versions
of the auxiliary variables introduced in (2.14):

4Note that the variable Ṽ i is often denoted by Γ̃i in other references.



48 Well-posed formulation of cubic Horndeski theories

Φ̃ ≡ Φ = 1
α

(
−2∂0Kϕ − e−4Ωh̃ijD̃iϕD̃jα

)
, (2.48)

Φ̃i ≡ Φi = − 2D̃iKϕ + ÃikD̃jϕh̃
jk + 1

3KD̃iϕ, (2.49)
Φ̃ij ≡ Φij = D̃iD̃jϕ− 2

(
D̃jϕD̃iΩ + D̃iϕD̃jΩ − h̃ijh̃

klD̃kϕD̃lΩ
)

− 2Kϕe
4Ω
(
Ãij + 1

3Kh̃ij
)
. (2.50)

The evolution equation for K is the trace of the tensor evolution equation, i.e. the
same as (2.131), except that the variables hij and Kij (and the covariant derivatives)
are now replaced by the "conformal" variables introduced in (2.38)-(2.43):

0 = −∂0K − αΦ∂XG3
(
3K2

ϕ − 1
4D̃iϕD̃jϕ h̃

ije−4Ω
)

− h̃ijD̃iD̃jα

−2h̃ijD̃iαD̃jΩ + α
{
ÃikÃjlh̃

ijh̃kl + 1
3K

2 + 2K2
ϕ + 4∂ϕG3K

2
ϕ

+1
2G2 + 1

4∂XG2
(
4K2

ϕ + D̃iϕD̃jϕh̃
ije−4Ω

)
.

+∂XG3e
−4Ω

(
K2
ϕΦ̃ij h̃

ij − D̃iϕAΦ̃jh̃
ij + 1

4D̃iϕD̃jϕΦ̃kl h̃
ijh̃kle−4Ω

)}
(2.51)

The equation describing the evolution of Ãij is obtained by taking the trace free part
of (2.9) and writing it in conformal variables:

0 = −∂0Ãij − α

2 e
−4Ω∂XG3

(
D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ

)
Φ

+αe−4Ω
[
R[D]ij − 1

α
D̃iD̃jα + 4D̃(iΩD̃j) lnα− 1

2
(
1 + ∂XG2 + 2∂ϕG3

)
D̃iϕD̃jϕ

+∂XG3

(
2KϕD̃(iϕΦ̃j) − 1

2D̃iϕD̃jϕΦ̃klh̃
kle−4Ω + D̃kϕD̃(iϕΦ̃j)l h̃

kle−4Ω
)]TF

+αKÃij − 2αÃikÃkj + 2Ãk(iD̊j)β
k − 2

3ÃijD̊kβ
k (2.52)

where T̃ TFij denotes the trace free part of a symmetric tensor Tij,

T̃ TFij ≡ T̃ij − 1
3 T̃klh̃

klh̃ij, (2.53)
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and the conformal decomposition of the spatial Ricci tensor is given by

R[D]ij = − 1
2 h̃

klD̊kD̊lh̃ij + h̃k(iD̊j)Ṽ
k − 1

2 Ṽ
kD̊kh̃ij +

(
Γ̃kil − Γ̊kil

) (
Γ̃lkj − Γ̊lkj

)
− D̊kh̃l(iD̊j)h̃

kl − 2D̃iD̃jΩ − 2h̃ijD̃kD̃kΩ + 4D̃iΩD̃jΩ − 4h̃ijD̃kΩD̃kΩ.
(2.54)

We can write down an evolution equation for Ṽ i by taking the time derivative of (2.41)
and commuting ∂0 with D̊ on the RHS to get

∂0Ṽ
i = −2αD̊jÃ

ij−2ÃijD̊jα−Ṽ kD̊kβ
i+2

3 Ṽ
iD̊kβ

k+h̃klD̊kD̊lβ
i+1

3 h̃
ijD̊jD̊kβ

k. (2.55)

It is useful to modify (2.55) by adding the momentum constraint times 2pα to it where
p is an arbitrary constant (real) parameter. The result is

∂0Ṽ
i = −2ÃijD̊jα− Ṽ kD̊kβ

i + 2
3 Ṽ

iD̊kβ
k + h̃klD̊kD̊lβ

i + 1
3 h̃

ijD̊jD̊kβ
k +

α
{

2(p− 1)D̃kÃ
ki − 4p

3 D̃
iK + 2ph̃ij

[
−
(
1 + ∂XG2 + 2∂ϕG3

)
KϕD̃jϕ

−1
2∂XG3

(
−4K2

ϕΦ̃j − 2D̃lϕKϕΦ̃jkh̃
kle−4Ω

+2D̃jϕKϕΦ̃klh̃
kle−4Ω + D̃kϕD̃jϕΦ̃l h̃

kle−4Ω
)]}

. (2.56)

The benefit of using (2.56) rather than (2.55) will become clear later: we will show
that for a range of values of the parameter p, the system is strongly hyperbolic.

Finally, once again we use Ẽϕ = 0 as the scalar evolution equation (defined in (2.5))
which can also be rewritten in terms of the variables introduced in this section:

∂0ϕ = −2αKϕ (2.57)

2∂0Kϕ = −e−4Ωh̃ijD̃iϕD̃jα− αe−4ΩD̃iD̃jϕ+ 2αKϕ

(
Ãij + 1

3Kh̃ij
)

+2αe−4Ω
(
D̃jϕD̃iΩ + D̃iϕD̃jΩ − h̃ijh̃

klD̃kϕD̃lΩ
)

+δẼϕ(ϕ, D̃ϕ, D̃D̃ϕ,Kϕ, D̃Kϕ, h̃,Ω, α) (2.58)

where δẼϕ stands for all the Horndeski correction terms in the scalar equation. It is
straightforward to compute these terms explicitly from (2.13) but we will not need the
explicit form of these terms.
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Equations (2.45), (2.46), (2.51), (2.52), (2.56) and (2.58) must be complemented with
the evolution equations for the lapse function and the shift vector. This can be done
by choosing an appropriate slicing condition and a spatial coordinate condition. A
popular choice for the slicing condition is harmonic slicing and its generalizations.
Harmonic slicing means that the harmonic coordinate condition is imposed only on
the time coordinate

□gt = 0.

Writing this out in terms of the ADM variables gives an evolution equation for the
lapse function:

∂0α = −α2K. (2.59)

Sometimes it is more convenient to consider a generalization of this condition, called
the Bona-Massó slicing condition

∂0α = −α2F (t, x, α,K) (2.60)

for a suitable function F . The choice F (α) = 2
α
K, called the 1+log slicing, is the

most widely used in numerical relativity simulations. As we will see later, strong
hyperbolicity of the BSSN system will enforce a condition on the function F . More
precisely, the condition

σ(t, x, α,K) ≡ ∂F

∂K
(t, x, α,K). (2.61)

There are a number of ways to impose a dynamical gauge condition on the shift vector
in general relativity. However, it has also been demonstrated that it is possible to
write Einstein’s equations in a strongly hyperbolic form by choosing an arbitrary (but
a priori fixed) shift vector [82]. This means that the shift vector only plays the role
of a source term in the equations. In this section we take this approach and show
that the equations of motion of cubic Horndeski theories can be written in a strongly
hyperbolic form with arbitrarily fixed shift vector.

2.3.2 Proof of strong hyperbolicity

In this section, we are going to show that the BSSN equations of motion (consisting of
equations (2.45), (2.46), (2.51), (2.52), (2.56), (2.60), (2.57), (2.58)) is a strongly hy-
perbolic system for the dynamical variables, for an appropriate choice of the parameter
p and the function σ. Our strategy will be to follow the procedure outlined in section
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1.2.5. Making the substitutions

u = (α,Ω, h̃ij, ϕ) and v = (K, Ãij, Ṽ i, Kϕ) (2.62)

the BSSN system has the same form as (1.75)-(1.76). In this case, we have n = 9 and
m = 11.

Note that in this section our choice of basis is slightly different from the one used
in Section 1.2.5: here we use ∂0 ≡ ∂t − βk∂k, rather than ∂0 ≡ ∂t. Clearly, this only
amounts to a shift in the zeroth component of a characteristic covector ξ0 → ξ0 − βkξk.
Nevertheless, from now on, we will denote these components by ξ0 in the new basis.
This includes the solutions ξ±,ϕ

0 to the scalar characteristic equation (2.21).

Next, we analyze the characteristic equation (2.17) and determine the eigenvalues ξ0

and the corresponding eigenvectors explicitly. We will write the components of the
eigenvectors U associated with the variables u as

t = (α̂, ω̂, ˆ̃γij, ϕ̂) (2.63)

and the components associated with v as

s = (κ̂, q̂ij, ˆ̃vi, â) (2.64)

in the same order as in (2.62). Now we simply write down the rows of the characteristic
equations for the 20 variables listed above:

0 = −ξ0α̂− 2α2σκ̂ (2.65a)

0 = −ξ0κ̂− 1
2∂XG3(12K2

ϕ −DkϕD
kϕ)ξ0â

+αe−4Ω
{

− 1
α

|ξ|2h̃α̂− 4∂XG3KϕD̃
kϕ ξkâ

+1
4∂XG3(4K2

ϕ +DkϕDkϕ)|ξ|2h̃ϕ̂
}

(2.65b)

0 = −ξ0ω̂ − α

6 κ̂ (2.65c)

0 = −ξ0ϕ̂− 2αâ (2.65d)

0 = −ξ0 ˆ̃γij − 2α ˆ̃qij (2.65e)
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0 = −ξ0 ˆ̃qij − e−4Ω∂XG3

(
D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ

)
ξ0â

+αe−4Ω
{

−1
2 |ξ|2h̃ ˆ̃γij + ξ(i ˆ̃vj) − 1

3ξk
ˆ̃vkh̃ij

−2ξiξjω̂ + 2
3 |ξ|2h̃ω̂h̃ij − 1

α
ξiξjα̂ + 1

3
1
α

|ξ|2h̃α̂h̃ij

−4Kϕ∂XG3â
(
D̃(iϕ ξj) − 1

3D̃
kϕ ξkh̃ij

)
−e−4Ω∂XG3ϕ̂

(
1
2(D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ)|ξ|2h̃

−D̃kϕD̃(iϕξj)ξk + 1
3D̃

kϕD̃lϕξkξlh̃ij

)}
(2.65f)

0 = −ξ0 ˆ̃vi + α

(
2(p− 1)ξk ˆ̃qki − 4p

3 ξ
iκ̂− 8p∂XG3K

2
ϕ ξ

iâ

+2e−4Ωp∂XG3
(
KϕD̃

kϕξkξ
iϕ̂+KϕD̃

iϕ|ξ|2h̃ϕ̂− D̃iϕD̃kϕ ξkâ
))
. (2.65g)

0 = −ξ0Aâ+ B(ξi)â+ C(ξi)ϕ̂ (2.65h)

where the coefficients A, B, C depend on the background fields and ξi, and their explicit
form is not important for our purposes (although it is straightforward to obtain them
from (2.58)). The only thing we need to know about these coefficients is that (2.155b)
into (2.155d) gives

ϕ̂
(
P ′
ϕϕ

)µν
ξµξν = 0, (2.66)

i.e., equation (2.21).

Now we list the characteristic eigenvalues and the corresponding polarization of the
system (2.65). It is convenient to rescale the variable ξ0 by introducing

ξ̄0 ≡ ξ0

αe−2Ω|ξ|h̃
= ξ0

α|ξ|h
. (2.67)

Due to the lower triangular structure of the characteristic equation (see section 2.2),
there exists a subset of eigenvalues and eigenvectors of (2.65) with ϕ̂ = â = 0. These
18 eigenvalues and eigenvectors are the same as in the case of vacuum GR (c.f. section
IV of [82]).
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α̂ ω̂ κ̂ ˆ̃γij ˆ̃vi ξ̄0

I. 0 0 0 γ̃TTij 0 ±1

II. 0 0 0 h̃ij − ξiξj

|ξ|2
h̃

0 ±1

III. 0 0 0 ξ(iej) −p−1
2 |ξ|2

h̃
ei ±√

p

IV. 0 ω̂ 0 2
|ξ|2

h̃

(
ξ(i ˆ̃vj) − 2ξiξjω̂

)TF ˆ̃vi 0

V. ασ 1
12 ∓

√
2σ

2α

(
ξiξj

|ξ|2
h̃

)TF
2
3ξi ±

√
2σ

VI. 0 0 0
(
ξiξj

|ξ|2
h̃

)TF
2(p− 1)ξi ±

√
4p−1

3

Table 2.1 The list of eigenvalues and eigenvectors of the principal symbol with ϕ̂ = â = 0.

I. Transverse-traceless (physical) modes, satisfying

ξi ˆ̃γTTij = 0, and h̃ij ˆ̃γTTij = 0. (2.68)

The corresponding characteristic covectors are null, i.e. ξ̄0 = ±1. The two sign
choices correspond to "ingoing" and "outgoing" mode solutions. Since there
are two linearly independent transverse-traceless symmetric tensors ˆ̃γTTij , the
eigenvectors span a 2-dimensional space for both sign choices (this is 4 independent
eigenvectors overall).

II. Transverse but not traceless (in the sense of (2.68)) modes with null characteristics
(i.e. ξ̄0 = ±1). This gives only a 1-dimensional space for both sign choices (2
independent eigenvectors overall). These modes are "constraint-violating" since
the ˆ̃qij components are not traceless.

III. Modes with ˆ̃γij = ξ(iej) for any ei orthogonal to ξi w.r.t. h̃ij and ξ̄0 = ±√
p.

These modes span a 2-dimensional eigenspace for both signs (4 independent
polarizations in total).
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IV. Zero speed modes (ξ̄0 = 0) with

ˆ̃γij = 2
|ξ|2

h̃

(
ξ(i ˆ̃vj) − 2ξiξjω̂

)TF
(2.69)

where ω̂ and ˆ̃vi are arbitrary, spanning a 4-dimensional degenerate eigenspace.
To see the interpretation of these mode solutions, consider the high frequency
limit of an infinitesimal diffeomorphism generated by a vector field Y orthogonal
to ∂0. This gauge transformation changes only the ij components of the metric:

δhij = ξ(iYj). (2.70)

We can also write the change in hij in terms of the conformal variables:

δhij = δ
(
e4Ωh̃ij

)
= 4h̃ije4ΩδΩ + e4Ωδh̃ij. (2.71)

Hence, the change in the conformal metric induced by this transformation is

δh̃ij = e−4Ωξ(iYj) − 4h̃ijδΩ. (2.72)

Now notice that with the choice

ω̂ = δΩ, ˆ̃vi = 1
2e

−4Ω|ξ|2h̃Yi − 1
2
(
e−4ΩξiYi − 8δΩ

)
ξi (2.73)

we have

ˆ̃γij = 2
|ξ|2

h̃

(
ξ(i ˆ̃vj) − 2ξiξjω̂

)TF
= δh̃ij, (2.74)

ˆ̃vi = −ξjδh̃ij = ξjh̃ikδh̃jk. (2.75)

Therefore, we can interpret the 3 independent choices of zero speed modes,
corresponding to 3 linearly independent choices of Yi in (2.73) as pure gauge modes
associated with spatial diffeomorphisms. The remaining zero speed eigenmode
can be obtained by setting e.g. ω̂ ̸= 0 and ˆ̃vi = 0. This mode violates the
high-frequency version of the constraint equation (2.41), since ξi ˆ̃γij ̸= ˆ̃vj.

V. A 1-dimensional space of modes with ξ̄0 = ±
√

2σ, for both sign choices. An
argument similar to IV. establishes that these modes are also pure gauge, corre-
sponding to an infinitesimal change of the slicing in the high-frequency limit.
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VI. A two-dimensional space of modes with ξ̄0 = ±
√

4p−1
3 . These modes also violate

the high-frequency version of (2.41), since ξi ˆ̃γij ̸= ˆ̃vj.

The expressions for the eigenvectors are listed in Table 2.1. It is clear that the
eigenvalues are real and the eigenvectors are smooth functions of their arguments when
σ > 0 and p > 1

4 .

For strong hyperbolicity, we need 20 linearly independent eigenvectors with real
eigenvalues and smooth dependence on ξi. Since we have already found 18, it remains to
find two additional eigenvalues and eigenvectors with nontrivial ϕ̂ and â. The eigenvalues
corresponding to these eigenvectors are found by solving the system consisting of
equations (2.65d) and (2.65h), or equivalently, (2.21). As mentioned before, this
equation has two distinct real solutions ξϕ,±0 when the Horndeski terms are much
smaller than the Einstein-scalar-field terms (see the end of Section 2.2 and equation
(2.24)). Therefore, at weak coupling, there must indeed be 2 additional eigenvectors.
The only thing that needs to be shown is the condition on smooth dependence.

A nice way to obtain the corresponding eigenvectors is to derive a closed equation
containing ϕ̂ and the variables

âϕ ≡ − 1
2αξ

ϕ,±
0 ϕ̂, and κ̂ij = e4Ω ˆ̃qij + 1

3 κ̂hij. (2.76)

Equations (2.65) imply

0 = −|ξϕ,±|2g
(
κ̂ij + ∂XG3(Xhij +DiϕDjϕ)âϕ − 2∂XG3KϕD(iϕ ξj)ϕ̂

)
+(2p− 2σ − 1)ξiξjκ̂− 2(p− 1)ξ(iκ̂j)ξ − 2

3(p− 1)(|ξ|2hκ̂− κ̂ξξ)hij

+∂XG3

{
(p− 1)D(iϕ ξj)

(
−2Dkϕ ξkâ

ϕ + 2Kϕ|ξ|2hϕ̂
)

(2.77)

+ξiξj
(
8pK2

ϕâ
ϕ − 2pKϕD

kϕ ξkϕ̂
)

− 2
3(p− 1)âϕ

(
4K2

ϕ|ξ|2h − (Dkϕ ξk)2
)
hij

}

where we introduced κ̂iξ ≡ κ̂ijξ
j and

|ξϕ,±|2g = −(ξϕ,±0 )2 + α2|ξ|2h.

Note that in (2.77) we raise and lower indices with the metric h.

It is easy to see that if the solutions κ̂ϕ,±ij of (2.77) are smooth functions of ξi, then
one can solve (2.76) and (2.65) for the variables ˆ̃qij, κ̂, ˆ̃γij, ˆ̃vi, ω̂ and α̂. Based on the
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tensorial structure of (2.77), we can look for an eigenvector of the form

κ̂ϕij = c1ξiξj + c2|ξ|2hhij + c3DiϕDjϕ+ 2c4D(iϕ ξj). (2.78)

Plugging in to (2.77) and solving for the coefficients gives

c1 = 2∂XG3

(ξϕ,±0 )2 − 2σα2|ξ|2h

[(
2σ−1

4 DkϕDkϕ− (6σ + 1)K2
ϕ

)
âϕ + 2σKϕξkD

kϕ ϕ̂
]

(2.79)

c2 = − 1
|ξ|2h

∂XG3Xâ
ϕ (2.80)

c3 = −∂XG3â
ϕ (2.81)

c4 = ∂XG3Kϕϕ̂ (2.82)

In order for c1 to be smooth for any nonzero ξi, −(ξϕ,±0 )2 + 2σα2|ξ|2h must be nonzero
for any ξi. This can be achieved by choosing σ to be large enough. To see why this is
true, we first note that the zeros of the function

Fσ(ξ0; ξi) = −(ξ0)2 + 2σα2|ξ|2h (2.83)

define a cone for any σ > 0, a null cone of a Lorentzian metric. In the weakly coupled
regime (see (2.24)), the null cone of P ′

ϕϕ is a small deformation of the null cone of the
spacetime metric g for any ξi, they might even intersect for special values of ξi (and
for particular field configurations). Recall that

gµνξµξν = −(ξ0)2 + α2|ξ|2h = Fσ=1/2(ξ0; ξi), (2.84)

i.e., when σ = 1/2 is a constant function, the null cone Fσ = 0 coincides with the
null cone of the spacetime metric. This implies that the expression on the RHS of
(2.79) could blow up for some ξi when σ = 1

2 . To avoid this, we can just choose σ
to be any function that takes up values larger than (or smaller than) 1/2, so that
the cone given by Fσ(ξ0; ξi) = 0 lies entirely “inside” (or "outside") the null cones of
g and P ′

ϕϕ at the cotangent space of any point in spacetime. In other words, for an
appropriate σ > 1

2 (or σ < 1
2), the function Fσ(ξϕ,±0 ; ξi) vanishes for no choice of ξi. For

larger values of |σ − 1/2|, the BSSN system may be strongly hyperbolic for stronger
Horndeski couplings because for such choices of σ the null cone of P ′µν

ϕϕ is allowed to
deviate more from the null cone of gµν without intersecting the cone Fσ(ξ0; ξi) = 0.
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To summarize, we have shown that the equations of motion for cubic Horndeski
theories form a strongly hyperbolic system in a version of the BSSN formulation,
under the assumption that the Horndeski terms are sufficiently small compared to the
Einstein-scalar-field terms (i.e. at small couplings). The system was obtained using a
generalization of the harmonic slicing condition and an arbitrary but (nondynamically)
fixed shift vector. The system is strongly hyperbolic for any p > 1

4 and for suitable
choice of the function σ ≡ ∂KF that takes up values sufficiently larger or smaller than
1/2. (At weak couplings, choosing a constant, e.g. σ = 1 is enough.) This means that
the original harmonic slicing σ = 1

2 does not work for cubic Horndeski theories. On the
other hand, the so-called 1+log slicing often used in numerical relativity, corresponds
to the choice σ = 1

α
and hence remains a good slicing condition as long as α < 2.

To complete the proof of well-posedness, we continue the discussion with constraint
propagation.

2.3.3 Propagation of constraints

To show that the solutions of the BSSN system are also solutions of the original
Horndeski equations of motion, we derive a system of evolution equations for the
Hamiltonian constraint, the momentum constraint and the variable

W̃k ≡ Ṽ k + D̊lh̃
kl; (2.85)

and show that the system of equations is strongly hyperbolic. By uniqueness of the
solutions to strongly hyperbolic systems, it follows that if the constraints are satisfied
initially then they continue to hold throughout the evolution.

Starting from equations (2.36) and (2.37) and setting

Eij → Eij − α
(
h̃k(i∂j)W̃k

)TF
+ 2

3αH hij, (2.86)

the constraint evolution equations become

(∂t − Lβ) H = 2
3αKH + 1

α
Di
(
α2Mi

)
− αe−4ΩÃijh̃k(i∂j)W̃k

+2α∂XG3Kϕ

[
16HK2

ϕ + 4KϕMiD
iϕ

+
(

−
(
h̃k(i∂j)W̃k

)TF
+ 2

3Hhij

)
DiϕDjϕ

]
(2.87a)
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(∂t − Lβ) Mi = αKMi − α3

3 D
i
(
α−2H

)
−Dj

[
α
(
h̃k(i∂j)W̃k

)TF ]
−α∂XG3Diϕ

[
16HK2

ϕ + 4KϕMiD
iϕ

+
(

−
(
h̃k(i∂j)W̃k

)TF
+ 2

3Hhij

)
DiϕDjϕ

]
(2.87b)

(∂t − Lβ) W̃i = −2αph̃ijMj. (2.87c)

We remind the reader that indices of tensors whose notation involves a tilde are raised
and lowered with the conformal metric h̃, indices of tensors without a tilde are raised
and lowered with the original induced metric h.

Note that we have two additional constraints: the tracelessness of Ãij and det h̊ = det h̃.
Introducing the constraint variables

T ≡ h̃ijÃij (2.88)

and
D ≡ ln det h̃

det h̊
, (2.89)

it follows easily that
∂0T = −1

2e
−4Ωh̃ijD̊iD̊jD (2.90)

and
∂0D = −2T. (2.91)

Substituting (2.90) into the time derivative of (2.91) implies a wave equation for D,
decoupled from the rest of the constraint propagation system (2.87):

∂2
0D = e−4Ωh̃ijD̊iD̊jD. (2.92)

Hence, starting from initial data that satisfies D = 0 and T = 0, these conditions will
continue to hold throughout the evolution. In other words, the evolution of these two
constraints decouple from the system (2.87) so it remains to study (2.87).

The system (2.87) has the same form as (1.75)-(1.76) with u = Wi and v = (H,Mi).
Thus the methods of section (1.2.5) apply here as well. The rows of the characteristic
equation read as

ξ0Ĥ = αξiM̂i, (2.93a)
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ξ0M̂i = −1
3αξiH − 1

2α|ξ|2h̃
ˆ̃Wi − 1

6αξiξj
ˆ̃W
j

, (2.93b)

ξ0
ˆ̃Wi = −2αpM̂i (2.93c)

where we simply denoted the components of the polarization vector U associated
with the variables Wi, H and Mi by Ŵi, Ĥi and M̂i, respectively. The associated
eigenvalues and eigenvectors are as follows.

I. For ξ0 = 0, we have 
Ĥ
ˆ̃Wi

M̂i

 =


−2α|ξ|2h
αξi

0

 . (2.94)

II. The eigenvectors corresponding to eigenvalues ξ0 = ±
√

4p−1
3 α|ξ|h are


Ĥ
ˆ̃Wi

M̂i

 =


−α|ξ|2h
2αpξi

−ξ0ξi

 . (2.95)

III. Finally, the eigenvectors corresponding to the eigenvalues ξ0 = ±√
pα|ξ|h are

ξ0 = ±√
pα|ξ|h;


Ĥ
ˆ̃Wi

M̂i

 =


0

2αpei

−ξ0ei

 (2.96)

for any vector ei orthogonal to ξi with respect to hij, i.e., this means a 2-
dimensional degenerate eigenspace for both sign choices.

Therefore, we have found a complete set of smooth and bounded eigenvectors with
real eigenvalues (provided that p > 1

4) for the characteristic equation of the system
describing the evolution of constraints. Hence, the system of PDEs (2.87) is strongly
hyperbolic which concludes the proof of constraint propagation.
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2.4 CCZ4-type formulation

2.4.1 Preliminaries and constraints

In this section we discuss how the so-called covariant conformal Z4 (CCZ4) [79, 85–88]
formulation extends to the class of theories under consideration. This formulation is
currently one of the most widely used numerical schemes due to its favorable stability
properties [85, 86].

The idea behind the CCZ4 formulation is to introduce a 4-vector field Za whose role is
to measure deviations (due to numerical errors or constraint violations) in a numerical
simulation from the actual gravitational equations of motion Eab (see (2.2)). One then
adds terms containing Za and its first derivatives to the equations so that Za = 0 is
an attractor of the modified equations. The modification is carried out in the following
way:

Eab = 0 →Eab + ∇aZb + ∇bZa − gab∇cZc

− k1 (naZb + nbZa + k2n
cZcgab) = 0, (2.97)

or in the trace reversed version

Eab − 1
2Egab = 0 →Eab − 1

2Egab + ∇aZb + ∇bZa

− k1 (naZb + nbZa − (1 + k2)ncZcgab) = 0. (2.98)

The parameters k1 and k2 here are real constants. Splitting the four vector Za as
Za ≡ Za + naΘ with Za ≡ habZb and Θ ≡ −naZa, one can write the normal-normal
and normal-spatial projections of (2.97) as

(∂t − Lβ) Θ = αH − αΘK + αDkZ
k

−DkαZ
k − (2 + k2)k1αΘ, (2.99)

(∂t − Lβ)Zi = −αMi + αDiΘ −DiαΘ − 2KikZ
k − k1Zi (2.100)

where the expressions for the Hamiltonian and momentum constraints (H and Mi) are
given by equations (2.11) and (2.12).

When the generalized Bianchi-identity (2.34) holds, the evolution equations for the
Hamiltonian and momentum constraints are
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(∂t − Lβ) H = 2αKH + 1
α
Di
(
α2Mi

)
− 2αk1(1 + k2)KΘ

+2α
(
Khkl −Kkl

)
(DlZk − ΘKkl)

−4α∂XG3Kϕ

[
DiϕDjϕDiZj + 2DkZkK

2
ϕ −DiϕDjϕKijΘ − 4KΘK2

ϕ

−4HK2
ϕ − 2KϕMiD

iϕ− 1
2k1(1 + k2)(12K2

ϕ +DkϕDkϕ)Θ
]

(2.101)

(∂t − Lβ) Mi = αKMi + 1
α
Di
(
α2H

)
+2Dj

[
α
(
DkZkhij −D(iZj) + Θ(Kij −Khij) − k1(1 + k2)Θhij

)]

+2α∂XG3Diϕ

[
DiϕDjϕDiZj + 2DkZkK

2
ϕ −DiϕDjϕKijΘ

−4HK2
ϕ + 4KΘK2

ϕ − 2KϕMiD
iϕ

−1
2k1(1 + k2)(12K2

ϕ +DkϕDkϕ)Θ
]
. (2.102)

Once again, the system (2.99-2.102) describing the propagation of constraint violations
has the same principal symbol as in general relativity, cf. equations (7), (8), (11),
(12) of [89]. Therefore, the hyperbolicity and the high frequency behaviour of that
system is not altered by the Horndeski terms. This has the following implications for
constraint damping. Similarly to [89], one can carry out a preliminary mode analysis
by linearizing around a generic field configuration at weak couplings and studying
the high frequency limit of (2.99-2.102). For large frequencies, the Horndeski terms
become insignificant. Making a plane wave ansatz for the constraint variables then
reduces the high frequency limit of (2.99-2.102) to the same eigenvalue problem as in
[89] (see equation (19)). Hence, we come to the same conclusion as in vacuum GR:
the real parts of all eigenfrequencies are negative if k1 > 0 and k2 > −1. This suggests
that with such choice of the parameters k1 and k2, large frequency constraint violating
modes will be damped away in cubic Horndeski theories.
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2.4.2 Equations of motion

Next, we provide the full system of evolution equations, in the conformal decomposition.
We introduce Z̃i ≡ Zi, Z̃i ≡ h̃ijZ̃j and

Ũ i ≡ hkl
(
Γ̃ikl − Γ̊ikl

)
+ 2Z̃i = Ṽ i + 2Z̃i. (2.103)

Similarly to the BSSN case, we use auxiliary variables

Φ̃ ≡ Φ = − 2
α

(
∂0Kϕ + e−4Ωh̃ijD̃iϕD̃jα

)
, (2.104)

Φ̃i ≡ Φi = −2D̃iKϕ + ÃikD̃jϕh̃
jk + 1

3KD̃iϕ, (2.105)
Φ̃ij ≡ Φij = D̃iD̃jϕ− 2

(
D̃jϕD̃iΩ + D̃iϕD̃jΩ − h̃ijh̃

klD̃kϕD̃lΩ
)

(2.106)

−2Kϕe
4Ω
(
Ãij + 1

3Kh̃ij
)
, (2.107)

ρ̃ ≡ e4Ω
(
R[D] + 2

3K
2 − ÃikÃjlh̃

ijh̃kl
)

(2.108)

to write the equations more compactly.

We are going to use a natural generalization of the harmonic slicing condition adapted
to the CCZ4 system (recall ∂0 ≡ ∂t − βkD̊k)

∂0α = −2α2σ(t, x, α)(K − 2Θ). (2.109a)

The shift vector is evolved using the standard "Gamma driver" condition [84]

∂0β
i = f(t, x, α)α2e−4ΩBi (2.109b)

∂0B
i = ∂0Ũ

i − η(t, x)Bi. (2.109c)

In these equations f and η are freely specifiable functions and Bi is an auxiliary variable.
The evolution equations for the variables h̃ij and Ω are just the defining equations
(2.45) and (2.46), and are left unaltered:

∂0h̃ij = −2αÃij + 2h̃k(iD̊j)β
k − 2

3 h̃ijD̊kβ
k, (2.109d)

∂0Ω = −α

6K + 1
6D̊kβ

k. (2.109e)

The evolution equation for Θ is the same as (2.99) (using the expression of the
Hamiltonian constraint)
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∂0Θ = 1
2α
(
ρ̃e−4Ω − 2K2

ϕ − 1
2e

−4ΩD̃iϕD̃jϕh̃
ij +G2

−4K2
ϕ∂XG2 − ∂ϕG3

(
4K2

ϕ + e−4ΩD̃iϕD̃jϕh̃
ij
)

+∂XG3
(
−4K2

ϕe
−4ΩΦ̃ij h̃

ij + e−8ΩD̃kϕD̃lϕΦ̃ij h̃
ikh̃jl

))
+α

(
e−4ΩD̃iZ̃

i + 2e−4ΩZ̃iD̃iΩ − ΘK

−e−4ΩZ̃iD̊i lnα− k1(2 + k2)Θ
)
. (2.109f)

Equation (2.102) is no longer kept as a separate equation, instead, it is added to the
evolution equation for Ṽ i:

∂0Ũ
i = 2α

(
−2

3D̃
iK + Γ̃ijkÃjk + 6ÃijD̃jΩ + D̃iΘ − ΘD̃i lnα− 2

3KZ̃
i
)

−2ÃijD̃jα− ŨkD̊kβ
i + 2

3 Ũ
iD̊kβ

k + h̃klD̊kD̊lβ
i

+1
3 h̃

ijD̊jD̊kβ
k − 2αk1Z̃

i + 2k3

(
2
3Z̃

iD̊kβ
k − Z̃kD̊kβ

i
)

−2N
{
D̃iϕKϕ + D̃iϕKϕ∂XG2 + 2D̃iϕKϕ∂ϕG3

+1
2∂XG3

(
− 4K2

ϕΦ̃i − 2D̃kϕKϕΦ̃jlh̃
klh̃ije−4Ω

+2D̃iϕKϕΦ̃klh̃
kle−4Ω + D̃kϕD̃

iϕΦ̃l h̃
kle−4Ω

)}
(2.109g)

This is equivalent to adding the momentum constraint times 2α to (2.55). The evolution
equations for K and Ãij are the same as before, except for the constraint damping
terms:

0 = −∂0K + 1
4α∂XG3(12K2

ϕ − e−4ΩD̃kϕD̃kϕ)Φ

+α
{
R[D] + 2e−4ΩD̃kZ̃

k + 4e−4ΩZ̃kD̃kΩ +K2 − 2ΘK

+ 1
α
e−4Ω

(
h̃ijD̃iD̃jα + 2h̃ijD̃iαD̃jΩ

)
− 3k1(1 + k2)Θ

−1
2D̃iϕD̃jϕh̃

ije−4Ω − ∂ϕG3D̃iϕD̃jϕh̃
ije−4Ω

+3
2G2 + ∂XG2

(
−3K2

ϕ + 1
4D̃iϕD̃jϕh̃

ije−4Ω
)

+∂XG3e
−4Ω

(
−3K2

ϕΦ̃ij h̃
ij + 2D̃iϕKϕΦ̃jh̃

ij

+1
4D̃iϕD̃jϕΦ̃kl h̃

ijh̃kle−4Ω + D̃iϕD̃jϕΦ̃kl h̃
ikh̃jle−4Ω

)}
(2.109h)
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0 = −∂0Ãij + 1
2αe

−4Ω∂XG3

(
D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ

)
Φ

+αe−4Ω
[
R[D]ij + 2D̃(iZ̃j) − 8Z̃(iD̃j)Ω

− 1
α
D̃iD̃jα + 4D̃(iΩD̃j) lnα− 1

2
(
1 + ∂XG2 + 2∂ϕG3

)
D̃iϕD̃jϕ

+∂XG3

(
2KϕD̃(iϕΦ̃j) − 1

2D̃iϕD̃jϕΦ̃klh̃
kle−4Ω + D̃kϕD̃(iϕΦ̃j)l h̃

kle−4Ω
)]TF

+α(K − 2Θ)Ãij − 2αÃikÃkj + 2Ãk(iD̊j)β
k − 2

3ÃijD̊kβ
k. (2.109i)

Finally, we also have a pair of scalar evolution equations: (2.57), (2.58).

We conclude this section with a technical remark. For general relativity, it has been
noted that the CCZ4 equations of motion can be derived from an action principle
[87] (at least if we ignore the lower order terms with k1 and k2). If we insisted on
a similar action principle for cubic Horndeski theories, then upon taking the linear
combination (2.5) of the gravitational and scalar equations of motion, the resulting
equation would contain principal terms from the ADM decomposition of ∇Z. However,
for cubic Horndeski theories, it is better to keep equation (2.58) as the scalar evolution
equation. It appears that for these theories, it is more useful to introduce the Z-terms
at the level of the equations, rather than at the level of the action.

2.4.3 Strong hyperbolicity

We continue by showing that the system of equations (2.109),(2.57), (2.58) is strongly
hyperbolic. Once again, this can be done by a straightforward application of the
methods presented in 1.2.5. Setting

u = (α,Ω, βi, h̃ij, ϕ) and v = (K,Θ, Bi, Ũ i, Ãij, Kϕ) (2.110)

the CCZ4 system takes the form of the system (1.75)-(1.76). In this case, we have
n = 12 and m = 15.

The next step is to write down the characteristic equation (2.17), and compute the
eigenvalues ξ0 and the corresponding eigenvectors of the system. We will write the
components of the eigenvectors U associated with the 27 variables as

U = (α̂, ω̂, β̂i, ˆ̃γij, ϕ̂; κ̂, θ̂, b̂i, ˆ̃ui, ˆ̃qij, â) (2.111)
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in the same order as in (2.110). The rows of the characteristic equation now read as
follows:

0 = −ξ0α̂− 2α2σ(κ̂− 2θ̂) (2.112a)

0 = −ξ0β̂
i + fα2e−4Ωb̂i (2.112b)

0 = −ξ0b̂
i + ξ0 ˆ̃ui (2.112c)

0 = −ξ0θ̂ + 1
2αe

−4Ω
{
ξk ˆ̃uk − 8|ξ|2h̃ω̂

+∂XG3ϕ̂
(

−4K2
ϕ|ξ|2h̃ + e−4Ω

(
D̃kϕξk

)2
)}

(2.112d)

0 = −ξ0κ̂− 1
2∂XG3(12K2

ϕ −DkϕD
kϕ)ξ0â

+αe−4Ω
{

− 1
α

|ξ|2h̃α̂ + ξk ˆ̃uk − 8|ξ|2h̃ω̂

−∂XG3

[1
4(12K2

ϕ −DkϕDkϕ)|ξ|2h̃ϕ̂

−
(
4Kϕâ−

(
ξkD̃

kϕ
)
ϕ̂
) (
ξlD̃

lϕ
)]}

(2.112e)

0 = −ξ0ω̂ − α

6 κ̂+ 1
6ξkβ̂

k (2.112f)

0 = −ξ0ψ̂ − 2αâ (2.112g)

0 = −ξ0 ˆ̃γij − 2α ˆ̃qij + 2
(
ξ(iβ̂j)

)TF
(2.112h)

0 = −ξ0 ˆ̃ui + |ξ|2h̃β̂
i + 1

3ξ
iξkβ̂

k

+α
[
−4

3ξ
iκ̂+ 2ξiθ̂ − 8∂XG3K

2
ϕ ξ

iâ

+2e−4Ω∂XG3
(
KϕD̃

kϕ ξkξ
iϕ̂

−KϕD̃
iϕ|ξ|2h̃ϕ̂+ D̃iϕD̃kϕ ξkâ

)]
. (2.112i)
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0 = −ξ0 ˆ̃qij − e−4Ω∂XG3

(
D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ

)
ξ0â

+αe−4Ω
{

−1
2 |ξ|2h̃ ˆ̃γij + ξ(i ˆ̃uj) − 1

3ξk
ˆ̃ukh̃ij

−2ξiξjω̂ + 2
3 |ξ|2h̃ω̂h̃ij − 1

α
ξiξjα̂ + 1

3α |ξ|2h̃α̂h̃ij

+4Kϕ∂XG3â
(
D̃(iϕ ξj) − 1

3D̃
kϕ ξkh̃ij

)
−e−4Ω∂XG3ϕ̂

(
1
2(D̃iϕD̃jϕ− 1

3 h̃ijD̃
kϕD̃kϕ)|ξ|2h̃

−D̃kϕD̃(iϕξj)ξk + 1
3D̃

kϕD̃lϕ ξkξlh̃ij

)}
(2.112j)

0 = −ξ0Aâ+ Bâ+ Cϕ̂ (2.112k)

where, again, we do not need to deal with the precise expressions of the coefficients A,
B and C, we only need to keep in mind that substituting (2.155b) into (2.155d) yields

ϕ̂
(
P ′
ϕϕ

)µν
ξµξν = 0, (2.113)

i.e., equation (2.21).

Our strategy is analogous to the one described in section 2.3: it is easy to find 25
eigenvalues and eigenvectors of the system (2.112) with ϕ̂ = â = 0. For a more compact
notation, we use ξ̄0 (see equation (2.67)) instead of ξ0 to list the eigenvalues:

I. 12 independent modes for arbitrary ˆ̃γij and α̂ = ω̂ = β̂i = ˆ̃ui = 0, with eigenvalues
ξ̄0 = ±1.

II. 2 independent modes for arbitrary ˆ̃γij and nontrivial α̂, ω̂, β̂i, ˆ̃ui, with eigenvalues
ξ̄0 = ±1.

III. 3 independent zero speed modes (ξ̄0 = 0) for arbitrary ˆ̃ui.

IV. 2 independent modes with eigenvalues ξ̄0 = ±
√

2σ.

V. 4 independent modes with ξ̄0 = ±
√
f , for arbitrary ei orthogonal to ξi (w.r.t.

h̃ij).

VI. 2 independent modes with ξ̄0 = ±
√

4f
3 .

The full expressions of the corresponding eigenvectors are given in Table 2.2. Clearly,
these expressions depend smoothly on ξi if f > 0 and σ > 0.
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α̂ ω̂ β̂i ˆ̃γij ξ̄0

I. 0 0 0 ˆ̃γij ±1

II. 0 ∓ |ξ|h̃e
−2Ω(f−1)
2fα ξi ˆ̃γij ±1

III. 0 1
8|ξ|2

h̃

ξk ˆ̃uk 0 2
|ξ|2

h̃

(
ξ(i ˆ̃uj) − ξiξj

4|ξ|2
h̃

ξk ˆ̃uk
)TF

0

IV. ±
√

2σe2Ω|ξ|h̃(3σ−2f)
2f ±

√
2σe2Ω|ξ|h̃

8αf ξi ±3
√

2σe2Ω

2fα|ξ|h̃
(ξiξj)TF ±

√
2σ

V. 0 0 ei ± 2e2Ω

α
√
f |ξ|h̃

ξ(iej) ±
√
f

VI. 0 ± e2Ω

4
√

3fα|ξ|h̃
ξi ±

√
3 e2Ω

α
√
f |ξ|h̃

(ξiξj)TF ±
√

4f
3

θ̂ κ̂ ˆ̃qij ˆ̃ui

I. 0 0 ∓1
2 |ξ|h̃e−2Ω ˆ̃γij 0

II.
|ξ|2

h̃
e−4Ω(4f−3)

2fα
|ξ|2

h̃
e−4Ω(4f−3)
fα ∓1

2 |ξ|h̃e−2Ω ˆ̃γij + 1
α (ξiξj)TF ± |ξ|h̃e

2Ω

αf ξi

III. 0 0 0 ˆ̃ui

IV. 0 2f−3σ
2fα |ξ|2

h̃
2f−3σ

2fα (ξiξj)TF ±
√

2σ |ξ|h̃e
2Ω

αf ξi

V. 0 0 0 ± |ξ|h̃e
2Ω

α
√
f
ei

VI. 0 0 0 ±2|ξ|h̃e
2Ω

α
√

3f
ξi

Table 2.2 The list of eigenvalues and eigenvectors with ϕ̂ = â = 0.



68 Well-posed formulation of cubic Horndeski theories

To show that the system consisting of equations (2.109), (2.57), (2.58) is strongly
hyperbolic, it remains to be shown that (2.112) has two eigenvectors corresponding
to the eigenvalues ξϕ,±0 (obtained by solving (2.21)), with smooth dependence on ξi,
with nonzero ϕ̂ and âϕ ≡ − 2

α
ξϕ,±0 ϕ̂ (see equation (2.112g)). These eigenvectors can be

found as follows. Recall the general form of the characteristic equation (2.17) from
Section 2.2. When separating the terms in the characteristic equations (2.112) to
Einstein-scalar-field and Horndeski parts (terms containing a factor ∂XG3) as in (2.20),
we see that the Horndeski terms only act on the ϕ̂, â components of U . In other words,
the matrices δA and δL in (2.20) are projections to the subspace associated with the
scalar variables:

δA U ≡ δA (α̂, ω̂, θ̂, κ̂, β̂i, b̂i, ˆ̃ui, ˆ̃γij, ˆ̃qij, ϕ̂, â)T

= δA (025, ψ̂, â)T , (2.114)
δL U ≡ δL (α̂, ω̂, θ̂, κ̂, β̂i, b̂i, ˆ̃ui, ˆ̃γij, ˆ̃qij, ϕ̂, â)T

= δL (025, ϕ̂, â)T . (2.115)

The eigenvectors Uϕ,± corresponding to the eigenvalues ξ±,ϕ then satisfy
(
ξ±,ϕ

0 A0 − L0(ξk)
)
Uϕ,± = −

(
ξ±,ϕ

0 δA0 − δL0(ξk)
)
Uϕ,±

= −
(
ξ±,ϕ

0 δA0 − δL0(ξk)
) (

025, ϕ̂, â
ϕ
)T

(2.116)

where we used (2.20) in the first step and equations (2.114)-(2.115) in the second step.
We can find the rest of the components of Uϕ,± by solving the linear system of equations
(2.116) for the variables (α̂, ω̂, θ̂, κ̂, β̂i, b̂i, ˆ̃ui, ˆ̃γij, ˆ̃qij). Before doing this, let us introduce
the notation T̃.ξ for the contraction T̃.iξjh̃

ij. Furthermore, let us introduce a basis
of vectors {ei1, ei2, ei3} tangent to hypersurfaces of t = constant so that e1 is aligned
with ξi. We define indices I, J, ... that take values 2 or 3, i.e. they are associated with
the subspace orthogonal to ξi (w.r.t. the metric h). A straightforward but lengthy
calculation gives the formal solution of (2.116):

α̂ϕ,± = − ∂XG3ασϕ̂

2
(
(ξ±,ϕ

0 )2 − 2σα2|ξ|2
h̃
e−4Ω

)[(12K2
ϕ − D̃kϕD̃kϕe

−4Ω)(ξ±,ϕ
0 )2

+ α2e−4Ω
((

4K2
ϕ + D̃kϕD̃kϕe

−4Ω
)

|ξ|2h̃ + 8αKϕD̃
kϕξkξ

±,ϕ
0

)]
, (2.117a)
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θ̂ϕ,± = 0, (2.117b)

κ̂ϕ,± = ∂XG3ξ
±,ϕ
0 ϕ̂

4α
(
(ξ±,ϕ

0 )2 − 2σα2|ξ|2
h̃
e−4Ω

)[(12K2
ϕ − D̃kϕD̃kϕe

−4Ω)(ξ±,ϕ
0 )2

+ α2e−4Ω
((

4K2
ϕ + D̃kϕD̃kϕe

−4Ω
)

|ξ|2h̃ + 8αKϕD̃
kϕξkξ

±,ϕ
0

)]
, (2.117c)

β̂ϕ,±ξ =
α2fξ±,ϕ

0 |ξ|2
h̃
ϕ̂∂XG3e

−8Ω

3
(
(ξ±,ϕ

0 )2 − 2σα2|ξ|2
h̃
e−4Ω

) (
−(ξ±,ϕ

0 )2 + 4
3fα

2|ξ|2
h̃
e−4Ω

)
×
[
3
(
Ã2
ξe

−4Ω − D̃kϕD̃kϕ
)

(ξ±,ϕ
0 )2 + 8αKϕD̃kϕ ξ

kξ±,ϕ
0

+ α2|ξ|2h̃
(
4(6σ + 1)K2

ϕ + D̃kϕD̃kϕ e
−4Ω − 6σe−8Ω(ξkD̃kϕ)2

)]
, (2.117d)

β̂ϕ,±I =
D̃Iϕe

−8Ω fα2ϕ̂∂XG3
(
2αKϕ|ξ|2h̃ + ξkD̃kϕ ξ

±,ϕ
0

)
(
−(ξ±,ϕ

0 )2 + fα2|ξ|2
h̃
e−4Ω

) , (2.117e)

ˆ̃uϕ,±ξ = b̂ϕ,±ξ = ξ±,ϕ
0 e4Ω

fα2 β̂ϕ,±ξ ,

ˆ̃uϕ,±I = b̂ϕ,±I = ξ±,ϕ
0 e4Ω

fα2 β̂ϕ,±I , (2.117f)

ˆ̃qϕ,±ij = 1
2∂XG3ξ

±,ϕ
0

(
D̃iϕD̃jϕ− 1

3D̃
kϕD̃kϕh̃ij

)
ϕ̂

+ 2∂XG3Kϕ

(
D̃(iϕ ξj) − 1

3D̃kϕ ξ
kh̃ij

)
ϕ̂ (2.117g)

+
∂XG3

(
ξiξj − 1

3 |ξ|2
h̃
h̃ij
)
ϕ̂

−(ξϕ,±0 )2 + 2σα2|ξ|2h

[
−4σKϕD̃kϕ ξ

ke−4Ω

+
(

−(6σ + 1)K2
ϕ + 2σ − 1

4 D̃kϕD̃kϕ e
−4Ω

)
ξ±,ϕ

0

]
, (2.117h)

ˆ̃γϕ,±ij = 1
ξ±,ϕ

0

(
−2α ˆ̃qϕ,±ij + 2ξ(iβ

ϕ,±
j) − 2

3β
ϕ,±
ξ

)
, (2.117i)

ω̂ϕ,± = 1
6ξ±,ϕ

0

(
−ακ̂ϕ,± + βϕ,±ξ

)
. (2.117j)
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Interestingly, the θ components of these two eigenvectors are 0. However, this is not
surprising at all. This variable measures the constraint violations. But these two
eigenvectors correspond to a physical degree of freedom and as such, they must satisfy
the high frequency version of the constraints.

In order to avoid singularities in the expressions (2.117) we need to choose the functions
σ and f in such a way that the expressions appearing in the denominators

−
(
ξϕ,±0

)2
+ 4

3fα
2|ξ|2h̃e

−4Ω

−
(
ξϕ,±0

)2
+ fα2|ξ|2h̃e

−4Ω

−
(
ξϕ,±0

)2
+ 2σα2|ξ|2h̃e

−4Ω

are nonzero for all unit covectors ξi. This criterion constrains the functions σ and f .
To find these constraints, we proceed very similarly to section 2.3.2. Recall that

gµνξµξν = −(ξ0)2 + α2|ξ|2h (2.118)

and the fact that the roots ξϕ,±0 are found by solving P ′µν
ϕϕ ξµξν = 0 for ξ0 at fixed ξi.

However, at weak couplings, the null cone of P ′
ϕϕ is a slightly distorted version of the null

cone of the spacetime metric g. Since P ′
ϕϕ depends on the scalar field and its derivatives

up to second order, there might exist a covector ξi such that −(ξϕ,±0 )2 + α2|ξ|2h = 0 for
some field configurations. In other words, the null cones of g and P ′

ϕϕ may intersect.
This means that the expressions (2.117) may fail to have smooth dependence on ξi

for some choices of ξi if σ = 1
2 , f = 3

4 or f = 1. We can avoid this by choosing the
functions σ and f such that one of the following inequalities holds

(i) σ > 1
2 and f > 1,

(ii) σ < 1
2 and f > 1,

(iii) σ > 1
2 and f < 3

4 ,

(iv) σ < 1
2 and f < 3

4 .

The CCZ4 system may be strongly hyperbolic for larger couplings if one chooses larger
values of |σ− 1/2| and |f − 1| in cases (i)-(ii), or if the functions |σ− 1/2| and |f − 3/4|
take larger values in cases (iii)-(iv). In particular, the combination of the 1+log slicing
(σ = 1

α
, α < 2) and a Gamma driver shift condition with a constant function f > 1

appears to be a good candidate for numerical relativity simulations.
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Appendix 2.A Elliptic-Hyperbolic formulation

In this Appendix, we discuss an additional well-posed formulation of the cubic Horn-
deski equations of motion. This is an extention of previous work on rewriting Einstein’s
equations as a coupled system of elliptic and hyperbolic equations [80]. This approach
may not be well-suited to numerical relativity implementations due to the high com-
putational cost of solving elliptic PDEs. Nonetheless, it may be of interest from a
mathematical point of view.

2.A.1 Review of Andersson and Moncrief’s results

In this subsection we briefly summarize the work done by Andersson and Moncrief [80]
on the vacuum Einstein’s equations. Firstly, we describe how they derived a coupled
elliptic-hyperbolic system equivalent to the vacuum Einstein’s equations. Then we
sketch their arguments establishing local well-posedness.

We start from the ADM formulation in which the vacuum Einstein equations

Rab = 0 (2.119)

are rewritten as two sets of first order in time evolution equations

(∂t − Lβ)hij = −2αKij (2.120a)

(∂t − Lβ)Kij = −DiDjα + α
(
R[D]ij +KKij − 2KikK

k
j

)
, (2.120b)

complemented by the Hamiltonian constraint

2H ≡ 2Eµνnµnν = R[D] +K2 −KijK
ij = 0 (2.120c)

and the momentum constraint

Mi ≡ Eµin
µ = DiK −DjKij = 0. (2.120d)

Andersson and Moncrief consider a modified version of the system (2.120) by imposing
constant mean curvature (CMC) slicing5

5We see that the mean curvature K is constant over the slices Σt, but not necessarily in time.
As it is mentioned in [80], they could also have considered a prescribed mean curvature slicing, i.e.
K = s(t, x).
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K ≡ hijKij = t (2.121)

and a spatial harmonic (SH) gauge condition

V i ≡ hkl
(
Γikl − Γ̃ikl

)
= 0. (2.122)

In this approach there are two sets of evolution equations. The first one is the defining
equation of the extrinsic curvature (2.120a), the second is obtained by modifying
equation (2.120b) by adding −D(iVj) to the RHS of (2.120b):

(∂t − Lβ)hij = −2αKij (2.123a)

(∂t − Lβ)Kij = −DiDjα + α
(
R[D]ij −D(iVj)

+KKij − 2KikK
k
j

)
. (2.123b)

Equations (2.120c) and (2.120d) are replaced by the modified constraints that can be
regarded as the equations that determine the lapse function and the shift vector:

−DiDiα + αKijK
ij = 1 (2.123c)

DkDkβ
i +R[D]i jβj − LβV

i = 2Dkβl
(
Γikl − Γ̊ikl

)
− 2αKkl

(
Γikl − Γ̊ikl

)
+ 2KijDjα−DiαK (2.123d)

Equation (2.123c) can be obtained by taking the trace of (2.123b), using the Hamiltonian
constraint to trade in the Ricci curvature R[D] for lower order terms and using the
CMC condition to set (∂t − Lβ)K = 1.

Equation (2.123d) can be derived as follows. Taking the time derivative of V i and
commuting ∂t with hkl and the spatial derivatives, one easily obtains

∂tV
i = DkDkV

i +R[D]i jβj +
(
2αKkl − 2Dkβl

) (
Γikl − Γ̊ikl

)
− 2Dj(αKij) +Di (αK) . (2.124)

Using the momentum constraint, the CMC slicing condition (DiK = 0) and the spatial
harmonic condition (∂t − Lβ)V i = 0 to eliminate second derivatives of the spatial
metric and first derivatives of the extrinsic curvature then yields (2.123d). It is worth
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emphasizing that the CMC slicing condition was used to arrive at both equation
(2.123c) and (2.123d).

Now we move on to the question of well-posedness of the system (2.123a-2.123d) in
Sobolev spaces and consider initial data hij, α, β

i ∈ Hs and Kij ∈ Hs−1 (s > 5
2 in

4-dimensional spacetime) that satisfies the Hamiltonian and momentum constraints.
For simplicity, we will assume that the spacetime is globally hyperbolic M = R × Σ
where Σ is a compact Riemannian manifold. Similar results can be obtained in the
case when Σ is asymptotically Euclidean.

The modified constraints (2.123c,2.123d) are equations relating derivatives of α, βi up
to second order to derivatives of hij up to first order (including the extrinsic curvature),
when written in coordinates. This statement is obvious for (2.123c) but one can check
that the second derivatives of hij cancel each other out on the LHS of (2.123d). More
precisely, the modified constraints have the form

A(h, ∂h,K)u =
 1

0

 (2.125)

with u = (α, βi)T and A is a second order linear elliptic differential operator, with
coefficients depending only on the spatial metric, its first spatial derivatives and the
extrinsic curvature. Moreover, the elliptic operator A is lower triangular:

A =
 −DiDi +KijK

ij 0
Bi(h, ∂h,K) Ci

j(h, ∂h,K)

 (2.126)

with

Ci
j(h, ∂h,K)βj ≡ −DkDkβ

i −R[D]i jβj + LβV
i

− 2Dkβl
(
Γikl − Γ̊ikl

)
. (2.127)

Standard results in the theory of elliptic PDEs (see e.g. Appendix II of [90]) show
that the scalar elliptic operator −DiDi + KijK

ij is an isomorphism Hs → Hs−2 on
compact manifolds. Furthermore, it is proved in [80] that the elliptic operator Ci

j

is an isomorphism Hs → Hs−2, if (Σ, h) is a compact manifold with negative Ricci
curvature. These results and the lower triangular structure of A then implies that A is
also an isomorphism Hs → Hs−2. Therefore, if we a priori assume that hij ∈ Hs and
Kij ∈ Hs−1, then the unique solutions α, βi to the modified constraints are in Hs+1,
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i.e. they have an extra regularity compared to hij. This is necessary because this way
the terms involving first derivatives of βi in (2.123a) and second derivatives of α in
(2.123b) are nonprincipal.

It follows that by solving the modified constraints to determine α and βi, the evolution
equations become a first order quasilinear system of pseudodifferential equations (since
the solutions α and βi have a nonlocal dependence on the spatial metric and the
extrinsic curvature). It is easy to see now that the resulting system of evolution
equations is strongly hyperbolic, following section 1.2.56. The characteristic equation
of the evolution system can be written as

ξ0

 γ̂ij

2κ̂ij

 = M0(ξ)klij

 γ̂kl

2κ̂kl

 (2.128)

where M0 is the 2 × 2 block matrix (recall that the terms involving second derivatives
of α and first derivatives of βi are nonprincipal)

M0(ξ)klij =
 (βmξm)hki hlj −αhki hlj

−α|ξ|2hhki hlj (βmξm)hki hlj

 . (2.129)

It is easy to see that M0 has eigenvalues ξ±
0 = βkξk ± α|ξ|h with a complete set of

eigenvectors: for any symmetric matrix uij, γ̂ij

2κ̂ij

 =
 uij

∓ (nµξµ)uij

 (2.130)

is an eigenvector where ξµ = (ξ0, ξi). Note that this means that ξµ is null. Since all
eigenvalues are real and the eigenvectors can be chosen to be independent of ξk, the
system of evolution equations is strongly hyperbolic when the modified constraints are
solved. (In fact, it is symmetric hyperbolic so one can demonstrate well-posedness by
standard energy methods in physical space, as was done in [80].)

6A caveat in this argument and the arguments presented in the subsequent sections on cubic Horn-
deski theories is that in section 1.2.5 we only studied differential systems rather than pseudodifferential
systems. However, the original argument of Andersson and Moncrief is rigorous. It seems likely that
applying similar estimates to those of [80] in the cubic Horndeski case (or using pseudodifferential
calculus to improve the discussion of section 1.2.5) would yield a rigorous proof.
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2.A.2 Equations of motion and gauge fixing in cubic Horn-
deski theories

We will now show that the above formalism can be extended to cubic Horndeski
theories. For this, we first discuss the generalization of the SH-CMC gauge condition.
Recall that the CMC condition in general relativity was used to set (∂t − Lβ)K to 1 in
the trace of the evolution equation. When taking the trace of (2.9), it is possible to
get a constraint equation by a choice of an appropriate slicing condition which sets
the terms involving (∂t − Lβ)K and (∂t − Lβ)Kϕ to an a priori fixed function. We can
proceed similarly for cubic Horndeski theories: in the trace of (2.9) we trade in R[D]
using the Hamiltonian constraint to get

0 = −(∂t − Lβ)K − 1
2∂XG3(12K2

ϕ −DkϕD
kϕ)(∂t − Lβ)Kϕ

−DiDiα− 1
4∂XG3

(
12K2

ϕ −DkϕDkϕ
)
DiϕDiα

+α
{
KijK

ij + 2K2
ϕ + 1

2G2 + 1
4
(
4K2

ϕ +DkϕDkϕ
)
∂XG2

+4K2
ϕ∂ϕG3 + ∂XG3

(
−4KϕD

iϕDiKϕ − 2KϕKijD
iϕDjϕ

+1
4
(
4K2

ϕ +DkϕDkϕ
) (
DiDiϕ+ 2KKϕ

))}
(2.131)

We are seeking a gauge condition of the form

K + f(ϕ,Kϕ, Diϕ, hkl) = s(x, t) (2.132)

(where s is an arbitrary function) to eliminate the time derivatives in equation (2.131).
Taking the normal derivative of (2.132) gives

(∂t − Lβ)s(x, t) = (∂t − Lβ)K − 2α ∂ϕfKϕ + ∂Kϕ
f (∂t − Lβ)Kϕ

−2∂DkϕfDk(αKϕ) − 2αKkl
∂f

∂hkl
. (2.133)

Therefore, the desired choice is an f satisfying

∂Kϕ
f = 1

2∂XG3
(
12K2

ϕ −DkϕD
kϕ
)
. (2.134)

Note that this slicing condition has an interesting relationship with the canonical
momentum πij conjugate to hij. If we switch to a Hamiltonian description, equation
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(2.131) (which is the trace of (2.9)) is equivalent to the trace of

∂tπ
ij = − δH

δhij
(2.135)

where H is the Hamiltonian. Hence, it is clear that the time differentiated terms in
(2.131) come from ∂t(hijπij), that is, the preferred slicing condition is equivalent to
π = s(x, t).

Rewriting G3(ϕ,X) as a function depending on ϕ, Kϕ, Diϕ and hij, the condition
(2.134) can be integrated in Kϕ and so f can be determined up to the addition of an
arbitrary function of ϕ, hij and Diϕ. Hence, the elliptic equation for α reads as

(∂t − Lβ)s(x, t) = −DiDiα−
[1
4∂XG3

(
12K2

ϕ −DkϕDkϕ
)
Diϕ+ 2Kϕ∂Diϕf

]
Diα

+α
{
KijK

ij + 2K2
ϕ − 2∂ϕfKϕ − 2Kij

∂f

∂hij
− 2∂DiϕfDiKϕ

+1
2G2 + 1

4
(
4K2

ϕ +DkϕDkϕ
)
∂XG2 + 4K2

ϕ∂ϕG3

+∂XG3
(
−4KϕD

iϕDiKϕ − 2KϕKijD
iϕDjϕ

)
+1

4
(
4K2

ϕ +DkϕDkϕ
) (
DiDiϕ+ 2KKϕ

)}
. (2.136)

Regarding the spatial gauge condition, we continue to use the spatial harmonic gauge

V i = 0 (2.137)

where V i is defined in equation (2.122). Once again, we can derive an elliptic equation
for the shift vector as in vacuum GR. We require (∂t − Lβ)V i = 0 and we eliminate
derivatives of the extrinsic curvature by using the momentum constraint and the
generalized CMC condition. The result is

0 = DkDkβ
i +Ri

jβ
j − LβV

i + 2
(
αKkl −Dkβl

) (
Γikl − Γ̃ikl

)
−2KijDjα +KDiα + αDif

+α
{

−2Kϕ

(
1 + ∂XG2 + 2∂ϕG3

)
Diϕ

+∂XG3
(
−2KϕD

iϕ
(
DkDkϕ+ 2KKϕ

)
+KklD

kϕDlϕDiϕ

−8K2
ϕD

iKϕ + 2DiϕDkϕDkKϕ + 2KϕD
kϕDkD

iϕ
)}
. (2.138)
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Furthermore, using

Dif = ∂ϕfD
iϕ+ ∂Kϕ

f DiKϕ + ∂DkϕfD
iDkϕ

= ∂ϕfD
iϕ+ 1

2∂XG3(12K2
ϕ −DkϕD

kϕ) DiKϕ + ∂DkϕfD
iDkϕ (2.139)

gives

0 = DkDkβ
i +Ri

jβ
j − LβV

i −
(
−2αKkl + 2Dkβl

) (
Γikl − Γ̃ikl

)
−2KijDjα +DiαK + α

{
−2Kϕ (1 + ∂XG2 + 2∂ϕG3)Diϕ+ ∂ϕfD

iϕ

+∂DkϕfD
iDkϕ+ ∂XG3

(
−2KϕD

iϕ
(
DkDkϕ+ 2KKϕ

)
+KklD

kϕDlϕDiϕ

−1
2
(
4K2

ϕ +DkϕDkϕ
)
DiKϕ + 2DiϕDkϕDkKϕ + 2KϕD

kϕDkD
iϕ
)}
. (2.140)

This is the desired elliptic equation for the shift vector βi.

To fix the spatial gauge condition, we modify the gravitational evolution equation as
before, i.e. we simply replace Eij by Ẽij ≡ Eij −D(iVj). As mentioned before, we do not
modify the scalar equation Ẽϕ by the gauge-fixing terms. Hence, the scalar evolution
equation remains (2.13) and equation (2.9) is replaced by

0 = − (∂t − Lβ)Kij − ∂XG3(Xhij +DiϕDjϕ) (∂t − Lβ)Kϕ

−DiDjα + α
{
R[D]ij −D(iJj) +KKij − 2KikK

k
j

+1
2hij

(
G2 −X∂XG2 −X∂XG3

(
DkDkϕ− 2KϕK +DkϕDk lnα

))
−1

2 (1 + ∂XG2 + 2∂ϕG3)DiϕDjϕ

+1
2∂XG3

(
DkϕDk (DiϕDjϕ) −DiϕDjϕD

kDkϕ+ 2DiϕDjϕKϕK

−DiϕDjϕD
kϕDk lnα− 8KϕD(iϕDj)Kϕ

)}
. (2.141)

To summarize, the Cauchy problem for cubic Horndeski theories can be formulated
as follows. Consider initial data hij, α, βi, ϕ ∈ Hs and Kij, Kϕ ∈ Hs−1 (s > 9

2)7 that
satisfies the Hamiltonian and momentum constraints. Then the system of equations to
be solved consists of the evolution equations (2.7), (2.8), (2.13) and (2.141), together
with the elliptic equations (2.136), (2.140).

7Since the scalar evolution equation (2.13) is not quasilinear, we require more regular initial data
than in the case of vacuum GR.
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2.A.3 Constraint propagation

In this section we explain how to derive the equations describing the propagation of
the gauge conditions and the original constraints from the gauge-fixed equations of
motion. As described in the previous section, we use Ẽij ≡ Eij − D(iVj) = 0 as the
gravitational evolution equation. Following the argument started in section 2.2.2, we
set Ẽij = 0, Ẽϕ = 0 and switch to the new variables

F ≡ K + f − s(x, t), (2.142a)

Vi ≡ Vi, (2.142b)

H̃ ≡ 2H −DkVk (2.142c)

and
M̃i = 2Mi −DiF. (2.142d)

We have the following system of homogeneous linear evolution equations

(∂t − Lβ) F = αH̃ (2.143a)

(∂t − Lβ) Vi = αM̃i (2.143b)

(∂t − Lβ) H̃ = 2αKH̃ +DiαM̃i + 2αD(iVj)K
ij

+ VjDj (αK) + αDiDiF + 2DiαD
iF

+ 2∂XG3Kϕ

(
DiJjDiϕDjϕ+ 4H̃K2

ϕ

+ 8DiViK
2
ϕ + 2KϕM̃iD

iϕ+ 2KϕD
iϕDiF

)
(2.143c)

(∂t − Lβ) M̃i = αKM̃i + αKDiF +DiαH̃

+ 2DjαD(iVj) + α
(
DkDkJi +RijJj

)
− ∂XG3Diϕ

(
DkVjD

kϕDjϕ+ 4H̃K2
ϕ

+ 8DkVkK
2
ϕ + 2KϕM̃kD

kϕ+ 2KϕD
kϕDkF

)
. (2.143d)

The first two equations follow easily by recalling the steps we used to get the elliptic
equations (2.123c,2.123d) from the evolution equations and the constraints. To show
that the quantities (F,Ji, H̃, M̃i) remain zero during the evolution, we first note that
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it follows from equations (2.143a,2.143b) that if (F,Vi, H̃, M̃i) vanish initially then
∂tF = ∂tVi = 0 on the initial surface. It turns out that one can obtain a simple energy
estimate for the system (2.143) without studying the characteristic equation of the
system. Consider the energy 8

Econstraint[Σt] = 1
2

∫
Σt

d3x
√
h
(

|F|2 + |DF|2h + |V|2h

+ |DV|2h + |H̃|2 + |M̃|2h
)
. (2.144)

Specifically, we want to show that |∂tEconstraint| ≤ CEconstraint for some constant
C(h,K, α). Clearly, the action of ∂t on the volume form can be bounded by a constant.
When the time derivative acts on the gauge and constraint quantities, we use (2.143)
to exchange the time derivatives. Since the energy (2.144) is invariant under spatial
diffeomorphisms, the terms involving Lie derivatives will vanish.

The nonprincipal terms can be estimated by the energy itself. For example,

(∂t − Lβ)|F|2 = 2αFH̃ ≤ C
(
|F|2 + |H̃|2

)
(2.145)

(∂t − Lβ)|V|2h = 2αhijViM̃j + 2αKijViVj

≤ C
(
|V|2h + |M̃|2h

)
. (2.146)

The potentially problematic (principal) terms are

(∂t − Lβ)|H̃|2 ≃ 2αH̃DiDiF ∼ −2αDiH̃DiF (2.147)

(∂t − Lβ)|DV|2h ≃ 2αDiVjDkM̃lh
ikhjl

∼ −2αDkDkVjM̃lh
jl (2.148)

(∂t − Lβ)|DF|2 ≃ 2αDiFDiH̃ (2.149)

(∂t − Lβ)|M̃|2h ≃ 2αDkDkVjM̃lh
jl (2.150)

8The steps of the proof of constraint propagation, as well as the expression for the energy, are the
same as in [80] (Lemma 4.1.), since the extra terms entering to the equations due to the presence of a
scalar field are nonprincipal. Nevertheless, we provide a sketch of the proof for completeness.
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where ≃ denotes equivalence up to principal terms and ∼ denotes equivalence of the
integrands up to integration by parts. We see that the terms containing higher deriva-
tives cancel each other out, giving us the desired result. Therefore, if Econstraint vanishes
initially, then it remains zero during the evolution as well, implying (F,Vi, H̃, M̃i) = 0.

2.A.4 Strong hyperbolicity

In this section we sketch an argument for the local well-posedness of the Cauchy
problem for the elliptic-hyperbolic system (2.7), (2.8), (2.13), (2.141), (2.136), (2.140).

We assume that the elliptic system (2.136) and (2.140) has a unique solution for any
(hij, Kij, ϕ,Kϕ) satisfying the gauge conditions and constraint equations. Here we
argue that this is the case if (i) (Σ, h) is a compact manifold with negative (spatial)
Ricci curvature, (ii) the fields are ϕ, hij ∈ Hs; Kϕ, Kij ∈ Hs−1 and G2, ∂XG2, ∂ϕG3,
∂XG3 ∈ Hs−2 with s > 9/2 and (iii) if the Horndeski terms are small corrections to
GR, i.e. in the weakly coupled regime (see equation (2.24)). Note that the requirement
of small couplings can be translated to conditions on f :

|∂lϕ∂kKϕ
f |Ek+1 ≪ 1 k = 0, 1; l = 0, 1

|∂kDiϕf |Ek+1 ≪ 1 k = 0, 1
|∂khij

f |Ek+1 ≪ 1 k = 0, 1; (2.151)

with E = max
{
|Rµνρσ|1/2, |∇µϕ|, |∇µ∇νϕ|1/2

}
in an orthonormal basis.

To see that this is true we simply use the implicit function theorem (Theorem 4.6), the
Sobolev multiplication lemma (see e.g. Appendix I of [90]) and the results outlined in
section 2.A.1. It is easy to check that the Sobolev multiplication lemma and assumption
(ii) above imply that the operators appearing on the RHS of (2.136)-(2.140) are maps
Hs → Hs−2. Furthermore, at vanishing Horndeski couplings G2, G3 ≡ 0, the Fréchet
derivative of the operator on the RHS of (2.136)-(2.140) with respect to the variables
(α, βi) is exactly the operator A of (2.126). The results of Andersson and Moncrief
reviewed in section 2.A.1 imply that this operator is an isomorphism Hs → Hs−2 under
assumptions (i) and (ii). Finally, the implicit function theorem tells us that there exists
an open set of Horndeski couplings G2, G3 in a neighbourhood of G2, G3 ≡ 0 such that
the operator acting on (α, βi) in (2.136)-(2.140) is also an isomorphism Hs → Hs−2.
This concludes the argument on existence and uniqueness of solutions to the elliptic
system (2.136)-(2.140).
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The discussion of the evolution equations is more cumbersome in cubic Horndeski
theories than in GR. The source of the difficulty is that in the elliptic equations (2.136)
and (2.140) we could not get rid of the second derivatives of the scalar field and
hence the lapse and the shift does not enjoy extra regularity compared to hij as in
GR. This implies that the first derivatives of βi appearing in the defining equation of
the extrinsic curvature (2.7) and the second derivatives of α appearing in the tensor
evolution equation (2.141) are now principal terms.

To illustrate how these terms affect the principal symbol, we transform the equations
to a more familiar form. Let us act on the evolution equations (2.7), (2.8), (2.13),
(2.141) with the "Laplacian" operator ∆ ≡ hklD̊kD̊l and let us introduce the variables.

(γij, κij, ψ, k, a, bi) ≡ (∆hij,∆Kij,∆ϕ,∆Kϕ,∆α,∆βi). (2.152)

In the new evolution equations the derivatives of a and bi can be converted to derivatives
of the scalar field by using the derivatives of the elliptic equations (2.136), (2.140):

∂ma ≃ 1
4α∂XG3

(
4K2

ϕ +DkϕDkϕ
)
∂m

(
hij∂i∂jϕ

)
+2α

(
−∂Dkϕf − 2∂XG3KϕD

iϕ
)
∂m(∂iKϕ) (2.153)

∂mb
i ≃ −2α

[
∂XG3D

iϕDjϕ− 1
4∂XG3

(
4K2

ϕ +DkϕDkϕ
)
hij
]
∂m(∂jKϕ)

−α
[(
∂Dkϕf + 2∂XG3KϕD

kϕ
)
hil − 2∂XG3KϕD

iϕhkl
]
∂m(∂k∂lϕ)

(2.154)

In the resulting system the principal terms will have the same form as in (1.75)-
(1.76) and thus we can study its characteristic equation using methods presented in
section 1.2.5. Let us denote the components of the polarization vector U (which is a
14-component column vector in this case) by

U =
[
γ̂ij, κ̂ij, ψ̂, â

]T
.

Then the rows of the characteristic equation can be written as follows.

1
α

(
ξ0 − βkξk

)
γ̂ij = −2κ̂ij + 2

α
hl(iξj)b

l(ξ), (2.155a)
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1
α

(
ξ0 − βkξk

)
ψ̂ = −2k̂, (2.155b)

1
α

(
ξ0 − βkξk

)
2κ̂ij = − 2

α
∂XG3 (Xhij +DiϕDjϕ)

(
ξ0 − βkξk

)
k̂

−|ξ|2hγ̂ij − 2
α
ξiξj â(ξ)

−∂XG3

(
(Xhij +DiϕDjϕ)|ξ|2hψ̂

−Dkϕ ξkD(iϕ ξj)ψ̂ − 8KϕD(iϕ ξj)k̂
)
, (2.155c)

A 1
α

(
ξ0 − βkξk

)
â = B(ξ)k̂ + C(ξ)ψ̂ (2.155d)

where the specific expressions for the functions A, B and C are quite long and unessential
for our purposes (although they can be straightforwardly computed from (2.13)), and
the expressions for â, b̂i are given by9

â(ξ) = 1
4α∂XG3

(
4K2

ϕ +DkϕDkϕ
)
ψ̂

+2α
(
−∂Dkϕf − 2∂XG3KϕD

kϕ
) ξk

|ξ|2h
k̂ (2.156)

b̂i(ξ) = −2α
[
∂XG3D

iϕDjϕ− 1
4∂XG3

(
4K2

ϕ +DkϕDkϕ
)
hij
]
ξj

|ξ|2h
k̂

+α
[(

−∂Dkϕf − 2∂XG3KϕD
kϕ
) ξiξk

|ξ|2h
+ 2∂XG3KϕD

iϕ

]
ψ̂. (2.157)

The only property of the functions A, B and C that we need to use is that substituting
(2.155b) into (2.155d) gives (recall equation (2.21))

ψ̂
(
P ′
ϕϕ

)µν
ξµξν = 0. (2.158)

Now we are ready to discuss the eigenvalues and eigenvectors solving the characteristic
equations (2.155a)-(2.155d). It follows from the upper triangular structure of the

9Solving the elliptic equations (2.136)-(2.140) for α, βi and with fixed ϕ, Kϕ, hij , Kij , one obtains
a (nonlocal) map (α, β) : (ϕ,Kϕ, hij ,Kij) → (α, β). This solution map is a pseudodifferential operator
of class OP−2

cl whose principal symbol is given by (2.156), (2.157) (see e.g. [41, 91]).
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characteristic equation (see Section 2.2) that

[
γ̂ij, κ̂ij, ψ̂, k̂

]T
=
[
ûij,−

1
2
(
nµξ±

µ

)
ûij, 0, 0

]T
(2.159)

is an eigenvector of (2.155a-2.155d) with eigenvalues ξ±
0 = βkξk±α|ξ|h for any symmetric

ûij. (Recall that ξµ = (βkξk ± α|ξ|h, ξi) is a null vector with respect to the spacetime
metric.) One can easily find 6 linearly independent vectors ûij. Taking into account
the two sign choices in ξ±

0 and in (2.159), this gives 12 eigenvectors: a 6-dimensional
degenerate eigenspace for both eigenvalues ξ±

0 = βkξk ± α|ξ|h.

The remaining eigenvalues ξϕ,±0 are found by solving
(
P ′
ϕϕ

)µν
ξµξν = 0 (2.160)

(see Section 2.2 for notation). Recall that for small couplings, ξϕ,±0 are distinct, nonzero
and real. The corresponding eigenvectors have the form

[
γ̂ij, κ̂ij, ψ̂, â

]T
=
[
γ̂ϕij, κ̂

ϕ
ij, 1,−

1
2 (nµξµ)

]T
(2.161)

with

γ̂ϕij = −∂XG3 (Xhij +DiϕDjϕ) + 2
|ξ|2h

∂XG3ξkD
kϕD(iϕ ξj)

− ξiξj
2|ξ|2h

∂XG3
(
4K2

ϕ +DkϕDkϕ
)

(2.162)

2κ̂ϕij =
(
nµξϕ,±µ

)
∂XG3 (Xhij +DiϕDjϕ)

+2
[(

−∂Dkϕf − 2∂XG3KϕD
kϕ
) ξiξjξk

|ξ|2h
+ 2∂XG3KϕD(iϕ ξj)

]
. (2.163)

These expressions are clearly smooth functions of ξi since hij is a positive definite
metric and ξi ̸= 0 by assumption (ξi has unit norm).

We can identify 3 pairs of eigenmodes that are associated with the physical degrees of
freedom. There are 2 pairs of transverse-traceless modes whose characteristic covectors
are null w.r.t g, i.e.

[
γ̂ij, κ̂ij, ψ̂, â

]T
=
[
ûTTij ,−

1
2
(
nµξ±

µ

)
ûTTij , 0, 0

]T
(2.164)
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with ûTTij satisfying hijûTTij = 0 and ξiûTTij = 0. These correspond to the two gravita-
tional degrees of freedom that propagate with the speed of light. The eigenvectors
corresponding to the scalar degree of freedom are given by (2.161)-(2.163) and their
characteristic covectors are null w.r.t. P ′

ϕϕ.

These "physical" eigenvectors satisfy the high frequency limit of the Hamiltonian and
momentum constraints

2Ĥ ≡ − 2ξ2hij γ̂ij + 2ξiξj γ̂ij + ∂XG3
(
4K2

ϕ|ξ|2h − (Dkϕ ξk)2
)
ψ̂ = 0,

M̂i ≡ ξiκ̂− ξjκ̂ij − ∂XG3
(
KϕDiϕ|ξ|2hψ̂ − ξjξiKϕD

jϕψ̂ +DiϕD
kϕξkk̂ − 4ξiK2

ϕk̂
)

= 0

and the high frequency versions of gauge conditions

V̂i ≡ ξj γ̂ij − 1
2ξih

klγ̂kl = 0

F̂ ≡ hijκ̂ij + ∂Kϕ
fk̂ + ∂Dkϕfξkψ̂ = 0

To summarize, we have found that the characteristic equation (see equations (2.155a-
2.155d)) has real eigenvalues and the corresponding eigenvectors are linearly independent
and have smooth dependence on ξi. This implies that the evolution equations are
strongly hyperbolic when the modified constraint equations have a unique solution
for arbitrary (ϕ,Kϕ, h,K). In particular, this is the case in spacetimes that can be
foliated with compact slices with generalized prescribed mean curvature and negative
(spatial) Ricci curvature.



Chapter 3

Well-posed formulation of
Horndeski and Lovelock theories

In this chapter we show that the initial value problem for any weakly coupled Lovelock
and Horndeski theories is locally well-posed. The contents of this chapter are the
results of original research done in collaboration with Harvey Reall and published in
[44]. A short summary of the same results have been published in [68].

3.1 Introduction

To demonstrate that the initial value problem in Lovelock and Horndeski theories is
well-posed, we use the methods presented in section 1.2.1 and introduce a formulation
of the theories that is strongly hyperbolic at weak coupling.

As mentioned earlier, the original harmonic gauge fixing procedure does not give rise
to strongly hyperbolic equations in a general Lovelock or Horndeski theory due to
the high degree of degeneracy between different types of mode solutions [60,61]. The
approaches discussed in the previous chapter for cubic Horndeski theories provide only
a partial resolution of this issue. For example, in the BSSN formulation (section 2.3)
there is a degenerate eigenspace of zero speed modes that contain both pure gauge and
constraint-violating modes. This degeneracy cannot be removed with any the choice of
the free "gauge source" functions (i.e. the function F in (2.60) and the functions σ,
f in (2.109a)-(2.109b)). Therefore, it seems that the three formulations presented in
the previous chapter do not give rise to strongly hyperbolic equations in more general
Horndeski (and Lovelock) theories.
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The approach discussed in this chapter overcomes this problem by introducing a
modification of the usual harmonic gauge condition such that the pure gauge modes
propagate along the null cone of an auxiliary (inverse) metric g̃µν (instead of the null
cone of the physical metric as in the original harmonic gauge). We implement this gauge
condition by adding a gauge-fixing term to the equation of motion for the physical
metric. In this gauge-fixing term we introduce another auxiliary (inverse) metric ĝµν .
The effect of this is to obtain a new formulation of GR in which the pure gauge modes
propagate along the null cone of g̃µν , the gauge-condition violating modes propagate
along the null cone of ĝµν and the physical modes propagate along the null cone of gµν .
By choosing g̃µν and ĝµν such that these three null cones don’t intersect, we ensure that
the three different types of mode propagate with different speeds. We will show that
this formulation of GR is strongly hyperbolic. Furthermore, the degeneracy discussed
above is now absent and so, when we introduce a deformation by turning on Lovelock
or Horndeski terms, the theory remains strongly hyperbolic at weak coupling.

The chapter is organized as follows. In section 3.2 we introduce our modified harmonic
gauge formulation of vacuum GR and explain why it admits a well-posed initial value
problem. In sections 3.3 and 3.4 we extend this formulation to weakly coupled Lovelock
and Horndeski theories respectively. Section 3.5 contains further discussion, including
the implementation of our formulation in numerical relativity. The focus of this thesis
is on gravitational theories but in Appendix 3.A we show that our formulation can
also be applied to electromagnetism.

3.2 General relativity in modified harmonic gauge

3.2.1 The modified harmonic gauge equation of motion

Let gµν be the physical metric. The vacuum Einstein equation is

Eµν = 0 (3.1)

where
Eµν ≡ Rµν − 1

2Rg
µν + Λgµν (3.2)

We introduce an auxiliary (inverse) Lorentzian metric g̃µν and define

Hµ ≡ g̃ρσ∇ρ∇σx
µ = −g̃ρσΓµρσ (3.3)
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where quantities without tildes are calculated using the metric gµν (so Hµ involves
both gµν and g̃µν). Our modified harmonic gauge condition is

Hµ = 0 (3.4)

This is a linear wave equation for xµ, which admits a well-posed initial value problem
for initial data prescribed on a surface Σ that is spacelike w.r.t. g̃µν . So, at least locally,
coordinates can be chosen to satisfy this gauge condition, just as for conventional
harmonic gauge [38].

Now introduce another auxiliary (inverse) Lorentzian metric ĝµν and define

Eµν
mhg = Eµν + P̂α

βµν∂βH
α (3.5)

where
P̂α

βµν = δ(µ
α ĝ

ν)β − 1
2δ

β
αĝ

µν (3.6)

Our modified harmonic gauge equation of motion is

Eµν
mhg = 0 (3.7)

We have three inverse metrics gµν , g̃µν and ĝµν . The inverse of gµν is denoted, as usual,
by gµν and index raising and lowering is always performed with g. When we need
to refer to the inverse of ĝµν (say) we will write (ĝ−1)µν . The usual harmonic gauge
formulation of GR is obtained by choosing ĝµν = g̃µν = gµν .

We will assume that ĝµν is chosen so that the causal cone of gµν (in the cotangent
space) lies strictly inside the causal cone of ĝµν , so that any covector that is causal w.r.t.
gµν is timelike w.r.t. ĝµν . See Fig. 3.1a. This implies that the causal cone of (ĝ−1)µν (in
the tangent space) lies strictly inside the causal cone of gµν (Fig. 3.1b) so any smooth
curve that is causal w.r.t. (ĝ−1)µν is timelike w.r.t. gµν . This implies that any point in
the domain of dependence D(Σ) of a partial Cauchy surface Σ w.r.t. gµν is also in the
domain of dependence D̂(Σ) of Σ w.r.t. (ĝ−1)µν . In other words, D(Σ) ⊂ D̂(Σ).

We will also assume that g̃µν is chosen so that the causal cones of the three inverse
metrics form a nested set as in Fig. 3.1a, with the null cones of ĝµν and g̃µν lying
outside the null cone of gµν . This implies that a surface Σ that is spacelike w.r.t. gµν

is also spacelike w.r.t. ĝµν and g̃µν .
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In Fig 3.1 we have drawn the null cone of g̃µν inside that of ĝµν but we could also
choose it to lie outside. What is important is that these null cones do not intersect
and that they both lie outside that of gµν .1

gµν g̃µν ĝµν

(a)

gµν(g̃−1)µν(ĝ−1)µν

(b)

Fig. 3.1 (a) Cotangent space at a point, showing the null cones of gµν , g̃µν and ĝµν . (b)
Tangent space at a point, showing the null cones of gµν , (g̃−1)µν and (ĝ−1)µν .

Since the causal cones of the three metrics form a nested set, there are no subtleties
with defining time orientations for the unphysical auxiliary metrics. Given a time
orientation for the physical metric gµν we define the future (past) causal cone of (ĝ−1)µν
to be the one inside the future (past) causal cone of gµν and similarly for (g̃−1)µν .

In Appendix 3.A we explain how our modified harmonic gauge condition and gauge-
fixing procedure can also be applied to Maxwell theory, which gives a "modified Lorenz
gauge" formulation of Maxwell’s equations.

3.2.2 Propagation of the gauge condition

Our first task is to show that solutions of (3.7) are also solutions of the vacuum
Einstein equation provided that the initial data satisfies the constraint equations
and the modified harmonic gauge condition. The argument follows closely the usual

1 In section 3.5 we will comment on how the latter assumption might be relaxed in numerical
relativity applications.
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argument for harmonic gauge GR [38]. Given a solution gµν of (3.7) on a manifold M ,
the contracted Bianchi identity gives

0 = ∇νE
µν
mhg = 1

2 ĝ
αβ∂α∂βH

µ + . . . (3.8)

where the ellipsis denotes terms linear in first derivatives of Hρ. Thus the modified
harmonic gauge equation of motion implies that Hµ satisfies a linear wave equation
with principal symbol (1/2)ĝαβξαξβ. Let Σ ⊂ M be a surface that is spacelike with
future-directed unit normal nµ w.r.t. gµν . Then Σ is also spacelike w.r.t. ĝµν so (3.8)
admits a well-posed initial value problem for initial data Hµ and ĝνρnν∂ρHµ prescribed
on Σ. If Hµ and ĝνρnν∂ρH

µ vanish on Σ then it follows from well-posedness of the
initial value problem for (3.8) that Hµ vanishes throughout the domain of dependence
D̂(Σ) ⊂ M . Hence (M, g) will satisfy the vacuum Einstein equation Eµν = 0 in D̂(Σ).
Since D(Σ) ⊂ D̂(Σ), it then follows that (M, g) satisfies the Einstein equation in D(Σ).

Now consider the initial value problem for (3.7). In GR, initial data is a triple
(Σ, hij, Kij) where Σ is a 3-manifold and, in some chart xi on Σ, hij and Kij are the
components of a Riemannian metric and a symmetric tensor on Σ. These must satisfy
the usual constraint equations of GR. We now parameterize the metric gµν in terms
of a lapse function and shift vector in the usual way, which ensures that surfaces of
constant x0 are spacelike w.r.t. gµν and hence also w.r.t. ĝµν and g̃µν . At x0 = 0 the
lapse and shift can be chosen arbitrarily. Given a choice of lapse and shift, the values
of gij and ∂0gij at x0 = 0 are fixed by requiring that the surface x0 = 0 matches the
data on Σ, i.e., it has induced metric hij and extrinsic curvature Kij.

The time derivatives of the lapse and shift at x0 = 0 are fixed by requiring that Hµ = 0
at x0 = 0. This is possible because the equation Hi = 0 has the form g̃00∂0g0i = . . .

where the ellipsis denotes terms not involving ∂0g0µ. The surface x0 = 0 is spacelike
w.r.t. g̃µν so g̃00 ̸= 0 hence ∂0g0i can be chosen to ensure that Hi = 0. The equation
H0 = 0 then has the form g̃00∂0g00 = . . . where the ellipsis is independent of ∂0g00.
Hence ∂0g00 can be chosen to ensure that H0 = 0.

We have specified initial data (gµν , ∂0gµν) at x0 = 0 that matches the initial data on Σ
and satisfies Hµ = 0 at x0 = 0. We can now identify Σ with the surface x0 = 0.

The initial data satisfies the constraint equations of GR so Eµ0 = 0 at x0 = 0.
Evaluating the 0µ components of (3.7) at x0 = 0 and using the vanishing of the
tangential derivative ∂iHµ at x0 = 0, we obtain ∂0H

µ = 0 at x0 = 0. Hence all first
derivatives of Hµ vanish at x0 = 0 so ĝνρnν∂ρHµ = 0 on Σ.
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In summary, we have shown that we can choose the initial time derivative of the lapse
and shift such that Hµ = ĝνρnν∂ρH

µ = 0 on Σ. Hence, if (M, g) is a solution of (3.7)
that matches our initial data (gµν , ∂0gµν) on Σ, then gµν will then satisfy the vacuum
Einstein equation throughout D(Σ) ⊂ M .

For technical reasons we will explain later, we will demand that the initial lapse and
shift are chosen so that ∂/∂x0 is timelike w.r.t. all three metrics (although this condition
may not be necessary for well-posedness). If this condition is satisfied initially then, by
continuity, it will hold in a neighbourhood of the initial surface.

3.2.3 Strong hyperbolicity

In this section we will show that the modified harmonic gauge equation of motion
(3.7) admits a well-posed initial value problem by demonstrating that (3.7) is strongly
hyperbolic. Recall (see section 1.2) that in a second order system of PDEs strong
hyperbolicity is a property of the 2nd derivative terms in the equation of motion, i.e.,
of the principal symbol.

Let ξµ be an arbitrary covector. The principal symbol of (3.7), acting on a symmetric
tensor tµν , is defined by the replacement ∂µ∂νgρσ → ξµξνtρσ in the terms involving 2nd
derivatives. The result is

P(ξ)µνρσtρσ = P⋆(ξ)µνρσtρσ + PGF(ξ)µνρσtρσ (3.9)

where we have decomposed the RHS into a part arising from the Einstein tensor and a
part arising from the gauge-fixing term in (3.7). The part arising from the Einstein
tensor is

P⋆(ξ)µνρσtρσ = −1
2g

γδξγξδP
µνρσtρσ + Pα

γµνξγg
αβPβ

δρσξδtρσ (3.10)

and the part arising from the gauge-fixing term is

PGF(ξ)µνρσtρσ = −P̂αγµνξγgαβP̃βδρσξδtρσ (3.11)

where we have defined, in analogy with (3.6),

Pα
βµν = δ(µ

α g
ν)β − 1

2δ
β
αg

µν P̃α
βµν = δ(µ

α g̃
ν)β − 1

2δ
β
αg̃

µν (3.12)

In conventional harmonic gauge (ĝµν = g̃µν = gµν), the gauge fixing term cancels the
second term of (3.10) but this is no longer the case in our modified harmonic gauge.
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We will use indices I, J, . . . to refer to a basis for symmetric tensors, i.e., we will
sometimes write tI instead of tµν . Such indices take values from 1 to N = d(d+ 1)/2,
where d is the spacetime dimension. We can then view P(ξ) as a N ×N matrix P (ξ)IJ .
If we do this then the matrix P⋆(ξ)IJ is symmetric. Since P(ξ) is quadratic in ξµ we
have

P(ξ)IJ = PIJγδξγξδ (3.13)

where PIJγδ can be read off from the above expressions. In coordinates xµ = (x0, xi)
we can write

P(ξ)IJ = ξ2
0A

IJ + ξ0B
IJ + CIJ (3.14)

where
AIJ = PIJ00 BIJ = 2ξiPIJ0i CIJ = ξiξjPIJij (3.15)

Note that ξi are the components of the pull-back of ξµ to the surfaces of constant x0.

We can write AIJ = AIJ⋆ + AIJGF etc, and the quantities with a star subscript are
symmetric matrices. As explained in section 3.2.2, we can arrange that surfaces of
constant x0 are spacelike w.r.t. gµν , at least in a neighbourhood of our initial value
surface. This implies that these surfaces are also spacelike w.r.t. ĝµν and g̃µν . We will
show below that a covector is characteristic if, and only if, it is null w.r.t. one of these
three inverse metrics. Since dx0 is timelike w.r.t. gµν , it is timelike w.r.t. all three
inverse metrics. It follows that dx0 is non-characteristic, which implies that surfaces of
constant x0 are non-characteristic and hence the matrix AIJ is invertible.

As reviewed in section 1.2, to define strong hyperbolicity we introduce a (2N) × (2N)
real matrix depending on the (real) spatial components ξi of ξµ (as well as the spacetime
coordinates xµ but we suppress this dependence):

M(ξi) =
 0 I

−A−1C(ξi) −A−1B(ξi)

 (3.16)

We assume there exists a smooth Riemannian inverse metric Gij on surfaces of constant
x0. For example, our condition that ∂/∂x0 is timelike implies that gij is positive
definite so we could choose Gij = gij. We say that ξi is a unit covector if Gijξiξj = 1.

Recall that strong hyperbolicity is the statement that, for any (real) unit covector ξi,
the matrix M(ξi) admits a positive definite Hermitian symmetrizer, i.e. a matrix K(ξi)
that satisfies

K(ξi)M(ξi) = M(ξi)†K(ξi). (3.17)
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The symmetrizer must also satisfy the condition that it depends smoothly on ξi and
on the spacetime coordinates xµ that we have suppressed above. Strong hyperbolicity
implies that M(ξi) is diagonalizable with real eigenvalues. Conversely, if M(ξi) is
diagonalizable with real eigenvalues then one can construct a symmetrizer provided
the eigenvectors of M(ξi) depend smoothly on the unit vector ξi.

In the argument relating strong hyperbolicity to well-posedness presented in section
1.2 we assumed detM ̸= 0 (which is equivalent to detC ̸= 0, which is equivalent to the
condition that a covector of the form (0, ξi) is never characteristic). This is guaranteed
by our condition that ∂/∂x0 is timelike w.r.t. all three metrics, since this implies ξ0 ̸= 0
for any covector ξµ that is null w.r.t. one of the three metrics, as we will show is the
case for a characteristic covector.

We will now determine the eigenvalues and eigenvectors of M(ξi). If ξ0 is an eigenvalue
of M(ξi) then the eigenvalue equation reduces to the condition that the eigenvector is
of the form (tI , ξ0tI)T where

P(ξ)µνρσtρσ = 0 (3.18)

with ξµ = (ξ0, ξi). This equation states that ξµ is characteristic, with ξ0 a root of
the characteristic polynomial det P(ξ). This is a polynomial of degree 2N in ξ0 hence
there are 2N (possibly degenerate) eigenvalues ξ0 and 2N corresponding characteristic
covectors ξµ. Strong hyperbolicity requires that these eigenvalues are all real and (in
the case of degeneracy) that the algebraic multiplicity of each eigenvalue is equal to its
geometric multiplicity (the dimension of the space of solutions tI to (3.18)).

The contracted Bianchi identity implies, for any ξµ,

P⋆(ξ)µνρσξν = 0 (3.19)

Hence contracting (3.18) with ξν gives

0 = PGF(ξ)µνρσξνtρσ = −1
2(ĝνγξνξγ)(gµβP̃βδρσξδtρσ) (3.20)

So the analysis splits into two cases: either (i) P̃βδρσξδtρσ = 0 or (ii) ĝνγξνξγ = 0.

Case (i) is defined by
P̃β

δρσξδtρσ = 0 (3.21)

Physically, this case corresponds to a high-frequency wave with wavevector ξµ and
polarization tI that satisfies the gauge condition (3.4). The condition (3.21) implies
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PGF(ξ)t = 0 and so (3.18) reduces to

P⋆(ξ)µνρσtρσ = 0 (3.22)

We can divide the analysis into two subcases.

Subcase (ia) is defined by gγδξγξδ ̸= 0. Equation (3.22) contains a term −1
2g

γδξγξδt
µν

and all other terms have the form Y (µξν) for some Y µ (depending on t), or are
proportional to gµν . It follows that tµν must have the form

tµν = X(µξν) + cgµν (3.23)

for some Xµ and c. Equation (3.22) now reduces to c
(
gγδξγξδg

µν − ξµξν
)

= 0 so c = 0.
Assuming tµν ̸= 0 (i.e. Xµ ̸= 0), equation (3.21) now reduces to

g̃µνξµξν = 0 (3.24)

Our requirement that the null cones of gµν and g̃µν do not intersect implies that this is
consistent with our starting assumption gγδξγξδ ̸= 0.

Since our surfaces of constant x0 are spacelike w.r.t. g̃µν , (3.24) admits two real solutions
ξ̃±

0 which depend smoothly on ξi. We write the corresponding characteristic covectors
as ξ̃±

µ = (ξ̃±
0 , ξi), and these are null w.r.t. g̃µν . The choice of ± corresponds to this

null covector lying on either the future or past null cone of g̃µν . Since dx0 is timelike
w.r.t. g̃µν we can distinguish these two possibilities by the sign of the non-zero quantity
(dx0)µg̃µν ξ̃±

ν = g̃0ν ξ̃±
ν . Our convention is that ∓g̃0ν ξ̃±

ν > 0.

The corresponding eigenvectors are tµν = X(µξ̃
±
ν) where Xµ is an arbitrary covector.

These are "pure gauge" eigenvectors, arising from a residual gauge freedom of (3.7).
Note that in this case we have d linearly independent eigenvectors for each eigenvalue
ξ̃±

0 .

Subcase (ib) is defined by
gµνξµξν = 0 (3.25)

Since surfaces of constant x0 are spacelike w.r.t. gµν this equation admits two real
solutions ξ±

0 depending smoothly on ξi. The characteristic covector is ξ±
µ = (ξ±

0 , ξi),
which is null w.r.t. gµν . We fix the signs as in case (ia) by demanding that ∓ξ±0 =
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∓g0νξ±
ν > 0. The equation P⋆(ξ)t = 0 reduces to

Pβ
δρσξ±

δ tρσ = 0 (3.26)

This says that the "polarization" tµν is transverse w.r.t. gµν . (Note that we should really
include a ± superscript on tµν but we suppress this to ease the notation.) However,
the defining condition of case (i) gives

P̃β
δρσξ±

δ tρσ = 0 (3.27)

so the polarization is also transverse w.r.t. g̃µν . In order to solve these conditions
we can introduce a basis {e0, e1, eî, î = 2, . . . , d − 1} for the tangent space such that
(e0)µ = ξ±µ and eµ1 ∝ ξ∓µ, so e0 and e1 are both null w.r.t. gµν . The normalization of
e1, and the other (spacelike) basis vectors are chosen so that

g(e0, e1) = 1 g(eî, eĵ) = δîĵ (3.28)

and all other inner products of basis vectors w.r.t. g vanish. Since ξ±
µ depends smoothly

on ξi, our basis can be chosen to depend smoothly on ξi. In such a basis, equation
(3.26) reduces to t00 = t0̂i = t̂îi = 0. Since the null cones of gµν and g̃µν do not intersect,
it follows that 0 ̸= g̃µνξ±

µ ξ
±
ν = g̃11. Using this, equation (3.27) reduces to t01 = 0 and

t11 = (g̃11)−1g̃îĵ t̂iĵ t1̂i = (g̃11)−1g̃1ĵ t̂iĵ (3.29)

In summary, we have shown that

t0µ = t̂îi = 0 (3.30)

and all components of tµν are determined (via (3.29)) by the traceless quantity t̂iĵ,
which has (1/2)d(d − 3) independent components. Hence, for each eigenvalue ξ±

0 ,
tµν has (1/2)d(d − 3) independent components so the corresponding eigenspace has
dimension d(d − 3)/2. This is the number of degrees of freedom of a graviton, so
these eigenvectors correspond to physical polarizations. If we choose a set of linearly
independent eigenvectors for which t̂iĵ is independent of ξi then these eigenvectors will
depend smoothly on ξi.

Case (ii) is defined by
ĝνγξνξγ = 0 (3.31)
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Since our surfaces of constant x0 are spacelike w.r.t. ĝµν , it follows that this equation
admits two real solutions ξ̂±

0 . We write the characteristic covector as ξ̂µ = (ξ̂±
0 , ξi) and

fix the signs as in the previous cases by requiring that ∓ĝ0ν ξ̂±
ν > 0.

Recall (from (3.19) and (3.20)) that (3.31) guarantees that the contraction of (3.18)
with ξ̂±

ν is satisfied, i.e., d components of (3.18) are trivial. So (3.18) is d(d+ 1)/2 − d

linear equations involving the d(d + 1)/2 components of tµν . It follows that there
must exist at least d linearly independent solutions tµν for each eigenvalue ξ̂±

0 . We
can see that there exist exactly d such solutions simply by counting the number of
eigenvectors we have already determined. We have 2d eigenvectors in case (ia) (d
for each eigenvalue ξ̃±

0 ) and d(d − 3) eigenvectors in case (ib) (d(d − 3)/2 for each
eigenvalue ξ±

0 ). So we have already found d(d− 1) eigenvectors in case (i). The total
number of eigenvectors of M(ξi) cannot exceed 2N = d(d+ 1) so we can have at most
2d eigenvectors in case (ii). Since we have at least d eigenvectors for each eigenvalue
ξ̂±

0 it follows that we must have exactly d eigenvectors for each of these eigenvalues.
Since these eigenvectors are associated with characteristics that are null w.r.t. ĝµν , i.e.,
the same as the characteristics of (3.8), we interpret these eigenvectors as describing
"gauge-condition violating" polarizations.

We can construct these eigenvectors as follows. Since ξ̂±
µ is null w.r.t. ĝµν , it is spacelike

w.r.t. gµν . We now introduce a basis {eµ0 , e
µ
1 , . . . , e

µ
d−1} of vectors that are orthonormal

w.r.t. gµν . We choose this basis so that eµ1 is in the direction of the spacelike vector
ξ̂±µ. This orthonormal basis can be chosen so that the basis vectors depend smoothly
on ξi.2

We define indices A,B, . . . to take values 0, 2, 3, . . . , d − 1. As just discussed, the
contraction of (3.18) with ξ̂±

µ is trivial so, in our basis, only the AB components of
this equation are non-trivial. Furthermore, (3.19) implies that the only non-vanishing
components of P⋆(ξ̂±)µνρσ are P⋆(ξ̂±)ABCD.

In this basis, a general symmetric tensor can be written as

tµν = ξ̂±
(µXν) + tABe

A
µ e

B
ν (3.32)

where the 1µ components of t are proportional to the vector Xµ of the first term. Note
that this first term is in the kernel of P⋆(ξ̂±).

2To see this, start from some fixed orthonormal basis. Perform a rotation of the spatial basis
vectors so that the spatial part of ξ̂±µ is in the direction eµ

1 . Now perform a boost in the 1-direction
to eliminate the time component of ξ̂±µ. The rotation and boost will depend smoothly on ξi hence
the new basis depends smoothly on ξi.
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To construct the eigenvectors, let vµ be an arbitrary vector. Consider the equation

P⋆(ξ̂±)ABCDtCD = P̂α
βAB ξ̂±

β v
α (3.33)

We claim that this can be uniquely solved for tAB. We will show that P⋆(ξ̂±)ABCD has
trivial kernel and is therefore invertible. So assume that sAB belongs to this kernel, i.e.,

P⋆(ξ̂±)ABCDsCD = 0 (3.34)

This implies that, for any s1µ,

P⋆(ξ̂±)µνρσsρσ = 0 (3.35)

This is the same as equation (3.22) that we encountered in case (i) and can be solved as
in subcase (ia). Using the fact that ξ̂±

µ is non-null w.r.t. gµν , it follows from the tensorial
structure of the equation that any such sρσ must have the form sρσ = c gρσ + ξ̂±

(ρYσ)

for some c and Yσ. Substituting this into (3.35) gives c = 0. Hence sµν must be "pure
gauge", i.e., the only non-trivial components are s1µ. In particular sAB = 0 so the
kernel of P⋆(ξ̂±)ABCD is trivial as claimed. Hence (3.33) can be solved uniquely for
tAB. Furthermore, since the matrix on the LHS depends smoothly on ξi, it follows that
the solution tAB will depend smoothly on ξi and vµ. We also have

P⋆(ξ̂±)µνρσtρσ = P̂α
βµν ξ̂±

β v
α (3.36)

because both sides have vanishing contraction with ξ̂±
µ and hence with the basis vector

e1.

Next we fix Xµ by requiring that

P̃ µνρσ ξ̂±
ν tρσ = vµ (3.37)

This equation can be solved uniquely for Xµ in terms of vµ and tAB. To see this, note
that the action of P̃ µνρσ ξ̂±

ν on ξ̂±
(ρXσ) is

P̃ µνρσ ξ̂±
ν ξ̂

±
(ρXσ) = 1

2
(
g̃γδ ξ̂±

γ ξ̂
±
δ

)
Xµ. (3.38)
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On the RHS, we know that ξ̂±
µ is non-null w.r.t. g̃µν because the null cones of g̃µν and

ĝµν do not intersect. Hence (3.37) determines Xµ in terms of vµ and tAB:

Xµ(v, tAB) = 2
g̃γδ ξ̂±

γ ξ̂
±
δ

(
vµ − P̃ µνAB ξ̂±

ν tAB
)

(3.39)

Let tAB(v) denote the solution of (3.33) and let

tµν(v) = ξ̂±
(µXν)(v, tAB(v)) + tAB(v)eAµ eBν . (3.40)

This satisfies (3.18) because

P(ξ̂±)µνρσtρσ(v) =
(
P⋆(ξ̂±)µνρσ − P̂α

βµν ξ̂±
β P̃

αγρσ ξ̂±
γ

)
tρσ(v)

= P̂α
βµν ξ̂±

β vα − P̂α
βµν ξ̂±

β P̃
αγρσ ξ̂±

γ tρσ(v) = 0 (3.41)

where we used (3.36) in the second equality and (3.37) in the third.

For every vµ we have constructed a solution tµν of (3.18) that depends smoothly on vµ

and ξi. If we choose a set of d linearly independent vectors vµ then the corresponding
tAB are also linearly independent (using the triviality of the kernel mentioned above),
and so the resulting tµν are linearly independent. Thus, for each eigenvalue ξ̂±

0 , we
have constructed a set of d linearly independent eigenvectors depending smoothly on
ξi.

In summary, the above calculation shows that M(ξi) has 6 distinct eigenvalues, namely
ξ±

0 , ξ̃±
0 and ξ̂±

0 . These are all real. We have also shown that M(ξi) has a full set of 2N
linearly independent eigenvectors depending smoothly on ξi. Hence we have established
that (3.7) is strongly hyperbolic.

3.3 Lovelock theories

3.3.1 Principal symbol

We define the modified harmonic gauge equation of motion of a Lovelock theory in
exactly the same way as in GR. We start from the equation of motion in the form
(1.8) and add a gauge fixing term as in (3.5) to obtain the modified harmonic gauge
equation of motion in the form (3.7), i.e.,

Eµν
mhg ≡ Eµν + P̂α

βµν∂βH
α = 0 (3.42)
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Initial data for (3.42) consists, as in GR, of a triple (Σ, hµν , Kµν) which must satisfy
the constraint equations arising from (1.8).

The auxiliary metrics g̃µν and ĝµν are chosen in the same way as in GR and we continue
to raise/lower indices using gµν and gµν . The argument for the propagation of the
gauge condition is identical to GR (section 3.2.2) since it uses only the Bianchi identity
for Eµν , which continues to hold in Lovelock theories.

The Lovelock equation of motion is not quasilinear, i.e., it is not linear in 2nd derivatives.
We define the principal symbol as explained in section 1.2. The result can be written
as in (3.9) where the gauge-fixing term is (3.11) and the matrix P⋆(ξ) now takes the
form [59,60,92]

P⋆(ξ)µνρσtρσ = −1
2g

γδξγξδP
µνρσtρσ + Pα

γµνξγg
αβPβ

δρσξδtρσ

−2
∑
p≥2

p kp δ
µργα3α4...α2p−1α2p

νσδβ3β4...β2p−1β2p
t σρ ξγξ

δRα3α4
β3β4 ... Rα2p−1α2p

β2p−1β2p .

(3.43)

In this equation, the terms in the first line arise from the Einstein tensor and the
second line is the Lovelock contribution.

We can now explain what we mean by the theory being "weakly coupled". The Lovelock
coupling constants kp are dimensionful. "Weakly coupled" means that the spacetime
curvature is small compared to the scales defined by these constants. More precisely, it
means that the terms on the second line of (3.43) are small compared to the terms on
the first line (which don’t involve the curvature). If our initial data is such that this
assumption is satisfied then, by continuity, a solution of (3.42) arising from this data
will continue to be weakly coupled in a neighbourhood of Σ. However, the theory may
become strongly coupled when one considers evolution over larger time intervals. For
example, the theory would become strongly coupled if a curvature singularity forms.
At strong coupling, well-posedness can fail [59].

Although not quasilinear, Lovelock theories have the special property that, in any
coordinate chart, the equation of motion is linear in the second derivative w.r.t. any
given coordinate3 [92,93], and this property is not affected by the gauge fixing term.

3To see this, note that the only Riemann tensor components that contain second derivatives
w.r.t. xα are Rαµαν and components related by antisymmetry (no summation on α). In (1.8), the
antisymmetrization over ρ1, . . . , ρ2p implies that at most one of these indices can take the value α.
Hence there are no products of second derivatives w.r.t. xα.
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So in a chart xµ the modified harmonic gauge equation of motion takes the form

AIJ(x, g, ∂µg, ∂0∂ig, ∂i∂jg)∂2
0gJ = F I(x, g, ∂µg, ∂0∂ig, ∂i∂jg) (3.44)

where we are using the notation of section 3.2.3 in which indices I, J, . . . label a
symmetric tensor so gI is the physical metric. AIJ is defined in terms of P (ξ) as in
(3.15). The point is that the above equation is linear in ∂2

0gI . A surface of constant
x0 is non-characteristic iff the matrix AIJ is invertible on that surface. Recall that in
GR this is guaranteed if the surface is spacelike w.r.t. gµν , so detAIJ ̸= 0 on such a
surface in GR. By continuity, we must also have detAIJ ̸= 0 on a spacelike surface in
Lovelock theory provided the theory is sufficiently weakly coupled.

For non-quasilinear equations with the special property just described, the initial value
problem is well-posed for initial data prescribed on a (non-characteristic) surface of
constant x0 provided that the equation of motion is strongly hyperbolic. (For more
details, see section 1.2.) Thus to establish well-posedness we just need to demonstrate
that our modified harmonic gauge Lovelock equation of motion (3.42) is strongly
hyperbolic.

3.3.2 Proof of strong hyperbolicity

Our proof follows closely the analysis (and notation) of section 3.2.3. We define the
matrices AIJ , BIJ and CIJ in terms of the principal symbol as in (3.15) and then
define M(ξi) with (3.16). We want to show that this matrix satisfies the conditions for
strong hyperbolicity reviewed in section 3.2.3. At weak coupling, this matrix will be
close to the corresponding matrix for GR. Several steps of our argument will exploit
continuity to deduce that certain features of M(ξi) are preserved when we deform from
GR to a weakly coupled Lovelock theory.

For modified harmonic gauge GR, we showed that M(ξi) has 6 distinct eigenvalues. At
sufficiently weak coupling, the Lovelock terms give a small deformation of the matrix
M(ξi). Since the eigenvalues of M(ξi) depend continuously on M(ξi), the resulting
eigenvalues will fall into 6 groups, which (following [94]) we call the ξ+

0 -group, the
ξ−

0 -group etc. Note that this division is possible only at weak coupling.

At this stage we do not know that the eigenvalues of M(ξi) are real so we view
M(ξi) as acting on the 2N -dimensional vector space V of complex vectors of the form
v = (tµν , t′µν)T where tµν and t′µν are symmetric. For each eigenvalue λ we can define a
"generalized eigenspace". This is the space of vectors v satisfying (M(ξi) − λ)kv = 0
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for some k ∈ {1, 2, . . .}. It corresponds to the sum of the Jordan blocks of M(ξi) that
have eigenvalue λ. We then define the "total generalized eigenspace" associated to the
ξ+

0 -group as the direct sum of the generalized eigenspaces of each eigenvalue in the
ξ+

0 -group, and similarly for the other groups [94]. This gives the decomposition

V = V + ⊕ Ṽ + ⊕ V̂ + ⊕ V − ⊕ Ṽ − ⊕ V̂ − (3.45)

where V + is the total generalized eigenspace associated to ξ+
0 -group etc. Note that

these spaces depend on ξi. In GR these spaces are simply the eigenspaces associated
to each eigenvalue.

We define the matrix [94]

Π+ = 1
2πi

∫
Γ+

(M(ξi) − z)−1dz (3.46)

where Γ+ is a circle (traversed anticlockwise) in the complex z-plane that encloses
the point z = ξ+

0 and is sufficiently small that only the eigenvalues of the ξ+
0 group

lie inside this circle, with all other eigenvalues lying outside this circle. The residue
theorem implies that Π+ : V → V is a projection onto V +. We can define similar
projections Π̃+ etc onto the other eigenspaces. Note that these projection operators
are smooth functions of ξi, the background curvature, the Lovelock couplings etc. Note
that the dimension of V + is the trace of Π+. By continuity, this is the same for weakly
coupled Lovelock theory as for GR and similarly for the dimensions of the other spaces
in (3.45). Hence we know that V ± have dimension (1/2)d(d− 3) and the other spaces
have dimension d.

Equation (3.19) is a consequence of the Bianchi identity for Eµν and therefore holds
in a Lovelock theory. This implies that the argument leading to (3.20) is valid for
Lovelock theory. Thus the analysis splits into case (i) and case (ii) just as in GR.

We start by observing that the (real) "pure gauge" eigenvectors of subcase (ia) are also
eigenvectors for Lovelock theory, with the same (real) eigenvalues ξ̃±

0 . To see this, note
that these eigenvectors have tµν = X(µξ̃

±
ν), which, because of the antisymmetrization,

gives a vanishing contribution to the second line of (3.43) (with ξµ = ξ̃±
µ ). Therefore the

principal symbol acts on such tµν in exactly the same way as in GR so these eigenvectors
are the same as in GR. This shows that the spaces Ṽ ± are genuine eigenspaces spanned
by these eigenvectors. We will discuss the Lovelock generalization of subcase (ib) (the
physical eigenvectors) below.
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In case (ii) the analysis proceeds similarly to GR. This case is defined by (3.31), so the
(real) eigenvalues are ξ̂±

0 , exactly as in GR. To construct the eigenvectors we proceed
as in GR. The only step where the argument needs modifying is the demonstration
that the kernel of PABCD

⋆ is trivial. We showed that this kernel is trivial for GR so
PABCD
⋆ has non-vanishing determinant in GR. By continuity the determinant must

remain non-zero in weakly coupled Lovelock theory. Hence the kernel is trivial for
weakly coupled Lovelock theory. The rest of the argument is identical to the argument
for GR. Hence one obtains d real smooth eigenvectors for each eigenvalue ξ̂±

0 . The
spaces V̂ ± are therefore genuine eigenspaces.

It remains to discuss the "physical" eigenvalues of the ξ±
0 -groups, which correspond to

subcase (ib) of the GR analysis. Generically the eigenvalues of the ξ±
0 group will be

non-degenerate, unlike the cases just discussed. Roughly speaking, this corresponds
to the fact that, in a Lovelock theory, gravitational waves with different polarizations
travel (in a non-trivial background) with different speeds [59]. We will not attempt
to construct the eigenvectors directly in this case. Instead we will construct an inner
product on V ± which we will use to build a symmetrizer for M(ξi).

We start by defining the matrices

H±
⋆ = ±

 B⋆ A⋆

A⋆ 0

 (3.47)

where A⋆ and B⋆ are defined as in (3.15) but using P⋆ instead of P. We use these
matrices to define a Hermitian form (, )± on V ± as follows:

(v(1), v(2))± = v(1)†H±
⋆ v

(2) (3.48)

where v(1) and v(2) are in V ±. This is Hermitian because B⋆ and A⋆ are real symmetric
matrices (because P⋆ is real symmetric) so H±

⋆ is also real symmetric. We will now show
that this Hermitian form is positive definite and therefore defines an inner product. To
do this we will show that it is positive definite for GR. By continuity (of the eigenvalues
of the Hermitian form) it then follows that it is also positive definite for a weakly
coupled Lovelock theory.
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In GR, the spaces V ± are genuine eigenspaces with eigenvalue ξ±
0 , which implies that

we have v(1) = (t(1), ξ±
0 t

(1))T and similarly for v(2). This implies that, in GR4

(v(1), v(2))± = ±t(1)∗
µν (2ξ±

0 A⋆ +B⋆)µνρσt(2)
ρσ

= ±t(1)∗
µν

[
−g0γξ±

γ P
µνρσ + Pα

0µνPαγρσξ±
γ + Pα

γµνξ±
γ P

α0ρσ
]
t(2)
ρσ

= ∓ξ±0t(1)∗
µν P

µνρσt(2)
ρσ (3.49)

where in the final step we used the fact that v(1) and v(2) belong to V ± so t(1) and t(2)

satisfy the condition (3.26). Finally, evaluating this in the null basis we used to discuss
case (ib) above, and using (3.29) and (3.30) we obtain

(v(1), v(2))± = ∓ξ±0t
(1)∗
îĵ

t
(2)
îĵ

(3.50)

Since t1µ is determined in terms of t̂iĵ by (3.29), and ∓ξ±0 > 0, this is indeed a positive
definite Hermitian form on V ±. Having established this for GR, the result then follows
for a weakly coupled Lovelock theory by continuity.

Our next task is to show that the eigenvalues belonging to the ξ±
0 groups are real.

Consider two eigenvalues ξ(1)
0 and ξ

(2)
0 belonging to the ξ+

0 -group, with corresponding
eigenvectors v(1) = (t(1), ξ

(1)
0 t(1))T and v(2) = (t(2), ξ

(2)
0 t(2))T . The eigenvalues and

eigenvectors may be complex. Since these eigenvectors belong to case (i) they satisfy
the condition

P̃β
δρσξ

(1)
δ t(1)

ρσ = 0 (3.51)

where ξ(1)
δ = (ξ(1)

0 , ξi), and similarly for t(2). We now have
(
ξ

(1)
0 − ξ

(2)
0

)
v(1)TH+

⋆ v
(2) = t(1)

µν

[(
ξ

(1)2
0 − ξ

(2)2
0

)
A⋆ +

(
ξ

(1)
0 − ξ

(2)
0

)
B⋆

]µνρσ
t(2)
ρσ

= t(1)
µν

[
P⋆(ξ(1)) − P⋆(ξ(2))

]µνρσ
t(2)
ρσ

= t(2)
µνP⋆(ξ(1))µνρσt(1)

ρσ − t(1)
µνP⋆(ξ(2))µνρσt(2)

ρσ

= t(2)
µνP(ξ(1))µνρσt(1)

ρσ − t(1)
µνP(ξ(2))µνρσt(2)

ρσ = 0 (3.52)

The second equality uses the definition of A⋆ and B⋆, the third equality uses the
symmetry of P⋆. The fourth equality follows from (3.51) which implies that t(1) is in
the kernel of PGF(ξ(1)) and similarly for t(2). The final equality follows from (3.18).

Assume that the ξ+
0 -group contains an eigenvalue ξ0 with Im(ξ0) ̸= 0 and corresponding

eigenvector v (belonging to V +). Since M(ξi) is real, it follows that ξ∗
0 is also an

4Note that we use ∗ to denote a complex conjugate, which is different from the label ⋆ on A⋆ etc.
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eigenvalue, with eigenvector v∗. We now set ξ(1)
0 = ξ∗

0 , v(1) = v∗, ξ(2)
0 = ξ0 and v(2) = v

to deduce from the above that
v†H+

⋆ v = 0 (3.53)

i.e. (v, v)+ = 0. But we have already seen that (, )+ is positive definite in V + and
so this equation implies that v = 0, a contradiction. Hence the eigenvalues in the
ξ+

0 -group are all real and similarly for the ξ−
0 group.

Finally we need to show that M(ξi) is diagonalizable. Note that we have already
constructed d eigenvectors in each of the spaces Ṽ ± and V̂ ±. So we just need to show
that M(ξi) is diagonalizable in V ±. To do this we need more information about the
elements of V ±. Note in particular that a general element of V ± is not an eigenvector,
unlike the case of GR.

Consider the left eigenvectors of M(ξi). The left eigenvalues of a matrix are the same as
its right eigenvalues. A simple calculation reveals that a left eigenvector with eigenvalue
ξ0 has the form

w = (sI , ξ0sI)
 B A

A 0

 (3.54)

where
sµνP (ξ)µνρσ = 0 (3.55)

A family of left eigenvectors with eigenvalue ξ̂±
0 is obtained by choosing

sµν = X(µξ̂
±
ν) (3.56)

Now, from the Jordan canonical form of M(ξi) it follows that a vector v = (tI , t′I) in
any of the spaces V +, V −, Ṽ + or Ṽ − must be orthogonal to these left eigenvectors in
the sense that

0 = wv = sµν
(
B + ξ̂±

0 A
)µνρσ

tρσ + sµνA
µνρσt′ρσ (3.57)

Since Xµ is arbitrary, this implies

0 = ξ̂±
ν

(
B + ξ̂±

0 A
)µνρσ

tρσ + ξ̂±
ν A

µνρσt′ρσ (3.58)

This expression has to hold for both sign choices ±. Note that it is quadratic in ξ̂±
0 .

We can eliminate (ξ̂±
0 )2 using the defining equation (3.31), to obtain

ξ̂±
0 R

µ + Sµ = 0 (3.59)
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where

Rµ = −2
(
ĝ00
)−1

ĝ0iξiA
µ0ρσtρσ +Bµ0ρσtρσ + ξiA

µiρσtρσ + Aµ0ρσt′ρσ (3.60)

and
Sµ = −

(
ĝ00
)−1

ĝijξiξjA
µ0ρσtρσ + ξiB

µiρσtρσ + ξiA
µiρσt′ρσ (3.61)

(Recall that ĝ00 ̸= 0 because our surfaces of constant x0 are spacelike w.r.t. gµν and
hence spacelike w.r.t. ĝµν .) Since ξ̂+

0 ̸= ξ̂−
0 , this implies that the vector (tI , t′I) must

obey
Rµ = Sµ = 0 (3.62)

We can simplify the expression for Rµ as follows. Equating coefficients of different
powers of ξ0 in (3.19) gives

Aµ0ρσ
⋆ = 0 ξiA

µiρσ
⋆ +Bµ0ρσ

⋆ = 0 ξiB
µiρσ
⋆ + Cµ0ρσ

⋆ = 0 ξiC
µiρσ
⋆ = 0 (3.63)

It follows that Rµ depends only on the gauge-fixing term PGF. A calculation now gives

Rµ = −1
2 ĝ

00gµβ
(
P̃β

iρσξitρσ + P̃β
0ρσt′ρσ

)
(3.64)

and so Rµ = 0 implies
P̃β

iρσξitρσ + P̃β
0ρσt′ρσ = 0 (3.65)

(As a check, note that this equation is satisfied by the eigenvectors in V ± and Ṽ ± since
these have t′ρσ = ξ0tρσ, where ξ0 is the eigenvalue and tµν satisfies (3.51).) Using this
result, one can show that the gauge-fixing terms cancel out in Sµ. However we will not
need to consider Sµ.

We have shown that any vector in V ± or Ṽ ± must satisfy (3.65). Consider now the
possibility thatM(ξi) is not diagonalizable in V +, which means that there is a non-trivial
Jordan block associated to an eigenvalue ξ0 belonging to the ξ+

0 group. This implies that
there is a vector w ∈ V + such that (M(ξi) − ξ0)2w = 0 but (M(ξi) − ξ0)w ≠ 0. Hence
(M(ξi) − ξ0)w is an eigenvector (in V +) with eigenvalue ξ0. Writing w = (uI , u′

I)T this
means

(M(ξi) − ξ0)
 u

u′

 =
 t

ξ0t

 (3.66)
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for some tµν satisfying the characteristic condition (3.18) and the defining condition of
case (i)

P̃α
γρσξγtρσ = 0 (3.67)

Writing out the components of (3.66) gives

u′
µν = ξ0uµν + tµν (3.68)

and
P(ξ)µνρσuρσ = −(2ξ0A+B)µνρσtρσ (3.69)

Since the vector (uI , u′
I) belongs to V +, it must satisfy the constraint (3.65). This

gives
P̃β

γρσξγuρσ + P̃β
0ρσtρσ = 0 (3.70)

Now write (3.69) as

P⋆(ξ)u = −PGF(ξ)u− (2ξ0AGF +BGF)t− (2ξ0A⋆ +B⋆)t. (3.71)

Using (3.70) and (3.67) we find that

− [PGF(ξ)u+ (2ξ0AGF +BGF)t]µν = P̂ δµν
α ξδP̃

αγρσξγuρσ + P̂ δµν
α ξδP̃

α0ρσtρσ

+P̂ 0µν
α P̃αγρσξγtρσ

= P̂ 0µν
α P̃αγρσξγtρσ = 0, (3.72)

i.e. the gauge-fixing terms all cancel on the RHS of (3.71), leaving

P⋆(ξ)µνρσuρσ = −(2ξ0A⋆ +B⋆)µνρσtρσ. (3.73)

Now contract this equation with t∗µν (the complex conjugate of tµν). Since P⋆ is
symmetric we can write the LHS as uP⋆(ξ)t∗ and this vanishes because P⋆(ξ)t∗ =
(P⋆(ξ)t)∗ = (P (ξ)t)∗ = 0 using the fact that t satisfies (3.67). So we are left with

0 = t∗µν(2ξ0A⋆ +B⋆)µνρσtρσ = (v, v)+ (3.74)

where v = (tI , ξ0tI) is the eigenvector. But we showed earlier that (, )+ is positive
definite. So we must have v = 0, which is a contradiction. Hence our assumption that
there exists a non-trivial Jordan block must be false. Therefore M(ξi) must be diago-
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nalizable within V +. A similar argument demonstrates that M(ξi) is diagonalizable
within V −.

We have now proved that M(ξi) is diagonalizable with real eigenvalues. Since M(ξi) is
real, this implies that we can choose the eigenvectors to be real. Our final task is to
construct a symmetrizer. Note that the eigenvalues associated to V ± are generically
distinct and have non-trivial dependence on the Riemann tensor and ξi [59]. However,
as ξi is varied, the eigenvalues might cross and if this happens then the eigenvectors
might not be smooth functions of ξi [94]. This means that the standard choice of a
symmetrizer in the subspaces V ± might not be smooth in ξi, so the definition of strong
hyperbolicity would not be satisfied. However, one can easily overcome this difficulty.
Given two eigenvectors v(1) and v(2) in V ± with respective eigenvalues ξ(1)

0 and ξ(2)
0 we

have
v(1)T

(
MTH±

⋆ −H±
⋆ M

)
v(2) =

(
ξ

(1)
0 − ξ

(2)
0

)
v(1)TH±

⋆ v
(2) = 0 (3.75)

where the final equality is (3.52). Since the eigenvectors form a basis for V ±, it follows
that H±

⋆ is a symmetrizer for M(ξi) within V ±. Crucially, H±
⋆ depends smoothly on ξi.

We now construct a symmetrizer for M(ξi) within V as a block diagonal matrix where
the blocks associated to Ṽ ± and V̂ ± are constructed from the (smooth) eigenvectors in
the usual way, and the blocks associated to V ± are equal to H±

⋆ . More explicitly, let
{v±

1 , ..., v
±
d(d−3)/2} be a smooth basis for V ± and let {ṽ±

1 , ..., ṽ
±
d } and {v̂±

1 , ..., v̂
±
d } denote

the smooth eigenvectors (constructed above) in Ṽ ± and V̂ ± respectively. Furthermore,
let S be the matrix whose columns are these (real) basis vectors. Then M(ξi) can be
written as

M(ξi) = S



Ξ+ 0 0 0 0 0
0 ξ̃+

0 Id 0 0 0 0
0 0 ξ̂+

0 Id 0 0 0
0 0 0 Ξ− 0 0
0 0 0 0 ξ̃−

0 Id 0
0 0 0 0 0 ξ̂−

0 Id


S−1 (3.76)
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where Ξ± are d(d− 3)/2 × d(d− 3)/2 matrices and Id is the d× d unit matrix. Our
proposal for the symmetrizer can also be written in a decomposed form as

K(ξi) =
(
S−1

)T


H+
⋆ 0 0 0 0 0

0 Id 0 0 0 0
0 0 Id 0 0 0
0 0 0 H−

⋆ 0 0
0 0 0 0 Id 0
0 0 0 0 0 Id


S−1 (3.77)

where H±
⋆ are the d(d − 3)/2 × d(d − 3)/2 matrices whose elements are (Â, B̂ =

1, 2, ..., d(d− 3)/2) (
H±
⋆

)
ÂB̂

=
(
v±
Â

)T
H±
⋆ v

±
B̂

(3.78)

The matrix given by (3.77) then clearly satisfies (3.17) and therefore it is indeed a
symmetrizer. Moreover, as explained above, it depends smoothly on ξi. This concludes
the proof of strong hyperbolicity.

3.4 Horndeski theories

In this section, we will analyze the hyperbolicity of the equations of motion of weakly
coupled Horndeski theories in modified harmonic gauge. Our discussion uses similar
ideas to the Lovelock case so to avoid repetition, we will merely point out the differences.

3.4.1 Principal symbol

The action for a general Horndeski theory is given by (1.9). As mentioned, we could
absorb the terms in L1 into other terms; the reason we do not do this is that we want
to regard a weakly coupled Horndeski theory as a small deformation of GR.

Variation of (1.9) w.r.t. the metric and scalar field yields the equations of motion

Eµν ≡ −16πG 1√
−g

δS

δgµν
= 0, Eϕ ≡ −16πG 1√

−g
δS

δϕ
= 0 (3.79)

The explicit form of these equations for the most general Horndeski theory can be
found in e.g. Appendix A of [61].

Our modified harmonic gauge equations of motion are defined in exactly the same
way as in GR and for Lovelock theories. We introduce the two auxiliary (inverse)
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metrics g̃µν and ĝµν satisfying the same conditions as in section 3.2.1. The gravitational
equation of motion is modified as in equation (3.5) and the scalar equation is left
unchanged, so the equations of motion are

Eµν
mhg ≡ Eµν + P̂α

βµν∂βH
α = 0 (3.80)

and
Eϕ = 0. (3.81)

Initial data for Horndeski theories consists of a quintuple (Σ, hµν , Kµν ,Φ,Ψ) where hµν
and Kµν correspond to the induced metric and extrinsic curvature tensor of Σ, and Φ,
Ψ to the values of ϕ and its normal derivative on Σ. The equations Eµνnν = 0 contain
no second time derivatives of ϕ and g so they are constraint equations that the initial
data must satisfy.

The diffeomorphism invariance of the action implies that, for any gµν and ϕ, we have
the generalized Bianchi identity

∇µEµν − Eϕ∇νϕ = 0. (3.82)

Since there are no gauge fixing terms in the scalar equation of motion, this identity
implies that the equation describing the propagation of the gauge condition Hµ remains
the same as in GR, i.e., the deformed harmonic gauge equations of motion implies
that Hµ satisfies (3.8). Thus if Hµ and its normal derivative vanish on Σ then Hµ will
vanish throughout D̂(Σ), as in section 3.2.2.

To construct initial data for (3.80), (3.81) we proceed as in section 3.2.2, writing the
metric in terms of the lapse and shift to ensure that the surface x0 = 0 is spacelike
w.r.t. gµν . The time derivative of the lapse and shift are chosen to ensure that Hµ = 0
at x0 = 0 and the constraint equations then imply that the derivative of Hµ vanishes
at x0 = 0 as in section 3.2.2. Hence Hµ vanishes throughout D̂(Σ) and so the resulting
solution of (3.80) and (3.81) is also a solution of the original Horndeski equations of
motion in D̂(Σ) and hence also in D(Σ).

A general Horndeski theory is not quasilinear. We define the principal symbol by
varying the equation of motion w.r.t. the second derivatives of the fields, as explained
in section 1.2. The principal symbol acts on a vector of the form TI ≡ (tµν , ψ)T where
tµν is symmetric. The space of such vectors is 11-dimensional so indices I, J, . . . take
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values from 1 to 11. We label the different blocks of the principal symbol as follows:

P(ξ)IJ = PIJγδξγξδ =
 Pgg(ξ)µνρσ Pgϕ(ξ)µν

Pϕg(ξ)ρσ Pϕϕ(ξ)

 . (3.83)

In other words:

P(ξ)IJTJ =
 Pgg(ξ)µνρσtρσ + Pgϕ(ξ)µνψ

Pϕg(ξ)ρσtρσ + Pϕϕ(ξ)ψ

 . (3.84)

We decompose the principal symbol as in (3.9) into a part P⋆ coming from (3.79) and
a part PGF coming from the gauge fixing term. The former can be written

P⋆(ξ)IJ =
 Pgg⋆(ξ)µνρσ Pgϕ⋆(ξ)µν

Pϕg⋆(ξ)ρσ Pϕϕ⋆(ξ)

 . (3.85)

where the 11×11 matrix P⋆(ξ)IJ is symmetric because the equations of motion (without
gauge-fixing) are obtained from an action [60]. In particular we have

Pgϕ⋆(ξ)µν = Pϕg⋆(ξ)µν (3.86)

The contribution of the gauge-fixing term to the principal symbol is

PGF(ξ)IJ =
 −P̂αγµνξγgαβP̃βδρσξδ 0

0 0

 (3.87)

It is useful to split P⋆ into the sum of two terms corresponding to the contributions
from the Einstein-scalar field Lagrangian L1 and the Horndeski terms Li with i ≥ 2
respectively:

P⋆(ξ)IJ = PEsf
⋆ (ξ)IJ + δP⋆(ξ)IJ (3.88)

where the Einstein-scalar-field part is

PEsf
⋆ (ξ)IJ =

 −1
2g

γδξγξδP
µνρσ + Pα

γµνξγg
αβPβ

δρσξδ 0
0 −gγδξγξδ

 . (3.89)

The form of the Horndeski terms δP⋆(ξ)IJ can be found in Appendix B of [61]. As
in the case of Lovelock theories, we define "weak coupling" to mean that δP⋆(ξ)IJ is
small compared to PEsf

⋆ (ξ)IJ . This will be the case if the Riemann tensor and first and
second derivatives of the scalar field are small compared to any length scales defined
by the (dimensionful) Horndeski coupling functions Gi(ϕ,X) and their derivatives
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w.r.t. X. As in the Lovelock case, if the initial data is chosen so that the theory is
weakly coupled initially then, by continuity, the resulting solution will remain weakly
coupled at least for a small time. But the theory may become strongly coupled over a
longer time, in which case even weak hyperbolicity of the equations of motion may fail
[60, 62–64].

The equations of motion of a generic Horndeski theory are not quasilinear but they
have the same special structure as Lovelock theories, i.e., in any chart, they are linear
in second derivatives w.r.t. any given coordinate5, and this property is not affected by
the gauge fixing term. Hence, in a chart xµ = (x0, xi), the modified harmonic gauge
equation of motion can be written as

AIJ(x, u, ∂µu, ∂0∂iu, ∂i∂ju)∂2
0uJ = F I(x, u, ∂µu, ∂0∂iu, ∂i∂ju) (3.90)

with uI = (gµν , ϕ) and AIJ is defined in terms of PIJ as in (3.15). So the equations are
linear in the second time derivatives of the fields. In Einstein-scalar-field theory, the
matrix AIJ is invertible on surfaces of constant x0 provided such surfaces are spacelike,
i.e., spacelike surfaces are non-characteristic. By continuity, a spacelike hypersurface
remain non-characteristic for a sufficiently weakly coupled Horndeski theory. Therefore,
if we can show that the system (3.80)-(3.81) is strongly hyperbolic then the results
reviewed in section 1.2 will apply and local well-posedness of the initial value problem
for weakly coupled Horndeski theories would be established.

3.4.2 Proof of strong hyperbolicity

Using a coordinate system xµ = (x0, xi), the 11×11 matrices AIJ , BIJ , CIJ are defined
by (3.15). To analyze the hyperbolicity of the equations of motion (3.80)-(3.81), we
must study the eigenvalue problem of the 22 × 22 matrix M(ξi) defined by equation
(3.16), where ξi is a real covector with unit norm w.r.t. an arbitrary smooth (inverse)
Riemannian metric Gij defined on surfaces of constant x0. This matrix acts on the
22-dimensional vector space V of complex vectors of the form v = (TI , T ′

I)T with
TI = (tµν , ψ)T , T ′

I = (t′µν , ψ′)T . An eigenvector corresponding to an eigenvalue ξ0 has
5This can be seen from the equations of motion written out in Appendix A of Ref. [61]. Second

derivatives w.r.t. xα appear only in the Riemann tensor component Rαµαν (or components related by
antisymmetry) and in ∇α∇αϕ. Non-quasilinear terms all have antisymmetrizations which prevent
two indices ci (in the equations of [61]) being equal to α and hence products of second derivative w.r.t.
xα do not appear.
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the form (TI , ξ0TI)T where TI satisfies

P(ξ)IJTJ = 0 (3.91)

with ξµ = (ξ0, ξi), i.e., ξµ is characteristic with associated "polarization" TI .

We start by considering Einstein-scalar field theory. If ξ0 is an eigenvalue for vacuum
GR, with eigenvector (tµν , ξ0tµν)T then ξ0 is also an eigenvalue for Einstein-scalar-field
theory with eigenvector (TI , ξ0TI)T where TI = (tµν , 0)T (i.e. TI has ψ = 0). This gives
us "pure gauge" eigenvalues ξ̃±

0 and "gauge-condition violating" eigenvalues ξ̂±
0 , each

with 4 eigenvectors, and "physical" eigenvalues ξ±
0 , each with 2 eigenvectors. A further

physical eigenvector with eigenvalue ξ±
0 is obtained by setting tµν = 0 and ψ = 1. Thus

for each physical eigenvalue ξ±
0 there are 3 eigenvectors, corresponding to 2 graviton

polarizations and 1 scalar field polarization. The eigenvalues are all real, the total
number of eigenvectors is 22, and the eigenvectors depend smoothly on ξi. Hence
our modified harmonic gauge formulation of Einstein-scalar field theory is strongly
hyperbolic.

Now we consider a weakly coupled Horndeski theory. Just as for a weakly coupled
Lovelock theory, continuity of the eigenvalues implies that the eigenvalues of M(ξi) for
weakly coupled Horndeski theories can be split into 6 groups. The decomposition

V = V + ⊕ Ṽ + ⊕ V̂ + ⊕ V − ⊕ Ṽ − ⊕ V̂ − (3.92)

into total generalized eigenspaces and the definition of the corresponding projection
matrices (3.46) (that depend smoothly on ξi, the background fields and the Horndeski
couplings) is the same as for the Lovelock case. The counting of eigenvectors for
Einstein-scalar field theory implies that the spaces Ṽ ± and V̂ ± are 4-dimensional
whereas V ± are 3-dimensional.

Analogously to equation (3.19), diffeomorphism invariance of the action implies that
[60]

Pgg⋆(ξ)µνρσξν = 0, Pgϕ⋆(ξ)µνξν = 0. (3.93)

The characteristic equation is (3.91). Writing the LHS as in (3.84), taking the con-
traction of the first row with ξν , and using (3.93), we obtain equation (3.20). Hence
the analysis splits into case (i) and case (ii) just as for vacuum GR and for Lovelock
theories. For Einstein-scalar field theory we can split case (i) into subcases (ia) and
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(ib), as in GR, where the physical eigenvectors with tµν = 0 are included in subcase
(ib).

In Einstein-scalar field theory, subcase (ia) gives the "pure gauge" eigenvectors with
eigenvalues ξ̃±

0 and TI = (ξ̃±
(µXν), 0)T for any Xν . These are also eigenvectors for a

Horndeski theory, with the same (real) eigenvalues ξ̃±
0 . So the spaces Ṽ ± are genuine

eigenspaces spanned by these eigenvectors. In Einstein-scalar field theory, subcase (ib)
gives the "physical" eigenvectors with eigenvalues ξ±

0 . We will discuss the Horndeski
generalization of these below.

Case (ii) is defined by (3.31), so the (real) eigenvalues are ξ̂±
0 as in Einstein-scalar field

theory. The corresponding "gauge condition violating" eigenvectors can be constructed
similarly to the Lovelock case. One can introduce a smooth orthonormal (w.r.t. gµν)
basis adapted to ξ̂±

µ (see the paragraphs above (3.32)) with indices A,B . . . labelling
directions orthogonal to ξ̂±

µ , which is spacelike w.r.t. gµν . Equation (3.93) implies that
the only non-vanishing components of Pgg⋆(ξ̂±)µνρσ and Pgϕ⋆(ξ̂±)µν are the ABCD and
AB components respectively.

We then fix a vector vµ and consider the equation Pgg⋆(ξ̂±)ABCD Pgϕ⋆(ξ̂±)AB

Pϕg⋆(ξ̂±)CD Pϕϕ⋆(ξ̂±)

 tCD

ψ

 =
 P̂α

βAB ξ̂±
β v

α

0

 (3.94)

We will show that the matrix on the LHS is invertible in a weakly coupled Horndeski
theory. Consider first the case of Einstein-scalar field theory. In this case, the matrix
on the LHS is block diagonal and (sAB, χ) belongs to the kernel iff

Pgg⋆(ξ̂±)ABCDsCD = 0
gγδ ξ̂±

γ ξ̂
±
δ χ = 0. (3.95)

Since gγδ ξ̂±
γ ξ̂

±
δ ̸= 0, we have χ = 0 and the argument used in the vacuum GR case

establishes that sAB = 0, so the kernel is trivial in Einstein-scalar field theory. Thus
the matrix on the LHS of (3.94) has non-vanishing determinant in Einstein-scalar field
theory. By continuity, its determinant must be non-zero for a weakly coupled Horndeski
theory. Hence this matrix is invertible. So, for each vµ, this equation uniquely defines
(tAB(v), ψ(v)). This will depend smoothly on vµ. It also depends smoothly on ξi

because the matrix on the LHS, and the RHS of (3.94) depend smoothly on ξi.
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The rest of the argument proceeds as in GR: define Xµ(v) as in (3.39) and tµν(v) as
in (3.40). Let TI(v) = (tµν(v), ψ(v))T . We then have PIJ(ξ̂±)TJ(v) = 0. Thus for
each vµ we have constructed an eigenvector. Letting vµ run over a basis of 4 linearly
independent vectors gives us 4 linearly independent eigenvectors. Thus we have proved
that V̂ ± are genuine eigenspaces. The eigenvectors depend smoothly on ξi.

It remains to show that the physical spaces V ± are genuine eigenspaces. Following
the argument we used for Lovelock theories, we define the matrix H⋆ by equation
(3.47) and the corresponding Hermitian form on V ± by (3.48). In Einstein-scalar field
theory, V ± are genuine eigenspaces (this is subcase (ib)) and we can use the null basis
introduced above equation (3.28) to show that this Hermitian form is

(v(1), v(2))± = ∓ξ±0
(
t
(1)∗
îĵ

t
(2)
îĵ

+ 2ψ∗ψ
)
. (3.96)

This is positive definite. By continuity, it remains positive definite for a weakly coupled
Horndeski theory. Hence we have shown that our Hermitian form defines an inner
product on V ±.

Just as for a Lovelock theory, the defining equation of case (i), i.e. (3.51), and the
symmetry of P⋆ imply the identity

(
ξ

(1)
0 − ξ

(2)
0

)
v(1)TH+

⋆ v
(2) = 0 (3.97)

(c.f. (3.52)) for two eigenvectors v(1) = (T (1), ξ
(1)
0 T (1))T and v(2) = (T (2), ξ

(2)
0 T (2))T

belonging to V ± with respective eigenvalues ξ(1)
0 and ξ(2)

0 . We then follow the argument
used for Lovelock theory to conclude that positive definiteness of the inner product
on V ± ensures that the eigenvalues in the ξ±

0 -groups are real, as in a weakly coupled
Lovelock theory.

The final step is to show that M(ξi) is diagonalizable on V ±. Again we follow the
argument used for Lovelock theories and consider the left eigenvectors of M(ξi).
The left eigenvectors corresponding to the eigenvalue ξ̂±

0 have the form (3.54) where
sI = (ξ̂±

(µXν), 0)T , for arbitrary Xµ. From the Jordan decomposition of M(ξi), the
subspaces V +, V −, Ṽ + and Ṽ − must be orthogonal to these eigenvectors for any Xµ

and both choices of sign in ξ̂±
µ . For v = (TI , T ′

I)T in one of these subspaces, this implies
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that6

Rµ ≡ −2
(
ĝ00
)−1

ĝ0iξiA
µ0JTJ +Bµ0JTJ + ξiA

µiJTJ + Aµ0JT ′
J = 0 (3.98)

and
Sµ ≡ −

(
ĝ00
)−1

ĝijξiξjA
µ0JTJ + ξiB

µiJTJ + ξiA
µiJT ′

J = 0 (3.99)

Similarly to the Lovelock case, writing out equation (3.93) in terms of the coefficients
AIJ⋆ , BIJ

⋆ and CIJ
⋆ gives

Aµ0I
⋆ = 0 ξiA

µiI
⋆ +Bµ0I

⋆ = 0 ξiB
µiI
⋆ + Cµ0I

⋆ = 0 ξiC
µiI
⋆ = 0 (3.100)

This implies that Rµ depends only on the principal symbol of the gauge-fixing terms,
given in (3.87). Writing TI = (tµν , ψ)T and T ′

I = (t′µν , ψ′)T , the expression for Rµ

reduces to
Rµ = −1

2 ĝ
00gµβ

(
P̃β

iρσξitρσ + P̃β
0ρσt′ρσ

)
. (3.101)

Therefore any vector in V ± (or Ṽ ±) must satisfy

P̃β
iρσξitρσ + P̃β

0ρσt′ρσ = 0. (3.102)

The proof of the diagonalizability of M(ξi) in V ± is the same as for a weakly coupled
Lovelock theory. Assume that there exists a non-trivial Jordan block in V + with
corresponding eigenvalue ξ0. Then there must be a vector w ≡ (UI , U ′

I)T ∈ V + such
that (M(ξi) − ξ0)w ̸= 0 is an eigenvector v ≡ (TI , ξ0TI) ∈ V + with eigenvalue ξ0. This
is equivalent to the equations

U ′
I = ξ0UI + TI (3.103)

and
P(ξ)IJUJ = −(2ξ0A+B)IJTJ . (3.104)

where TI satisfies (3.91) and if we write TI = (tµν , ψ) then tµν satisfies (3.21) (the
defining condition of case (i)).

Decomposing (3.104) into the contributions of P⋆ and PGF as in (3.71), it can be shown
that the gauge fixing terms cancel each other out. To see this, we note that the vector
w ≡ (UI , U ′

I) lies in V + so it is subject to the constraint (3.102). Since the only nonzero
6Recall that indices I, J, . . . label vectors of the form TI = (tµν , ψ)T where tµν is symmetric. Aµ0J

means the I = (µ0) component of AIJ , i.e., the component corresponding to tµ0.
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components of PGF are PGF(ξ)µνρσ, a calculation identical to (3.72) establishes

PGF(ξ)IJUJ = −(2ξ0AGF +BGF)IJTJ . (3.105)

Contraction of the remaining terms in (3.104) with T ∗
I gives

T ∗
I P⋆(ξ)IJUJ = −T ∗

I (2ξ0A⋆ +B⋆)IJTJ = (v, v)+. (3.106)

The symmetry of P⋆ implies that the LHS can be written as UP⋆T
∗ = U(P⋆T )∗, which

vanishes because P⋆T = PT = 0 using the fact that tµν obeys (3.21) and TI obeys
(3.91). Since the inner product on the RHS of (3.106) is positive definite, it follows
that v = 0, which is a contradiction. Hence, M(ξi) does not admit a non-trivial Jordan
block in V +, i.e., M(ξi) is diagonalizable in V +. The diagonalizability of M(ξi) in V −

follows similarly.

Since M(ξi) has a basis of eigenvectors on the spaces V ±, it follows from the identity
(3.97) that H⋆ is a symmetrizer on V ±. The definition of H⋆ shows that this symmetrizer
is a smooth function of ξi (even if the eigenvectors are not7). A symmetrizer on V

is now constructed from the (smooth) eigenvectors on Ṽ ± and V̂ ± and the (smooth)
inner product H⋆ on V ±, just as for a weakly coupled Lovelock theory.

This concludes the proof of strong hyperbolicity for weakly coupled Horndeski theories.

3.5 Discussion

3.5.1 Application to numerical relativity

Our modified harmonic gauge equations of motion involve two auxiliary Lorentzian
inverse metrics g̃µν and ĝµν as well as the physical inverse metric gµν . The only
conditions that we have imposed on these inverse metrics is that their causal cones
should form a nested set as in Fig. 3.1. Our reasons for imposing these restrictions on
the null cones are threefold: (i) we can ensure that our initial surface is spacelike w.r.t.
all three metrics simultaneously; (ii) our proof of strong hyperbolicity of the gauge
fixed equations requires that the null cones of the three metrics do not intersect; (iii)
in GR our assumption that gµν has the innermost null cone (in the cotangent space),
and hence gµν has the outermost null cone (in the tangent space), implies that the

7As for a Lovelock theory, the physical eigenvectors may exhibit non-smoothness as a function of
ξi at values of ξi for which two or more physical eigenvalues are degenerate.
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causal properties of the gauge fixed equations of motion are determined by the physical
metric rather than either of the auxiliary metrics.

Clearly there is considerable freedom in how we choose these metrics. A method that
might be useful in numerical applications is as follows. Let nµ be a unit (w.r.t. gµν)
normal to surfaces of constant x0. We now choose

g̃µν = gµν − anµnν ĝµν = gµν − bnµnν . (3.107)

Our assumptions about the causal cones of the three metrics require that the functions
a(x) and b(x) satisfy

0 < a(x) < b(x) or 0 < b(x) < a(x). (3.108)

This ensures that the null cones are nested either as in Fig. 3.1 or as in Fig. 3.1 with
the null cones of g̃µν and ĝµν interchanged. The simplest possibility would be to choose
a and b to be constants satisfying the above inequalities.

Although requirement (iii) is natural, it may not be essential for numerical relativity
simulations. If one is willing to give up (iii) then the ordering of the causal cones in
Fig. 3.1 can be changed. If we interchange the null cones of gµν and g̃µν in Fig. 3.1
then we have the alternative condition

− 1 < a(x) < 0 < b(x) (3.109)

where the lower bound arises from the requirement that g̃µν is Lorentzian. In this
case, causal properties of the gauge-fixed equation of motion will be determined by the
unphysical metric g̃µν , and we need to choose the initial lapse and shift to ensure that
the initial surface is spacelike w.r.t. g̃µν .

For a Lovelock or Horndeski theory, strong hyperbolicity requires that the physical
characteristics do not intersect the null cones of g̃µν and ĝµν , which will be the case at
sufficiently weak coupling for any a, b satisfying (3.108) or (3.109). For stronger fields,
one would not want a failure of strong hyperbolicity to arise simply from having chosen
the null cones of g̃µν and ĝµν too close to the null cone of gµν , so a, b should not be too
close to zero. This should ensure that a failure of strong hyperbolicity (for stronger
fields) arises from the behaviour of the physical degrees of freedom of the theory, rather
than from the gauge fixing procedure. In a numerical simulation, one could check this
by adjusting a, b to see whether this extends the time for which the simulation runs.
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Our formulation may have some advantages even for conventional GR. In numerical
relativity, it might be possible to tailor the choice of g̃µν and ĝµν to one’s needs. For
example, consider the choice (3.107) with a = α/2 − 1 where α is the lapse function.
Note that (3.108) requires 2 < α < 4 whereas (3.109) allows 0 < α < 2. In this case,
the µ = 0 component of the modified harmonic gauge condition Hµ = 0 gives the
so-called 1 + log slicing condition (where βk is the shift vector, K is the trace of the
extrinsic curvature Kij = −1/2 Lnhij)

(∂t − βk∂k)α = −2Kα (3.110)

This is a popular choice of slicing due to its good singularity avoidance properties (see
e.g. [84] and the references therein).

As in conventional harmonic gauge, one has the option to introduce suitable source
functions F µ(x) and impose the generalized modified harmonic gauge condition

Hµ ≡ −g̃ρσΓµρσ − F µ(x) = 0. (3.111)

Finally, the growth of numerical errors may be dealt with in the usual way [89], i.e. by
adding lower order homogeneous gauge fixing terms so that the equation of motion for
the metric becomes

Eµν + P̂α
βµν∂βH

α − κ1 (nµHν + nνHµ + κ2 n
αHα g

µν) = 0 (3.112)

where the constants κ1, κ2 are chosen so that constraint violations are damped away
during the evolution.

3.5.2 Domain of dependence

In a Lovelock or Horndeski theory, the "physical" characteristic covectors (i.e. those
associated to V ±) are generically non-null w.r.t. gµν , with some of them spacelike and
others timelike. (Some explicit examples have been studied in [59].) This means that
causal properties of the theory are not determined by the null cone of gµν . We will now
discuss, in qualitative terms, the implications of this for the domain of dependence
properties of these theories. We assume that the causal cones of the three metrics are
related as in Fig. 3.1.

Let (M, g) be a spacetime satisfying the modified harmonic gauge Lovelock or Horndeski
equation(s) of motion and the weakly coupled assumption. Let Σ ⊂ M be an initial
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data surface, i.e., Σ is spacelike w.r.t. gµν and is therefore non-characteristic (for
sufficiently weak coupling, as explained above). Assume that the constraint equations
and the harmonic gauge condition are satisfied on Σ. Then, as explained above, gµν
will satisfy the original Lovelock/Horndeski equation(s) of motion in D̂(Σ) ⊂ M .

Now let Ω be a connected open subset of Σ. We define the domain of dependence
of Ω, denoted D(Ω), to be the region of spacetime in which the solution does not
change if we vary the initial data on Σ\Ω, keeping the data on Ω fixed. Strong
hyperbolicity guarantees local well-posedness, which ensures that the solution is unique
in a neighbourhood of Ω so D(Ω) is non-empty. We define the Cauchy horizon of Ω,
denoted H(Ω) to be the boundary of D(Ω) in M . This will have two components:
the future and past Cauchy horizons H±(Ω). We expect these to be the "innermost
ingoing" characteristic hypersurfaces of (3.42) emanating from, and tangential to, ∂Ω,
the boundary of Ω.8

In modified harmonic gauge GR (or Einstein-scalar field theory), there are three types
of characteristic surface, namely surfaces that are null w.r.t. one of the three inverse
metrics. The ordering of the null cones assumed in Fig. 3.1 implies that D(Ω) ⊂ D̂(Ω)
and D(Ω) ⊂ D̃(Ω), so it follows that the innermost ingoing characteristic hypersurface
is null w.r.t. gµν and so D(Ω) = D(Ω), the domain of dependence defined w.r.t. the
physical metric. So we have recovered the usual domain of dependence property of GR.

In a weakly coupled modified harmonic gauge Lovelock/Horndeski theory, a charac-
teristic surface is either null w.r.t. ĝµν or w.r.t. g̃µν or its normal covector is associ-
ated to an eigenvector belonging to the "physical" space V ±. Generically, we expect
N = (1/2)d(d− 3) distinct eigenvectors in each of V ± and so generically there will be
N "physical" ingoing characteristic surfaces emanating from ∂Ω. At weak coupling,
the covectors normal to these surfaces will be timelike w.r.t. ĝµν and g̃µν (since this is
the case in GR), which implies that these physical characteristic surfaces are spacelike
(i.e. "superluminal") w.r.t. ĝµν and g̃µν . Thus the Cauchy horizon of Ω will be one of
these physical characteristic surfaces rather than one of the unphysical characteristic
surfaces that is null w.r.t. ĝµν or g̃µν .

We expect that, generically, this innermost ingoing physical characteristic surface will
be spacelike also w.r.t. gµν (as for the examples in [59]). Thus generically we expect
the Cauchy horizon of Ω to be spacelike w.r.t. the physical metric gµν . It would be

8See Ref. [95] for results supporting this expectation for the case of a quasilinear strongly hyperbolic
system.
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interesting to study properties of this Cauchy horizon and the domain of dependence
D(Ω) in more detail.

Appendix 3.A Maxwell theory in modified Lorenz
gauge

In this section we will discuss the analogue of our new formulation of GR in the simpler
setting of Maxwell theory. The presentation follows closely our discussion of modified
harmonic gauge GR in section 3.2.

3.A.1 Equation of motion

The vacuum Maxwell equations for the (antisymmetric) electromagnetic field tensor
F µν on a globally hyperbolic (d dimensional) spacetime (M, g) are

Eµ = 0 (3.113)

with
Eµ ≡ ∇νF

µν (3.114)

and the Bianchi identity for F
∇[ρFµν] = 0 (3.115)

which implies that Fµν can be written (locally) as the exterior derivative of a potential
1-form A:

Fµν = ∇µAν − ∇νAµ. (3.116)

Let g̃µν be an (inverse) Lorentzian metric on M and let

H ≡ −g̃αβ∇βAα (3.117)

Our modified Lorenz gauge condition is then

H = 0. (3.118)

We introduce another (inverse) Lorentzian metric ĝµν to write the gauge-fixed Maxwell
equations as

Eµ
mLg = 0 (3.119)
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where Eµ
mLg is defined by

Eµ
mLg = Eµ + ĝµν∇νH. (3.120)

Now the gauge-fixed equations for Aµ can be written as

Eµ
mLg ≡ −gµνgρσ∇ρ∇σAν + gµρ∇ρ (gνσ∇σAν) − ĝµρ∇ρ (g̃νσ∇σAν) = 0 (3.121)

In conventional Lorenz gauge gµν = ĝµν = g̃µν and the second and third term in the
above equation cancel, leaving a simple wave equation for A. We assume that the null
cones of the three metrics are related as in Fig. 3.1.

3.A.2 Propagation of the gauge condition

To show that the gauge condition (3.118) is propagated we follow a standard argument
similar to the original Lorenz gauge case (and analogous to the harmonic gauge GR
case). We assume that we have a solution of (3.119) on M and consider the identity

∇µE
µ = ∇µ∇νF

µν = 0 (3.122)

that is a consequence of the antisymmetry of F µν . Using this we have

0 = ∇µE
µ
mLg = ĝµν∇µ∇νH + (∇µĝ

µν) ∇νH (3.123)

which is a homogeneous linear wave equation for H.

Given initial data specified on a surface Σ spacelike w.r.t. gµν and hence also w.r.t. ĝµν

and g̃µν , one can impose the gauge condition H = 0 initially and then the constraint
equation nµE

µ = 0 (where nµ is normal to the hypersurface) implies that n · ∂H = 0
initially. Hence, by well-posedness of (3.123), H vanishes throughout D̂(Σ) and
therefore also throughout D(Σ) ⊂ D̂(Σ). So any solution of (3.119) arising from initial
data satisfying the constraint equation and the gauge condition will also satisfy Eµ = 0
in D(Σ).

3.A.3 Strong hyperbolicity

The principal symbol of (3.119) acting on a covector tµ is given by

P(ξ)µνtν = P⋆(ξ)µνtν + PGF(ξ)µνtν (3.124)
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with
P⋆(ξ)µνtν = −gµνgγδξγξδtν + gµγgνδξγξδtν (3.125)

and
PGF(ξ)µνtν = −ĝµγ g̃νδξγξδtν (3.126)

As for GR, our task is to show that M(ξi) has real eigenvalues and possesses a complete
set of eigenvectors with smooth dependence on the unit vector ξi. This boils down to
studying the characteristic equation

P (ξ)µνtν = 0. (3.127)

In analogy with the GR case, for any ξµ, we have

ξµP⋆(ξ)µν = 0. (3.128)

Therefore, by considering

0 = ξµP(ξ)µνtν = ξµPGF(ξ)µνtν = (ĝµγξµξγ)
(
g̃νδξδtν

)
(3.129)

we find that at least one of the following two cases must hold: (i) g̃νδξδtν = 0 or (ii)
ĝµγξµξγ = 0.

The physical interpretation of case (i) is a high-frequency wave with polarization tµ

and wave vector ξµ that satisfies the modified Lorenz gauge condition. Case (i) can
be split into two subcases: characteristics falling into this category must have either
(ia) gµνξµξν ̸= 0 or (ib) gµνξµξν = 0. An argument very similar to the one presented
in the GR case reveals that characteristics in subcase (ia) satisfy g̃µνξµξν = 0 which
has two real solutions for ξ0 depending smoothly on ξi. Adopting the notation used in
section 3.2.3, we shall denote these solutions by ξ̃±

0 . The corresponding polarizations
are t±µ = ξ±

µ ≡ (ξ̃±
0 , ξi); these are "pure gauge" vectors associated to the residual gauge

freedom in (3.118). On the other hand, the modes of subcase (ib) have eigenvalues ξ±
0

(obtained by solving gµνξµξν = 0 for ξ0). The only requirement on the corresponding
eigenvectors is that they be orthogonal to ξ±

µ = (ξ±
0 , ξi) in both g̃µν and gµν . Hence

there are d− 2 linearly independent eigenvectors in this subclass (for each sign choice
in ξ±

0 ). These can be interpreted as the physical photon polarizations. Finally, case (ii)
contains the "gauge condition violating" modes whose characteristic covectors denoted
by ξ̂±

µ = (ξ̂±
µ , ξi) are null w.r.t. ĝµν . For each of these covectors there is only one

corresponding eigenvector that can be found by following a similar strategy as in the
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GR case. In summary, we find that M(ξi) has 2d real eigenvalues and a complete set
of smooth and real eigenvectors which guarantees that (3.119) is strongly hyperbolic.

Strong hyperbolicity of our modified harmonic gauge formulation of GR is robust
against deformation of the theory into a weakly coupled Lovelock or Horndeski theory.
Similary, strong hyperbolicity of the above formulation of Maxwell theory should be
robust against the inclusion of small nonlinear terms, i.e., a weakly coupled theory
of nonlinear electromagnetism (with second order equations of motion). The initial
value problem for such theories has been studied by writing the equations of motion
as a first order system for the field strength tensor Fµν . This system is symmetric
hyperbolic under certain conditions [96]. Our modified Lorenz gauge would provide an
alternative well-posed formulation of such theories, with equations written in terms of
the potential Aµ instead of the field strength.



Chapter 4

On the construction of
asymptotically flat initial data in
scalar-tensor effective field theory

The contents of this chapter are based on original research [97] submitted to Physical
Review D.

4.1 Introduction

To explore the dynamics of effective theories of gravity that modify GR, it is important
to consider another requirement related to the Cauchy problem: the possibility to
construct initial data that gives a good approximation of a realistic astrophysical system
when evolved in time. Similarly to the initial value problem, this is a mathematical
consistency problem that is also relevant for numerical simulations. In this chapter, we
investigate this problem in 4∂ST theories (1.5).

In general relativity, the initial data is subject to constraint equations obtained as
follows. Let Σ be a spacelike hypersurface in a globally hyperbolic spacetime with
(future-directed) unit normal nµ and let γ be the induced metric on Σ. Then the
projections

HGR ≡ Gµνn
µnν = 0 and MGR

µ ≡ Gαβn
αγβµ = 0 (4.1)
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of Einstein’s equations, called the Hamiltonian and momentum constraints, contain no
second time derivatives of the metric. Similarly, in a 4∂ST theory (or more generally,
in a Horndeski or Lovelock theory), the projections

H ≡ Eµνn
µnν = 0 and Mµ ≡ Eαβn

αγβµ = 0 (4.2)

of the gravitational equation of motion (1.6) are constraint equations: they contain no
second time derivatives of the metric and the scalar field.

It should be noted that it is possible to perform numerical simulations in a 4∂ST theory
without a detailed knowledge of the properties of the 4∂ST constraint equations. The
dynamics of binary black hole systems in a shift symmetric 4∂ST theory was studied
numerically in a recent work of East and Ripley [70]. They focused on the theory
with V (ϕ) = f1(ϕ) = 0 and f2(ϕ) = λϕ (λ is a constant) which admits black hole
solutions with scalar hair. The initial data used in [70] is based on the observation
that the 4∂ST constraint equations (4.2) reduce to the Hamiltonian and momentum
constraints of vacuum general relativity provided that one chooses the initial values
of the scalar field and its time derivative to be zero on the entire initial data surface.
Hence one can use a general relativistic initial data for a binary black hole system
(with a trivial initial scalar field configuration) and evolve this data in time. With the
choice of couplings mentioned above, the black holes scalarize dynamically during the
evolution. Nevertheless, one may be interested in a more general class of solutions to
the constraint equations. For example, one may wish to construct initial data that is
closer to a binary system of scalarized black holes.

In general relativity there is a vast literature on the initial data problem (see e.g.
[84,90,98,99] and references therein). Most of the successful approaches, such as the
conformal transverse traceless (CTT) [100] or the conformal thin sandwich (CTS) [101]
method, are based on a conformal rescaling of certain variables. The main idea is that
the constraint equations form a system of elliptic partial differential equations (PDEs)
in some of these conformally rescaled variables, whereas other variables play the role of
freely specifiable sources ("free data"). Once a useful set of variables is identified, the
construction of initial data comes down to the following two steps. Firstly, it must be
demonstrated that under the right conditions (on the free data and the topology of the
initial slice) the elliptic equations yield a unique solution for the rest of the variables.1

1The failure of uniqueness is not necessarily a problem from a mathematical point of view, as long
as one can make a clear interpretation of what each solution represents. However, it might cause
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Secondly, the free data must be chosen such that it corresponds to an astrophysically
realistic system.

In this chapter, we address these two problems in the context of weakly coupled 4∂ST
theories. We apply the above mentioned two conformal methods to 4∂ST gravity and
rewrite the 4∂ST constraints in terms of the conformally rescaled variables. Since we
are mainly interested in isolated systems such as a binary black hole system, in this
chapter we shall study these elliptic equations on asymptotically Euclidean initial slices.
Although a general 4∂ST theory does not have as good conformal properties as GR,
the implicit function theorem (in Banach spaces) guarantees existence and uniqueness
of solutions to the conformally formulated 4∂ST constraints at weak coupling.

A special solution of the conformally formulated constraints of vacuum general relativity
is the Bowen-York initial data [103] (and its variations [104]) that is often used in
numerical relativity studies to construct approximate initial data for multiple boosted
and rotating black holes. The significance of the Bowen-York method is that it provides
a simple analytical solution to the momentum constraint and reduces the problem to
the numerical integration of the Hamiltonian constraint. We show that the Bowen-York
method can be generalized to 4∂ST theories. In this case, we find that the momentum
constraint can be solved exactly for the canonical momenta conjugate to the scalar field
ϕ and the spatial metric γij. This trick reduces the problem of solving the constraints
to solving the Hamiltonian constraint and a system of algebraic equations. The role
of the extra algebraic equations is to obtain the extrinsic curvature Kij = −1

2Lnγij

and the quantity Kϕ = −1
2Lnϕ from the canonical momenta. Once again, the implicit

function theorem implies that the resulting system of equation can be solved, at least
for small couplings. In numerical relativity applications, this system can be solved
iteratively in the couplings.

The chapter is organised as follows. In Section 4.2, we describe the conformal transverse
traceless method and extend it to 4∂ST theories. In more detail, section 4.2.1 contains
the definition of the conformal variables used throughout this paper and the derivation
of the CTT version of the constraint equations in general relativity. Next, in section
4.2.2, we review some mathematical definitions and theorems on the well-posedness of
the boundary value problem of the CTT system for asymptotically Euclidean initial
data slices. Section 4.2.3 reviews the Bowen-York initial data for general relativity
which is based on the CTT constraint equations. The rest of Section 4.2 details the

problems (failure of convergence) in numerical simulations (see e.g. the Summary and discussion
section of [102]).
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extension of the CTT method to 4∂ST theories. After providing the CTT constraint
equations for the scalar-tensor theory (1.5) in section 4.2.4, we state and prove a
theorem on the well-posedness of the corresponding boundary value problem. Finally,
we conclude the discussion of the CTT approach by presenting an extension of the
Bowen-York "puncture" data to 4∂ST theories.

Section 4.3 is concerned with the original conformal thin sandwich method. From a
mathematical point of view, this is very similar to the CTT approach. However, the CTS
method deserves a separate treatment due to its physical significance. After reviewing
the CTS equations that gives the basis of a popular way of initial data construction, we
state the corresponding existence and uniqueness theorems on asymptotically Euclidean
manifolds both in general relativity and in 4∂ST theories. The section is concluded
with some remarks on numerical relativity applications.

Sometimes, an extension of the original conformal thin sandwich method (dubbed
as XCTS) is used to find initial data in numerical studies [105]. The significance of
this method is that in general relativity it provides an elegant way to construct initial
data for a binary black hole spacetime in a corotating coordinate system such that
the black holes move along quasicircular orbits. However, the mathematical theory
of the extended CTS system is more complicated than in the case of the CTT or the
original CTS methods. In particular, it is known that this system fails to have a unique
solution for certain choices of the "free data". For this reason, we merely put forward a
proposal on how to adapt the extended CTS approach to 4∂ST theories and we only
briefly discuss the expected properties of the resulting system.

Appendices 4.A and 4.B contain some identities that may be helpful for performing
the 3 + 1 and conformal decompositions of the 4∂ST equations.

4.2 The conformal transverse traceless decomposi-
tion

4.2.1 Description of the method in general relativity

In this section, we review the conformal transverse traceless (CTT) approach introduced
by York [100] to construct an asymptotically flat initial data set. Let (M, g) be a
smooth, 4-dimensional, globally hyperbolic spacetime. An initial data set is a triple
(Σ, γij, Kij) where Σ is a smooth 3-dimensional spacelike submanifold of M , γij is
a Riemannian metric on Σ and Kij is the extrinsic curvature. If nµ denotes the
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(future-directed) unit normal to Σ then the extrinsic curvature is defined as

Kij = −1
2Lnγij (4.3)

We say that the initial data set is asymptotically flat if it satisfies the following three
requirements. First of all, there exists a compact subset S of Σ such that Σ\S is the
disjoint union of a finite number of open sets called ends, each of which is diffeomorphic
to the complement of a closed ball in R3. Secondly, in a suitable coordinate system
γij − δij and Kij approach zero at a suitable rate (made more precise in the next
subsection) as r ≡

√
xixi → ∞. Furthermore, we require that the initial data set

satisfies the constraint equations of the Einstein-matter equation (with the convention
16πG = 1)

Gµν = 1
2Tµν (4.4)

with some energy-momentum tensor Tµν : the Hamiltonian constraint

H ≡ 1
2
(
R[D] + γi1i2j1j2Ki1

j1Ki2
j2 − ϱ

)
= 0 (4.5)

and the momentum constraint

Mi ≡ γii1jj1D
jKi1

j1 − 1
2p

i = 0. (4.6)

In these equations, D is the covariant derivative associated with γ, R[D] is the
corresponding Ricci scalar, ϱ and pi are the energy and momentum densities of Tµν , i.e.

ϱ ≡ Tµνn
µnν , pi ≡ Tµνn

µγiν , (4.7)

and finally,
γi1...inj1...jn ≡ n!γi1[j1 . . . γ

in
jn] (4.8)

To construct an initial data set obeying the above conditions, we follow the recipe of
York and perform a conformal transformation on the metric γ, with conformal factor
ψ. The conformal metric will be denoted by γ̃:

γij = ψ4γ̃ij. (4.9)

The inverse of γ̃ij will be denoted by γ̃ij so that γ̃ij = ψ4γij. In particular, note that
γ̃ij ≠ γ̃klγ

ikγjl! Henceforth, indices of tensor fields whose notations contain a tilde will
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be raised and lowered with γ̃ij and γ̃ij, respectively. On the other hand, indices of
tensor fields denoted by letters without a tilde will be raised and lowered using γ.

It is useful to decompose Kij to a trace part and a traceless part as

Kij = ψ−2Ãij + 1
3Kγij (4.10)

with K ≡ γijKij . Using the new variables (ψ, γ̃, Ã,K), the Hamiltonian constraint can
be rewritten as

− 1
4ψ

5H ≡ γ̃klD̃kD̃lψ − 1
8ψR[D̃] − 1

12ψ
5K2 + 1

8ψ
−7ÃklÃ

kl + 1
8ψ

−3ϱ̃ = 0 (4.11)

This conformal version of the Hamiltonian constraint is called the Lichnerowicz equation.
One can also rewrite the momentum constraint using the new variables as

ψ10Mi ≡ D̃jÃ
ij − 2

3ψ
6γ̃ijD̃jK − 1

2 p̃
i = 0. (4.12)

Here, D̃ is the covariant derivative associated with γ̃, R[D̃] is the corresponding Ricci
scalar and we additionally introduced the conformally rescaled energy and momentum
density

ϱ̃ ≡ ψ8ϱ p̃i ≡ ψ10pi. (4.13)

There are two main reasons for choosing this particular scaling. The first one is a
mathematical reason: this scaling is well-suited for proofs of existence and uniqueness
of the constraint system. Secondly, it has some physical significance as well: if (ϱ̃, p̃i)
satisfies the dominant energy condition

ϱ̃ ≥
√
γ̃ij p̃ip̃j

then so does the physical energy and momentum densities, i.e.

ϱ ≥
√
γijpipj

If the matter source is a real scalar field then it is useful to define

Kϕ ≡ −1
2Lnϕ, K̃ϕ ≡ ψ6Kϕ (4.14)

in analogy with the extrinsic curvature. For a minimally coupled scalar field (theory
(1.5) with ϵ1, ϵ2 = 0), one can express the energy and momentum densities of the scalar
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field in terms of the conformal variables

ϱ = 1
2
(
4ψ−12K̃2

ϕ + ψ−4γ̃ij∂iϕ∂jϕ
)

+ V (ϕ) (4.15)

pi = 2ψ−10K̃ϕγ̃
ij∂iϕ (4.16)

We can see that in the expression for ϱ there are terms with different conformal scaling
and hence for a scalar field it is not necessarily beneficial to use the variable ϱ̃ of
equation (4.13). However, pi is York-scaled with

p̃i = 2K̃ϕγ̃
ij∂iϕ. (4.17)

To solve the momentum constraint, York proposed a decomposition of the conformal
extrinsic curvature Ãij to a longitudinal and transverse-traceless (TT) part

Ãij = ÃijTT + ÃijL (4.18)

To make it clear, the tracelessness and the transversality of ÃTT can be expressed as

γ̃ijÃ
ij
TT = 0 D̃iÃ

ij
TT = 0 (4.19)

As explained below, the longitudinal piece ÃL can be expressed as the action of the
conformal Killing operator L̃ on a vector field Y i, that is,

ÃijL = (L̃Y )ij ≡ D̃iY j + D̃jY i − 2
3 γ̃

ijD̃kY
k (4.20)

The existence and uniqueness of such a decomposition hinges on the existence and
uniqueness of the solution to the equation

∆̃LY
i = D̃jÃ

ij (4.21)

where the differential operator ∆̃L is called the conformal vector Laplacian and it can
be defined with its action on a vector field

∆̃LY
i ≡ D̃j(L̃Y )ij = D̃jD̃

jY i + 1
3D̃

iD̃jY
j + R̃i

jY
j. (4.22)

In terms of the variables (Y, γ̃, K̃), the momentum constraint is

∆̃LY
i − 2

3ψ
6γ̃ijD̃jK = 1

2 p̃
i (4.23)
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We can see that the advantage of the variables (ψ, γ̃, ÃTT, K, Y ) is that the Hamiltonian
and the momentum constraints take the form of a system of four elliptic partial
differential equations consisting of (4.11) and (4.23). These equations are to be solved
for the variables (ψ, Y ). The rest of the variables (γ̃, ÃTT, K) play the role of sources
to be chosen freely.

In general relativity, it has been demonstrated [90] that the above procedure actually
leads to a unique asymptotically flat initial data set for a suitable choice of (γ̃, ÃTT, K).
In the next subsection, we review some theorems (for both vacuum gravity and gravity
minimally coupled to a scalar field) containing conditions on the free data that guarantee
the existence of a unique solution for (ψ, Y ) with the desired regularity and asymptotic
fall-off.

4.2.2 Mathematical results in general relativity

We continue the discussion by stating some of the previous statements in a mathe-
matically more precise form (see e.g. [90] and references therein). We begin with a
brief discussion of weighted Sobolev spaces that capture the desired asymptotic fall-off
requirements. In this section, we consider initial data surfaces of n ≥ 3 dimensions.

Given coordinates xi on the initial slice Σ, let σ(x) ≡ (1 + |x|2)1/2 with |x| ≡
√
δijxixj

and let 1 ≤ p ≤ ∞, δ ∈ R, s ∈ N. Given a tensor field u of some given type on Σ, one
may define the weighted Sobolev norm

||u||p,s,δ ≡
∑

0≤|m|≤s
||σ|m|+δ(x)Dmu||Lp(Σ). (4.24)

Then we say that the weighted Sobolev space W p
s,δ(Σ) is the space of tensor fields on

Σ whose norm || · ||p,s,δ is finite. If Σ is a 3-manifold and a tensor field u on Σ is in
W p
s,δ(Σ), then it must fall off faster than r−δ−3/p as r → ∞ and similarly its derivatives

Dmu must fall off faster than r−δ−3/p−|m|. Hence, the role of the parameter δ is to
provide additional information on the the asymptotic behaviour of the tensor field.

Now we can define the notion of an asymptotically Euclidean manifold endowed with
a Riemannian metric in a certain weighted Sobolev class.

Definition 4.1. An n-dimensional manifold (M,γ) is said to be asymptotically Eu-
clidean of class W p

σ,ρ if
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(i) There exists a finite number of open sets {EI} called ends, a compact set S and
a set of diffeomorphisms {ΦI} such that Σ\S = ⋃

I
EI and ΦI maps each EI to a

complement of a closed ball in Rn.

(ii) In each end (Φ⋆
Iγ)ij − δij ∈ W p

σ,ρ with σ > n
p

and ρ > −n/p.

Requirement (ii) in the above definition captures the condition that (in asymptotically
Euclidean coordinate system) the components of the metric are γij = δij + O(r−λ) as
r → ∞ where λ is an arbitrary positive real number. This is a less restrictive condition
than the usual assumption of γij = δij + O(r−1). In the following lemma we collect
some of the useful properties of weighted Sobolev spaces [106,107].

Lemma 4.1. Properties of weighted Sobolev spaces.

(i) Let s > n
p

+ k. Then W p
s,δ(Rn) ⊂ Ck(Rn).

(ii) Pointwise multiplication satisfies W p
s1,δ1(Σ)×W p

s2,δ2(Σ) → W p
s3,δ3(Σ) provided that

s3 < s1 + s2 − n
p

and δ3 < δ1 + δ2 + n
p
.

Moreover, let p > 1, s > n
p
, 0 ≤ l ≤ s and define

W p
s,δ(1,Σ) =

{
f : Σ → R : f − 1 ∈ W p

s,δ(Σ)
}
. (4.25)

Then pointwise multiplication induces smooth maps

W p
s,δ(1,Σ) ×W p

s−l,δ+l(Σ) → W p
s−l,δ+l(Σ) (4.26)

W p
s,δ(1,Σ) ×W p

s−l,δ+l(1,Σ) → W p
s−l,δ+l(1,Σ) (4.27)

Part (i) of this lemma just tells us that a sufficiently weighted Sobolev-regular tensor
field are (k times) continuously differentiable. The rough version of the second part
of the lemma implies the following. Given a tensor field T which is expressed as a
contraction (pointwise multiplication) of several sufficiently regular tensor fields SA
(i.e. SA ∈ W p

sA,δA
(Σ) and sA is large enough). Then the weighted Sobolev regularity of

T is the same as that of the least regular factor SA.

Now let us turn to the actual discussion of the conformally formulated constraint
equations and state some previous results. We start with the momentum constraint.

Theorem 4.1. Let (Σ, γ) be a W p
s,δ asymptotically Euclidean manifold with p > n

2 ,
s > n

p
and −n

p
< δ < n− 2 − n

p
. Assume that we are given ÃTT ∈ W p

s−1,δ+1(Σ).
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(i) Consider the case of maximal slicing K ≡ 0. Then the constraints decouple and
the momentum constraint has a unique solution Y ∈ W p

s,δ(Σ).

(ii) Consider the case of nonzero K ∈ W p
s−1,δ+1(Σ) and suppose that we are given

ψ > 0, ψ ∈ W p
s,δ(1,Σ). Then the momentum constraint has a unique solution

Y ∈ W p
s,δ(Σ).

Next we turn to the Lichnerowicz equation which is highly nonlinear and therefore
more subtle. We specifically concentrate on the vacuum case and assume that Σ is
a maximal slice. Similar results hold when Σ has (nearly or exactly) constant mean
curvature. Before stating the theorem on the Lichnerowicz equation, we need to discuss
a topological condition on the initial data surface to ensure uniqueness.

Consider an n-dimensional asymptotically Euclidean manifold (Σ, γ) of class W p
s,δ(Σ).

We say that such a manifold is in the positive Yamabe class if the functional

Iγ[f ] ≡
∫

Σ
dnx

√
γ
[
γij∂if∂jf + 1

8R[D̃]f 2
]
> 0 (4.28)

is positive for every nontrivial function f of type W p
2,ρ(Σ) with ρ > −n

p
+ n

2 − 1.
Interestingly, the functional Iγ[f ] is conformally invariant in the sense that

Iγ[f ] = Iγ′ [f ′], γ′ = θ
4

n−2γ, f ′ = θ−1f (4.29)

Theorem 4.2. We make the following hypotheses.

(i) Let (Σ, γ̃) be an n-dimensional asymptotically Euclidean manifold of type W p
s,δ

with

p >
n

2 , s >
n

p
and − 1 + n

2 − n

p
< δ < −2 + n− n

p
.

(ii) Assume that we are given ÃTT ∈ W p
s−1,δ+1(Σ) and K = 0 as free data.

(iii) Suppose that (Σ, γ̃) is in the positive Yamabe class.

(iv) Finally, assume that we are given a vector field Y ∈ W p
s,δ(Σ).

Under hypotheses (i)-(iv) the Lichnerowicz equation has a unique solution ψ > 0 with
ψ ∈ W p

s,δ(1,Σ).
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Note that there are different versions of the above theorem which do not require the
data to be of the positive Yamabe class but in those cases the other conditions are
more restrictive (see [90] for a more complete account).

Consider now the case when we include a minimally coupled scalar field with nonnegative
potential V (ϕ) ≥ 0. As noted in (4.15), ϱ contains terms with different conformal
scalings, introducing "bad" terms in the Lichnerowicz equation. Nevertheless, one still
has the following theorem [108].

Theorem 4.3. Let (Σ, γ) be a 3-dimensional asymptotically Euclidean manifold of
class W p

s,δ with K = 0, s > 2 + 3
p

and δ > −3
p
. We further require that

R[D̃] − 1
2 γ̃

ij∂iϕ∂jϕ > 0.

Then there exists an open set of values for the free data (ÃTT , ϕ, K̃ϕ) satisfying ϕ−ϕ∞ ∈
W p
s,δ(Σ) where ϕ∞ is the asymptotic (constant) value of the scalar field, ÃTT , K̃ϕ ∈

W p
s−1,δ+1(Σ) and V (ϕ) ∈ W p

s−2,δ+2(Σ) such that the Lichnerowicz equation has a solution
ψ > 0 of class W p

s,δ(1,Σ).

It is worth pointing out that even though Theorem 4.3 allows for ϕ to have a non-zero
asymptotic value, the requirement V (ϕ) ∈ W p

s−2,δ+2(Σ) implies that we must have
V (ϕ∞) = 0. Of course, in general, ϕ ∈ W p

s,δ does not imply V (ϕ) ∈ W p
s−2,δ+2. In fact,

this condition puts an implicit constraint on V . However, it also shows that V does
not need to be a smooth function.

Finally, we state the corresponding results for the full CTT system of constraints.
In the vacuum case, assuming K = 0, the Hamiltonian and momentum constraints
decouple so combining theorems 4.1 and 4.2 leads to

Theorem 4.4. Suppose that the hypotheses (i)-(iii) of Theorem 4.2 hold. Then the
CTT system of constraint equations ( (4.11) and (4.23) with ϱ̃, p̃ = 0) admits a unique
solution ψ ∈ W p

s,δ(1,Σ), Y ∈ W p
s,δ(Σ) with ψ > 0.

Similarly, in the case of gravity minimally coupled to a scalar field, we have

Theorem 4.5. Let (Σ, γ) be a 3-dimensional asymptotically Euclidean manifold of
class W p

s,δ with K = 0, p > 3
2 , s > 2 + 3

p
and 1 − 3

p
> δ > −3

p
. Moreover, suppose

R[D̃] − 1
2 γ̃

ij∂iϕ∂jϕ > 0.



134 On the construction of asymptotically flat initial data in scalar-tensor EFT

Then there is an open set of values for (ÃTT , ϕ, K̃ϕ) satisfying ϕ − ϕ∞ ∈ W p
s,δ(Σ),

ÃTT , K̃ϕ ∈ W p
s−1,δ+1(Σ) and V (ϕ) ∈ W p

s−2,δ+2(Σ) such that the conformally formulated
constraints have a solution (ψ, Y ) with ψ ∈ W p

s,δ(1,Σ), ψ > 0 and Y ∈ W p
s,δ(Σ).

4.2.3 Bowen-York initial data in general relativity

The theorems presented in the previous section provide the mathematical underpinning
of the construction of initial data in general relativity (in vacuum and with a minimally
coupled scalar field). It remains to find a suitable choice of free data such that the
corresponding solution represents physical systems of interest. A proposal for the
choice of free data that yields a slice of a spacetime with multiple black holes (in
vacuum) was originally put forward by Bowen and York [103]. Their approach was
later modified to better suit for numerical relativity purposes, see e.g. [104]. We briefly
review this latter approach.

First of all, let the initial hypersurface Σ be R3 with a puncture at the origin, i.e.
Σ = R3\{O}. Furthermore, consider the simple choice

γ̃ij = δij, K = 0, ÃijTT = 0 (4.30)

and assume that we are in vacuum, i.e. ϱ̃ = 0, p̃i = 0. Then as shown in [103] one
can obtain the following 6-parameter family of analytical solutions to the momentum
constraint

Y i = − 1
4r

(
7P i + P jx̂jx̂

i
)

− 1
r2 ϵ

ijkSjx̂k (4.31)

where xi are the usual Euclidean coordinates on R3, r =
√
δijxixj is the Euclidean

distance from the origin, x̂i ≡ xi/r and ϵijk is the Levi-Civita tensor associated with
the flat metric. The vectors P i and Si are to be chosen freely. The corresponding
conformal extrinsic curvature is

Ãij(P, S) = 3
2r2

(
Pix̂j+Pjx̂i−(γij− x̂ix̂j)P kx̂k

)
+ 3
r3

(
ϵiklS

kx̂lx̂j + ϵjklS
kx̂lx̂i

)
(4.32)

Interestingly, the ADM linear momentum of this data with Si = 0 is

P i
ADM = 1

8π

∫
S∞

dA (Kij −Kγij)x̂j = P i, (4.33)
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and the components of the canonical angular momentum of the solution with P i = 0
are

J i = 1
8π

∫
S∞

dA (Kjk −Kγjk)ϵijlxlx̂k = Si. (4.34)

Note that since the momentum constraint is linear in Y and the solution (4.32) is linear
in (P, S), a linear superposition of any number of such solutions is also a solution to
the momentum constraint. More precisely, if the initial slice is R3 with N punctures at
coordinate locations ci(α) then

Ãij =
N∑
α=1

[
3

2r2
(α)

(
P i

(α)x̂
j
(α) + P j

(α)x̂
i
(α) −

(
δij − x̂i(α)x̂

j
(α)

))

+ 3
r3

(α)

(
ϵiklS

k
(α)x̂

l
(α)x̂

j
(α) + ϵjklS

k
(α)x̂

l
(α)x̂

i
(α)

)]
(4.35)

with r(α) ≡ |x−c(α)| and x̂(α) ≡
(
x− c(α)

)
/r(α) is an exact solution of (4.23) (provided

that K = 0 and p̃i = 0). Clearly, in this case P(α) and S(α) represent the ADM linear
and angular momenta of the black holes in case of large separation.

Although the momentum constraint has an exact solution, the Hamiltonian constraint
is nonlinear and there is no closed formula known for the corresponding solution.
However, one can seek the solution in the form

ψ = 1 + 1
µ

+ u,
1
µ

≡
N∑
α=1

m(α)

2|x− c(α)|
(4.36)

where the parameters m(α) are called the bare masses of the punctures. The significance
of the ansatz (4.36) is that ψ is separated to two pieces: 1/µ is singular at the punctures,
whereas u turns out to be regular in the entire R3.

To show that the solution for u is indeed regular, one needs to formulate an elliptic
boundary value problem for u on R3. This amounts to rewriting the Lichnerowicz
equation in terms of u and complementing it with a boundary condition at r → ∞. It
is worth emphasizing that since this problem is solved for u on R3 without excising the
punctures, no interior boundary conditions are required for u. Since the flat Laplacian
annihilates 1 + 1/µ (away from the punctures), the boundary value problem to be
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solved for u is

∆u+ 1
8µ

7ÃijÃ
ij
(

1 + µ(1 + u)
)−7

= 0 (4.37)

lim
r→∞

∂r(ru) = 0 (4.38)

where Ãij is given by (4.35). The boundary condition for u guarantees that u = O(r−1)
as r → ∞ which corresponds to the original notion of asymptotic flatness.

As discussed in [104], this elliptic boundary value problem admits a unique C2 solution2

on R3 (including the punctures). An important part of the proof is to observe that
µ7ÃijÃ

ij scales as |x− c(α)| and therefore, in the elliptic equation (4.37) the nonlinear
term has a continuous prefactor.

The solution represents a compactification of N +1 asymptotically flat ends where each
puncture corresponds to spatial infinity. Another interesting property of the solution is
that in the post-Newtonian (PN) approximation of the two-body point mass system the
leading order contribution to the conjugate momentum is exactly of the Bowen-York
form, provided that one uses the so-called ADMTT gauge condition [109]. This means
that up to third order in the velocities (i.e. of order (v/c)3) the superposition of two
Bowen-York extrinsic curvatures represents a slowly moving binary black hole system
with large separations. Note however, that this is not true for finite P and J : in
particular, a single angular momentum source is not exactly a slice of the Kerr solution,
but rather it contains some additional junk radiation. This unphysical gravitational
wave content is significant when the separation of the black holes is not large enough
or the momenta P , J are not small enough. If one wishes to construct initial data for
a binary system with relatively small separation, moving along quasicircular orbits,
then the puncture data may not be suitable. One way to improve on the data would
be to include higher order PN corrections in the free part of the data [109]. A different
approach to construct data that represents a binary system in quasiequilibrium will
be presented later. Nevertheless, the puncture approach serves as a fairly good initial
data provided that one can afford to simulate a sufficient number of orbits so that
there is time for the junk radiation to disperse.

2In more detail, the solution is u ∈ W p
3,δ(R3) with p > 3 and 0 ≤ δ < 1 − 3

p . Lemma 4.1 then
guarantees that u is C2.
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4.2.4 Conformal transverse traceless decomposition for scalar-
tensor EFT

We now turn our attention to the scalar-tensor theory (1.5) and extend previous results
(reviewed in sections 4.2.1-4.2.3) to these theories.

We start by giving the constraint equations of the theory (1.5). (These equations can
also be found in e.g. [110, 111] for the theory ϵ1 = 0.) The Hamiltonian constraint can
be written as

2H ≡ R[D] + γi1i2j1j2Ki1
j1Ki2

j2 − V (ϕ) − 1
2(Dϕ)2 − 2K2

ϕ − ϵ1f1(ϕ)X
(

6K2
ϕ + 1

2(Dϕ)2
)

−2ϵ2γ
i1i2i3
j1j2j3

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
) (
Di3D

j3f2(ϕ) − 2f ′
2(ϕ)KϕKi3

j3
)

= 0 (4.39)

The momentum constraint has a particularly compact form when written in terms of
the canonical momenta:

Mi ≡ Dj
(
πijγ

−1/2
)

− 1
2πϕγ

−1/2Diϕ = 0 (4.40)

where the momenta conjugate to ϕ and γij are given by

πϕ
γ1/2 = −2Kϕ(1 + 2ϵ1f1(ϕ)X)

−2ϵ2f
′
2(ϕ)γi1i2i3j1j2j3Ki1

j1

(
R[D]i2i3j2j3 + 2

3Ki2
j2Ki3

j3

)
(4.41)

and

πij
γ1/2 = γii1jj1Ki1

j1 + 2ϵ2γ
ii1i2
jj1j2

[
2Ki1

j1Di2D
j2f2(ϕ)

−f ′
2(ϕ)Kϕ

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)]

(4.42)

respectively. After some algebraic manipulations, the momentum constraint can also
be written as

Mi ≡ γii1jj1D
jKi1

j1 +Kϕ(1 + 2ϵ1f1(ϕ)X)Diϕ

+ϵ2γ
ii1i2
jj1j2

{[
Kk

jDkf2(ϕ) − 2Dj (f ′
2(ϕ)Kϕ)

] (
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)

+4
(
DjKi1

j1
) (
Di2D

j2f2(ϕ) − 2f ′
2(ϕ)KϕKi2

j2
)}

= 0 (4.43)
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The next step is to follow the recipe of section 4.2.1 and write the constraint equations
(4.39)-(4.40) in terms of the variables (ψ, γ̃ij, K, ÃTT

ij , Y
i, ϕ, K̃ϕ). Clearly, the form of

the CTT constraint equations is not quite as elegant as in general relativity: the terms
coming from the 4-derivative corrections have different conformal scalings. Nevertheless,
the point is that at sufficiently weak couplings, the conformally formulated constraints
will constitute a system of elliptic PDEs with a well-posed boundary value problem for
the variables (ψ, Y ).

By weak couplings, we simply mean that for any (smooth) choice of the functions
f1, f2, there exists an open set of values for (ϵ1, ϵ2) in a neighborhood of (0, 0) such that
constraint equations (1.6)-(1.7) yield a solution. In particular, this typically means
that the 4-derivative corrections are small compared to the Einstein-minimally coupled
scalar terms, or in other words,

ϵ1f1(ϕ), ϵ1f
′
1(ϕ), ϵ2f

′
2(ϕ), ϵ2f

′′
2 (ϕ) ≪ Λ2 (4.44)

where Λ is any length scale defined by the Riemann tensor and the first and second
derivatives of the scalar field.

To discuss the puncture data for 4∂ST theories (later in sections 4.2.6 and 4.2.7), it is
useful to conformally rescale the canonical momenta. We introduce

πijγ
−1/2 ≡ ψ−2π̃ij + 1

3πγij, πϕγ
−1/2 ≡ ψ−6π̃ϕ (4.45)

The momentum constraint now takes the same form as in general relativity (c.f. (4.12)),
after making the substitutions Ãij → −π̃ij, K → 1

2π and p̃i → −π̃ϕD̃iϕ:

− D̃jπ̃
ij − 1

3ψ
6γ̃ijD̃jπ + 1

2 π̃ϕγ̃
ijD̃jϕ = 0 (4.46)

As a reference, we give the Lichnerowicz equation (Hamiltonian constraint in terms of
the conformal variables) for 4∂ST theories:
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0 = γ̃klD̃kD̃lψ − 1
8ψ

(
R[D̃] − 1

2 γ̃
ij∂iϕ∂jϕ

)
−ψ5

( 1
12K

2 − 1
8V (ϕ)

)
+ 1

8ψ
−7
(
ÃklÃ

kl + 2K̃2
ϕ

)
+1

8ϵ1f1(ϕ)ψ5
(

12ψ−24K̃4
ϕ − 2ψ−16K̃2

ϕγ̃
ij∂iϕ∂jϕ− 1

4ψ
−8(γ̃ij∂iϕ∂jϕ)2

)
+1

4ϵ2ψ
−3
[
D̃i3D̃

j3f2(ϕ) − 2D̃i3 lnψD̃j3f2(ϕ) − 2D̃i3f2(ϕ)D̃j3 lnψ

+2γ̃j3i3 γ̃
klD̃k lnψD̃lf2(ϕ) − 2ψ−8f ′

2(ϕ)K̃ϕÃi3
j3 − 2

3ψ
−2f ′

2(ϕ)K̃ϕKγ̃
j3
i3

]

×
(
γi1i2i3j1j2j3R[D̃]i1i2j1j2 + 8ψ−1D̃i3D̃j3ψ − 8ψ−1γ̃i3j3D̃kD̃

kψ

−24ψ−2D̃i3ψD̃j3ψ − 16ψ−2γ̃i3j3D̃kψD̃
kψ + 4

9ψ
4K2γ̃i3j3

−4
3ψ

−2KÃi3j3 + 4ψ−8Ãi3kÃ
k
j3 − 2ψ−8ÃklÃ

l
kγ̃

i3
j3

)
(4.47)

Similarly, one can write the momentum constraint using the CTT variables

0 = ∆̃LY
i − 2

3ψ
6γ̃ijD̃jK − K̃ϕ (1 + 2ϵ1f1(ϕ)X) γ̃ijD̃jϕ

+4ϵ2ψ
−4γii1i2jj1j2

[
D̃i2D̃

j2f2(ϕ) − 2D̃i2 lnψD̃j2f2(ϕ) − 2D̃i2f2(ϕ)D̃j2 lnψ

+2γ̃j2i2 γ̃
klD̃k lnψD̃lf2(ϕ) − 2ψ−8f ′

2(ϕ)K̃ϕÃi2
j2 − 2

3ψ
−2f ′

2(ϕ)K̃ϕKγ
j2
i2

]

×
(
D̃jÃi1

j1 + 1
3 γ̃

j1
i1ψ

6D̃jK − 4Ãj1i1 D̃
j lnψ − 2γ̃j1i1 Ã

jlD̃l lnψ
)

+ϵ2ψ
−4
[
Ãk

jD̃kf2(ϕ) + 1
3ψ

6KD̃jf2(ϕ) − ψ6D̃j
(
f ′

2(ϕ)ψ−6K̃ϕ

)]
×
(
γii1i2jj1j2R[D̃]i1i2j1j2 + 8ψ−1D̃iD̃

jψ − 8ψ−1γ̃ijD̃kD̃
kψ

−24ψ−2D̃iψD̃
jψ − 16ψ−2γ̃ijD̃kψD̃

kψ + 4
9ψ

4K2γ̃ij

−4
3ψ

−2KÃij + 4ψ−8ÃikÃkj − 2ψ−8ÃklÃklγ̃
i
j

)
(4.48)

where one has to convert Ãij to the variables ÃTT, Y i using (4.18)-(4.20). As explained
in the subsequent sections, despite the length and lack of elegance of the equations,
it is quite simple to extend the existence and uniqueness theorems of section 4.2.2 to
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equations (4.47)-(4.48), at least for small couplings. In particular, numerical relativists
should not be discouraged after seeing these equations: at weak coupling they can be
solved iteratively, starting from a GR solution.

4.2.5 Existence and uniqueness in scalar-tensor effective field
theories

In this section we establish a well-posedness result for the elliptic boundary value
problem of the CTT formulation of the 4∂ST constraints. We start by recalling the
implicit function theorem in Banach spaces (see e.g. [112]).

Theorem 4.6 (Implicit function theorem in Banach spaces). Let Bx, By and Bz be
Banach spaces and let F be a C1 (in the sense of Fréchet derivatives) map Bx×By → Bz

such that F(x0, y0) = 0 for some (x0, y0) ∈ Bx × By and the Fréchet derivative
y 7→ DyF|(x0,y0)(0, y) is an isomorphism By → Bz. Then there exists a neighbourhood
Ω ⊂ Bx of x0 and a unique C1 map G : Ω → By such that G(x0) = y0 and F(x,G(x)) = 0
for every x ∈ Ω.

It is perhaps worth going on a small detour and reviewing the main idea of the proof of
this theorem. Let us denote the Fréchet derivative (i.e. "linearization") of the functional
F at (x0, y0) by A. Note that A is a linear operator By → Bz and an isomorphism by
assumption. The equation F(x, y) = 0 can be rewritten as

Ay = R(x, y) or y = A−1R(x, y) (4.49)

with
R(x, y) ≡ Ay − F(x, y). (4.50)

It can be shown that there is an open ball in Bx centered around x0 such that for a
fixed x the map A−1R(x, ·) : By → By is a contraction map. The theorem then follows
by the Banach fixed point theorem, i.e. there is a unique solution y to the equation
y = A−1R(x, y) near y0. The practical importance of the fact that A−1R(x, y) is a
contraction map is that the equation can be solved by iterations.

To state and prove a theorem on the 4∂ST constraints, we need to make use of a few
standard results on elliptic operators in asymptotically Euclidean manifolds [108]. Let
(Σ, γ̃) be an n-dimensional asymptotically Euclidean manifold of class W p

s,δ with

n− 2 − n

p
> δ > −n

p
, p >

n

2 . (4.51)
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To apply the implicit function theorem to the nonlinear 4∂ST constraints, one needs
to study the linearization of these equations. The first lemma will be used for the
discussion of the linearized Lichnerowicz equation.

Lemma 4.2. Consider a W p
s−2,δ+2 scalar function c on Σ and define the Poisson

operator
LP : u 7→ γ̃klD̃kD̃lu− cu

for a W p
s,δ scalar function u on Σ. Assume furthermore that (4.51) and one of the

following two hypotheses holds

1) c ≥ 0 and s > 2 + n
p

2) s ≥ 2 and for any nontrivial f ∈ W p
s,δ(Σ)

∫
Σ

dn
√
γ̃
(
γ̃ij∂if∂jf + cf 2

)
> 0 (4.52)

Then the operator LP is an isomorphism W p
s,δ(Σ) → W p

s−2,δ+2(Σ), i.e. the unique W p
s,δ

solution of the equation LPu = 0 is u ≡ 0.

A similar result will be required for the linearized momentum constraint which comes
down to a statement on the conformal vector Laplacian (4.22) [90].

Lemma 4.3. On our n-dimensional asymptotically Euclidean manifold (Σ, γ̃) of class
W p
s,ρ, let us assume the inequalities (4.51).

(1) The kernel of the conformal Laplace operator ∆L is the space of conformal Killing
vector fields of (Σ, γ̃).

(2) The manifold (Σ, γ̃) has no conformal Killing vector fields of class W p
s,δ under the

above assumptions. Therefore, ∆L is an isomorphism W p
s,δ(Σ) → W p

s−2,δ+2(Σ).

Of course, the initial data slice (Σ, γ̃) can have e.g. smooth conformal Killing vector
fields, it is simply growth at infinity that rules out the possibility of a conformal Killing
vector field that is weighted Sobolev regular with the above requirements.

Finally, we are in the position to combine all these results to a theorem on the
conformally formulated 4∂ST constraints.
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Theorem 4.7. Let (Σ, γ̃) be an 3-dimensional asymptotically Euclidean manifold of
type W p

s,δ with

p >
3
2 , s > 2 + 3

p
and 1

2 − 3
p
< δ < 1 − 3

p
.

Assume that we are given a solution of the CTT Einstein-scalar-field constraint equa-
tions (ψ0, Y0) with ψ0 > 0 and ψ0 − 1, Y0 ∈ W p

s,δ(Σ) corresponding to free data
(γ̃, K, ÃTT , ϕ, K̃ϕ). Our hypothesis on the free data is ϕ− ϕ∞ ∈ W p

s,δ(Σ) where ϕ∞ is
the asymptotic (constant) value of the scalar field, V (ϕ) ∈ W p

s−2,δ+2(Σ), ÃTT , K̃ϕ ∈
W p
s−1,δ+1(Σ) and K = 0.

Then the 4∂ST constraint system (4.47)-(4.48) admits a unique solution (ψ, Y ) for
sufficiently small values of ϵ1 and ϵ2 with the same free data, provided that

(i) f1(ϕ) − f1(ϕ∞), f2(ϕ) − f2(ϕ∞) ∈ W p
s,δ(Σ) and

(ii) for every non-trivial function f ∈ W p
2,ρ(Σ) with ρ > 1

2 − 3
p

the following inequality
holds: ∫

Σ

dnx
√
γ̃
[
γ̃ij∂if∂jf + cf 2

]
> 0 (4.53)

with

c ≡ 1
8

(
R[D̃] + 7ψ−8

0 ÃklÃ
kl + 14ψ−6

0 K̃2
ϕ − 1

2 γ̃
ij∂iϕ∂jϕ− 5ψ4

0V (ϕ)
)

The 4∂ST solution (ψ, Y ) is near the Einstein-scalar-field solution in the sense of W p
s,δ

norms.

Proof. The result follows by a straightforward application of the implicit function
theorem. Take

x ≡
(
ϵ1f1(ϕ), ϵ2f2(ϕ)

)
, y ≡ (ψ, Y ), z ≡

(
H(x, y),M(x, y)

)
(4.54)

with
Bx ≡ W p

s,δ(Σ) ×W p
s,δ(Σ), By = W p

s,δ(Σ) ×W p
s,δ(Σ) (4.55)

The next step is to use the Sobolev multiplication properties (Lemma 4.1) together
with the assumptions on s and δ to check that the 4∂ST Hamiltonian and momentum
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constraints (4.47)-(4.48) map into

Bz ≡ W p
s−2,δ+2(Σ) ×W p

s−2,δ+2(Σ) (4.56)

To see this, we first note that the mth derivatives of a tensor field of class W p
s,δ are of

class W p
s−m,δ+m. Taking s1 = s2 = s− 1, s3 = s− 2, δ1 = δ2 = δ + 1 and δ3 = δ + 2 in

Lemma 4.1, we find that pointwise multiplication of two tensor fields of class W p
s−1,δ+1

is of class W p
s−2,δ+2. Similarly, with s > 2 + 3/p and δ > −3/p, pointwise multiplication

satisfies

W p
s−2,δ+2(Σ) ×W p

s,δ(Σ) → W p
s−2,δ+2(Σ)

W p
s−2,δ+2(Σ) ×W p

s−2,δ+2(Σ) → W p
s−2,δ+2(Σ)

W p
s−2,δ+2(Σ) ×W p

s,δ(1,Σ) → W p
s−2,δ+2(Σ)

Since each term in (4.47)-(4.48) can be written as a product of terms in one of W p
s,δ,

W p
s−1,δ+1 or W p

s−2,δ+2, it follows that the constraints map into Bz.

To apply the implicit function theorem, take the point x0 ∈ Bx to be x0 = (0, 0)
(corresponding to vanishing EFT couplings), and y0 = (ψ0, Y0) to be the solution of
the constraints of the ϵ1 = ϵ2 = 0 theory with the given free data (which exists by
assumption). The Fréchet derivative at (x0, y0) is obtained by linearizing (4.47)-(4.48)
in the variables (ψ, Y ) at ϵ1 = ϵ2 = 0. Its action on the element (0, y) with y ≡ (δψ, δY )
is just the linear elliptic operator

DyF(0; δψ, δY ) =
 γ̃klD̃kD̃l − c 1

4ψ
−7
0 Ãkl(L̃·)kl

0 ∆̃L

 δψ

δY

 (4.57)

Lemma 4.2 tells us that the Poisson operator γ̃klD̃kD̃l− c is an isomorphism if for every
non-trivial function f ∈ W p

2,ρ(Σ) (with ρ > 1
2 − 3

p
) the inequality (4.53) is satisfied

which is true by assumption.

Moreover, ∆̃L is also an isomorphism on asymptotically Euclidean manifolds due to
Lemma 4.3. Since DyF is upper triangular and the operators in the diagonals are
isomorphisms, it follows that DyF is also an isomorphism. Therefore, the assumptions
of the implicit function theorem are satisfied which concludes the proof.

We conclude this subsection by a short discussion of how the inequality (4.53) applies to
the construction of initial data for a binary system of black holes with scalar hair. We
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first note that if V (ϕ) ≥ 0 then the minimally coupled scalar obeys the dominant energy
condition. Furthermore, on a maximal slice R[D] = KijK

ij + ϱ+ 4∂ST corrections ≥ 0
which implies that the metric γ is in the positive Yamabe class. By virtue of the
conformal invariance of the functional Iγ [f ] (defined in (4.28)), γ̃ is also in the positive
Yamabe class. Astrophysically relevant stationary black hole solutions in a weakly
coupled 4∂ST theory are expected to have only a small amount of scalar hair. The
reason for this is that there are no known stable scalar hairy black hole solutions in
the ϵ1 = ϵ2 = 0 theory. Therefore, the functional in (4.53) is expected to be positive
for scalar hairy black hole data, as well as scalar hairy black hole binary data.

4.2.6 Construction of puncture data for scalar-tensor EFT

The fact that the momentum constraint has such a simple form when written in terms of
the conjugate momenta has the remarkable consequence that one can straightforwardly
generalize the Bowen-York-type approach to a more general class of theories. The
solution to the momentum constraint with N punctures located at c(α) is given by

γ̃ij = δij, π̃ϕ = 0, π̃ij = Bij (4.58)

where the traceless Bowen-York tensor Bij is given by

Bij =
N∑
α=1

[
3

2r2
(α)

(
P i

(α)x̂
j
(α) + P j

(α)x̂
i
(α) −

(
δij − x̂i(α)x̂

j
(α)

)
Pkx̂

k
(α)

)

+ 3
r3

(α)

(
ϵiklS

k
(α)x̂

l
(α)x̂

j
(α) + ϵjklS

k
(α)x̂

l
(α)x̂

i
(α)

)]
(4.59)

with r(α) ≡ |x− c(α)| and x̂(α) ≡
(
x− c(α)

)
/r(α). Note that we have not specified the

initial scalar field configuration yet, (4.58) is a solution regardless of what ϕ(x) is.

For the moment, assume that we are given a suitably regular (specified later) initial
data for ϕ. Furthermore, as in section 4.2.3, it is useful to write the conformal factor
as a sum of a singular piece and a regular piece u:

ψ = 1 + 1
µ

+ u,
1
µ

≡
N∑
α=1

m(α)

2r(α)
(4.60)
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Then, to obtain initial data for the variables u, Kϕ and Ki
j (or equivalently, for ψ, K,

Ãij, K̃ϕ), one needs to solve the system of equations consisting of the elliptic PDE

0 = ∂i∂iu+ 1
16ψ∂iϕ∂

iϕ− 1
8ψ

5
(
δi1i2j1j2Ki1

j1Ki2
j2 − V (ϕ) − 2K2

ϕ

)
+1

8ϵ1f1(ϕ)ψ5
(

12K4
ϕ − 2ψ−4K2

ϕ ∂iϕ∂
iϕ− 1

4ψ
−8(∂iϕ∂iϕ)2

)
+1

4ϵ2ψ
−3
(
∂i3∂

j3f2(ϕ) − 2∂i3 lnψ ∂j3f2(ϕ) − 2∂i3f2(ϕ)∂j3 lnψ

+2δj3i3 ∂
k lnψ ∂kf2(ϕ) − 2ψ4f ′

2(ϕ)KϕKi3
j3

)

×
(

8ψ−1∂i3∂j3ψ − 8ψ−1δi3j3∂k∂
kψ − 24ψ−2∂i3ψ ∂j3ψ

−16ψ−2δi3j3∂kψ ∂kψ + 2ψ4δi1i2i3j1j2j3K
j1
i1 K

j2
i2

)
(4.61)

and the set of algebraic equations (that come from the combination of (4.58), (4.41)
and (4.42))

0 = −2Kϕ(1 + 2ϵ1f1(ϕ)X) − 4
3ϵ2f

′
2(ϕ)δi1i2i3j1j2j3Ki1

j1Ki2
j2Ki3

j3 (4.62)

ψ−6Bi
j = δii1jj1Ki1

j1 + 4ϵ2δ
ii1i2
jj1j2Ki1

j1

[
ψ−4∂i2∂

j2f2(ϕ) − f ′
2(ϕ)KϕKi2

j2

−2ψ−4∂kf2(ϕ)
(
δki2∂

j2 lnψ + δj2k∂i2 lnψ − δj2i2 ∂
k lnψ

)]
(4.63)

In the next subsection, it will be shown that this system of equations has a unique
solution for small couplings (i.e. the couplings satisfy (4.44) with Λ taken to be the
smallest of the bare masses) such that u ∈ C2(R3) and Kϕ, K

i
j ∈ C1(R3).

Several remarks are in order about this construction. First of all, note the placing of
the indices in equations (4.62)-(4.63). The main reason for writing these equations
in this particular form (apart from compactness) is that Ki

j turns out to be regular
on the entire initial slice (see next section for details), whereas Kij is singular at the
punctures.

Another natural question to ask is how to solve the system in practice. The most
straightforward approach is to start with the puncture data of vacuum GR ψ = ψ0,
Kϕ = 0, Kij = ψ−2

0 Bij and solve the system iteratively. At weak coupling, it seems
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likely that such an approach would converge quickly and the required number of
iteration steps is fairly small.

It is also worth mentioning that the initial data described above inherits the appealing
property of the original Bowen-York data that a single linear momentum source (i.e.
the solution with N = 1, P i

(1) ̸= 0 and Si(1) = 0) has ADM momentum

P i
ADM = 1

8π

∫
S∞

dA πijx̂j = 1
8π

∫
S∞

dA Bijx̂j = P i
(1), (4.64)

and a single angular momentum source (the solution with N = 1, P i
(1) = 0 and Si(1) ̸= 0)

J i = 1
8π

∫
S∞

dA πjkϵ
ijlxlx̂

k = 1
8π

∫
S∞

dA Bjkϵ
ijlxlx̂

k = Si(1), (4.65)

respectively, as expected.

Now let us address the question of how to choose initial data for the scalar field.
Unfortunately, there appears to be no natural choice of the initial ϕ(x) that could be
written down in a simple closed form. Of course, one could approximate the initial
value of ϕ with a superposition of a set of scalar cloud configurations localised around
the punctures, multiplied by some regularizing function that satisfies the regularity
conditions stated in the next section. But such data is likely to contain significant junk
scalar radiation in addition to the junk gravitational radiation already present in the
GR version of the puncture data.

There is another possible caveat with this construction. Suppose that one evolves this
initial data e.g. by solving the modified harmonic gauge equations of motion of the
theory. Then even after a small amount of time the fields may become strong in the
interior of the black holes (or perhaps in the exterior as well, if the black holes are
not large enough), leading to a breakdown of strong hyperbolicity of the evolution
equations. However, this issue may be resolved by excising the interior of the black
holes and solve the equations in the exterior. This would require imposing boundary
conditions on the excision boundary. Hence for N black holes it may be better to set
up initial data by solving the constraint equations on e.g. R3 minus N balls and impose
apparent horizon boundary conditions on the boundaries of the balls (see section 4.4).
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4.2.7 Existence and uniqueness of puncture data for scalar-
tensor effective field theory

Now we demonstrate that the construction just described yields a unique initial data
for the variables ψ and KI ≡ (Kϕ, K

i
j), provided we are given W p

s,δ(R3) data for ϕ
subject to some extra requirements at the punctures. For notational convenience, let
ΠI ≡ (πϕ, πij − ψ−6Bi

j). We proceed very similarly as in section 4.2.5: we define a
map z ≡ F(x, y) with

x ≡
(
ϵ1f1(ϕ), ϵ2f2(ϕ)

)
, y ≡ (u,KI), z ≡

(
H(x, y),ΠI(x, y)

)
(4.66)

with
Bx ≡ W p

3,δ(R3) ×W p
3,δ(R3), By = W p

3,δ(R3) ×W p
2,δ+1(R3) (4.67)

To cancel the singularities of ψ and make the Einstein-scalar-field and 4∂ST terms
regular in (4.61), we have to assume lim

r(α)→0
r

−1/2
(α) ∂iϕ = 0 and lim

r(α)→0
r−5

(α)V (ϕ) = 0. There

is no such problem with the rest of the terms in (4.61) since they are multiplied by
negative powers of the conformal factor. Now let s ≥ 3 and p > 3 which implies
ϕ ∈ C2(R3). Assuming f1(ϕ), f2(ϕ) ∈ W p

s,δ(R3) and V (ϕ) ∈ W p
s−2,δ+2(R3), the Sobolev

multiplication properties (Lemma 4.1) imply

Bz ≡ W p
1,δ+2(R3) ×W p

2,δ+1(R3) (4.68)

Note that in this case F(x, y) = 0 is an elliptic PDE for u coupled to a set of algebraic
equations for KI . Take x0 = 0 (i.e. ϵ1 = ϵ2 = 0) and let y0 denote the original
Bowen-York solution y0 ≡ (u0, KI0) ∈ By described in section 4.2.3. We wish to use
the implicit function theorem to show that for small enough couplings, the equations
(4.61)-(4.62) admit a unique solution. To do this, we compute the action of DyF at
(x0, y0) acting on the element (0, y) with y ≡ (δu, δKI). Let us denote the components
of DyF

∣∣∣
(x0,y0)

(0, y) by (δH, δπϕ, δπij)T . Then we have


δH
δπϕ

δπij

 =


γ̃klD̃kD̃l − 7

8ψ
−8
0 BklB

kl 0 1
4ψ

−1
0 Bl

k

0 2 0
0 0 δiljk




δu

δKϕ

δKk
l

 (4.69)

which is clearly invertible (due to Lemma 4.2) and thus the map F obeys the conditions
of Theorem (4.6). Therefore, we have the following result.
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Theorem 4.8 (Existence and uniqueness of puncture data). Let ϕ ∈ W p
s,δ(R3) such

that s ≥ 3, p > 3 and 0 ≤ δ < 1 − 3
p
. Then the system (4.61)-(4.63) admits a unique

solution in the neighbourhood of the original puncture solution of section 4.2.3 for
small enough ϵ1, ϵ2. The solution for the conformal factor ψ is of the form (4.60) with
u ∈ W p

3,δ(R3) and Kϕ, K
i
j ∈ W p

2,δ+1(R3), provided that

(i) lim
r(α)→0

r
−1/2
(α) ∂iϕ = 0 and lim

r(α)→0
r−5

(α) V (ϕ) = 0.

(ii) f1(ϕ) − f1(ϕ∞), f2(ϕ) − f2(ϕ∞) ∈ W p
3,δ(R3) and V (ϕ) ∈ W p

1,δ+2(R3)

Moreover, u ∈ C2(R3) and Kϕ, K
i
j ∈ C1(R3).

Note that assumption (i) may be dropped if the constraints are solved on an excised
initial data surface, such as R3 minus N balls.

4.3 The conformal thin sandwich method

4.3.1 The conformal thin sandwich equations

An alternative but closely related way to construct asymptotically Euclidean initial
data is the so-called conformal thin sandwich (CTS) method, originally proposed by
York [101]. The mathematical formulation of the method only slightly differs from the
CTT approach but the difference is important from a physics point of view: the CTS
version provides a more natural way to prepare initial data that is nearly stationary.
This is an improvement compared to the Bowen-York data in the sense that one
can significantly reduce the amount of junk radiation plaguing the initial stages of a
numerical simulation. However, there is a cost to pay for this: to achieve such data,
one has to solve the momentum constraint, as well as the Hamiltonian constraint using
an elliptic solver.

Once again, our starting point is the conformal metric (4.9) and the decomposition of
the extrinsic curvature (4.10). The main difference compared to the CTT approach is
the further treatment of the variable Ãij. Let α denote the lapse function and βi the
shift vector. Then introducing3

U ij ≡ (det γ̃)−1/3∂t
[
γ̃ij(det γ̃)1/3

]
and α̃ ≡ ψ−6α, (4.70)

3In some numerical relativity applications the conformal metric is chosen such that det γ̃ = 1 and
in that case U ij = ∂tγ̃

ij .
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allows us to write
Ãij = 1

2α̃
[
(L̃β)ij + U ij

]
(4.71)

where the conformal Killing operator L̃ was defined in (4.20). Thus in the CTS
decomposition the variables U ij and βi are used instead of the CTT variables ÃijTT

and Y i. Plugging (4.71) into the Hamiltonian and momentum constraints (4.5)-(4.6)
of general relativity gives elliptic equations for the variables (ψ, βi), whereas the ’free
data’ now consists of the sextuple (α̃, γ̃ij, U ij, K, ϱ̃, p̃i). Therefore, the CTS constraints
can be written as

γ̃klD̃kD̃lψ − 1
8ψR[D̃] − 1

12ψ
5K2 + 1

8ψ
−7ÃklÃ

kl + 1
8ψ

−3ϱ̃ = 0 (4.72)

D̃jÃ
ij − 2

3ψ
6γ̃ijD̃jK − 1

2 p̃
i = 0. (4.73)

where Ã is to be replaced by the RHS of (4.71). As mentioned, this system has very
similar properties as the CTT system. In particular, given suitable free data, a unique
solution exists to the corresponding elliptic boundary value problem under very similar
conditions. Moreover, the Hamiltonian constraint decouples from the momentum
constraint on CMC slices as in the case of the CTT system.

Consider now the scalar-tensor theory (1.5) at weak coupling. The CTS equations
for this theory can be obtained in exactly the same way: i.e., by substituting the
decomposition (4.71) into (4.47)-(4.48). For small enough ϵ1 and ϵ2, this is an elliptic
PDE system for (ψ, βi). In the next section, we state a well-posedness theorem for the
corresponding elliptic boundary value problem.

4.3.2 Mathematical statements

The similarity of the CTT and CTS equations allows us to straightforwardly transform
statements about one of these systems to statements about the other one. The only
extra requirement we need concerns the conformal lapse function α̃. It is customary to
choose the lapse so that its asymptotic value at spatial infinity approaches 1. Hence, the
natural assumption on α̃ (which is part of the free data) is α̃ ∈ W p

s,δ(1,Σ) (defined in
(4.25)) and α̃ > 0. Then the methods used to obtain Theorem 4.5 imply the following.

Theorem 4.9. Let (Σ, γ) be a 3-dimensional asymptotically Euclidean manifold of
class W p

s,δ with K = 0, p > 3
2 , s > 2 + 3

p
and 1 − 3

p
> δ > −3

p
. Moreover, suppose

R[D̃] − 1
2 γ̃

ij∂iϕ∂jϕ > 0.
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Then there exists an open set of values for the free data (α̃, U, ϕ, K̃ϕ) satisfying α̃ ∈
W p
s,δ(1,Σ), α̃ > 0, ϕ − ϕ∞ ∈ W p

s,δ(Σ), U, K̃ϕ ∈ W p
s−1,δ+1(Σ) and V (ϕ) ∈ W p

s−2,δ+2(Σ)
such that the conformally formulated constraints have a solution (ψ, βi) with ψ ∈
W p
s,δ(1,Σ), ψ > 0 and β ∈ W p

s,δ(Σ).

Likewise, we have the CTS analogue of Theorem 4.7 for the 4-derivative scalar tensor
theory (1.5). To avoid repetition, we only state this result without proof. (The proof
is completely analogous to that of Theorem 4.7: it is a combination of the weighted
Sobolev multiplication lemma and the implicit function theorem.)

Theorem 4.10. Let (Σ, γ̃) be a 3-dimensional asymptotically Euclidean manifold of
type W p

s,δ with

p >
3
2 , s > 3 + 3

p
and 1

2 − 3
p
< δ < 1 − 3

p
.

Assume that we are given a solution of the CTS Einstein-scalar-field constraint equa-
tions (ψ0, β

i
0) with ψ0 > 0 and ψ0 − 1, βi0 ∈ W p

s,δ(Σ) corresponding to free data
(α̃, γ̃, K, U, ϕ, K̃ϕ) satisfying α̃ ∈ W p

s,δ(1,Σ), α̃ > 0, ϕ − ϕ∞ ∈ W p
s,δ(Σ), V (ϕ) ∈

W p
s−2,δ+2(Σ), Ũ , K̃ϕ ∈ W p

s−1,δ+1(Σ) and K = 0.

Then the 4∂ST constraint system admits a unique solution (ψ, βi) for small enough
ϵ1, ϵ2, provided that f1(ϕ) − f1(ϕ∞), f2(ϕ) − f2(ϕ∞) ∈ W p

s,δ(Σ) for every non-trivial
function f ∈ W p

2,ρ(Σ) with ρ > 1
2 − 3

p
the following inequality holds:

∫
Σ

dnx
√
γ̃
[
γ̃ij∂if∂jf + cf 2

]
> 0 (4.74)

with
c ≡ 1

8

(
R[D̃] + 7ψ−8

0 ÃklÃ
kl + 14ψ−6

0 K̃2
ϕ − 1

2 γ̃
ij∂iϕ∂jϕ− 5ψ4

0V (ϕ)
)

The 4∂ST solution (ψ, βi) is close to (ψ0, β
i
0) in the sense of W p

s,δ(Σ) norms.

Similar results hold in the case when K is not identically but nearly zero and of class
W p
s−1,δ+1 (which can be proved by using the implicit function theorem).

4.3.3 Choice of free data for black hole binaries

We end the discussion of the original conformal thin sandwich method by giving a brief
account of how free data can be chosen for numerical simulations in general relativity
and 4∂ST theories that approximates binary black hole systems.
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In general relativity, a standard choice for the free data (for black hole binaries) is to
take a "superposition" of two isolated Kerr solutions, with their respective coordinate
origins shifted appropriately (see e.g. [113]). The idea is that as long as the separation
of the two black holes is sufficiently large, the superposed geometry is a good first
approximation of the actual geometry of the binary system. Then solving the constraints
for (ψ, βi) accounts for the deviation of this naive data from the actual binary black
hole geometry. In more detail, let γ(1)

ij , α(1), β(1)i, γ̇(1)
ij be the induced metric, the lapse

function, the shift vector and the time derivative of the induced metric, respectively, of
the first Kerr black hole, written in a suitable coordinate system (usually Kerr-Schild
coordinates). We use a similar notation for the second black hole. One can take the
naive conformal metric and conformal lapse to be

γ̃ij = γ
(1)
ij + γ

(2)
ij − δij

α̃ = α(1) + α(2) − 1

and introduce an auxiliary shift vector defined by

βiaux = β(1)i + β(2)i

Inspired by the identities

U ij = ψ4
(
∂tγ

ij − 1
3γ

ijγkl∂tγ
kl
)

K = 1
2α

(
γij∂tγ

ij + 2∂iβi + γijβk∂kγij
)

and taking ψaux = 1 as the naive approximate solution for the conformal factor, we
can choose the rest of the free data as

U ij = −γ̃ikγ̃jl
(
Uaux
kl − 1

3 γ̃klγ̃
mnUaux

mn

)
with Uaux

ij ≡ γ̇
(1)
ij + γ̇

(2)
ij

K = 1
2α̃

(
γ̃ijU

ij + 2∂iβiaux + γ̃ijβkaux∂kγ̃ij
)

The construction just described works essentially the same way for the scalar-tensor
theories (1.5). The only difference is that for a 4∂ST theory the gravitational part of
the free data is constructed using a black hole solution of the theory which for generic
couplings differs from the Kerr solution. The natural choice for the scalar part of the
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free data is to follow the philosophy of "superposition" and take

ϕ = ϕ(1) + ϕ(2) − ϕ∞, ϕ̇ = ϕ̇(1) + ϕ̇(2) (4.75)

where ϕ(1), ϕ(2) and ϕ̇(1), ϕ̇(2) are the scalar field configurations of the black holes and
their time derivatives, ϕ∞ is the asymptotic value of the scalar field at spatial infinity
(which may be non-zero).

4.4 The extended conformal thin sandwich method

4.4.1 Quasiequilibrium initial data for general relativity

A proposal for initial data in GR representing a binary black hole system in quasiequi-
librium is provided by an extension of the Conformal Thin Sandwich method [105].

The purpose of this approach is to construct initial data for two black holes moving along
circular orbits. In other words, the binary system is assumed to be in quasiequilibrium,
meaning that the spacetime possesses an approximate helical Killing vector field ξhel

that generates circular orbits. Given such a vector field, one could choose coordinates
which co-rotate with the binary system. This amounts to choosing a time coordinate
such that ∂/∂t is parallel with ξhel. (Of course, with this choice ∂/∂t will not be
timelike everywhere.) Then the requirement of quasiequilibrium can be expressed as
∂tgµν ≈ 0. Using the conformal variables, one could set

∂tγ̃ij = 0, ∂tK = 0 (4.76)

on the initial slice. The first of these two criteria implies

Ãij = ψ6

2α(L̃β)ij (4.77)

Substituting this into the momentum constraint yields

∆̃Lβ
i − (L̃β)ijD̃j ln(ψ−6α) = 4

3αD̃
iK (4.78)

In the extended CTS approach one obtains an extra elliptic equation that involves
the lapse function. To derive this equation, consider the following combination of the
equations of motion

1
4αψ

5 (2γµνGµν + H) = 0 (4.79)
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The only second time derivative term in equation (4.79) is ∂tK so using (4.76) gives
the constraint equation

γ̃ijD̃iD̃j(αψ) = αψ
(7

8ψ
−8ÃijÃ

ij + 5
12ψ

4K2 + 1
8R[D̃]

)
+ ψ5βiD̃iK (4.80)

Therefore, the system of elliptic equations to be solved for ψ, αψ and βi consists of
(4.78), (4.80) and the Hamiltonian constraint (4.11) (with Ãij set to be equal to the
RHS of (4.77)).

Having written down the elliptic equations, it remains to specify suitable boundary
conditions. Following [114], one can solve the system in a region with a single asymp-
totically flat end and a finite number of interior boundaries, corresponding to the
apparent horizons of the black holes. The boundary conditions at spatial infinity are

lim
r→∞

ψ = 1, lim
r→∞

α = 1, lim
r→∞

βi = Ωorbϵ
ijkejxk (4.81)

where Ωorb is the orbital angular velocity of the system, as measured at infinity and
ei is the unit vector specifying the axis of rotation. One may worry that with these
boundary condition the shift vector diverges at spatial infinity. However, this is just
an artefact of the corotating coordinates and the solution for βi can be written as

βi = Ωorbϵ
ijkejxk + βireg

where βireg is regular and has the usual asymptotic fall-off. To make sure that the
numerical evolution of this data is stable, one can simultaneously work in two different
coordinate system [115]: one of them is the corotating coordinate system just described,
the other one is "inertial".

To fix the boundary conditions on the interior boundaries, one can proceed as in [114]
to require that the interior boundary surfaces correspond to apparent horizons. Let S
be one of these 2-surfaces and let sa be the unit normal (w.r.t. γ) to S. Then one can
define the induced metric on S

Pij = γij − sisj (4.82)

It is useful to introduce the conformally rescaled version of Pij and si

Pij = ψ4P̃ij, si = ψ2s̃i (4.83)
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Furthermore, let D̃ denote the covariant derivative associated with P̃ . Then one can
impose the following requirements and a set of corresponding boundary conditions
[114].

(1) First of all, one can construct a future-directed null vector field

kµ = 1√
2

(nµ + sµ)

and consider the null geodesic congruence with tangent vectors kµ that pass
through the surface S. These null geodesics determine a null hypersurface in
the neighborhood of S. A possible notion of quasiequilibrium is to require
that coordinate system initially tracks this null hypersurface, i.e. the coordinate
location of the surface S does not change initially. Then this condition translates
to
(
∂
∂t

)µ
kµ
∣∣∣
S

= 0 which implies

(β⊥ − α)
∣∣∣
S

= 0, βi⊥ ≡ βisi (4.84)

(2) The condition that the expansion of the null geodesic congruence defined above
must be zero yields a Neumann-type boundary condition on the conformal factor

[
s̃kD̃k lnψ − 1

4
(
ψ2P ijKij − P̃ ijD̃is̃j

)]∣∣∣∣∣
S

= 0 (4.85)

(3) The vanishing of the shear of the null geodesic congruence together with ∂tγ̃ij = 0
gives an equation for βi ≡ P i

jβ
j

(
D̃(iβ

j)
∥ − 1

2 P̃
ijD̃kβ

k
∥

)∣∣∣∣∣
S

= 0. (4.86)

Interestingly, this is just the conformal Killing equation on S. Since any closed
2d surface is conformally equivalent to the unit 2-sphere, the problem of solving
(4.86) boils down to finding Killing vector fields on the unit 2-sphere. The unit
2-sphere has a family of rotational Killing vector fields ξi. Hence the vector

βi∥ = Ωsξ
i (4.87)
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solves equation (4.86) for any constant parameter Ωs. The parameter Ωs de-
termines the magnitude of the angular velocity of the black hole whereas ξi
determines the axis of rotation.

(4) The boundary value of the lapse function α can be chosen freely as part of the
initial temporal gauge freedom.

To summarize, the construction of initial data in quasiequilibrium amounts to solving
the coupled system of elliptic equations (4.11), (4.78) and (4.80) subject to the boundary
conditions (4.81), (4.84), (4.85), (4.87). The initial values of γ̃ij, K are source terms
in these equations and can be chosen freely, e.g. as γ̃ij = δij and K = 0 or as a
"superposition" of two black hole solutions, see section 4.3.3.

4.4.2 The Conformal Thin Sandwich equations for scalar-tensor
EFT

In this section we propose a way to adapt the extended CTS method for 4∂ST theories.
For a scalar-tensor theory, we would like to derive elliptic equations for not only the
variables ψ, α and βi but also for the initial value of ϕ. Then the free part of the data
consists of the initial values of (γ̃, ∂tγ̃, K, ∂tK,Kϕ, ∂tKϕ).

The Hamiltonian and momentum constraints can be converted to elliptic equations in
the exact same way as in GR: we can just take equations (4.47), (4.48) and substitute
Ãij with ψ6

2α(L̃β)ij (c.f. equation (4.77)) to impose quasiequilibrium.

To obtain the analogue of (4.80) and an elliptic equation for the scalar field, we start
by considering the linear combination

1
4αψ

5 (2γµνEµν + H) = 0

of the 4∂ST theory, write it in terms of the variables α, β, γ̃, ψ,K, Ã and impose a
suitable quasiequilibrium condition. Introducing

Akl = 1
α

(∂t − Lβ)Kkl −KkmK
m
l − 1

α
DkDlα (4.88)

Aϕ = 1
α

(∂t − Lβ)Kϕ + 1
2αD

kαDkϕ (4.89)
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and using the equations of Appendix 4.A, this combination yields

0 = γ̃ijD̃iD̃j(αψ) − αψ
(7

8ψ
−8ÃijÃ

ij + 5
12ψ

4K2 + 1
8R[D̃]

)
+ ψ5(∂t − βiD̃i)K

+1
4αψ

5
{

5
2V (ϕ) − 7K2

ϕ + 1
4ψ

−4D̃iϕD̃iϕ+ δE(αψ)

}
(4.90)

where

δE(αψ) ≡ 16ϵ2γ
i[i1γj]j1 (Di1Dj1f2(ϕ) − 2f ′

2(ϕ)KϕKi1j1) Aij

−3
4ϵ1f1(ϕ)XDiϕDiϕ− 9ϵ1K

2
ϕf1(ϕ)X

−ϵ2γ
i1i2i3
j1j2j3

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
) (
Di3D

j3f2(ϕ) − 2f ′
2(ϕ)KϕKi3

j3
)

+4ϵ2γ
i1i2
j1j2

[
2
(
γj3i1 γ

j1
i3 + γj1j3γi1i3

) (
Kj3

kDkf2(ϕ) − 2Dj3(f ′
2(ϕ)Kϕ)

)
Di3Ki2

j2

+
(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
) (
f ′

2(ϕ)Aϕ − 2f ′′
2 (ϕ)K2

ϕ

)]
(4.91)

and the terms in δE(αψ) are to be converted to the conformal variables using the
equations of Appendix 4.B. Equation (4.90) contains second time derivatives via the
terms Aϕ and Aij. The natural way to impose quasiequilibrium on the data is to
choose

∂tγ̃ij = 0, Kϕ = 0 (4.92)

and set the combination of time derivatives of Kij and Kϕ appearing in (4.90) to zero.
Using these conditions in (4.90) and the scalar equation of motion yields an elliptic
equation for the initial values of αψ and ϕ:

0 = γ̃ijD̃iD̃j(αψ) − αψ
(7

8ψ
−8ÃijÃ

ij + 5
12ψ

4K2 + 1
8R[D̃]

)
− ψ5βiD̃iK

1
16αψ

5
[
(1 − 3ϵ1f1(ϕ)X)DiϕDiϕ+ 10 V (ϕ) + 4δE ′

(αψ)

]
(4.93)

0 = (1 + 6ϵ1f1(ϕ)X)
(
D̃kD̃kϕ+ 2D̃kϕD̃k lnψ

)
−ψ4V ′(ϕ) + D̃iϕD̃i lnα + ψ4δE(ϕ) (4.94)

where
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δE ′
(αψ) ≡ −16ϵ2γ

i[i1γj]j1Di1Dj1f2(ϕ)
(
KikK

k
j + 1

α
DiDjα

)
−ϵ2γ

i1i2i3
j1j2j3

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)
Di3D

j3f2(ϕ)

+4ϵ2γ
i1i2
j1j2

[
f ′

2(ϕ) 1
2αD

kαDkϕ
(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)

+2
(
γj3i1 γ

j1
i3 + γj1j3γi1i3

)
Kj3

kDkf2(ϕ)Di3Ki2
j2

]
δE(ϕ) ≡ 2ϵ1f1(ϕ)γi1i2j1j2Di1ϕD

j1ϕDi2D
j2ϕ− ϵ1f1(ϕ)(Dϕ)2DiϕDi lnα

−3
4ϵ1f

′
1(ϕ)(DkϕDkϕ)2 + 8ϵ2f

′
2(ϕ)γi1i2i3j1j2j3D

j1Ki2
j2Di1Ki3

j3

−2ϵ2f
′
2(ϕ)γii1i2jj1j2

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)( 1

α
DiD

jα +KikK
jk
)

Of course, again, these expressions need to be rewritten in terms of the conformal
variables. Since this procedure is straightforward (using the identities of Appendix 4.B)
but not particularly enlightening, we spare the reader from detailing these equations
in their full lengths.

The final step in the construction is to impose boundary conditions. The apparent
horizon and asymptotic boundary conditions on the gravitational variables can be taken
to be the same as in section 4.4.1 (equations (4.81), (4.84), (4.85), (4.87)). Regarding
the scalar field, it is simplest to choose

lim
r→∞

ϕ = ϕ∞ and si∂iϕ
∣∣∣
S

= 0 (4.95)

where si is the unit normal to the interior boundary S and ϕ∞ is a constant. For a
single stationary black hole, the latter condition captures the property that there is no
scalar flux through the horizon.

To conclude our proposal, the extended conformal thin sandwich method for the scalar-
tensor theory (1.5) amounts to solving the elliptic equations (4.47), (4.48), (4.93) and
(4.94) for the variables (ψ, βi, α, ϕ) subject to the boundary conditions (4.81), (4.84),
(4.85), (4.87) and (4.95). The (remaining) free part of the data (γ̃, K) can be fixed
using the methods of section 4.3.3.
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4.4.3 On the existence and uniqueness of the extended Con-
formal Thin Sandwich system

The problem of existence and uniqueness of the extended conformal thin sandwich
system is more complicated than in the case of the CTT or the original CTS system,
even in general relativity. In particular, the issue is with the extra equation (4.80).
Concentrate on the terms in (4.80)

γ̃ijD̃iD̃j(αψ) − αψ
(7

8ψ
−8ÃijÃ

ij
)

= γ̃ijD̃iD̃j(αψ) − 7
32ψ

6(L̃β)ij(L̃β)ij(αψ)−1

Upon linearization of (4.80), this part of the equation gives rise to the terms

γ̃ijD̃iD̃jδ(αψ) + 7
32(αψ)−2ψ6(L̃β)ij(L̃β)ijδ(αψ) + ... = 0

However, for a linear elliptic equation of the form

γ̃ijD̃iD̃jΦ − cΦ = 0

with a function c, the uniqueness of the solution may fail if c is negative4. Therefore,
one could find solutions so that (L̃β)ij(L̃β)ij is large enough and the linearized version
of (4.80) does not have a unique solution.

Going beyond this toy argument, it has been explicitly demonstrated [102,116–118]
(both numerically and by means of bifurcation theory) that there exists choices of
free data for the extended CTS system such that the corresponding solution is not
unique. Nevertheless, the extended CTS approach has been used in several numerical
simulations to construct binary black hole initial data (see e.g. [84] and the references
therein).

Similar issues may be expected in the scalar-tensor version of the extended CTS method.
In addition to this, the scalar elliptic equation (4.94) may also suffer from this type of
failure of uniqeness under some choice of the potential V (ϕ) and the couplings f1(ϕ),
f2(ϕ). In fact, there is already some numerical evidence that this may happen. Several
recent studies focused on stationary, axisymmetric black hole solutions of the theory
f1(ϕ) = V (ϕ) = 0, f2(ϕ) = ηϕ2 where η is a constant (see e.g. [28, 29, 119–121]). These
studies concluded that if the coupling constant η is large enough (i.e. in the strongly
coupled regime where η has order of magnitude M2 where M is the mass of the black

4The solution is unique on asymptotically Euclidean manifolds when c ≥ 0, c.f. Lemma 4.2.
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hole) then the Kerr spacetime is no longer the unique rotating black hole solution: for
fixed mass and angular momentum, there exists another solution with a nontrivial
scalar configuration. Moreover, the scalarized solution appears to be stable. More
generally, ϕ = 0 is a solution to Eϕ = 0 and the theory inherits solutions of vacuum
general relativity. Consider the simple case when the initial slice has a single interior
boundary and the free data (γ̃, K) is chosen to be the induced metric and the trace
of the extrinsic curvature of a slice of the Kerr spacetime (e.g. a Kerr-Schild slice).
Clearly, for this particular theory, ϕ = 0 is a solution to (4.94) (provided that ϕ∞ = 0).
Then the extended CTS equations are the same as in vacuum GR and they reproduce
a slice of the Kerr solution [98]. However, for large enough η, (4.94) is likely to have a
bifurcating branch of solutions: for a choice of free data that represents a slice of a
Kerr black hole, there will be a solution with a non-trivial scalar field configuration in
addition to the solution with ϕ ≡ 0. There is no reason to expect that the solution
with non-trivial ϕ is an exact slice of the stationary scalar hairy black hole solution
found in [28, 29, 119–121]. Instead, this data is more likely to represent a slice of a
dynamical black hole that may eventually settle down to the stationary scalar hairy
black hole of [28, 29, 119–121] when evolved in time. To obtain data that is a more
accurate representation of a slice of a scalarized stationary black hole, one could choose
the free data (γ̃, K) to be the induced metric and the trace of the extrinsic curvature
of a constant time slice of the scalarized black hole solution. The construction of initial
data for a binary system of such black holes could then be done by using the idea of
"superposition" (section 4.3.3) to choose the free data.

Appendix 4.A Evolution equations of scalar-tensor
effective theories in a 3 + 1 form

In this appendix we provide the evolution equations of the 4∂ST theories written in
terms of the ADM variables. These equations can be found in e.g. [110] for the theories
with f1(ϕ) ≡ 0. The main reason for giving these equations is that our convention for
the scalar field is slightly different from that of [110].

Following [110], it is useful to introduce

Akl = 1
α

(∂t − Lβ)Kkl −KkmK
m
l − 1

α
DkDlα (4.96)

Aϕ = 1
α

(∂t − Lβ)Kϕ + 1
2αD

kαDkϕ (4.97)
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The evolution equations of 4∂ST theories are the spatial components of the gravitational
equation of motion and the scalar equation of motion. These can be written as

Eij ≡ ∂(γ−1/2πij)
∂Kkl

Akl + ∂(γ−1/2πij)
∂Kϕ

Aϕ − Fij = 0 (4.98)

Eϕ ≡ ∂(γ−1/2πϕ)
∂Kkl

Akl + ∂(γ−1/2πϕ)
∂Kϕ

Aϕ − Fϕ = 0 (4.99)

with

F i
j = −1

2(1 + 2ϵ1f1(ϕ)X)DiϕDjϕ+ 1
2V (ϕ)γij

+1
4γ

i
j

(
DkϕDkϕ− 4K2

ϕ

)
(1 + ϵ1f1(ϕ)X)

−1
4γ

ii1i2
jj1j2

[
16ϵ2

(
γj3i1 γ

j1
i3 + γj1j3γi1i3

) (
−Kj3

kDkf2(ϕ) + 2Dj3(f ′
2(ϕ)Kϕ)

)
Di3Ki2

j2

+
(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
) (

1 + 16ϵ2f
′′
2 (ϕ)K2

ϕ

)]
(4.100)

Fϕ = −V ′(ϕ) + (1 + 6ϵ1f1(ϕ)X − 8ϵ1f1(ϕ)K2
ϕ)
(
DkDkϕ− 2KKϕ

)
−3ϵ1f

′
1(ϕ)X2 − 8ϵ1f1(ϕ)Kϕ

(
Ki

jDjϕD
iϕ− 2DiKϕD

iϕ
)

+2ϵ1f1(ϕ)γi1i2j1j2Di1ϕD
j1ϕ

(
Di2D

j2ϕ− 2KϕKi2
j2
)

+8ϵ2f
′
2(ϕ)γi1i2i3j1j2j3D

j1Ki2
j2Di1Ki3

j3 (4.101)

and the coefficients of the time derivatives are

∂(γ−1/2πij)
∂Kk

l

= γiljk − 4ϵ2γ
ili1
jkj1

(
Di1D

j1f2(ϕ) − 2f ′
2(ϕ)KϕKi1

j1
)

(4.102)

∂(γ−1/2πij)
∂Kϕ

= ∂(γ−1/2πϕ)
∂Ki

j

= −2ϵ2f
′
2(ϕ)γii1i2jj1j2

(
R[D]i1i2j1j2 + 2Ki1

j1Ki2
j2
)

(4.103)
∂(γ−1/2πϕ)

∂Kϕ

= −2
(
1 + 6ϵ1f1(ϕ)X + 2ϵ1f1(ϕ)(Dϕ)2

)
(4.104)
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Appendix 4.B Conformal decomposition

In this section, we collected some identities for converting the elliptic equations to their
conformal form. First of all, we have

X ≡ −1
2(∇ϕ)2 = 2ψ−12K̃2

ϕ − 1
2ψ

−4γ̃ijD̃iϕD̃jϕ (4.105)

For a general scalar function Φ, we have

DiD
jΦ = ψ−4D̃iD̃

jΦ − 2ψ−4D̃kΦ
(
γki D̃

j lnψ + γ̃jkD̃i lnψ − γji γ̃
klD̃l lnψ

)
(4.106)

and in particular,

DiD
iΦ = ψ−4

(
γ̃ijD̃iD̃jΦ + 2γ̃ijD̃i lnψD̃jΦ

)
(4.107)

The conformal transformation rule for the Riemann tensor is

R[D]i1i2j1j2 = ψ−4R[D̃]i1i2j1j2 − 8ψ−5γ
[j1
[i1 D̃i2]D̃

j2]ψ

+24ψ−6γ
[j1
[i1 D̃i2]ψD̃

j2]ψ − 4γj1j2i1i2 ψ
−6γ̃klD̃kψD̃lψ (4.108)

To convert products of the extrinsic curvature to conformal variables, the following
may be useful:

γi1i2i3j1j2j3Ki1
j1Ki2

j2 = 2
9K

2γi3j3 − 2
3ψ

−6KÃi3j3

+2ψ−12Ãi3kÃ
k
j3 − ψ−12ÃklÃ

l
kγ

i3
j3 (4.109)

Finally, for the derivatives of the extrinsic curvature, one can use

DjKi1
j1 = ψ−10D̃jÃi1

j1 + 1
3ψ

−4γ̃i1
j1D̃jK − 6ψ−10Ãi1

j1D̃j lnψ

+2ψ−10
(
γ̃jj1Ãi1

lD̃l lnψ + γ̃i1
jÃj1lD̃l lnψ

−Ãi1jD̃j1 lnψ − Ãjj1D̃i1 lnψ
)

(4.110)





Chapter 5

Conclusions

This thesis explored some mathematical properties of two classes of effective theories
of gravity with second order equations of motion: Lovelock and Horndeski theories.
These theories attracted considerable research interest in recent times due to their
possible relevance to cosmology and high energy physics.

The majority of the thesis focuses on the initial value problem in Lovelock and Horndeski
theories. The main result presented here is that these two theories possess a locally
well-posed initial value formulation when the theories are weakly coupled. Weak
coupling means that the Lovelock or Horndeski corrections are small compared to the
Einstein-scalar-field theory terms in the equations of motion. The remainder of the
thesis addresses the initial data problem for 4-derivative scalar-tensor effective field
theories (a class of Horndeski theories). It was shown that the constraint equations of
the theory have solutions on asymptotically flat initial data surfaces. These results
demonstrate that Lovelock and Horndeski theories satisfy some important mathematical
consistency requirements, at least for small couplings.

To gain some insight into the initial value problem for general Lovelock and Horndeski
theories, it was useful to study cubic Horndeski theories in detail. In chapter 2 we have
provided three locally well-posed formulations of this class of theories at weak coupling.
The proofs of these results relied on a special property of the cubic Horndeski equations
of motion: terms containing the spacetime curvature in the scalar equation of motion
can be eliminated using the gravitational equation of motion. We have exploited this
property to derive an alternative scalar equation of motion which greatly simplified
the analysis of well-posedness.
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The first two well-posed formulations presented in chapter 2 are generalizations of
the BSSN and the CCZ4 systems. The BSSN-type and CCZ4-type formulations of
weakly coupled cubic Horndeski theories are found to be strongly hyperbolic when
the free functions describing the slicing and shift conditions obey suitable bounds.
These bounds are enforced by the criterion that the causal cone associated with the
scalar degree of freedom must not intersect the causal cones associated with certain
"non-physical" degrees of freedom. Violation of this condition leads to a failure of
strong hyperbolicity of the equations of motion.

The third well-posed formulation of cubic Horndeski theories discussed in chapter
2 is an extension of an elliptic-hyperbolic formulation of general relativity. The
gauge-fixed equations are obtained using the spatial harmonic gauge condition and a
generalization of the constant mean curvature slicing condition. The elliptic equations
are modifications of the cubic Horndeski constraint equations. These elliptic constraint
equations can be uniquely solved for the lapse function and the shift vector on compact
spatial slices with negative Ricci curvature. When the elliptic constraints hold, and the
cubic Horndeski couplings are sufficiently small, the evolution equations are strongly
hyperbolic.

Despite the success of these three methods for cubic Horndeski theories, it appears that
they do not lead to a well-posed formulation of more general Horndeski or Lovelock
theories. One of the reasons for this failure is that the equations of motion of more
complicated Horndeski theories do not have the same special structure as the equations
of cubic Horndeski theories: there seems to be no obvious way to simplify the scalar
equation of motion by modifying it with a linear combination of the gravitational
equations of motion. The second problem is the degeneracy between certain mode
solutions of the equations. An appropriate choice of the gauge source functions in
the BSSN and CCZ4 formulations removes the degeneracy between some but not
all of the "unphysical" modes. The remaining degeneracy between pure gauge and
constraint violating modes typically leads to a failure of strong hyperbolicity in a
general Horndeski or Lovelock theory, even at small couplings.

One solution to this problem is given in chapter 3 where we introduce a modified
harmonic gauge condition and gauge-fixing of the gravitational equations of motion of
the theories discussed. This approach involves two auxiliary Lorentzian metrics: one of
them specifies the gauge condition, and the other determines how the gauge condition
modifies the equations. The degeneracy between different types of high-frequency
mode solutions is resolved when the causal cones of the two auxiliary metrics and
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the spacetime metric form a nested set (see Fig. 3.1). Further investigation of the
modified harmonic equations in general relativity reveals that this simple condition on
the causal cones is sufficient for strong hyperbolicity. A continuity argument establishes
that the modified harmonic gauge Lovelock and Horndeski equations are also strongly
hyperbolic at sufficiently small couplings.

An important mathematical problem related to the Cauchy problem concerns the
construction of initial data in gravitational theories. Clearly, this is an essential
starting point to study the dynamics of the theories. The problem is to find solutions
to the gravitational constraint equations that represent a sufficiently broad class of
astrophysical objects.

In chapter 4, we considered the initial data problem on asymptotically Euclidean
hypersurfaces in a class of (weakly coupled) scalar-tensor effective theories, using
standard conformal techniques of general relativity and results from the elliptic PDE
literature. These methods seem to be quite robust and are applicable in more general
settings. For example, we did not make use of the specific form of the equations of
motion, so it seems likely that the construction of asymptotically Euclidean initial
data works similarly for any weakly coupled Horndeski or even Lovelock theories.

The results presented in chapter 4 for the CTT and CTS systems have the obvious
possible application to construct black hole binary initial data numerically that could
be evolved using the modified harmonic formulation. The puncture data (which is
based on the CTT approach) has the advantage that it only requires solving a single
elliptic equation (the Hamiltonian constraint) coupled to a set of algebraic equations.
The main drawback of this method (besides the presence of junk radiation in the data
and the possible need for excision) is that there appears to be no simple and natural
candidate for the scalar field initial data. In the conformal thin sandwich method, one
needs to solve a coupled system of elliptic equations for the conformal factor and the
shift vector, which may be computationally more costly than the puncture method.
However, if the 4-derivative EFT couplings are sufficiently weak, these equations may
be solved iteratively, starting from GR initial data. Furthermore, the free part of the
data may be fixed using standard methods of numerical relativity, e.g. by "superposing"
stationary scalar hairy black hole solutions.

Overall, this thesis demonstrated the importance of studying the mathematical proper-
ties of Horndeski and Lovelock theories. We also provided solutions to the local Cauchy
problem and the initial data problem in these theories, which may also be relevant for
numerical relativity and observational tests of general relativity. The results presented



166 Conclusions

here open up the possibility to explore other interesting problems related to these (and
possibly other) effective theories of gravity.

For example, one may be interested in whether the weakly coupled assumption could
be violated dynamically. The nonlinear evolution of the equations could drive the
fields out of the regime where the Horndeski or Lovelock terms are small compared to
the Einstein-scalar-field theory terms, even if one starts with weakly coupled initial
data. This is certainly a real concern since the results presented in this paper only
guarantee local well-posedness. The long time behaviour of the system, however, is a
question of global well-posedness, which is a very subtle and complicated problem to
solve rigorously even in general relativity. Nonetheless, there are some recent numerical
studies on some Horndeski theories indicating that the formulations presented here
may give rise to global solutions under certain conditions [66, 70].

Of course, it is also possible that the modified harmonic gauge Horndeski equations of
motion are strongly hyperbolic even at strong couplings for a sufficiently broad class of
field configurations (at least for some choice of the coupling functions). In particular,
it is likely to be the case in theories whose gauge invariant characteristic polynomial
(introduced in [45]) is a hyperbolic polynomial in a generic class of strongly coupled
solutions. It would be interesting to see if there are theories and a class of solutions
satisfying this condition.

Finally, another application of the ideas explored in this thesis could be to investigate
the causal structure of weakly coupled effective theories of gravity in more detail [45].
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