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Abstract

Neurodegeneration is a pathology shared by a varied class of diseases, and many of the
mutations that are known to cause such diseases have been linked to protein
aggregation and autophagy dysfunction. Improvements to gene editing and neuronal
differentiation strategies have enabled the derivation of in wvitro disease models using
human iPSC-derived neurons to provide a more accurate understanding of how disease

mutations affect neuronal health.

I first sought to model the polyglutamine disease spinal and bulbar muscular atrophy
(SBMA), detailed in Chapter 4. Using iPSCs derived from a healthy donor and an
SBMA patient, the CAG repeat of the endogenous androgen receptor (AR) gene was
CRISPR-edited to encode a series of lengths or an early stop codon. However, AR
expression was silenced upon transcription factor-mediated differentiation to a lower
motor neuron-like state, and chemical differentiation prevented ligand-induced AR
nuclear translocation. Deriving the cell lines in this work highlighted that purification
of transgenic cells is a key bottleneck to gene editing. I therefore adapted a synthetic
marker gene that presents a streptavidin binding peptide (SBP) tag on the extracellular
membrane, detailed in Chapter 3. Expression of this tag in iPSCs enabled transient
fluorophore staining and effective sorting of mixed populations with magnetic
streptavidin beads. Finally, Chapter 5 establishes LICAM as a novel autophagy
modulator; iPSC-derived neurons showed that reduction of the L1CAM transcript with
shRNAs, but not genetic knockout of the L1CAM protein, is sufficient to reduce

transcription of the A TGS gene family, which are core components of macroautophagy.

This work exemplified both the strengths and weaknesses of iPSC-derived neurons;
namely, they are tractable and able to recapitulate neural phenotypes, but deriving
new model lines requires a high initial investment, so adequate proof-of-concept is

crucial.
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Preface

At the time of this writing, portions of Chapters 2, 3, and 4 have been published in
modified form, including shared data and adapted figures (Fernandopulle, Prestil et

al., 2018).

In Chapter 3, plasmid construction was performed in collaboration with Christopher
Grunseich and Michael Ward. Fig. 3.1a is used from Matheson et al. (2014), and Fig.

3.8b is adapted from the same source.

In Chapter 4, the strategy of editing AR, including design of gRNAs and inserts, was
developed and carried out in collaboration with Xia Feng and Jill Hakim. Assessment
of potential off-target mutagenesis (Table 4.2) was performed by Ronald Wang and
Xia Feng. Fig. 4.14 is from unpublished work that I performed in collaboration with
Ling Hao and Michael Ward.

In Chapter 5, Fig. 5.2 is adapted from Konar et al. (2018). Data identifying L1ICAM
as a gene of interest was obtained by Eleanna Stamatakou (Fig. 5.3), and preliminary

experiments were performed in collaboration with So Yeong Cheon (Figs. 5.4 & 5.5).
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Chapter 1: Introduction

1.1 Neurodegenerative diseases

1.1.1 Pathology and genetics

Cognitive deterioration and motor dysfunction have long been recognized as a common
feature of diseases characterized by progressive loss of neurons, leading to their
classification as neurodegenerative diseases. Among the most common and well-studied
of these are Alzheimer’s disease (AD), Parkinson’s disease (PD), amyotrophic lateral
sclerosis (ALS), and Huntington’s disease (HD). Each of these diseases affect different
subsets of neurons, leading to their distinct clinical manifestations (Dugger & Dickson,
2017). In addition, many neurodegenerative diseases have been linked to dominant
causative mutations. Since onset of neurodegeneration in these diseases does not
typically occur until middle to late adulthood, the identification of such genetic causes

has led to predictive genotyping and the future possibility of preventative therapies.

However, most ALS cases have no known genetic cause, and a range of genetic factors
have been identified in the familial subset of cases (Tsai & Manley, 2021). Similarly
mixed sporadic risk factors and familial genetic causes are also known for AD and PD
(Forman et al., 2004), so these diseases can be best understood as subclasses of similar
pathologies under the larger neurodegenerative disease umbrella. Several ALS disease
genes have also been found to overlap with those identified in frontotemporal dementia
(FTD; Liscic et al., 2020). This suggests that shared molecular mechanisms underpin
different neurodegenerative diseases; defining these commonalities may lead to

generalized treatment strategies.



1.1.2 Protein aggregation

It has been over a century since Alois Alzheimer first reported the discovery of dense
protein deposits in the cerebral tissue of dementia patients, now known as amyloid
plaques and neurofibrillary tangles, leading to the recognition of his eponymous disease
(Cipriani et al., 2011). It was subsequently found that protein aggregation is a shared

trait of nearly all late-onset neurodegenerative diseases (Taylor et al., 2002).

While the specific mechanisms by which aggregation-prone proteins cause disease
remains an open question, enhancing the degradation of disease-associated mutant
proteins by induction of autophagy has been shown to reduce neurotoxicity in animal
and cell models (Menzies et al., 2015; Ravikumar et al., 2004), and many genes
associated with neurodegenerative disease have been linked to autophagy regulation,
as explored below. Neurons also feature complex morphology and have limited
regenerative capacity, so these cells are particularly sensitive to disruptions to
proteostasis. This led to the idea that disruption of protein quality control is a key
aspect of neurodegeneration; aggregates may form because degradative mechanisms
are impaired. Improving mutant protein clearance via autophagy induction may thus
be protective against neurotoxicity and thereby delay neurodegenerative disease onset

(Djajadikerta et al., 2020).

Nevertheless, these diseases have high prevalence and poor prognosis, and the only
established treatments are palliative. It is perhaps this very intransigence of
neurodegenerative diseases to traditional pharmacological intervention that makes
these diseases good candidates for the development of new therapeutic modalities.
Recently, aducanumab was approved by the FDA as the first monoclonal antibody
therapy in AD, although clinical trial results did not conclusively show efficacy
(Mullard, 2021). In addition, gene therapy has been explored, for example with viral
vectors to modify or replace disease genes in familial ALS, HD, and spinal muscular

atrophy (SMA; Sun & Roy, 2021).



1.1.3 Polyglutamine diseases

Nine different neurodegenerative diseases have each been linked to an expansion of a
CAG trinucleotide repeat in a disease-associated gene, which results in an extended
polyglutamine (polyQ) tract in the protein product (Orr & Zoghbi, 2007). These
diseases (abbreviation; disease-associated gene) are: HD (HTT), spinal and bulbar
muscular atrophy (SBMA; AR), dentatorubral-pallidoluysian atrophy (DRPLA;
ATNI), and six different spinocerebellar ataxias (SCA types 1, 2, 3, 6, 7, and 17;
ATXNI1, ATXN2, ATXN3, CACNA1A, ATXN7, and TBP, respectively). SBMA is

explored in further detail in Chapter 4.

Interestingly, normal functions of these genes vary, and other mutations to these genes,
including knockouts, are not associated with neurodegeneration, suggesting that the
CAG repeat expansion and resulting increased poly(Q tract length confer a toxic gain-
of-function that is necessary for neurotoxicity (Sambataro & Pennuto, 2017).
Furthermore, it has been shown that long poly(Q repeats predispose these proteins to
aggregation, poly(Q diseases often present with both cytoplasmic and nuclear inclusions,
and mutant proteins in nuclei can disrupt gene regulation while escaping degradation
(Li et al., 2016; Perez et al., 1998). Aggregation may be a protective mechanism to
reduce the available surface area, and thus binding potential, of these mutant proteins,

but the formation of such aggregates in nuclei may prevent their export and clearance.

In addition, multiple polyQ-expanded proteins have been found to directly bind to and
destabilize beclin 1 via the polyQ tract (Ashkenazi et al., 2017). This study revealed
that the ataxin 3 poly(Q repeat functions normally to enable beclin 1 binding and that
polyQ-expanded proteins may directly impair autophagy and thereby inhibit their own

degradation.



1.2 Autophagy

1.2.1 Degradation pathways

Autophagy is a critical and evolutionarily conserved system of intracellular protein
degradation. In general, autophagy refers to any process that acts to import substrates
from the cytoplasm into an organelle containing degradative enzymes, such as protein
and lipid hydrolases (Huang & Klionsky, 2002; Tanida, 2011). Unlike the ubiquitin-
proteasome system (UPS), the other major degradative pathway which degrades
individual peptides, autophagy is capable of degrading whole organelles and protein
complexes, including oligomers of mutant proteins thought to be precursors for
insoluble aggregates, contributing to its recognition as relevant to neurodegenerative

diseases (Scotter et al., 2014).

The most well-understood process of autophagy is macroautophagy, which involves the
collection of a portion of cytoplasm, including proteins, vesicles, and organelles (e.g.,
mitochondria), into a double-membrane structure known as an autophagosome. Once
the autophagosome is filled and closed, it is then trafficked and fused with lysosomes
to degrade the inner membrane along with the cargo inside (Dikic & FElazar, 2018).
Autophagy in general is often conflated with macroautophagy in particular, but this
practice diminishes the important contributions of alternative autophagy pathways,
such as microautophagy, which involves direct engulfment of cargo by the lysosome,
and chaperone-mediated autophagy, in which cargo is translocated into the lysosome
via specific receptors on the lysosomal membrane (Cuervo & Wong, 2014; Oku & Sakai,
2018). This work therefore seeks to maintain specificity by using autophagy only in
reference to the general process and using macroautophagy when this particular

pathway is implicated.

Foundational work in yeast first enumerated the genes necessary for macroautophagy,

later termed the autophagy-related (ATG) genes (Klionsky et al., 2003; Tsukada &



Ohsumi, 1993). It was subsequently found that orthologs of these genes are ubiquitous
throughout the eukaryotes, and the core process of macroautophagy has remained
remarkably consistent across vast evolutionary time. Perhaps the most notable
difference is the locus of degradation—while plants, fungi (including yeast), and many
other eukaryotes deliver autophagosomes to a large vacuole for digestion, animal
species have exchanged vacuoles in favor of lysosomes. These vesicles are relatively
small, but they are highly acidified by transmembrane vacuolar ATPases, which in
turn activates internal acid hydrolases that digest lysosomal contents. This key
difference affects the location and machinery involved in autophagosome synthesis,
trafficking, and fusion; for instance, early synthesis occurs on the vacuole membrane
and returns to the vacuole for degradation in yeast (Mizushima 2007), while animal
cells can traffic the lysosomes themselves to distal cellular processes for degradation in
situ, which is essential to the maintenance of neuronal axons and dendrites (Liao et

al., 2019).

Interactions between the ATG proteins were largely discovered and have been
characterized in the most detail in yeast, forming a complex model of the molecular
mechanisms responsible for canonically regulating and enacting macroautophagy
(Levine & Kroemer, 2019). In many species however, the ATG genes have undergone
multiple duplications, leading to their independent specification of function and
regulation. Differences in the number of autophagy-related genes have been noted in
plants, fungi, and animals; for instance, the one yeast gene ATG8 has two orthologs
in Drosophila, seven in humans, and twelve in Brassica rapa. Thus, while the overall
structure of macroautophagy appears consistent across eukaryotes, the specific

machinery and regulatory mechanisms involved varies greatly.

To add yet another layer of complexity, the rate of protein degradation varies between
cell types within an organism, with cells specializing in phagocytosis and rapidly
proliferative cells turning over much of their proteome in hours while cells with

extensive structures and long lives can take days to degrade the same proteins. The



following subsections specifically focus on the formation of the nascent autophagosome
in human cells due to its relevance to Chapter 5, and a slower rate of flux in neurons

compared with iPSCs and HelLa cells is also noted in this chapter.

1.2.2 Autophagosome synthesis in humans

Macroautophagy is initiated by the nucleation of the phagophore, which then elongates
and is closed to form the autophagosome (Mizushima, 2007). The initial stages of
phagophore formation are dependent on formation and activation of the ULK complex,
which is regulated by the target of rapamycin complex 1 (TORC1) and consists of
ATG13, FIP200, ATG101, and ULK1 or ULK2 (Nakatogawa, 2020). When active, the
ULK complex phosphorylates numerous targets and forms a scaffold to recruit other
ATG proteins (Fig. 1.1a). One such target is the PI3K complex I, which consists of
VPS34, VPS15, ATG14L, NRBF2, and beclin 1 (an Atg6 homolog); when activated,
this complex binds to intracellular membranes and phosphorylates the lipid
phosphatidylinositol (PI) to produce PI-3-phosphate (PI3P; Funderburk et al., 2010;
Itakura et al., 2008). PI3P enables recognition and binding by the four WIPI proteins,
and WIPI2 specifically recruits ATG16L1 to the phagophore membrane (Fig. 1.1b;
Wilson et al., 2014).

Meanwhile, ATG7 functions as an E1 ubiquitin-activating enzyme to prime the
conjugation of ATG12 and the ATGS8 protein family (Fig. 1.1c; Mizushima et al.,
1998). ATG12 is passed from ATG7 to ATG10 and is finally conjugated to ATG5H
(Tanida et al., 2001). ATG5-12 then complexes with ATG16L1 at the phagophore as
a dimer (Dooley et al., 2014). With this step, all of the components are in place to
discuss the ATGSs.



1.2.3 The ATG8 gene family

The ATGS family comprises seven known genes in humans, all evolutionarily related
to the Atg8 gene identified in yeast and conserved throughout the eukaryotes (Shpilka
et al., 2011). These genes fall into two major subfamilies: the microtubule-associated
protein 1 light chain 3s (MAPILCS3s, or LC3s), comprised of LC3A, LC3B, LC3B2
(nearly identical to LC3B), and LC3C, and the y-aminobutyric acid receptor-associated
proteins (GABARAPs), comprised of GABARAP, GABARAPL1, and GABARAPL?2
(also known as GATE-16). Of these, the most studied protein is LC3B, which is
commonly simply referred to as LC3; for the sake of clarity, this work will specifically

use the name LC3B, and the name ATGS is used to refer to the family in general.

Figure 1.1: Initial steps of canonical autophagosome synthesis.

(a)  When active, the ULK complex initiates phagophore formation by
phosphorylating the PISK complex I, which in turn phosphorylates PI to PI3P.

(b)  PI3P enables WIPI2 binding, which recruits ATG16L1 to the membrane.

(¢)  ATGT activates ATG12, which is conjugated by ATG10 to ATG5, and this
complexes with ATG16L1.

(d)  pro-ATGSs are cleaved by ATG4B to become ATGS8-I, which is activated by
ATGT7 and conjugated by ATG3 and the ATG5-12-16L1 complex to PE to form
ATGS-II. This form promotes autophagosome maturation and binds a variety of

adaptor proteins.
()  ATG4B can delipidate ATGS8-II; active ULK complex inhibits ATG4B in the
vicinity of the phagophore.

(continued)



Figure 1.1 (continued): Initial steps of canonical autophagosome synthesis.
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The ATGS8s are highly similar, small ubiquitin-like proteins that are associated with
intracellular membranes, most notably—but not only—autophagosomes (Nieto-Torres
et al., 2021a). After translation, a full-length ATGS8 propeptide (known as pro-ATGS;
e.g., pro-LC3B) is cleaved at the C terminus by one of the four mammalian ATG4
homologs to form ATGS8-I (e.g., LC3B-I or GABARAP-I); ATG4B has been shown to
be most active in general (Fig. 1.1d; Li et al., 2011). Conjugation is then activated by
ATG7, which passes the ATGS8-I to ATG3, which acts alongside the ATG5-12-16L1
complex to ligate the ATGS8-I to the lipid phosphatidylethanolamine (PE) in the
phagophore membrane as ATGS-II (e.g., LC3B-II or GABARAP-II) (Tanida et al.,
2004). The ATG4s are also targets of the ULK complex, and phosphorylation by ULK1
inhibits their protease activity which likely functions to protect the ATGS-IIs from

subsequent deconjugation from the membrane (Fig. 1.1e; Pengo et al., 2017).

Once conjugated, the ATGS8s play an important role in phagophore elongation (LC3s)
and closure (GABARAPs; Weidberg et al., 2010). Many proteins have also been found
to contain LC3-interacting region (LIR) motifs, and these interactions are a key
component of cargo selection, autophagosome trafficking, and lysosomal fusion
(Johansen & Lamark, 2020). Mutations in several of these LIR-containing adapter
proteins have been directly linked to neurodegenerative diseases, including HTT,
SQSTM1, OPTN, and UBQLN2 (Deng et al., 2017; Rui et al., 2015). This underscores
the importance of macroautophagy in the maintenance of neuronal health and how its

dysfunction leads to disease.

While most research on the ATGS8s focuses on LC3B specifically, there are notable
differences in the roles of the individual proteins, their functions are not redundant,
and overexpression of one ATG8 may or may not rescue the effects of a reduction of a
different family member (Weidberg et al., 2010). For instance, an important role of
the ATGS8s is to mediate autophagosome fusion with lysosomes, which is largely
mediated by the GABARAP subfamily (Nguyen et al., 2016). Specialization has also

been shown for cargo selectivity, as LC3C is crucial for autophagic degradation of



invading Salmonella bacteria, a process termed xenophagy (von Muhlinen et al., 2012).
While PE conjugation occurs on the C-terminus, the N-terminus contains two o-helices
that can bind membranes, and the LIR-docking site is a part of the ubiquitin-like core
(Weidberg et al., 2011). Thus, differences between the ATGS8s in these domains, along
with posttranslational modifications, can impart different affinities (Huang et al., 2015;
Nieto-Torres et al., 2021b; Rogov et al., 2014; Wirth et al., 2019). Recent studies have
suggested other modes of interaction that can further separate the binding partners of

the ATGS8s (Wesch et al., 2020)

In addition to double-membrane autophagosomes, ATGS8s can be conjugated to single-
membrane vesicles that are associated with degradation, such as phagosomes and
endosomes, in much the same manner (Florey et al., 2011). Such vesicles in microglia
were shown to degrade amyloid 3 and reduce neurotoxicity in a mouse model of AD
(Heckmann et al., 2019), suggesting that impairment of the ATG8s may predispose
neurodegeneration in a manner beyond impairment of macroautophagy. Furthermore,
mammalian GABARAP and GABARAPLI1 as well as yeast Atg8 are involved in
trafficking proteins and vesicles between the endoplasmic reticulum, Golgi apparatus,
and extracellular membrane (Leil, 2004; Mansuy et al., 2004). GABARAPL2 is

involved in membrane fusion in the Golgi as well (Sagiv et al., 2000).

Also of note, alternative mechanisms of macroautophagy initiation have been reported
which do not require ATG5, ATG7, or conjugation of ATGS8s, although the ULK
complex and PI3K complex I are required (Arakawa et al., 2017; Nishida et al., 2009).
These mechanisms are not as well-characterized as the canonical pathways described
above and are induced by DNA damage but not conventional stimuli such as TORC1
inhibition. It is therefore unlikely that these mechanisms can fully make up for a loss

of canonical macroautophagy.
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1.2.4 Transcriptional control of macroautophagy genes

Research on macroautophagy often focuses on protein-protein interactions that
influence the rate of autophagosome formation or lysosomal degradation, but for these
interactions to take place, the necessary components must be available. Understanding
transcriptional regulation is therefore vital, and many pathways can influence the
transcription of autophagy genes in mammalian cells (Fiillgrabe et al., 2016). Most
relevant for this thesis, members of the transcription factor E (TFE) family TFEB,
TFE3, and TFEC, and the forkhead box class O (FOXO) family FOXO1, FOXO3,
FOXO0O4, and FOXO6 can drive transcription of multiple core macroautophagy genes,
including the ATGS8s (Lapierre et al., 2015; Shpilka et al., 2011).

Within each family, target genes are often shared, and similar stimuli, such as
starvation, can activate both transcription factor families (Di Malta et al., 2019).
Orthologs of both families also cooperate in C. elegans, suggesting that co-activation
of both pathways may be important for macroautophagy maintenance or induction
more broadly (Lin et al., 2018). Cells overexpressing TFEB or constitutively active
forms of FOXO1 or FOXO3 also have increased levels of multiple ATG8s (Mammucari
et al., 2007; Sengupta et al., 2009; Settembre et al., 2011; Zhao et al., 2007).

Often pictured as opposing the TFE family, ZKSCAN3 binds to and represses
transcription of several core macroautophagy genes, including the ATGSs, in basal
conditions, but it is exported to the cytoplasm upon nutrient deprivation (Chauhan et
al., 2013). Similarly, FXR (aka NR1H4) represses the transcription of many core
macroautophagy genes, including TFEB and ATGS8s, by preventing CREB and
PPARa from binding to these genes (Lee et al., 2014; Seok et al., 2014). Again,
starvation deactivates FXR, thereby allowing CREB and PPARa to drive
transcription. While not a comprehensive survey of all known transcriptional

regulators, these pathways have the widest known influence on macroautophagy genes.
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1.3 Development of in vitro human neuronal models

1.3.1 Advantages of a human model

As mentioned above, our understanding of the molecular machinery driving
macroautophagy in mammalian cells is based on research first performed in yeast.
Macroautophagy is a process that is ubiquitous throughout eukaryotes, so findings in
different species have largely been able to generalize through genetic orthologs.
Biological research has historically used numerous model organisms, and in vitro cell
culture has existed for over a century, but tractable human cell and tissue models are

recent and ongoing developments.

Previously, a draw to animal models was the greater flexibility of experimentation and
simplicity of the system. Every neuron and synapse in C. elegans is known, the
Drosophila genome was essentially mapped long before high-throughput sequencing
was invented, and mouse breeding programs have developed widely available knockout
lines. The simple availability of antibodies and annotated genome sequences is
something taken for granted in established model systems but requires massive up-
front investment. The gap in experimental possibilities between human and animal
models, once quite wide, has narrowed alongside the development of tools for human
cell models. Such tools are often a combination of new technologies and an extension

of the tools made possible by seminal research using animal models.

Performing experiments in human cells directly, rather than in an animal model, is
advantageous for understanding mechanisms of human disease and how stimuli affect
human biology generally. In many cases, the genes that underlie neurodegenerative
diseases are not present or have different functions in common model organisms; for
instance, there is no ortholog to HTT in Drosophila, and mice lack an extended
polyglutamine expansion in their androgen receptor gene (both of which are reviewed

in greater detail in Chapter 4). In such cases, hallmarks of disease can often be
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recapitulated by transgenic overexpression of human disease proteins, but the

environment that these transgenes are in is fundamentally nonhuman.

There is simply no guarantee that the molecular pathologies in these models, such as
changes to gene expression and proteostasis, is an accurate representation of what
occurs in a human cell, so findings in animal models must be replicated in a human
model before medical applications can be pursued. The current state is that animal
models are the ideal for understanding physiological complexity in a manner
inaccessible for cells in a dish and with experimental tractability that human subjects
do not allow; however, if the goal is to understand human biology at a cellular or

molecular scale, human cells are preferable.

1.3.2 Advantages of a neuronal model

Initially, the only human-derived cells that could be cultured long-term were tumor
cells, such as HeLa cells, and cells from human embryos, such as HEK 293 cells. Later
developments enabled the generation of immortalized patient-specific cell lines by
treating explants with radiation, carcinogens, or oncogenic viruses. However, each of
these methods results in cells with abnormal and unstable karyotypes as well as
irregular gene expression patterns (Adey et al., 2013; Lacoste et al., 2010; Lin et al.,
2014). While such models have proven indispensable, it is more accurate to consider
such cell lines as model organisms in their own right rather than truly representative

of human biology.

Even with a healthy human genome, however, neurons feature transcriptomic and
proteomic profiles that are highly different from other cell types, so understanding the
biology of neuron-specific functions is best done in neurons directly. For instance,
neurons grow complex projections and synaptic connections with other neurons for

receiving and transmitting signals, the formation and maintenance of which require
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extensive vesicular trafficking and metabolic regulation at great distances from the cell
body and nucleus. Neurons are also postmitotic and feature extremely long protein
half-lives, leading to a more stable cell state but also sensitizing neurons to dysfunctions
in proteostasis and damage from reactive oxygen species relative to proliferative cells
or tissues with a regenerative niche of stem cells. In addition, neurons express a variety
of unique ion transport channels, neurotransmitter production and receptor machinery,
and transcription factors that enable neuronal function and determine neuronal

identity.

Neurodegenerative diseases also often affect different neuronal subtypes in diverse
ways. For instance, mutations in PRKN cause PD, which principally affects the
dopaminergic neurons in the substantia nigra, and several ALS-linked mutations result
in motor neuron death while leaving the rest of the cortex unscathed. In both cases,
the same DNA is present in every cell in the body, but the unique epigenetics of each
cell type determines both its function and its susceptibility to disease. A fly is the ideal
model to study fly genetics but not a disease unique to humans, and likewise a

cholinergic motor neuron may be ideal to study ALS but not PD.

Fundamentally, it is possible to gain insight using an unideal or less physiologically
relevant model system, and it can even be advantageous if the system chosen is more
tractable or the process studied is known to be generalizable. However, the results from
such systems will still need to be replicated in a more relevant model, much like how
the Atg genes in yeast had to be mapped to human orthologs and their functions
reestablished in a process greatly informed and facilitated by the knowledge gained in
yeast. In the end, it is the responsibility of the researcher to determine the scope of
their study and to identify the appropriate model system, and it is my opinion that a
more immediately relevant system for studying a human disease is preferable and worth

an investment of time and resources.

14



1.3.3 Human stem cells — past and future

Postmortem tissue samples have helped to understand the end state of
neurodegenerative pathologies, but preventing disease onset is a much more attractive
therapeutic strategy than neuronal regeneration and requires understanding the early
stages of pathogenesis. Probable disease mechanisms have been identified in animal
models and non-neuronal cells; however, it has been a longstanding challenge to
reproduce these findings directly in live human neurons. This is in part due to the
inaccessibility of primary cells, but even if human neuronal explants were widely
available, the postmitotic and fragile nature of these cells greatly hinders
experimentation. Starting with a cell type that can be genetically manipulated,

expanded, and later converted to neuron-like cells is thus an attractive approach.

Human embryonic stem cells (hESCs) were first derived by isolating and culturing the
inner cell mass of in vitro fertilized human blastocysts (Thomson et al., 1998). These
cells were found to proliferate and maintain a stable genome in culture indefinitely as
well as retain pluripotency (the ability to differentiate into the three somatic germ
layers), enabling the study of human biology and early development directly. By
applying knowledge from evolutionary and developmental biology, processes to direct
the differentiation of cultured hESCs into somatic cell types arising from each germ
layer were developed using recombinant proteins and small molecules to mimic
developmental signals, and these have been gradually refined into a variety of tractable

protocols (Zakrzewski et al., 2019).

Another major development occurred when it was found that the overexpression of
just four transcription factors, Oct4, Sox2, Klif/, and c-Myc, was sufficient to reprogram
adult mouse fibroblasts into a stem cell-like state, termed induced pluripotent stem
cells (iPSCs; Takahashi & Yamanaka, 2006). This process was soon thereafter extended
to human cells using either the human orthologs of the same factors (Park et al., 2008b;

Takahashi et al., 2007) or the cadre of OCT/, SOX2, NANOG, and LIN28 (Yu et al.,
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2007). Each of these foundational studies extensively characterized the resulting human
iPSCs, showing that they share key characteristics with hESCs (i.e., proliferation,

genetic stability, and pluripotency).

Subsequent advances have yielded fully defined culture conditions and improved
methods that remain widely used and are necessary for the production of clinical-grade
cell therapies (Chen et al., 2011; Ludwig & Thomson, 2007). In addition, the
development of human iPSCs enabled the derivation of human disease models via
reprogramming and differentiating patient cells, revealing disease features at the
cellular and molecular level (Rowe & Daley, 2019). The scalability and differentiability
of iPSCs also led to their widespread use as platforms for drug discovery and genome-

wide screens (Chia et al., 2010).

An apparent limitation of current iPSC-derived cell models is their lack of tissue-level
and organismal biology as compared to animal models. However, this shortcoming is
being addressed; for example, protocols have been developed for differentiating three-
dimensional replicas of tissues in vitro, known as organoids (Rossi et al., 2018). These
often rely on cell masses in suspension or on synthetic biomaterials to act as a scaffold
for cell attachment, followed by cell self-patterning in a manner reminiscent of
development (Cordie et al., 2014; Daly et al., 2021; Salick et al., 2021). In a simpler
case, specific cell types can be differentiated and co-cultured, a strategy that has
produced functional models of the blood-brain barrier and neuromuscular junctions,

among others (Delsing et al., 2020; Lin et al., 2019).
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1.4 Neuronal differentiation strategies

1.4.1 The epigenetic landscape of cell state conversions

In the case of both differentiation of stem cells to somatic cell types and reprogramming
of somatic cells to an iPSC state, cells must first deactivate the epigenetic programs
that perpetuate an existing cell state, a process known as erasure (Cantone & Fisher,
2013). This may be seen as an epigenetic inertia or activation energy that must be
overcome in order for cells to lose an existing identity and enter a transitory
intermediate state (Gulati et al., 2020; Mikkelsen et al., 2008; Wang et al., 2011). Only

after this occurs can cells acquire the gene expression profiles of subsequent cell states.

Reprogramming from somatic cells to iPSCs requires overcoming considerable inertia,
resulting in slow progress, low efficiency, and cell type variability (Hanna et al., 2009).
Once reprogrammed, iPSCs require specific culture conditions to maintain their cell
state, including a combination of growth factors in the media, proximity to other
iPSCs, and sufficient space on a specialized protein substrate onto which to grow.
Lacking these, iPSCs are known to readily undergo apoptosis or to lose pluripotency
through spontaneous differentiation. Furthermore, extraneous signals can induce iPSCs
to differentiate even in culture conditions that otherwise support pluripotency,
suggesting that erasure of pluripotency and subsequent differentiation requires
overcoming considerably less inertia than reprogramming (Thoma et al., 2012). To use
Waddington’s metaphor of an epigenetic landscape, reprogramming is pushing a ball
up a hill, but once at the top, a slight nudge can send it rolling back down
(Waddington, 1966).
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1.4.2 Chemical differentiation

Cell types from all three germ layers have been differentiated from iPSCs, but the most
relevant to neurodegenerative diseases are neurons. As mentioned, differentiation
protocols initially relied on a cocktail of small molecules and recombinant
developmental morphogens to drive iPSCs out of pluripotency, through a neural
progenitor state, and finally into neuronal commitment (Wichterle et al., 2002).
Specific chemical combinations vary, but the earliest studies found that simply
withdrawing FGF-$ from the culture media was sufficient to induce hESC lines to
differentiate to a neuron-like state (Zhang et al., 2001). However, other lineages arose,

highlighting the need to direct differentiation specifically towards a desired fate.

It was later recognized that a neuroepithelial progenitor-like cell (NPC) state could be
induced via specific inhibition of activin/TGF-3 and BMP4 signaling (Chambers et al.,
2009; Chambers et al., 2012). Depending on the desired final neuron type, WNT /8-
catenin may also be inhibited, as in the forebrain, or activated, as in the hindbrain and
spinal cord (Kirkeby & Parmar, 2012). The NPC state can be maintained and
expanded by culturing with FGF-3, and interestingly, differentiation to a cortical
neuron lineage can then be achieved simply by withdrawing FGF-f, suggesting that

neurogenesis is the default process for NPCs (Muiioz-Sanjuan & Brivanlou, 2002).

Specific neuronal cell types can also be patterned at this stage along the rostrocaudal
(head-to-tail) and dorsoventral (back-to-front) axes. Retinoic acid promotes both
terminal differentiation and caudalization of developing neurons, so it is commonly
used to stimulate spinal or peripheral neuron identities (Maden, 2002). Meanwhile,
dorsal patterning depends on activation of WNT and BMP, while ventral identities
(e.g., lower motor neurons) are induced by sonic hedgehog signaling (Petros et al.,
2011). Neurotrophic factors, such as brain-derived neurotrophic factor (BDNF) and
neutrotrophin-3 (NT-3), may also be added to media to generally promote

differentiation and maturation.
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However, chemical differentiation also results in heterogeneous cell populations for the
very reason that the pathways that are induced are designed to mirror normal
development, and the NPC state is shared between neurons and glia in wvivo.
Subsequent induction of the neuronal cell state can be incomplete, and some cells may
commit to a glial state instead. Additional refinements have helped inhibit glial
outgrowth and promote neuronal maturation (e.g., with mitotic inhibitors; Patani,
2016), but these protocols often extend over several weeks and require daily attention,
limiting throughput and increasing the probability of culture contamination or cell

detachment.

1.4.3 Transcription factor-mediated differentiation

The discovery of iPSC reprogramming was in part inspired by the previous discovery
that cell state conversions could be induced by the targeted expression of a small
number of key transcription factors, which can activate epigenetic networks that
greatly alter cell phenotype, termed transdifferentiation. For example, mouse
fibroblasts were transdifferentiated to myoblasts by the expression of a single
complementary DNA (cDNA), MyoD (Davis et al., 1987). In the same way, expression
of key developmental genes can drive iPSC differentiation or enact direct
transdifferentiation without a pluripotent intermediate (Prasad et al., 2016). While
such approaches may not fully reflect development in vivo (e.g., by skipping over
progenitor states) they are usually faster and more pure than chemical methods, have
elucidated the genetic logic behind cell fate determination, and provide potential for
cell therapy applications (Vierbuchen et al., 2010). Recent computational approaches
have expanded the scope of transcription factor-mediated cell state conversions to

include potentially hundreds of cell types (Rackham et al., 2016).
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For neuronal differentiation, brief overexpression of key human neurodevelopmental
genes including NGN2 (aka NEUROGZ2) was found sufficient to trigger a cascade of
additional neuronal transcription factors that cause sustained commitment to a
neuronal cell fate without transitioning through an intermediate progenitor state (Pang
et al., 2011; Thoma et al., 2012). Likewise, it was found that overexpression of human
NGN2, ISL1, and LHX3 (hNIL) was sufficient to drive differentiation specifically to a
lower motor neuron (LMN)-like state (Hester et al., 2011; Mazzoni et al., 2013). The
choice of these genes was not random; most differentiation pathways in vivo are highly
evolutionarily conserved. For instance, it has been proposed that homologs of ISL1 and
LHXS3 were responsible for motor neuron patterning in early ancestors of Bilateria
nearly 500 million years ago, even before nervous system centralization (Thor &

Thomas, 2002; Vergara et al., 2017).

In each case, cells were shown to recapitulate gene expression highly similar to neurons
in viwo, specifically cortical excitatory neurons for NGN2 alone and cholinergic LMNs
for hNIL. Cells were also shown to have electrophysiological activity and form
functional synapses within two weeks of differentiation, indicating mneuronal
specification and maturity in a short timeframe relative to previous techniques.
Moreover, both the neuron yield (i.e., the percent of cells seeded that were recoverable

as neuron-like cells) and neuron subtype purity were shown to be nearly 100% with

NGN2 induction (Zhang et al., 2013b).

Subsequent developments have led to even more tractable systems, termed isogenic,
integrated and inducible (i3)Neurons and i3LMNs (Wang et al., 2017). i3Neurons have
a defined transgene integration at the commonly-used adeno-associated virus
integration site 1 (AAVSI) locus; NGN2 cDNA is placed under the transcriptional
control of a third-generation tetracycline response element (TRE3G) promoter, and
the third-generation reverse tetracycline transactivator (rtTA3G) is expressed
constitutively by the commonly-used chimeric promoter composed of the

cytomegalovirus early enhancer, chicken [-actin promoter, and rabbit B-globin splice
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acceptor (CAG promoter). When a tetracycline such as doxycycline (dox) is present,
rtTA3G is activated and induces expression of the TRE3G promoter (Das et al., 2016).
Thus, NGN2-driven differentiation can be induced by treatment with dox, and control

of expression level and duration is possible by adjusting dox treatment conditions.

i®LMNs have a similarly integrated, dox-inducible construct that drives the
polycistronic expression of the hNIL factors separated by 2A cleavage peptides.
Originally discovered in viruses, these linkers induce ribosomal skipping, which enables
stoichiometric expression of multiple proteins from the same transcript (Liu et al.,
2017; Ryan et al., 1991). While i*LMNs have been described with integration at the
same AAVS1 locus as above (Song et al., 2019), the i3LMNs used in this thesis feature
integration in the second intron of the CLYBL gene, a genetic locus known to permit
transgene insertion with minimal effects on cell biology and low rates of epigenetic

silencing (Cerbini et al., 2015).

Although high cell type purity and electrophysiological activity have been reported for
i®Neurons and i3LMNs, the protocols lack additional signals after dox induction to
direct maturation other than the recommended (optional) addition of BDNF and NT-
3. These generally promote maturation and synapse formation, but they do not specify
neuronal subtype development (Binder & Scharfman, 2004). While most reports claim
that differentiated i*Neurons resemble glutamatergic forebrain neurons with high
purity (Zhang et al., 2013b), more detailed observation has shown that heterogeneity
in neuronal subtypes may arise based on NGN2 expression level and duration of dox
treatment as well as subsequent culture (Lin et al., 2020). Many different types of
neurons are known to exist with a shared evolutionary and developmental origin
(Arendt et al., 2019); therefore, it is critical for reproducibility that transcription

factor-mediated approaches be standardized (e.g., Fernandopulle, Prestil et al., 2018).
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1.5 Gene editing strategies

Traditionally, incorporation of transgenic DNA into mammalian cell and animal
models relied on integration of recombinant plasmids into the genome, mediated by
oocyte microinjection, transfection, or viral transduction (Gordon et al., 1980; Milone
& O’Doherty, 2018). None of these strategies target integration to a specific genetic
locus, leading to heterogeneity in the location and number of insertions, and non-viral
techniques have poor efficiency (Brinster et al., 1985). Viral integration of transgenes,
particularly with lentiviruses, is a commonly-used strategy since it yields high rates of
integration and expression; however, proper controls must be included (Elegheert et

al., 2018).

Homologous recombination is a type of homology-directed repair (HDR), which is a
set of innate mechanisms for repairing DNA breaks with high fidelity using matching
DNA sequences as a template (Pardo et al., 2009). Providing such a template on the
insert plasmid with homology arms can target integration to a precise genomic location
(Smithies et al., 1985). However, this strategy is less efficient (often <0.1%
integration), and off-target integration can occur at higher rates than on-target
integration (Vasquez et al., 2001; Wiirtele et al., 2003). This may be due to the
prevalence of non-homologous end joining (NHEJ), an innate repair mechanism for
DNA double-stranded breaks that does not use a template, and is thus highly error-
prone (Davis & Chen, 2013). NHEJ machinery recognizes ends of DNA strands and
may incorporate nearby exogenous DNA fragments, including linearized plasmids
(Smith, 2001). In hESCs, the efficiency of homologous recombination-based integration
was found to be between 1x107 and 5x107, too low for precise gene editing to be

tractable (Zwaka & Thomson, 2009).

The discovery of site-directed endonucleases was recognized as a strategy both to
increase efficiency of HDR integration and to induce mutations via NHEJ, but such

enzymes were rare and not specific for single genomic locations (Rouet et al., 1994). Tt
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was later discovered that proteins with custom DNA-binding domains could be
engineered to recognize specific nucleotide sequences, leading to the development of
zinc-finger nucleases (ZFNs; Urnov et al., 2010) and transcription factor-like effector
nucleases (TALENs; (Boch et al., 2009; Hockemeyer et al., 2011). These proteins
enabled the recognition of specific loci, and additional domains could be attached to
cut DNA, promote transgene insertion, or influence epigenetic modifications to the
DNA and histones (Gaj et al., 2013). For example, a double-stranded break could be
induced in the coding sequence of a gene, leading to NHEJ-mediated frameshift
mutagenesis and thereby genetic knockout (Bibikova et al., 2002). Alternatively,
scarless integration of a plasmid with homology arms flanking the cut site could be

achieved by HDR with higher efficiency than previous methods (Song et al., 2014).

However, these endonucleases required redesign and reconstruction for each genomic
target. This limitation was not shared by systems using clustered regularly interspaced
short palindromic repeats (CRISPR), originally discovered in bacteria as an antiviral
system that consists of a single endonuclease, CRISPR-associated (Cas) 9, that is
guided by two short RNAs to recognize and cut homologous DNA sequences (Sorek et
al., 2008). CRISPR was adapted as a programmable system for use in a variety of
organisms, including human cells, by fusing the two RNAs to form a single guide RNA
(gRNA) and co-expressing with Cas9 (Jinek et al., 2012; Ran et al., 2013).

The use of CRISPR has been rapidly adopted throughout biology for targeted
mutagenesis and transgene insertion, and mutation of the Cas9 nuclease domain
produced single-strand nickase and nuclease-dead varieties enabling transcriptional
activation (CRISPRa) or repression/interference (CRISPRi), imaging, and other
applications (Barrangou & Doudna, 2016; Doudna & Charpentier, 2014). Genome-wide
screens can now be performed using either CRISPR cutting or transcriptional
modulation (Horlbeck et al., 2016; Shalem et al., 2014; Tian et al., 2019). A variety of
potential medical applications have also been identified, and as of this writing the first

clinical trials are underway (Ledford, 2020). In addition, the first germline gene-edited
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humans, with CRISPR knockout of CCRS, were reported in 2018 (Cyranoski &
Ledford, 2018). The ethics of germline gene editing in humans remains highly
controversial (Jasanoff et al., 2019; Prestil, 2020).

1.6 Modelling disease with iPSCs

Soon after the development of iPSC technology, human iPSCs were derived from
patients with a variety of genetic diseases, including ALS and HD (Dimos et al., 2008;
Park et al., 2008a), but the use of these to study disease mechanisms was initially
limited by several technical factors (Saha & Jaenisch, 2009). Improved differentiation
techniques and culture platforms, along with better characterization of the cell types
they produce, have enhanced the physiological relevance of iPSC-derived disease
models (Rowe & Daley, 2019). More recently, scalable platforms for iPSC-derived
neurons like i*Neurons have identified new genetic risk factors and therapeutic targets
in familial and sporadic neurodegenerative diseases (Kondo et al., 2017; Tian et al.,

2019; Wang et al., 2017).

All experiments require controls, but the many genetic variations between individuals
confounds the direct comparison of cells with different genetic backgrounds (Torrance
et al., 2001). With the development of precise gene editing, disease mutations can be
introduced into healthy control iPSC lines or corrected in patient-derived iPSC lines
in order to provide isogenic pairs (McTague et al., 2021). With their shared genetic
background, an observed phenotype can be assessed in isogenic controls to show that
a specific mutation is necessary (if correcting the mutation corrects the phenotype)
and sufficient (if inducing the mutation reproduces the phenotype). Isogenic controls
are therefore preferable for screening, -omics studies, and similar discovery-based

assays that are critical for identifying phenotypes and formulating hypotheses, while
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genetic diversity (i.e., assessing phenotypes in multiple cell lines with different genetic

backgrounds) is best applied in testing these hypotheses for generalizability.

Of course, the generation of such isogenic controls for disease models requires the
identification of specific disease-causing mutations. There has thus been a proliferation
of isogenic models of familial monogenic neurodegenerative diseases, while polygenic
and sporadic diseases rely on healthy donor iPSCs as controls (Valadez-Barba et al.,
2020; Xie & Zhang, 2015). The ongoing Answer ALS project has generated and
evaluated hundreds of new iPSC lines from healthy donors and ALS patients with the
goal of synthesizing clinical data with multi-omics analysis, and this approach is ideally
suited to address sporadic ALS and ALS/FTD (Rothstein et al., 2020). Meanwhile,
the iPSC Neurodegenerative Disease Initiative ambitiously plans to model 134 different
mutations linked to AD and other dementias in isogenic iPSCs, amounting to 682
planned lines, followed by similar multi-omics analyses (Ramos et al., 2021). The scale
of both projects is a testament to the prospective utility of iPSC-based disease

modelling.

1.7 Summary & Aims

Despite the insight that neurodegenerative diseases typically involve protein
aggregation, they have proven difficult to study and unyielding to treatment. Animal
and cell disease models have revealed a shared link to proteostasis, specifically
autophagy, as a mechanism that ameliorates disease when enhanced and exacerbates
disease when inhibited. A deeper understanding of autophagy has shown that many
known neurodegenerative disease-associated genes are directly involved in regulating
and enacting autophagy. Mutations in these genes may thus impair autophagy, which
could reduce degradation of these mutant proteins and thereby lead to a cytotoxic

feedback loop.
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Patient-specific and gene-edited iPSCs that are differentiated into cell types of interest
are among the most tractable and physiologically relevant disease models to date, and
in vitro neuronal differentiation has enabled experiments directly in cells resembling
human neurons for the first time. This work therefore sought to combine these
capabilities in order to investigate the molecular mechanisms underpinning
neurodegenerative diseases and, in the process, to evaluate and improve the methods

that enable this approach.

In the course of this work, I became aware of the bottleneck of selecting successfully-
edited transgenic cells from a mixed population. I therefore aimed to expand the tools
available for selection of transgenic iPSCs. I also collaborated with Xia Feng and Jill
Hakim to derive novel isogenic iPSC models of SBMA, and I aimed to differentiate
these cells to an LMN-like state in order to compare gene expression in these lines and
thereby gain new insight into disease mechanisms. Finally, I aimed to validate and

characterize the action of a candidate macroautophagy-regulating gene, L1CAM.
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Chapter 2: Materials & Methods

2.1 Reagents

Source information for all reagents, including suppliers and product numbers, is

available in the Appendix (A.2). Media formulations are summarized in the Appendix

(A.3).

2.2 Plasmids

Plasmid maps and primer sequences were designed and maintained with Benchling.

Figures of constructs were prepared with SnapGene.

2.2.1 Gifted & purchased plasmids

Plasmids encoding TALENSs that target the CLYBL locus (pZT-C13-L1 & pZT-C13-
R1) were gifts from Jizhong Zou (Addgene 62196 & 62197 respectively; Cerbini et al.,
2015).

pCAG-eCas9-EGFP-U6-gRNA was a gift from Jizhong Zou (Addgene 79145).

pGL3-U6-sgRNA-BFP was a gift from Xingxu Huang (Addgene 107722; Liu et al.,
2018).

pBI-MCS-EGFP was a gift from Bert Vogelstein (Addgene 16542; Yu et al., 1999).

pCAG-Cre was a gift from Connie Cepko (Addgene 13775; Matsuda & Cepko, 2007).
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Lentiviral packaging vectors psPAX2 and pMD2.G were gifts from Didier Trono
(Addgene 12260 & 12259). pAdV Antage (Promega) was also used to enhance transgene

expression.
pEGFP-C1 is from Clontech (discontinued).

phL1A-pcDNA3 (referred to in this work as L1-OE) was a gift from Vance Lemmon
(Addgene 12307; Hlavin & Lemmon, 1991).

2.2.2 Lab-constructed plasmids

The Mag-hNIL and Mag2-hNIL plasmids were assembled in collaboration with
Christopher Grunseich and Michael Ward. In particular, Michael Ward synthesized
SBP-ALNGFR as a gene block (IDT DNA), and Christopher Grunseich used Gibson
Assembly to insert SBP-ALNGFR and a PCR-cloned T2A-mApple construct into an
hNIL backbone plasmid between the CAG promoter and rtTA3G, constituting Mag-
hNIL (Fig. 2.1). This backbone was similar to pUCM-CLYBL-hNIL (Addgene 105841),

but lacked NeoR and the EF-la-driven mCherry cassettes.

The plasmid pUCM-AAVS1-TO-hNGN2 (Addgene 105840) was also modified in this
way to replace the EF-la-driven selection cassette from mCherry to SBP-ALNGFR-
T2A-mApple, forming AAVS1-EF1-Mag-hNGN2. I digested this plasmid and pUCM-
CLYBL-hNIL (Addgene 105841) with Avrll and Mlul-HF in CutSmart buffer, and the
resulting fragments were separated by agarose gel electrophoresis, cut at the correct
band size, and purified with the QIAquick gel extraction kit. I then ligated these
fragments using the DNA Ligation Kit Mighty Mix to constitute Mag2-hNIL (Fig. 2.1;
Addgene 105842; Fernandopulle, Prestil et al., 2018).
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Figure 2.1: Maps of Mag-hNIL and Mag2-hNIL plasmids.

Abbreviations: Origin of replication (ori); right/left homology arms (R/LHA); third-

generation tetracycline response element (TRE3G); chimeric promoter composed of

cytomegalovirus early enhancer, chicken B-actin promoter, and rabbit B-globin splice

acceptor (CAG promoter); streptavidin binding peptide (SBP); truncated low-affinity

nerve growth factor receptor, codon-optimized for amino acids 28-274 (ALNGFR); third-

generation reverse tetracycline transactivator (rtTA3G).

Mag-hNIL
12,823 bp

_TZA' Splice acceptor
T2A-

Mag2-hNIL
14,168 bp
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The following AR-targeting gRNA plasmids and SBMA insert plasmids were designed
by Xia Feng, and the plasmids were constructed by Xia Feng and Jill Hakim. Simplified
maps of these plasmids are presented in Fig. 4.1b. The pCAG-eCas9-EGFP-U6-gRNA
plasmid was employed to transiently express the eSpCas9(1.1) nuclease as well as an
eGFP tag as an expression reporter on the same cassette, separated from the nuclease
by a T2A cleavage peptide. The eSpCas9(1.1) nuclease was used because it showed
greater specificity than other versions of Cas9 available at the time, reducing the
likelihood of off-target effects (Slaymaker et al., 2016). On the same plasmid, expression
of a CRISPR gRNA is driven by a human U6 promoter; target sequences for AR-gl
and AR-g3 were cloned into the gRNA scaffold. In the same manner, AR-g2 was ligated
into pGL3-U6-sgRNA-BFP, which expresses BFP under a human PGK promoter.

Target sequences for gRNAs are summarized in Table 2.1.

SBMA insert plasmids were constructed using the pCAGGS-mCherry plasmid
backbone, which expresses mCherry under a CAG promoter (a gift from Phil Sharp;
Addgene 41583; Gurtan et al., 2012). The genomic region between the targets of AR-
gl and AR-g2 was codon-optimized, and a mixture of mainly CAA and 5-6 CAG
codons was inserted at each desired polyQ repeat length (23, 40, 54, or 68 codons).
Each of these sequences was synthesized by GeneArt (Thermo), ligated with left and
right homology arms of 768 bp and 802 bp upstream and downstream of the gRNA

cut sites, respectively, and inserted into the plasmid.

Plasmids containing constitutive expression cassettes for eGFP-HTT exon 1-Q74
(known as eGFP-HTT74; Addgene 40262; Narain et al., 1999) and eGFP-A53T-a-
synuclein (known as eGFP-A53T; Addgene 40823; Furlong et al., 2000) were previously

constructed in the Rubinsztein lab.
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2.2.3 RNA expression plasmids

I used the following process to introduce L1CAM-targeting gRNAs and shRNAs into
pMK1334, a second-generation lentiviral insert that was modified to express PuroR-
T2A-2XNLS-BFP from an EF-1a promoter and a short RNA from a U6 promoter (Fig.
2.2). This backbone was a gift from Martin Kampmann (Addgene 127965; Tian et al.,
2019). The use of this backbone facilitated viral preparation and subsequent genomic
integration for constitutive CRISPRi and shRNA expression, and the L1-KO gRNA
plasmid was transiently transfected alongside Cas9 for effective CRISPR-mediated
mutagenesis. Target sequences for gRNAs were determined for CRISPRi using a
published database of in silico-designed targets (Horlbeck et al., 2016) and for CRISPR
cutting using Benchling (Table 2.1). Targets for shRNAs were identified using the
Invivogen online design tool; shRNA sequences were chosen that target all known
transcript variants and were screened by BLAST to ensure that no off-target loci share

more than 15bp (Table 2.2).

Target sequences were inserted into a sequence that preserved restriction digest sites
and 20 bp overhangs on both ends to facilitate insertion into the backbone, and both
the forward and reverse complement sequences were ordered as custom oligonucleotides
(Thermo; Table 2.3). Oligos for gRNAs also preserved expression of the gRNA constant
region to enable gRNA binding to Cas9, while shRNA oligos were longer due to
including two palindromic target sequences connected by a linker sequence, followed
by seven T nucleotides as a transcription stop sequence prior to its 3’ overhang (Fig.
2.2). In this way, the U6 promoter expressed the shRNAs as a hairpin without

extraneous nucleotides (Gao et al., 2018b).
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Table 2.1: gRNA target sequences

Application

Name

Target Sequence (5'-3")

Top 3 off-target
genes with PAM
(bp mismatches)

CRISPR
cutting
gRNAs

CRISPRi
Nontargeting
gRNA

CRISPRIi
gRNAs

AR-gl

AR-g2

AR-g3
(KO)

NTgl

NTg2

L1-

Screen 1

L1-

Screen 2

L1-KO

NTig

L1-igl

L1-ig2

L1-ig3

GGATCACTTCGCGCACGCTC

GCCTGTGGGGCCTCTACGAT

GCGCGAAGTGATCCAGAACC

GGAGGCTAGGACGCAATGCA

GTCCAGCTTATGATTGGCGC

AAGCCCCAGAGCCATCTATA

CGCCTGGACTGCCAAGTCCA

GCCTGCTTATCCAGATCCCCG

GACTCACGTAGCAGTGGAAA

GCATCGCAGACGCGCTCGGG

GGTCTGCGATGCCGATGCTG

GGATCTGGATAAGCAGGCAG

JAK3 (4),
CD82 (4),
KRT73 (4)
KCNIP3 (4),
MCF2L (4),
DNAJA3 (4)
DEDD (3
VPS16 (4),
BRSKI1 (4)
INTS6 (4),
FKBP15 (4),
CHRM1 (4)
DHX58 (4),
PTPRE (4),
ARL16 (4)
HBSIL (4),
ANKRD34C (4),
SLC22A2 (4)
AGPAT? (4),
7ZBTB7B (4),
DPF1 (4)

IFI27 (4),
PLA2G4B (4),
SLC5A9 (4)
GCNI1L1 (3),
SGCZ (4),
EPN2 (4)
SPINT1 (4),

)7
)

PATZ1(4),
WNT2 (4)
ADAP1 (3),
DDX56 (4),
TMPO (4)
RAPGEF1 (2),
PFKM (3),
DDHDI1 (4)
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Table 2.2:

siRNA & shRNA target sequences

Application

Name

Target Sequence (5'-3")

Top 3 off-target

genes

(bp mismatches)

ON-
TARGETplus
Control Pool
Non-Targeting
siRNAs

L1CAM
siRNAs

Nontargeting
shRNA

L1CAM
shRNAs

NTsi

L1-sil

L1-si2

L1-si3

L1-si4

NTsh

L1-sh1l

L1-sh2

L1-sh3

UGGUUUACAUGUCGACUAA

UGGUUUACAUGUUGUGUGA

UGGUUUACAUGUUUUCUGA

UGGUUUACAUGUUUUCCUA

CACUACACCUUUAGGGUUA

GCAAGAGACAUAUCCACAA

GAUACAAUGUGACGUACUG

ACACAAUGGUGACCCAAUG

GACTCACGTAGCAGTGGAA

GGACGAACGCTTCTTCCCC

GGGTTACTGCCATAAACAA

GCGGATACAATGTGACGTA

DEFB4A (5),
RPS6KA2 (5),
PHF14 (6)
PPMIB (3),
AKAPG (4),
ZNF91 (5)
N4BP2L2 (3),
SGCD (3),
CLIP1 (4)
TSPAN2 (2),
BTAF1 (3
ASAH?2 (4
TRIM2 (5),
TMEM159 (6),
RECQL5 (6)
LITAF (5),
ASPM (5),
ORAK2 (5)
TMEM209 (3),
PRRI16 (5),
PCDHGBS3 (6)
PPP6R2 (3),
ATRIP (5),
TREX1 (5)
LAMAS5 (6),
CMPK1 (6),
EPHX4 (6)
ACRBP (5),
TKT (6),
PHKA1 (6)
RWDD2B (4),
C8orf34 (4),
ARHGEF?7 (5)
PRR16 (5),
MIR3165 (5),
GPR139 (6)

),
)
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Figure 2.2: Maps of gRNA & shRNA-expressing plasmids.

Abbreviations: Rous sarcoma virus (RSV), long terminal repeat (LTR), lentiviral
packaging element (¥), Rev response element (RRE), Nuclear localization sequence
(NLS), Woodchuck hepatitis virus posttranscriptional regulatory element (WPRE),

seven T nucleotides as a U6 termination sequence (7T).

gRNA & shRNA

BstXI (33)  BIpI (67)

50 100
gRNA | Oligo region | .

7T
(Target 2 gRNA scaffold

BstXI (33) BlpI (92)
25 50 75 100
shRNA | Oligo Region ]
Target MR Target
; 7T
Linker
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Of the backbone plasmid, 10 pg was digested using 0.5 pLL Blpl and 1 pLL BstXI in 50
pL 1x NEBuffer 2.1 for 1.5 h at 37°C. Twice as much BstXI was used to account for
its reduced efficiency in NEBuffer 2.1; this is the best buffer condition for this dual
digest. Linearized plasmid product was then purified with Qiaquick PCR purification
kit and eluted in water. Complete digest was confirmed by agarose gel electrophoresis,

which showed a single band that ran slower than the undigested plasmid.

Next, each pair of oligos was annealed by combining at 1 pM in water, incubating at
95°C for 5 min, and cooling slowly to room temperature (RT). This product was then
diluted to 100 pL in water, and 1.25 pL. was combined with 150 ng of digested backbone
in a 20 pL NEBuilder reaction. This mix was incubated at 50°C for 15 min, chilled on
ice, and transformed as described below. Sanger sequencing was performed by Genewiz
using the SV40 polyA Reverse Universal primer to ensure the plasmid integrated the

target oligos as desired (Table 2.4).

Table 2.3: Plasmid construction primers.

Target sequences are as noted in Tables 2.1 & 2.2; RC=Reverse complement.

Application Forward oligo (5'-3") Reverse oligo (5'-3")
L1CAM TATAAGTATCCCTTGGAGAACCACC

gRNA TTGTTG(Target) GTTTAAGAGCTAAG RC of Forward
construction CTGGAAACAGCATAGCAAGTT

L1CAM ATCCCTTGGAGAACCACCTTGTTG

shRNA (Target) TTCAAGAGA(RC-Target)TTTT RC of Forward

construction TTTGCTAAGCTGGAAACAGCATAGC
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2.2.4 Transformation

Plasmids were transformed into XL.-10 Gold Ultracompetent E. coli cells by mixing 1
pL plasmid with 50 pL cells on ice for 30 min, heat shocking at 42°C for 45 sec, resting
on ice for 2 min, propagating in SOC by shaking at 37°C for 1 h, and streaking on LB
agar plates containing either 100 pg/mL Ampicillin or 30 pg/mL Kanamycin depending
on the plasmid backbone. Plates were grown overnight at 37°C, and single bacterial
colonies were picked and grown by shaking at 37°C overnight in 5 mL liquid LB with

the same concentration of either Ampicillin or Kanamycin.

Glycerol stocks were made by mixing 25% glycerol, 25% ultrapure water, and 50%
bacterial culture in a 1.5 mL tube and storing at -80°C. Bacterial cultures were then
centrifuged, lysed, and purified using the Qiaprep Spin Miniprep kit, and new
constructs were Sanger sequenced (Genewiz) to ensure correct assembly before further
expansion. Plasmids were propagated for use in cell culture by growing overnight in
250 mL liquid LB with either 100 pg/mL Ampicillin or 30 pg/mL Kanamycin,
centrifuged, and purified with the PureLink HiPure plasmid filter maxiprep kit using
TE buffer for elution. Concentration was assessed with a Nanodrop UV

spectrophotometer.

2.3 1PSC culture

Detailed protocols for many of the techniques related to iPSCs and differentiated
neurons that are used in this work were published previously (Fernandopulle, Prestil
et al., 2018). Methodology and reagents used are provided in brief below, and additional

methods and any alterations to the protocols as published are expanded further.
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2.3.1 iPSC line derivation

Fibroblasts from a healthy donor (H23) and an SBMA patient (S68) were previously
acquired and reprogrammed to iPSCs via lentiviral expression of OCTY4, SOX2, KLF},
and MYC. These lines were previously used in studies that performed chemical
differentiation to LMN-like cells and phenotypic validation (Grunseich et al., 2014a;
Grunseich et al., 2014b). The WTC11 line was previously acquired from a healthy male
donor and reprogrammed to iPSCs via episomal expression of OCTY4, SOX2, KLF,
LIN28, MYCL, and an shRNA against p53 (Hayashi et al., 2016; Kreitzer et al., 2013;
Okita et al., 2011).

The G3 line was previously derived from WTC11 by CRISPR-mediated insertion of
pUCM-AAVS1-TO-hNGN2 (Addgene 105840), containing a doxycycline-inducible
NGN2 cassette driven by a TRE3G promoter and a constitutively expressed rtTA3G
driven by a CAG promoter, at the AAVS1 locus. After clonal selection and validation,
transient expression of Cre was used to excise selection genes, followed by subcloning.
The G3-dCas9 line was previously derived by further adding a CAG promoter-driven
dCas9-2A-NLS-BFP cassette to the CLYBL locus. Its selection genes were also excised
with Cre followed by subcloning. The G3 and G3-dCas9 iPSC lines were gifts from
Michael Ward.

2.3.2 Maintenance culture

Human iPSCs were maintained on matrigel-coated polystyrene multiwell plates in
Essential 8 (E8) medium with complete media changes daily or every two days at low
confluency (Table A.3.2). Cells were passaged at approximately 80% confluency by
washing with Ca?*/Mg?*-free PBS (Thermo) and incubating in 0.5 mM EDTA in PBS

at RT for 7-10 minutes, until colonies were opaque to the naked eye. Cells remained
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attached during EDTA aspiration but detached in clumps by rinsing with E8. Cells
were typically split at a 1:12 ratio onto fresh matrigel-coated plates. Media was
supplemented with 2.5 pM Y-27632 Rho-associated protein kinase (ROCK) inhibitor
(RI) following maintenance passages to promote cell survival and reduce selection

pressures which can lead to genetic drift and the promotion of aberrant genotypes.

When singularization was required, cells were washed with Ca?*/Mg2?*-free PBS and
incubated in accutase for 5 minutes at 37°C. Accutase and dissociated cells were then
collected into a 15 mL conical tube, additional PBS was used to wash the plate and
added to the tube, and the mixture was triturated to ensure full dissociation. The tube
was centrifuged at 300%g for 5 minutes, and the supernatant was aspirated. The cell
pellet was resuspended in fresh E8 supplemented with 10 nM RI (essential for the
survival of singularized iPSCs). Cells were counted by taking a 10 nL. sample, mixing
with 10 pLL Trypan blue in a microcentrifuge tube, and counting with a Countess II

automated cell counter. The desired number of cells were then plated.

2.3.3 Plasmid transfection

Cells were grown on 6-well plates until at least 50% confluent. For each well, 2.5 ng
total plasmid DNA was added to 250 pL. Opti-MEM and incubated for 5 min at RT.
10 pL Lipofectamine Stem was added and mixed thoroughly, then incubated for 15
min at RT. The Opti-MEM transfection solution was then added dropwise to the

culture medium.
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2.3.4 Initial selection & enrichment

Media was replaced with fresh E8 the day after transfection. If a puromycin resistance
gene was expressed on the transfected plasmid, this media may be supplemented with
1 pg/mL puromycin for 1-2 days. Alternatively, if a fluorescent protein was expressed,
cells may be split with accutase, filtered, and purified by FACS. See Chapter 3 for

details regarding magnetic streptavidin bead affinity-based cell sorting.

2.3.5 Clonal isolation

Following transfection and enrichment, single-cell clones were isolated by accutase
singularization followed by serial dilution at low density (1,000-5,000 cells per well of
a 6-well plate). These cells were plated and grown in E8 supplemented with 10 pM RI
until distinct colonies were evident. After outgrowth, colonies were manually picked
with a 1000 nuL pipette using a Lumascope picking scope (Etal.uma) to individual wells

of a 24-well plate.

For the SBMA isogenic lines (Chapter 4), since no selection marker was present, large,
round, and isolated colonies were picked in order to prioritize pure clonal populations,
and when fluorophores were present, pure positive colonies were marked on a
fluorescent microscope and selectively picked. After growth, clones were split with
EDTA; half of the cells were transferred to a 12-well plate for further growth, and half

were transferred to a microcentrifuge tube for genotyping.
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2.3.6 Genotyping

The cells set aside above were centrifuged, the supernatant was removed, and the pellet
was resuspended in 30 pL. QuickExtract (Epicentre Bio). In order to isolate PCR-ready
genomic DNA (gDNA), samples were incubated at 65°C for 6 minutes followed by 98°C
for 2 minutes and then stored at -20°C until use. The process of validating clones with
AR polyQ edits is described in detail in Chapter 4, and the processes for validating
other edits are described below. Clones that failed any of the following steps were
discarded, and potential positives were tested further while live cell cultures were

expanded and frozen in E8 with 10% DMSO.

PCR was performed using 1 pl of gDNA solution added to a strip tube containing 5
nL of 2x PCR master mix (PfuUltra for the AR edits, Platinum SuperFi for hNIL
insertions, or Q5 for the L1ICAM KO and lentiviral insertions), 0.5 pL of each of the
forward and reverse primers (from a 10 nM stock; Table 2.4), and 3 pL of nuclease-
free water. Reactions were run following manufacturer’s instructions, with annealing
temperatures dependent on primer design. PCR products were tested for amplification
by adding 2 pL of 6% purple loading dye and performing electrophoresis through a 1%

agarose gel. PCR tests were as follows:

For HDR-mediated transgene insertions (i.e., for hNIL insertions):
1. A pair of primers overlapping the insertion site and within the homology arms.
A small band indicates an unedited allele, but the plasmid insert is too long to

amplify effectively without lengthening the PCR extension step.

2. A primer upstream of the homology arm paired with a primer unique to the

insert. Amplification indicates insertion at the desired locus.
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Table 2.4: Genotyping primers

Application Target

Forward/Reverse primers (5'-3")

SV40pA-R
CMV-Forward

Plasmid sequencing
(Genewiz)

AR CAG repeat
SBMA model lines

AR insert locus

Wildtype allele

Upstream & Mag-

hNIL insertion to hNIL Insert

CLYBL locus Upstream &

Mag2-hNIL Insert

Inserts &
downstream

Mag-hNIL

selection markers
Cre excision
Mag2-hNIL

selection markers

L1CAM KO L1CAM cut site
gRNA & shRNA Genomic
viral insertion integration

GAAATTTGTGATGCTATTGC
CGCAAATGGGCGGTAGGCGTG
TAGGGCTGGGAAGGGTCTAC
CAGCTGAGTCATCCTCGTCC
GCCCTTTCCTCTTCGGTGAAGT
CTCTACGATGTGCCTGAGGGCTG
TGACTAAACACTGTGCCCCA
AGGCAGGATGAATTGGTGGA
CAGACAAGTCAGTAGGGCCA
TGCCAAGTGGGCAGTTTAC
CAGACAAGTCAGTAGGGCCA
AGGCCTTCCATCTGTTGCT
AGTGTTGTGGAATTGCTCCAG
GCAAAAGGACTACCTGGATGAC
TTTGTCCCAAATCTGTGCGG
GATGCTCAAGGGGCTTCATG
TGCCAAGTGGGCAGTTTAC
TGACTAAACACTGTGCCCCA
TAGTCACTAACGTCCTTCCG
ATGGGGACAAGACTTGAACA
TATCGTTTCAGACCCACCTC
TCTAACCAGAGAGACCCAGT
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For Cre excision:
1. A pair of primers overlapping the sequence to be excised. A small band indicates
excision, a large band indicates no excision, and dual bands indicate a mixed

population.

For NHEJ-mediated gene knockouts:
1. A pair of primers upstream and downstream of the target site. Sanger

sequencing was performed to assess mutagenesis.

For CRISPRi gRNA & shRNA lentiviral insertions:
1. A pair of primers within the insert, flanking the expressed RNA. Sanger

sequencing was performed to ensure integration of the desired sequence.

Sanger sequencing was done by purifying 20 nL. PCR product with the QIAquick PCR
Purification Kit and submitting a premixed tube with the same forward or reverse

primer to Genewiz.

2.3.7 Karyotyping

Live cell cultures in sealed 75 cm? flasks were shipped overnight to WiCell (Madison,
WI) for karyotyping. All SBMA model lines used in subsequent experiments were

shown to harbor no signs of chromosomal abnormalities.
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2.4 Neural differentiation of iPSCs

2.4.1 Transcription factor-mediated differentiation

Protocols used in this work are highly similar to those described in Fernandopulle,
Prestil et al., 2018; however, I have reconciled the i3Neuron and i3LMN protocols as
the single protocol presented here. A few steps have also been further optimized, such
as replating on day 3 directly into the laminin-coating medium, but the key factors of
the duration and concentration of dox treatment and the overall duration of the

protocol were unchanged.

Chapter 4 followed Fernandopulle, Prestil et al., 2018 (Basic Protocols 7-8) without
modification; following represents the process used in Chapter 5, and any deviations
from the previously published protocol are specified (Fig. 2.1). Media formulations are
as in A.3.3; Induction Medium (IM) without dox or RI was prepared in 500mL batches,
and dox and RI was added fresh to aliquots as needed. Cortical neuron medium (CM)
and motor neuron medium (MM) were prepared fresh in 50mL batches as needed. No

frozen partially-differentiated stocks were used in this work.

iPSCs with an integrated dox-inducible hNGN2 or hNIL cassette were singularized
with accutase, and 1x10 cells were plated to each well of a matrigel-coated 6-well plate
in IM supplemented with 2 pg/ml dox and 10 pM RI. Each day for the next two days,
media was aspirated, cells were rinsed with PBS, and media was replaced with fresh

IM (+dox, without RI).

One day after plating, new plates were coated overnight at 37°C with sterile-filtered
0.1 mg/mL poly-L-ornithine (PLO) dissolved in borate buffer. The following day, PLO-
coated plates were washed three times with sterile water and allowed to dry completely

in a culture hood. Plates were then coated overnight at 37°C with one-half culture
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volume of CM that was prepared with double the concentration of each supplement

and 5 pg/mL laminin.

On the third day, cells were dissociated by accutase, centrifuged, and resuspended in
Neurobasal medium without any supplements. Cells were counted, and additional
medium was added to dilute to 2x106 cells/mL. One-half culture volume of cells was
then seeded directly to the PLO-laminin coated plates without aspirating the 2x CM
laminin-coating media. Thus, the CM was diluted to 1x concentration and the number
of cells plated was 2x10° per well of 6-well plates, 1x10° per well of 12-well plates, and

2.5%10° per well of 8-well chamber slides.

The following day, an additional one-half culture volume of CM was added to all
multiwell plates. Cells were then allowed to mature for ten days (totaling fourteen days
after starting dox induction). Every three days during this period (d7 and d10), half
of the CM was removed from each well by carefully pipetting from the middle of the

wells in order to most effectively clear debris. Fresh CM was then added to the wells.

Figure 2.3: Timeline of transcription factor-mediated differentiation.

From Fernandopulle, Prestil et al., 2018.
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On d13, another half medium change was performed on untreated cells (such as
samples for RNA collection or IF), and a full medium change was performed on treated
cells in order to standardize the volume (and thus drug concentration) in each well. A
normal culture volume was used for treatment (as opposed to the 150% volume used
throughout neuron maturation). First, spent medium was carefully aspirated, and
medium with the desired treatment was slowly added dropwise to the center of each
well while the plate was tilted. This helped to minimize shear forces on the edges of
the well and thus prevented cells from detaching from the substrate as a sheet. Another
advantage of this technique was that adding medium dropwise to the center helped to
displace cell debris from the network of neurites. Once about half of the total volume

was added, the rest was slowly pipetted down the side of the well.

The following day, medium was aspirated, and two PBS washes were performed in the
same manner as the full medium change described above. Cells were then lysed or fixed

depending on application.

2.4.2 Chemical differentiation

iPSCs were differentiated to motor neuron-like cells using a four-stage approach based
on the protocol used in Hall et al., 2017. This protocol was selected because it reports
>85% of cells expressing the lower motor neuron markers neurofilament and ChAT,
low total expression of iPSC, progenitor, and glial markers, and a high percentage of
cells demonstrating electrophysiological activity. Media formulations are as in A.3.4;
basal medium (BM) was prepared in 500mL batches, and the four final media
formulations were prepared fresh as needed by adding the respective small molecules.

A summary of the protocol is provided in Fig. 2.2.

First, iPSCs were split with EDTA to matrigel-coated 6-well plates and grown to near-

100% confluency in E8 medium. Cells were then washed with PBS, and medium was
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replaced with twice the normal culture volume (4 mL/well) of neural induction medium
(NIM) to mark dO of the protocol. The NIM stage directs differentiation to an NPC
state by simultaneous inhibition of activin/TGF-§ with SB431542, inhibition of BMP4
with LDN 193189, and inhibition of GSK-3(3 resulting in activation of WNT with
CHIR99021 (Chambers et al., 2009; Chambers et al., 2012). Medium was changed daily

for three days.

On d4, cells were washed with PBS and incubated with 1 mL dispase solution (1
mg/mL in DMEM/F12; sterile filtered) at 37°C for 7 minutes. Dispase was carefully
aspirated so as to not detach cells, and wells were washed twice with 3 mL PBS+0.5
mM EDTA to release colonies. Cells in PBS were centrifuged at 200xg for 5 min, and
the PBS was carefully aspirated. For each well split, two new wells were seeded of
fresh matrigel-coated 6-well plates using 2 mL/well NIM supplemented with 10 pM
RI. After cells attached, an additional 2 mL/well NIM was added, and medium was

changed daily for the following three days.

On d8, the medium was aspirated, cells were washed with PBS, and 4 mL/well
Patterning Medium (PM) was added. The PM stage produces motor neuron
progenitors by caudalizing cells with retinoic acid and ventralizing with
purmorphamine, an agonist of sonic hedgehog (Li et al., 2008). Medium was changed
daily for the following three days; neural rosettes were typically evident by this time.
On d12, cells were split with dispase in the same manner as above and replated 1:2 on
fresh matrigel-coated 6-well plates in PM. On the following three days, half-medium

changes were performed daily.

On d16, the medium was aspirated, cells were washed with PBS, and 2 mL/well
Terminal Medium (TM) was added, which featured a reduced purmorphamine
concentration that mimics a tapering off of sonic hedgehog signaling in order to drive

cells towards the final motor neuron state; complete restriction can instead promote
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interneuron differentiation (Ericson et al., 1996; Roelink et al., 1995). The following

four days, half-medium changes were performed daily.

On d20, plates and slides were coated with PLO as previously described, and on d21
the plates were washed, dried, and coated with 5 pg/mL laminin in 2x NCM at 37°C
for at least 1 h. NCM contained both the y-secretase inhibitor Compound E and
CultureOne supplement to promote cell cycle arrest. Compound E specifically
promotes neuronal maturation by inhibiting Notch signaling (Lasky & Wu, 2005;
Pierfelice et al., 2008). Cells were then dissociated with accutase, counted, and diluted
in BM to 2x106 cells/mL. BM with cells was added directly to the 2x NCM to dilute
medium and seed 2x10° cells/well of 6-well plates, 1x106 cells/well of 12-well plates,
and 2.5%10° cells/well of 8-well chamber slides.

Two days after plating, on d23, a half medium change was performed, and on d26
another half-medium change was done for untreated cells. For treated cells, a full
medium change was done on d26 with NCM supplemented with the treatment
condition (i.e., DHT or EtOH), as described for i3Neurons above. After the duration
of treatment, cells were washed once with PBS and lysed or fixed depending on

application.

Figure 2.4: Timeline of chemical differentiation.
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