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Abstract

We study Bernoulli bond percolation on nonunimodular quasi-transitive graphs, and more gen-

erally graphs whose automorphism group has a nonunimodular quasi-transitive subgroup. We prove

that percolation on any such graph has a non-empty phase in which there are infinite light clusters,

which implies the existence of a non-empty phase in which there are infinitely many infinite clusters.

That is, we show that pc < ph ≤ pu for any such graph. This answers a question of Häggström,

Peres, and Schonmann (1999), and verifies the nonunimodular case of a well-known conjecture of

Benjamini and Schramm (1996). We also prove that the triangle condition holds at criticality on any

such graph, which implies that various critical exponents exist and take their mean-field values.

All our results apply, for example, to the product Tk×Zd of a k-regular tree with Zd for k ≥ 3 and

d ≥ 1, for which these results were previously known only for large k. Furthermore, our methods also

enable us to establish the basic topological features of the phase diagram for anisotropic percolation

on such products, in which tree edges and Zd edges are given different retention probabilities. These

features had only previously been established for d = 1, k large.

∗Statslab, DPMMS, University of Cambridge
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1 Introduction

In Bernoulli bond percolation, the edges of a connected, locally finite graph G are each either deleted

or retained independently at random, with retention probability p, to obtain a random subgraph G[p] of

G. Retained edges are referred to as open and deleted edges are referred to as closed. The connected

components of G[p] are referred to as clusters. When G is infinite, the critical parameter is defined

to be

pc = pc(G) = inf{p : G[p] contains an infinite cluster almost surely}

and the uniqueness threshold is defined to be

pu = pu(G) = inf{p : G[p] contains a unique infinite cluster almost surely}.

A principal question concerns the equality or inequality of these two critical parameters. For Euclidean

lattices such as the hypercubic lattices Zd, this question has now been well-understood for thirty years:

Aizenman, Kesten, and Newman [2] proved in 1987 that Zd[p] has at most one infinite cluster almost surely

for every d ≥ 1 and p ∈ [0, 1], so that in particular pc(Zd) = pu(Zd) for every d ≥ 1. A beautiful alternative

proof of the same result was obtained by Burton and Keane [13] in 1989. In their influential paper

[12], Benjamini and Schramm proposed a systematic study of percolation on general quasi-transitive

graphs, that is, graphs whose automorphism group has only finitely many orbits. They made the following

conjecture.

Conjecture 1.1 (Benjamini and Schramm 1996). Let G be a connected, locally finite, quasi-transitive

graph. Then pc(G) < pu(G) if and only if G is nonamenable.

Gandolfi, Keane, and Newman [21] showed that Burton and Keane’s proof generalizes to all amenable

quasi-transitive graphs, so that only the ‘if’ direction of Conjecture 1.1 is open. Häggström, Peres, and

Schonmann [26, 27, 60] proved that G[p] has a unique infinite cluster almost surely whenever G is quasi-

transitive and p > pu (see also [50]). For results on the complementary question of which graphs have

pu < 1, see [7, 66]. For further background on percolation, we refer the reader to [16, 22, 34] for the

Euclidean case, to [24, 48] for more general graphs, and to [25] for a survey of work related specifically

to Conjecture 1.1.

Most progress made on Conjecture 1.1 so far has taken a perturbative approach. In these works, bounds

on pc and pu are obtained via combinatorial methods, and these bounds are then shown to separate pc and

pu when suitable parameters associated to a graph are made large or small as appropriate. In particular,

it is known that pc(G) < pu(G) if G is a transitive nonamenable graph with large Cheeger constant [61],

with small spectral radius [12, 54], or with large girth [51]. The criterion concerning the spectral radius

was used by Pak and Smirnova-Nagnibeda [54] to deduce that every nonamenable discrete group has at

least one Cayley graph for which pc < pu.

The only previous non-perturbative results on Conjecture 1.1 we are aware of (other than the infinitely

ended case, which is trivial) are due to Benjamini and Schramm [11], who verified the conjecture for

nonamenable planar quasi-transitive graphs (see also the earlier work of Lalley [45]), and Gaboriau and

Lyons [20, 46, 47], who verified the conjecture for all quasi-transitive graphs admitting non-constant

harmonic Dirichlet functions (i.e., having positive first `2-Betti number). These are all quite strong

assumptions, and Conjecture 1.1 remains open for most examples. In particular, neither of these classes

include any graph of the form G × H where G and H are both infinite. Let us also note that, in joint

work with Angel [4], we constructed a counterexample demonstrating that the natural generalisation of

Conjecture 1.1 to unimodular random rooted graphs is false.
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Historically, the first example of a transitive graph with pc < pu < 1 was given by Grimmett and

Newman [23], who studied percolation on Tk × Zd, the Cartesian product (a.k.a. box product) of a k-

regular tree Tk with the hypercubic lattice Zd. They proved in particular that pc(Tk×Zd) < pu(Tk×Zd)
when k is sufficiently large. In the special case of d = 1, they also applied the well-understood theory

of percolation on Z2 to prove a strong form of this result concerning anisotropic percolation on Tk × Z,

again under the assumption that k is large. Since then, refinements of the perturbative methods have

lead to smaller values of k being treatable (in the isotropic case). In particular, recent work of Yamamoto

[69] has shown that pc(Tk × Z) < pu(Tk × Z) for all k ≥ 4.

In this paper, we verify Conjecture 1.1 for every graph whose automorphism group has a quasi-

transitive nonunimodular subgroup. Our proof makes direct use of the recent result that critical percola-

tion on any such graph does not have any infinite clusters almost surely [35], which built upon previous

work of Benjamini, Lyons, Peres, and Schramm [57] and Timár [65].

Theorem 1.2. Let G be a connected, locally finite graph, and suppose that Aut(G) has a quasi-transitive

nonunimodular subgroup. Then pc(G) < pu(G).

In particular, Theorem 1.2 allows for a complete analysis of products with trees. Being non-perturbative,

our methods can easily be adapted to analyze anisotropic bond percolation, enabling us to extend the

full analysis of Grimmett and Newman [23] to all k ≥ 3 and d ≥ 1. See Section 1.4 for details.

Corollary 1.3. Let Tk be the k-regular tree with k ≥ 3 and let G be a connected, locally finite, quasi-

transitive graph. Then pc(Tk ×G) < pu(Tk ×G).

In light of the work of Lyons, Peres, and Schramm [49], Theorem 1.2 also has the following corollary.

See that paper and [48, Chapter 11] for background on minimal spanning forests.

Corollary 1.4. Let G be a connected, locally finite graph, and suppose that Aut(G) has a quasi-transitive

nonunimodular subgroup. Then the free and wired minimal spanning forests of G are distinct.

Here, a subgroup Γ ⊆ Aut(G) of the group of automorphisms of a connected, locally finite graph

G is said to be transitive if its action on V is transitive, i.e. has exactly one orbit, and is said to be

quasi-transitive if its action on G has only finitely many orbits. Γ is said to be unimodular if

|Stabv u| = |Stabu v|

for every u, v ∈ V in the same orbit of Γ, where Stabx is the stabilizer of x in Γ and Stabx y is the orbit

of y under Stabx. Otherwise Γ is said to be nonunimodular.

A prototypical example of a graph with a transitive nonunimodular subgroup is the d-regular tree T

for d ≥ 3, together with the subgroup of Γξ of Aut(T ) fixing some specified end ξ of T . This example

allows us to build many others, including examples where the full automorphism group is nonunimodular

such as the grandparent graph [67] and the Diestel-Leader graphs [15]; see e.g. [65] for further examples.

Moreover, if G has a quasi-transitive nonunimodular subgroup Γ ⊆ Aut(G) and H is quasi-transitive,

then the product G ×H has a quasi-transitive nonunimodular subgroup isomorphic to Γ × Aut(H). In

particular, if Tk is a k-regular tree with k ≥ 3, Γξ is the group of automorphisms of T fixing some

specified end ξ of T , and G is an arbitrary quasi-transitive graph, then the Cartesian product T × G
has a quasi-transitive nonunimodular subgroup isomorphic to the direct product Γξ × Aut(G), so that

Corollary 1.3 does indeed follow from Theorem 1.2. Similar statements hold for the free product of G

and H, the wreath product of G and H, and so on, so that Theorem 1.2 also applies, for example, to the
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lamplighter on the tree (with lamps taking values in an arbitrary transitive graph) or the lamplighter on

an arbitrary quasi-transitive graph with lamps taking values in the tree.

Let us note however that having a quasi-transitive nonunimodular subgroup of automorphisms is not

a very robust property, and Theorem 1.2 does not apply to every Cayley graph of the direct product

of the free Abelian group Zd with a non-Abelian free group. Indeed, there are even Cayley graphs of

the free group on two generators whose automorphism groups are discrete and therefore do not have

any nonunimodular subgroups. Moreover, it follows from the work of De La Salle and Tessera [14] that

for every infinite finitely generated group Γ, there is a Cayley graph of a finite extension of Γ whose

automorphism group is discrete and therefore does not have any nonunimodular subgroups.

In previous work on percolation in the nonamenable setting, it has often been required to treat the

unimodular and nonunimodular cases separately. Thus, it is likely that this paper will be a component

of any eventual solution to Conjecture 1.1, with the unimodular case being treated separately. Indeed,

since it first appeared, the results of the present paper have been used as part of a case-analysis in

several further works concerning percolation on nonamenable graphs [33, 36, 38], see also [64]. It is

worth noting, however, that in the past it has been the unimodular case that has been solved first, with

the nonunimodular case requiring greater effort. The basic reason for this disparity is that the mass-

transport principle is a much more powerful tool in the unimodular case than in the nonunimodular

case when it comes to obtaining proofs by contradiction. However, we shall see that the nonunimodular

(a.k.a. tilted) mass-transport principle remains a powerful tool for performing calculations. Moreover, the

presence of a quasi-transitive nonunimodular subgroup Γ ⊆ Aut(G) endows our graph with an invariantly

defined decomposition into ‘expanding layers’ that is foundational to the entire strategy used to prove

Theorem 1.2.

In [39], we apply methods similar to (but substantially simpler than) those used in this paper to

analyze self-avoiding walk on the same class of graphs.

1.1 The heaviness transition

If G = (V,E) is a connected, locally finite graph and Γ ⊆ Aut(G) is transitive, the modular function

of (G,Γ) is the function ∆ = ∆Γ : V 2 → (0,∞) defined by

∆(x, y) =
| Staby x|
|Stabx y|

,

so that Γ is unimodular if and only if ∆(x, y) ≡ 1. The tilted mass-transport principle states that if

F : V 2 → [0,∞] is invariant under the diagonal action of Γ, meaning that that F (x, y) = F (γx, γy) for

every γ ∈ Γ, then ∑
v∈V

F (x, v) =
∑
v∈V

F (v, x)∆(x, v)

for every x ∈ V . See Section 2.1 for definitions of the modular function and the tilted mass-transport

principle in the general quasi-transitive case.

We say that a set of vertices K ⊆ V is heavy if
∑

y∈K ∆(x, y) = ∞ for some x ∈ V (and hence

every x ∈ V by Lemma 2.3, a.k.a. the cocycle identity), saying that K is light otherwise. We define the

heaviness transition to be

ph = ph(G,Γ) = inf{p ∈ [0, 1] : G[p] contains a heavy cluster almost surely}.

The heaviness transition was introduced by Häggström, Peres, and Schonmann [27] in the context of their
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work on indistinguishability.

Timár [65, Lemma 5.2] showed that for percolation clusters (but not for arbitrary sets), being heavy

is almost surely equivalent to having unbounded height, meaning that supy∈K ∆(x, y) =∞, and is also

almost surely equivalent to having infinite intersection with some set of the form {u ∈ V : es ≤ ∆(v, u) ≤
et} for some v ∈ V and s < t, which we call a slab. Thus, we can also write ph in either of the following

equivalent forms.

ph = ph(G,Γ) = inf
{
p ∈ [0, 1] : G[p] contains a cluster of unbounded height almost surely

}
= inf

{
p ∈ [0, 1] :

G[p] contains a cluster that has infinite

intersection with some slab almost surely

}
. (1.1)

It is clear that if a unique infinite cluster exists then it must be heavy, and hence that ph(G,Γ) ≤ pu(G)

for every G and Γ. Thus, in order to prove Theorem 1.2, it suffices to prove the following, stronger result,

which answers positively a question of Häggström, Peres, and Schonmann [27].

Theorem 1.5. Let G be a connected, locally finite graph and suppose that Γ ⊆ Aut(G) is transitive and

nonunimodular. Then pc(G) < ph(G,Γ).

1.2 Critical exponents and the triangle condition

The proof of Theorems 1.2 and 1.5 also yields a great deal of information about critical percolation. In

particular, it allows us to prove that many critical exponents associated to percolation on graphs with

nonunimodular quasi-transitive subgroups of automorphisms exist and take their mean-field values. We

refer the reader to [22, Chapters 9 and 10] for detailed background on critical exponents in percolation.

We write Pp and Ep for the law of G[p] and the associated expectation operator, respectively. We also

write � for an equality that holds up to positive multiplicative constants.

Theorem 1.6 (Mean-field critical exponents). Let G be a connected, locally finite graph, and suppose

that Aut(G) has a quasi-transitive nonunimodular subgroup. Then the following hold for each v ∈ V .

Xp(v) � (pc − p)−1 p↗ pc (1.2)

X (k+1)
p (v)/X (k)

p (v) �k (pc − p)−2 k ≥ 1, p↗ pc (1.3)

Pp

(
|Kv| =∞

)
� p− pc p↘ pc (1.4)

Ppc

(
|Kv| ≥ n

)
� n−1/2 n↗∞ (1.5)

Ppc

(
rad(Kv) ≥ n

)
� n−1 n↗∞ (1.6)

Ppc

(
radint(Kv) ≥ n

)
� n−1 n↗∞. (1.7)

Here, the susceptibility Xp(v) is defined to be the expected volume of the cluster at v, and X (k)
p (v)

is defined to be the kth moment of the volume of the cluster at v. The implicit constants in (1.3) depend

on k. We denote the cluster at v by Kv, writing |Kv| for its volume, rad(Kv) for its radius (i.e., the

maximum distance in G between v and another point in Kv) and radint(Kv) for its intrinsic radius (also

known as the chemical radius, i.e., the maximum distance in G[p] between v and and another point in

Kv). The exponent described by (1.3) is known as the gap exponent. In the traditional notation for
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percolation critical exponents [22, Chapter 9], Theorem 1.6 states that γ = 1, ∆ = 2, β = 1, δ = 2, and

ρ = 1. We also remark that Theorem 1.6 conclusively resolves [61, Question 3.3].

The lower bounds of (1.2), (1.4), and (1.5) were shown to hold for all transitive graphs by Aizenman

and Barsky [1], whose proof was generalised to the quasi-transitive case by Antunović and Veselić [5].

Beautiful new proofs of these results in the transitive case have recently been obtained by Duminil-Copin

and Tassion [17].

The remaining bounds of Theorem 1.6 are intimately related to the triangle condition, which is a well-

known signifier of mean-field behaviour. Let G = (V,E) be a connected, locally finite, quasi-transitive

graph, and for each u, v ∈ V and p ∈ [0, 1] let τp(u, v) be the probability that u and v are connected in

G[p]. This is known as the two-point function. For each p ∈ [0, 1] and v ∈ V , the triangle diagram

is defined to be

∇p(v) =
∑
x,y∈V

τp(v, x)τp(x, y)τp(y, v).

We say that G satisfies the triangle condition at p if ∇p(v) <∞ for every v ∈ V .

The triangle condition was introduced by Aizenman and Newman [3], who showed that if G = Zd and

the triangle condition holds at pc then the upper bounds of (1.2) and (1.3) hold. Subsequently, and in

the same setting, Barsky and Aizenman established the upper bounds of (1.4) and (1.5) (see also [52]),

and Nguyen [53] established the lower bound of (1.3) by combining the results of [3] with a differential

inequality of Durrett and Nguyen [18]. More recently, Kozma and Nachmias [43, 44] have established

both the upper and lower bounds of (1.7) for Zd when d is sufficiently large, as well as the appropriate

analogue of (1.6) in the same setting.

The triangle condition was established for critical percolation on Zd for d ≥ 19 (as well as spread-out

models for d > 6) in the landmark work of Hara and Slade [29, 30] using a technique known as the lace

expansion; their techniques have recently been refined by Fitzner and van der Hofstadt [19] to prove that

the triangle condition holds for critical percolation on Zd for any d ≥ 11. It is believed that the triangle

condition should hold for critical percolation on Zd for every d > 6.

It is also conjectured that the triangle condition holds at pc for every nonamenable quasi-transitive

graph, and it is plausible that it holds for every quasi-transitive graph that has strictly larger than sextic

volume growth. Similarly to Conjecture 1.1, most previous results in this direction have been under

perturbative hypotheses: for small spectral radius by Schonmann [61] and for nonamenable graphs of

large girth by Nachmias and Peres [51]. The only non-trivial example for which the triangle condition

has previously been established via a non-perturbative method is due to Kozma [41], who proved that it

holds for critical percolation on the product of two 3-regular trees. (In [40] we show that this example

admits a very short analysis using the methods of this paper.) Schonmann [62] has also shown, without

using the triangle condition, that several mean-field exponents hold on every transitive nonamenable

planar graph and every infinitely-ended, unimodular, transitive graph.

Our next theorem verifies this conjecture in the nonunimodular setting. In particular, it applies to

the product of a k-regular tree with Zd (or any other quasi-transitive graph), for which the result was

only previously known for large k.

Theorem 1.7. Let G be a connected, locally finite graph, and suppose that Aut(G) has a quasi-transitive

nonunimodular subgroup. Then G satisfies the triangle condition at pc.

As observed by Schonmann [61], most aspects of the proofs of [3, 8, 43, 53] can easily be generalised

to quasi-transitive graphs that satisfy the triangle condition at pc. There are, however, several exceptions

to this requiring more serious attention that must be addressed in order to deduce Theorem 1.6 from
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Theorem 1.7. In fact, while it is certainly possible to adapt the original proofs, we are instead able to

use the technology developed in the rest of the paper to give alternative, simpler proofs of several of the

estimates of Theorem 1.6 that are specific to the nonunimodular setting.

We refer the reader to [22, 34, 63] for further background on the triangle condition and its applications,

as well as for related work on other models.

1.3 The tilted susceptibility and the tiltability transition

A central contribution of this paper is the introduction of tilted versions of several classical thermodynamic

quantities associated to percolation, such as the susceptibility and magnetization. These quantities have

an additional parameter, which we call λ, and differ from their classical analogues (which correspond

to λ = 0) in that they are weighted in some sense by the modular function to the power λ. We find

that these tilted quantities can often be analysed by similar methods to their classical counterparts but,

crucially, have different critical values associated to them. This methodology is also central to our analysis

of self-avoiding walk in [39], and we expect that it will be useful for the analysis of other models in future.

The most important such quantity we introduce is the tilted susceptibility. Given v ∈ V and λ ∈ R,

we define the tilted volume of a set W ⊆ V to be

|W |v,λ =
∑
u∈W

∆λ(v, u)

and define the tilted susceptibility Xp,λ(v) to be the expected tilted volume of the cluster at v, that is,

Xp,λ(v) = Ep

[
|Kv|v,λ

]
=
∑
u∈V

τp(v, u)∆λ(v, u).

For each λ ∈ R we also define the associated critical value

pc(λ) = pc(G,Γ, λ) = sup
{
p ∈ [0, 1] : Xp,λ(v) <∞

}
.

We also define the tiltability threshold

pt = pt(G,Γ) = sup
{
p ∈ [0, 1] : Xp,λ(v) <∞ for some λ ∈ R

}
,

and call the set {p ∈ [0, 1] : Xp,λ(v) < ∞ for some λ ∈ R} the tiltable phase. It is easily seen that

these definitions do not depend on the choice of v. In Section 3 we observe that pc(λ) = pc(1− λ) for

every λ ∈ R and that pt = pc(1/2). Both statements are easy consequences of the tilted mass-transport

principle.

In Section 5 we show that the tiltable phase can be analyzed rather straightforwardly using techniques

that are traditionally used to analyze subcritical percolation, including in particular variants of the tree-

graph inequality method of Aizenman and Newman [3]. This allows us to develop a detailed picture of

percolation in the tiltable phase, in particular the first and second moment estimates of Proposition 5.14,

which is then used in the proofs of the main theorems.

It follows from the sharpness of the phase transition that pc(0) = pc(1) = pc and hence that pc ≤ pt.

Moreover, it follows from Timár’s characterisation of heaviness (1.1) that pt ≤ ph. Thus, Theorems 1.2

and 1.5 are immediate consequences of the following stronger result. In Section 8.1 we show that both

equality and strict inequality between pt and ph are possible.
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Theorem 1.8. Let G be a connected, locally finite graph and suppose that Γ ⊆ Aut(G) is transitive and

nonunimodular. Then pc(G) < pc(G,Γ, λ) ≤ pt(G,Γ) for every λ ∈ (0, 1).

As well as implying Theorems 1.2 and 1.5, Theorem 1.8 also implies Theorem 1.7. This deduction

follows by a very short argument (Lemma 7.1), which in the transitive case yields that ∇p ≤ X 3
p,λ for

every p ∈ [0, 1] and λ ∈ R and hence that ∇p < ∞ for all p < pt. Thus, Theorem 1.8 can be viewed

as a ‘master theorem’ that easily implies our other main theorems once proven. Further consequences of

Theorem 1.8 are explored in [38, Theorem 2.9] and [37].

1.4 Anisotropic percolation

Let G = (V,E) be a connected, locally finite graph, let Γ be a quasi-transitive subgroup of Aut(G),

and let O1, . . . , Ok be the orbits of the action of Γ on the edge set of G. We define anisotropic bond

percolation on G by taking a vector of probabilities p = (p1, . . . , pk), and then letting every edge e in

Oi be open with probability pi, independently of all other edges, to obtain a random subgraph G[p]. The

following theorem extends Theorems 1.2, 1.5, 1.7 and 1.8 to the anisotropic context.

Theorem 1.9. Let G be a connected, locally finite graph, let Γ ⊆ Aut(G) be quasi-transitive and nonuni-

modular with edge-orbits O1, . . . , Ok, and consider anisotropic bond percolation on G. Suppose that

p(t) : [0, 1] → [0, 1]k is continuous and increasing with p(0) = (0, 0, . . . , 0), p(1) = (1, 1, . . . , 1), and

with p(t) ∈ (0, 1)k for every 0 < t < 1. Then there must exist a positive-length interval I ⊆ (0, 1) such

that

1. G[p(t)] has an infinite cluster almost surely for each t ∈ I, and

2. Xp(t),1/2 <∞ for every t ∈ I.

In particular, G[p(t)] has infinitely many light infinite clusters almost surely for each t ∈ I.

Theorem 1.9 establishes the basic topological features of the phase diagram of anisotropic percolation

on Tk × Zd, see Figure 1. The features of this phase diagram were first suggested by Grimmett and

Newman [23], who proved that they hold for Tk × Z when k is large. They had not previously been

established for Tk × Zd for any pair (k, d) with d ≥ 2. We remark that it is also possible to extend

Theorem 1.6 to the anisotropic case in a straightforward way. (Note however that the constants that

appear will not in general be uniformly bounded along the critical curve.)

The changes to the proof of Theorem 1.8 required to prove Theorem 1.9 are merely notational, and

in order to keep the paper readable, we do not include a proof. If desired, the diligent reader will have

little trouble obtaining such a proof by replacing all the probabilities p appearing in the remainder of the

text with vectors of probabilities p.

The ability to handle the entire phase diagram of anisotropic percolation is a major advantage of

our non-perturbative approach. Indeed, the perturbative methods of [12, 54, 61] all rely on the graphs

in question being highly nonamenable in some sense. These methods can all be extended to anisotropic

percolation, but the relevant criteria now require that the associated anisotropic random walks on the

graph are highly nonamenable in the same sense. If we consider, say, anisotropic percolation on Tk × Zd

in which Tk edges and Zd edges have retention probabilities p1 and p2 respectively, then the associated

anisotropic random walks get less and less nonamenable as p1/p2 → 0 (e.g. in the sense that their spectral

radii tend to 1). Thus, any particular method similar to those of [12, 54, 61] cannot hope to apply to the

entire phase diagram, and in particular will fail to show that for every p1 ∈ (0, 1/(k − 1)) there exists

p2 ∈ (0, 1) such that the associated anisotropic percolation model has infinitely many infinite clusters.
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p(Tk)

p(Z)

1/(k − 1) 1/
√
k − 1 p(Tk)

p(Zd)

1/(k − 1) 1/
√
k − 1

pc(Zd)

Figure 1: The phase diagrams of anisotropic bond percolation on Tk × Z and Tk × Zd, in which edges
of Tk and edges of Zd are given different retention probabilities. In the white region there is no infinite
cluster, in the blue region there are infinitely many infinite clusters, and in the grey region there is a
unique infinite cluster. The diagrams should be interpreted at a topological level only; we make no
claims concerning the shape of the critical curves. It is also known that there is no infinite cluster on
the interior of the boundary between the white and blue regions [10], and that there are infinitely many
infinite clusters on the interior of the boundary between the blue and grey regions [56]. The fact that
the boundaries separating the phases are curves follows by uniqueness monotonicity [26]. The fact that
the boundary between the non-uniqueness phase and the uniqueness phase meets the horizontal axis at
1/
√
k − 1 was proven by Grimmett and Newman [23]. (Note that 1/

√
k − 1 is exactly pt(Tk,Γ) when Γ

is the group of automorphisms fixing an end of Tk.)

Similar obstructions apply to e.g. the methods of [51], in which the girth of the graph is required to be

larger than some constant depending on the spectral radius.

1.5 Organisation and overview

• In Section 2 we review the basic background and tools that are used in the remainder of the paper.

• In Section 3 we prove the mean-field lower bound on the tilted susceptibility, Proposition 3.1. This

result is applied in the derivation of the mean-field lower bound for the tilted magnetization in the

following section.

• In Section 4, we introduce tilted versions of the ghost field and of the magnetization. We then adapt

the methods of Aizenman and Barsky [1], applying these concepts to show that the tilted volume

of a cluster |Kv|v,λ cannot have a finite 1/2 + ε moment at pc(λ) whenever 0 ≤ λ < 1/2. This result

is later used in the proof of the main theorems in Section 6.

• In Section 5, we develop several estimates concerning probabilities of connecting to slabs and ex-

pected intersections with slabs, some of which hold for all p and some for all p < pt. In particular,

we obtain very precise control of the subcritical regime p < pc.

• In Section 6, we apply the analysis of subcritical percolation from Section 5 to prove that |Kv|v,λ
has a 1− ε moment at pc for every λ ∈ (0, 1/2] and ε > 0 via a bootstrapping procedure. Together

with the result of Section 4, this implies that pc < pc(λ) ≤ pt for every λ ∈ (0, 1/2], completing the

proofs of Theorems 1.2, 1.5 and 1.8. This part of the paper is both the most technical and the least

reliant on classical techniques. An important input to this bootstrapping procedure is an a priori
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estimate on connection probabilities that is obtained via Fekete’s Lemma, similar to the method

used in [35].

• In Section 7 we prove our results concerning critical exponents and the triangle condition, namely

Theorems 1.6 and 1.7.

• We conclude with examples, remarks, and open problems in Section 8.

• A glossary of recurring notation is given at the end of the paper. Our use of asymptotic notation

is described in detail at the end of Section 2.

About constants. Let us remark that the proofs of our main theorems are ineffective, meaning that

they cannot be used, even in principle, to obtain explicit bounds on the constants that appear in e.g.

Theorem 1.6 or to lower bound |pu − pc|. The principal (but not exclusive) source of this ineffectivity is

the proof of Lemma 6.5, which does not give any quantitative estimate on the o(k) error term appearing

there. This contrasts our analysis of self-avoiding walk in [39], which is effective.

2 Background, definitions, and basic tools

2.1 The tilted mass-transport principle

In this section, we define the modular function and prove the tilted mass-transport principle for general

quasi-transitive graphs. This does not seem to have previously appeared in the literature, or at least

not in the modern form involving a random root. The unimodular quasi-transitive and nonunimodular

transitive cases can both be found in [48], and related material can be found in [9].

Let G be a connected, locally finite graph, and let Γ ⊆ Aut(G) be quasi-transitive. We will always

assume that G is infinite. For each vertex v, we write [v] for the orbit of v under Γ. Similarly, for each

ordered pair of vertices (u, v), we write [u, v] for the orbit of (u, v) under the diagonal action of Γ on V 2.

Let O ⊆ V be an arbitrary set of orbit representatives of the action of Γ on V , meaning that for each

v ∈ V there is a unique o ∈ O such that [o] = [v]. We identify O with the set of orbits of Γ. Observe

that if 〈Xn〉n≥0 is the lazy random walk on G, started at some vertex v, then the process 〈[Xn]〉n≥0 is a

Markov chain taking values in the finite state space O, which we call the lazy orbit chain. The lazy

orbit chain has transition probabilities

P
(
[u], [v]

)
=

1

2 deg(u)

∣∣∣∣{e ∈ E→u : [e+] = [v]
}∣∣∣∣+

1

2
1
(
[u] = [v]

)
,

where E→u is the set of oriented edges of G emanating from u. (Although our graphs are undirected,

it is useful to think of each unoriented edge as corresponding to a pair of oriented edges.) Note that

this expression does not depend on the choice of representatives [u] and [v]. We also remark that if Γ is

unimodular then the lazy orbit chain is necessarily reversible, while if Γ is nonunimodular then the lazy

orbit chain can either be reversible or nonreversible [48, Exercise 8.33].

Since G is connected, the orbit chain is irreducible. Let µ̃ = µ̃G,Γ be the unique stationary measure

for the lazy orbit chain, and let µ = µG,Γ be the deg([v])−1-biased measure

µ([v]) =
µ̃([v]) deg([v])−1∑
o∈O µ̃([o]) deg([o])−1

.
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We define the modular function ∆ : V 2 → (0,∞) by setting

∆(u, v) =
µ([v])| Stabv u|
µ([u])| Stabu v|

=
µ̃([v]) deg(u)| Stabv u|
µ̃([u]) deg(v)| Stabu v|

.

Note that this definition clearly agrees with that given in the introduction when Γ is transitive, and that

Γ is unimodular if and only if ∆ ≡ 1.

Lemma 2.1. Let G be a connected, locally finite graph with at least one edge, and let Γ ⊆ Aut(G) be

quasi-transitive. Let ρ ∈ O be sampled from µ̃, let X = 〈Xn〉n≥0 be a lazy random walk on G with X0 = ρ,

and let P̃ denote the law of ρ and X. Then we have that

∆(u, v) =
P̃
(
[X0, Xn] = [v, u]

)
P̃
(
[X0, Xn] = [u, v]

)
for every u, v ∈ V and every n ≥ d(u, v).

Proof. For each pair of vertices v, u, there are |Stabv u| vertices w such that [v, u] = [v, w]. This leads to

the expression

P̃([X0, Xn] = [v, u]) = µ̃([v])pn(v, u)|Stabv u|

for every n ≥ 0, where pn(v, u) is the probability that the lazy random walk on G started at v is at u

after n steps. If n ≥ d(u, v) then pn(u, v) > 0 and we obtain that

P̃
(
[X0, Xn] = [v, u]

)
P̃
(
[X0, Xn] = [u, v]

) =
µ̃([v])pn(v, u)|Stabv u|
µ̃([u])pn(u, v)|Stabu v|

.

Using the time-reversal identity deg(u)pn(u, v) = deg(v)pn(v, u) yields the claimed identity.

Let O2 be a set of orbit representatives of the diagonal action of Γ on V 2. It follows from Lemma 2.1

that for any non-negative Γ-diagonally invariant function F : V 2 → [0,∞], we have that

Ẽ
[
F (Xn, X0)

]
=

∑
[u,v]∈O2

P̃([Xn, X0] = [u, v])F (u, v)

=
∑

[u,v]∈O2

P̃([X0, Xn] = [u, v])F (u, v)∆(u, v) = Ẽ
[
F (X0, Xn)∆(X0, Xn)

]
. (2.1)

In other words, ∆ is the Radon-Nikodym derivative of the law of [Xn, X0] under P̃ with respect to the law

of [X0, Xn] under P̃ for every n ≥ 0. This can in fact be taken as the definition of the modular function,

and can then be extended in a natural way to stationary random rooted graphs, see [9, 36].

Proposition 2.2 (The tilted mass-transport principle). Let G be a connected, locally finite graph, let

Γ ⊆ Aut(G) be quasi-transitive, and let ρ ∈ O be sampled from µ. Then for every Γ-diagonally invariant

function F : V 2 → [0,∞], we have that

E

∑
v∈V

F (ρ, v)

 = E

∑
v∈V

F (v, ρ)∆(ρ, v)

 .
Proof. Let X be a lazy random walk started at ρ, and let Ẽ denote the expectation with respect to ρ

and X when ρ is sampled from the degree-biased measure µ̃. It suffices to consider the case that F (u, v)
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is supported on pairs u, v with d(u, v) = k for some k ≥ 0, since every Γ-diagonally invariant F can be

written as a sum of Γ-diagonally invariant functions of this form. In this case, we can write

E

∑
v∈V

F (ρ, v)

 = E

∑
v∈V

1
[
d(ρ, v) = k

] pk(ρ, v)

pk(ρ, v)
F (ρ, v)

 = E
[
F (ρ,Xk)

pk(ρ,Xk)

]

=

(
Ẽ
[
deg(ρ)−1

])−1

Ẽ
[

F (ρ,Xk)

deg(ρ)pk(ρ,Xk)

]
,

and by time-reversal we have that

E

∑
v∈V

F (ρ, v)

 =

(
Ẽ
[
deg(ρ)−1

])−1

Ẽ
[

F (ρ,Xk)

deg(Xk)pk(Xk, ρ)

]
.

Applying (2.1) yields that

E

∑
v∈V

F (ρ, v)

 =

(
Ẽ
[
deg(ρ)−1

])−1

Ẽ
[

F (Xk, ρ)

deg(ρ)pk(ρ,Xk)
∆(ρ,Xk)

]
,

and applying the manipulations above in reverse yields that

E

∑
v∈V

F (ρ, v)

 = E
[
F (Xk, ρ)

pk(ρ,Xk)
∆(ρ,Xk)

]
= E

∑
v∈V

F (v, ρ)∆(ρ, v)

 .
Finally, we establish the basic symmetries of the modular function.

Lemma 2.3 (Symmetries of the modular function). Let G be a connected, locally finite graph, and let

Γ ⊆ Aut(G) be quasi-transitive. Then the modular function ∆ = ∆Γ : V 2 → (0,∞) has the following

properties.

1. ∆ is Γ-diagonally invariant.

2. ∆ satisfies the cocycle identity

∆(u, v)∆(v, w) = ∆(u,w)

for every u, v, w ∈ V . In particular, ∆(u, u) = 1 and ∆(u, v) = ∆(v, u)−1 for every u, v ∈ V .

3. ∆(x, y) is a harmonic function of y when x is fixed. That is,

∆(x, y) =
1

deg(y)

∑
z∼y

∆(x, z)

for every x, y ∈ V , where the sum on the right hand side is taken with multiplicity if there are

multiple edges between y and z.

Proof. Item 1 is immediate from the definition. Item 2 follows from [48, Theorem 8.10]. (The reader may

find it an illuminating exercise to prove the cocycle identity probabilistically using Lemma 2.1.) For item
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3, observe that for every v ∈ V ,

P̃([X0] = [v]) = P̃([X1] = [v]) = Ẽ
[
1([X0] = [v])∆(X0, X1)

]
=

(
1

2
+

1

2 deg(v)

∑
u∼v

∆(v, u)

)
P̃([X0] = [v]),

where (2.1) is used in the second equality, and hence that

1

deg(v)

∑
u∼v

∆(v, u) = 1

for every v ∈ V . The claimed harmonicity then follows from the cocycle identity (item 2).

Throughout the paper, we will use Pp and Ep to denote probabilities and expectations taken with

respect to the joint law of the Bernoulli-p bond percolation configuration G[p] and the random root ρ

and, later on, the uniform separating layers decomposition. (On the other hand, we will continue to use

Pp and Ep for probabilities and expectations taken with respect to the law of G[p] only. This distinction

is not very important.)

2.2 The Harris-FKG and BK inequalities

We now briefly recall the main correlation inequalities for Bernoulli percolation, referring the reader to

[22] for further background. Let G be a graph, and let Pp be the law of Bernoulli bond percolation on

G. Given ω, ω′ ∈ {0, 1}E . we write ω ≤ ω′ if ω(e) ≤ ω′(e) for every e ∈ E. A function f : {0, 1}E → R is

increasing (resp. decreasing) if f(ω′) ≥ f(ω) for every ω′, ω ∈ {0, 1}E with ω′ ≥ ω (resp. ω′ ≤ ω). We

say that an event A ⊆ {0, 1}E is increasing (resp. decreasing) if its indicator function is increasing (resp.

decreasing). The Harris-FKG inequality [32] states that

Pp(A ∩B) ≥ Pp(A) ·Pp(B)

for every p ∈ [0, 1] and every two events A and B such that either A and B are both increasing or A and

B are both decreasing.

Suppose that A ⊆ {0, 1}E is an event and ω ∈ A. We say that a finite set W ⊆ E is a witness for

the occurrence of A on ω if an independent percolation configuration ω′ lies in A almost surely given that

ω′(e) = ω(e) for every e ∈ W . The disjoint occurrence A ◦ B of A and B is defined to be the set of

ω ∈ A ∩ B for which there exist finite witnesses WA and WB for the occurrence of A on ω and B on ω

respectively such that WA and WB are disjoint. The van den Berg and Kesten inequality (or BK

inequality) states that

Pp(A ◦B) ≤ Pp(A) ·Pp(B)

for every p ∈ [0, 1] and every two increasing events A and B. Reimer’s inequality [58] states that

the same inequality holds for arbitrary events A and B. Both inequalities are usually stated for events

depending on at most finitely many edges, but the finite statement was shown to imply the infinite

statement in [6, Theorem 9]. (It is also possible to relax the condition that the witnesses must be finite in

various ways, but we shall not need this.) We shall use Reimer’s inequality only in the special case that

A and B can each be written as the intersection of an increasing event and a decreasing event, which has

a simpler and earlier proof due to van den Berg and Fiebig [68].
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Notation: For the duration of Sections 3–6, we fix a connected, locally finite graph G and a quasi-

transitive nonunimodular subgroup Γ ⊆ Aut(G). The symbols �,� and � denote inequalities or equalities

that hold to within positive multiplicative constants depending only on G and Γ. For example, “f(n) �
g(n) for every n ≥ 1” means that there exist positive constants c and C such that cg(n) ≤ f(n) ≤ Cg(n)

for every n ≥ 1. Inequalities or equalities that hold to within positive multiplicative constants depending

also on some additional data (such as the choice of p) will be denoted using subscripts, e.g. �p. Note

in particular, that, by quasi-transitivity, the statements “f(v, n) � g(n) for every v ∈ V and n ≥ 1”

and “supv f(v, n) � g(n) for every n ≥ 1” are equivalent whenever f is Γ-invariant in the sense that

f(γv, n) = f(v, n) for every v ∈ V and γ ∈ Γ; We will however use both formulations for the sake of

emphasis. Similar conventions apply to our use of Landau’s asymptotic notation, so that f(n) = O(g(n))

if and only if |f(n)| � |g(n)|. For example, we write f(n) = op(n) to mean that |f(n)| ≤ hp(n) for some

hp(n) satisfying hp(n)/n → 0 as n → ∞, where the function hp can depend on G, Γ, and p but not

any other parameters. Given a random variable X and an event A , we write E[X; A ] for the restricted

expectation E[X1(A )].

3 The mean-field lower bound for the tilted susceptibility

Recall from the introduction that we define the ∆-tilted susceptibility to be

Xp,λ(v) =
∑
x∈V

τp(v, x)∆(v, x)λ = Ep

 ∑
x∈K(v)

∆(v, x)λ

 .
We also define

Xp,λ = E
[
Xp,λ(ρ)

]
=
∑
v∈O

µ([v])Xp,λ(v) and X ∗p,λ = sup
v∈V
Xp,λ(v)

where µ is as in Section 2.1. Since τp(u, v) = τp(v, u) and ∆(u, v) = ∆(v, u)−1 for every u, v ∈ V , the

tilted mass-transport principle and the cocycle identity imply that

Xp,λ = E

∑
v∈V

τp(ρ, v)∆λ(ρ, v)

 = E

∑
v∈V

τp(ρ, v)∆1−λ(ρ, v)

 = Xp,1−λ (3.1)

for every p ∈ [0, 1] and λ ∈ R, and hence that pc(λ) = pc(1− λ) for every λ ∈ R. Furthermore, being a

sum of exponentials, Xp,λ is a convex function of λ for fixed p. Together with the λ 7→ 1 − λ symmetry

(3.1), this implies that Xp,λ is a decreasing function of λ on (−∞, 1/2] and an increasing function of λ on

[1/2,∞). This in turn implies that pc(λ) is increasing on (−∞, 1/2] and decreasing on [1/2,∞), and in

particular that pt = pc(1/2).

The main purpose of this section is to show that Aizenman and Newman’s [3] proof of the mean-field

lower bound for the susceptibility goes through mutatis mutandis for the tilted susceptibility. This yields

the following proposition, which is both an essential part of the proof of our main theorems and an

interesting result in its own right. A complementary upper bound is proven in Theorem 7.3 under the

assumption that pc(λ) < pt.
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Proposition 3.1 (Mean-field lower bound for the tilted susceptibility). For each λ ∈ R there exists a

positive constant cλ such that

Xpc(λ)−ε,λ(v) ≥ cλε−1

for every v ∈ V and 0 < ε < pc(λ). In particular, Xpc(λ),λ(v) =∞ for every λ ∈ R and v ∈ V .

Proof of Proposition 3.1. The FKG inequality and the cocycle identity imply that

Xp,λ(u) ≥ τp(u, v)∆λ(u, v)Xp,λ(v)

for every u, v ∈ V , p ∈ [0, 1] and λ ∈ R, and since Γ is quasi-transitive it therefore suffices to prove that

for each λ ∈ R there exists a constant c′λ such that

X ∗pc(λ)−ε,λ ≥ c
′
λε
−1

for every 0 < ε < pc(λ).

Let 0 ≤ p < 1 and let 0 < ε < 1 − p. Suppose that each edge of G is open with probability p and,

independently, blue with probability ε/(1 − p). The subgraph spanned by the open-or-blue edges has

the same distribution as G[p + ε]. Let τ̃i(v, u) be the probability of the event Ti(u, v) that u and v are

connected by a simple open-or-blue path containing exactly i blue edges, and let

X̃i(v) =
∑
u∈V

τ̃i(v, u)∆λ(v, u)

so that

τp+ε(v, u) ≤
∑
i≥0

τ̃i(v, u) and hence Xp+ε,λ(v) ≤
∑
i≥0

X̃i(v).

Let E→w be the set of oriented edges of G emanating from the vertex w. Considering the possible locations

for the (i+ 1)th blue edge and applying the BK inequality (which holds for any product measure) yields

that

τ̃i+1(v, u) ≤
∑
w∈V

∑
e∈E→w

Pp

(
Ti(v, w) ◦ {e blue} ◦T0(e+, u)

)
≤ ε

1− p
∑
w∈V

τ̃i(v, w)
∑
e∈E→w

τp(e
+, u).

Applying the cocycle identity (Lemma 2.3), it follows that

X̃i+1(v) ≤ ε

1− p
∑
w∈V

τ̃i(v, w)
∑
e∈E→w

∑
u∈V

τp(e
+, u)∆λ(v, u)

=
ε

1− p
∑
w∈V

τ̃i(v, w)∆λ(v, w)
∑
e∈E→w

∆λ(w, e+)Xp,λ(e+),

and hence by induction that

X̃i(v) ≤
(
Cλε

1− p

)i (
X ∗p,λ

)i+1

for every i ≥ 0, where Cλ = maxv∈V
∑

e∈E→v ∆λ(v, e+). Summing over i, we obtain that if X ∗p,λ <∞ then

Xp+ε,λ(v) ≤
(1− p)X ∗p,λ

1− p− εCλX ∗p,λ
<∞ for all ε−1 > (1− p)−1CλX ∗p,λ. (3.2)
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This immediately implies that X ∗pc(λ),λ = ∞. By rearranging the inequality for ε on the right hand side

of (3.2) we obtain that

X ∗pc(λ)−ε,λ ≥
(1− pc(λ) + ε)

Cλ
ε−1 (3.3)

for every λ ∈ R and 0 < ε ≤ pc(λ). This clearly implies the claim.

4 The tilted magnetization and tilted ghost field

The goal of this section is to prove the following proposition. In Section 6, this proposition will be used

to prove via contradiction that pc < pt.

Proposition 4.1. Let λ ∈ [0, 1/2). Then

Epc(λ)

[
|Kv|(1+ε)/2

v,λ

]
=∞

for every ε > 0 and v ∈ V .

Remark 4.2. This proposition is a tilted version of Aizenman and Barsky’s [1] mean-field lower bound

Ppc(|Kv| ≥ n) � n−1/2 (4.1)

(i.e., the lower bound of (1.5)), which holds on any infinite, connected, locally finite, quasi-transitive

graph. However, compared with the mean-field lower bound on the susceptibility (Proposition 3.1), a

rather more substantial modification to the classical proof is required to prove Proposition 4.1. Moreover,

the result we obtain is weaker than that available in the case λ = 0. Finally, while (4.1) is sharp, we

do not expect Proposition 4.1 to be sharp in any case other than λ = 0. Indeed, if λ ∈ (0, 1/2) and

pc(λ) < pt (which we conjecture always holds), then it follows from the proof of Corollary 5.15 that

Ppc(λ)(|Kv|v,λ =∞) > 0.

We now begin working towards Proposition 4.1. We begin by introducing a family of random sets

{gv : v ∈ V } that can be thought of as a tilted version of the ghost field from [1]. Let{(
Nv(t)

)
t≥0

: v ∈ V
}

be a collection of independent, intensity 1 Poisson processes indexed by V and independent of G[p]. For

each λ ∈ R, h > 0, and each vertex v ∈ V , let Gv = Gv,λ,h : V → N be the random function

Gv(u) = Nu

(
h∆λ(v, u)

)
.

Thus, for each v ∈ V , Gv : V → N is a Poisson point process on V with intensity h∆λ(v, u) at each vertex

u ∈ V . We say that u is v-green if Gv(u) ≥ 1, and write gv = gv,λ,h for the set of v-green vertices. We

write Pp,λ,h for the joint law of G[p] and {Gv = Gv,λ,h : v ∈ V }, and write Pp,λ,h for the joint law of G[p],

{Gv = Gv,λ,h : v ∈ V }, and the random root vertex ρ.

For each v ∈ V , p ∈ [0, 1], λ ∈ R and h > 0 we define the tilted magnetization to be

Mp,λ,h(v) = Pp,λ,h(v ↔ gv) = Ep

[
1− exp

(
−h|Kv|v,λ

)]
.
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Note that, as a function of h, 1−Mp,λ,h(v) is just the Laplace transform of the law of |Kv|v,λ under Pp.

We also define

Xp,λ,h(v) = Ep,λ,h

[
|Kv|v,λ ; v = gv

]
= Ep

[
|Kv|v,λ exp

(
−h|Kv|v,λ

)]
,

and write Mp,λ,h and Xp,λ,h for the averaged quantities

Mp,λ,h = E
[
Mp,λ,h(ρ)

]
and Xp,λ,h = E

[
Xp,λ,h(ρ)

]
.

Note also that the trivial inequalities

Mp,λ,h(v) ≥ 1− e−h and Xp,λ,h(v) ≤ max
x≥0

xe−hx =
1

eh
(4.2)

hold for every v ∈ V , p ∈ [0, 1], λ ∈ R, and h > 0.

We also define the truncated tilted susceptibility

X fp,λ(v) = Ep

[
|Kv|v,λ ; |Kv|v,λ <∞

]
and X fp,λ = E

[
X fp,λ(ρ)

]
(4.3)

and observe that, by monotone convergence,

lim
h↓0
Xp,λ,h(v) = X fp,λ(v) and lim

h↓0
Xp,λ,h = X fp,λ (4.4)

for every v ∈ V , p ∈ [0, 1] and λ ∈ R.

It follows by dominated convergence that, for fixed values of p ∈ [0, 1] and λ ∈ R, the magnetization

Mh = Mp,λ,h is a differentiable function of h for h > 0 and that

∂

∂h
Mp,λ,h = Xp,λ,h (4.5)

for every h > 0. This allows us to interpret the following lemma as a differential inequality.

Lemma 4.3. Let 0 ≤ λ < 1/2, and suppose that Epc(λ)

[
|Kv|(1+ε)/2

v,λ

]
<∞ for some ε > 0 and some (and

hence every) v ∈ V . Then for every 0 < δ ≤ min{ε, (1− 2λ)/λ} there exists a constant Cδ such that

Mpc(λ),λ,h ≤ CδM2
pc(λ),λ,h + hXpc(λ),λ,h + Cδh

1+δXpc(λ),λ,h (4.6)

for every h > 0.

Before proving Lemma 4.3, let us use it to prove Proposition 4.1. Before we start, let us recall that if X

is a non-negative random variable and 0 < a ≤ 1 is such that EXa <∞, then, since 1− e−x ≤ min{x, 1}
for every x ≥ 0, we have that

E
[
1− e−hX

]
≤ E

[
min{hX, 1}

]
≤ E

[
min{hX, 1}a

]
≤ haEXa (4.7)

for every h > 0.

Proof of Proposition 4.1 given Lemma 4.3. Let 0 < λ < 1/2, suppose for contradiction that

Epc(λ)

[
|Kρ|(1+ε)/2

ρ,λ

]
<∞
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for some ε > 0, and let n be such that 21/n < 1 + min{ε, (1− 2λ)/λ}. In particular, this implies that

lim
h↓0

Mpc(λ),λ,h(v) = 1−Ppc(λ)(|Kv|v,λ <∞) = 0 (4.8)

for every v ∈ V , and hence that

X fpc(λ),λ(v) = Xpc(λ),λ(v) =∞ (4.9)

for every v ∈ V by Proposition 3.1. Write φ(h) = Mpc(λ),λ,h and let ψ(t) be the inverse of φ. The trivial

magnetization lower bound (4.2) yields that

ψ(t) ≤ − log(1− t) ≤ (2 log 2)t for every 0 < t ≤ 1/2. (4.10)

More is true, however: Since φ is differentiable and φ(0) = 0, we have by the mean value theorem that

for every 0 < h < 1 there exists 0 < s < h such that

1

h
φ(h) = φ′(s) = Xpc(λ),λ,s, (4.11)

and we deduce that

lim sup
t↓0

1

t
ψ(t) = lim sup

h↓0

h

φ(h)
≤ lim sup

h↓0

1

Xpc(λ),λ,h
=

1

X fpc(λ),λ

= 0, (4.12)

where we have applied (4.9) in the final equality. On the other hand, the inequality (4.7) implies that

φ(h) ≤ h(1+ε)/2Epc(λ)

[
|Kρ|(1+ε)/2

ρ,λ

]
(4.13)

for every h > 0 and hence that

ψ(t) ≥ Epc(λ)

[
|Kρ|(1+ε)/2

ρ,λ

]−2/(1+ε)
t2/(1+ε) =: c1t

2/(1+ε) ≥ c1t
21−1/n

for every t ∈ (0, 1). (4.14)

By Lemma 4.3, there exists C2 <∞ such that

φ(h) ≤ C2φ
2(h) + hφ′(h) + C2h

21/nφ′(h). (4.15)

for every h > 0, which is equivalent to the inequality

t ≤ C2t
2 +

ψ(t)

ψ′(t)
+
C2ψ

21/n(t)

ψ′(t)
. (4.16)

Multiplying both sides by ψ′(t)/t2 and rearranging, we obtain that(
1

t
ψ(t)

)′
=

1

t
ψ′(t)− 1

t2
ψ(t) ≤ C2ψ

′(t) +
C2

t2
ψ21/n(t). (4.17)

for every t ∈ (0, 1). Since ψ′(t) = 1/Xpc(λ),λ,ψ(t) is an increasing function of t, it follows that there exists

a constant C3 <∞ such that(
1

t
ψ(t)

)′
≤ C3

(
1 +

1

t2
ψ21/n(t)

)
for every 0 < t ≤ 1/2. (4.18)
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To proceed, we will show that the four statements (4.10), (4.12), (4.14), and (4.18) cannot all hold.

To do this, we will apply (4.10), (4.12), and (4.18) to prove by induction on k that for each 0 ≤ k ≤ n

there exists a constant C ′k such that

ψ(t) ≤ C ′kt2
k/n

(4.19)

for every 0 < t ≤ 1/2: The case k = n will then contradict the lower bound of (4.14).

The base case k = 0 follows from (4.10). Suppose that 0 ≤ k < n and that (4.19) holds for k. Applying

(4.12), substituting the induction hypothesis into the right hand side of the differential inequality (4.18)

and integrating yields that

1

t
ψ(t) =

1

t
ψ(t)− lim

s↓0

1

s
ψ(s) =

∫ t

0

(
1

s
ψ(s)

)′
ds ≤ C3t+ C3

∫ t

0
s−2(C ′ks

2k/n)21/n ds

≤ C3t+
C3(C ′k)

21/n

2(k+1)/n − 1
t2

(k+1)/n−1 (4.20)

for every 0 < t ≤ 1/2, and hence that

ψ(t) ≤ C ′k+1t
2(k+1)/n

where C ′k+1 = C3

(
1 +

(C ′k)
21/n

2(k+1)/n − 1

)
(4.21)

for every 0 < t ≤ 1/2. This completes the induction, which in turn yields the desired contradiction.

It remains only to prove Lemma 4.3. We begin with a preliminary lemma concerning disjoint occur-

rences with respect to both the percolation configuration and the ghost field.

Given u, v ∈ V , we write {u↔ gv} ◦ {u↔ gv} for the event that either

1. There exist two distinct v-green vertices w, z ∈ gv and two edge-disjoint open paths connecting u

to w and u to z (including the case that one of w, z is equal to u and the open path from u to this

vertex is the empty path), or

2. There exists a vertex w with Gv(w) ≥ 2, and two edge-disjoint open paths connecting u to w

(including the case that w = u and both paths are the empty path).

That is, we require there to be two (necessarily finite) witnesses for {u ↔ gv} that are disjoint with

respect to both the percolation configuration and the ghost field.

Lemma 4.4. The estimate

Pp,λ,h

(
{u↔ gv} ◦ {u↔ gv}

)
≤ Pp,λ,h(u↔ gv)

2

holds for all u, v ∈ V , p ∈ [0, 1], λ ∈ R and h > 0.

Proof. This follows from the standard BK inequality by approximating the Poisson random variables

Gv(u) by Binomial random variables.

Proof of Lemma 4.3. Let Gv(Kv) =
∑

u∈Kv Gv(u). Write

Mp,λ,h(v) = Pp,λ,h

(
Gv(Kv) = 1

)
+ Pp,λ,h

(
Gv(Kv) ≥ 2

)
(4.22)
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and

Pp,λ,h

(
Gv(Kv) ≥ 2

)
=

Pp,λ,h

(
{v ↔ gv} ◦ {v ↔ gv}

)
+ Pp,λ,h

({
Gv(Kv) ≥ 2

}
\
[
{v ↔ gv} ◦ {v ↔ gv}

])
. (4.23)

Conditional on Kv, the random variable Gv(Kv) has a Poisson distribution with parameter h|Kv|v,λ.

It follows that Pp,λ,h

(
Gv(Kv) = 1

)
= hXp,λ,h(v) for every v ∈ V and hence that

Pp,λ,h
(
Gρ(Kρ) = 1

)
= hXp,λ,h. (4.24)

Meanwhile, Lemma 4.4 implies that

Pp,λ,h

(
{v ↔ gv} ◦ {v ↔ gv}

)
≤M2

p,λ,h(v) (4.25)

and hence that

Pp,λ,h
(
{ρ↔ gρ} ◦ {v ↔ gρ}

)
≤
[

inf
v∈V

P([ρ] = [v])

]−1

M2
p,λ,h. (4.26)

Thus, to prove Lemma 4.3 it remains to show only that there exists a constant C such that

Pp,λ,h
({
Gρ(Kρ) ≥ 2

}
\
[
{ρ↔ gρ} ◦ {ρ↔ gρ}

])
≤ Ch1+δXp,λ,h. (4.27)

If the event {Gv(Kv) ≥ 2} occurs but {v ↔ gv} ◦ {v ↔ gv} does not, then it follows from Menger’s

Theorem that there exist vertices u and w of G and an edge e of G with endpoints u and w such that

the following hold:

1. e is open,

2. if e is made to be closed then v remains connected to u but is no longer connected to gv, and

3. the event {w ↔ gv} ◦ {w ↔ gv} occurs.

Let A (v, u, w, e) be the event that these three conditions hold. Fix v, u, w, e, and let G[p]e be obtained

from G[p] by making the edge e closed. (In particular if e is closed in G[p] then G[p]e = G[p].) Let K ′v
be the connected component of v in G[p]e. Then we have that

Pp,λ,h

(
A (v, u, w, e) | K ′v

)
=

p1
(
u ∈ K ′v, w /∈ K ′v

)
·Pp,λ,h

(
K ′v ∩ gv = ∅ | K ′v

)
·Pp,λ,h

(
{w ↔ gv} ◦ {w ↔ gv} off K ′v | K ′v

)
(4.28)

and hence that

Pp,λ,h(A (v, u, w, e) | K ′v) ≤
p1
(
u ∈ K ′v

)
·Pp,λ,h

(
K ′v ∩ gv = ∅ | K ′v

)
·Pp,λ,h

(
{w ↔ gv} ◦ {w ↔ gv}

)
. (4.29)

Thus, taking expectations over K ′v we obtain that

Pp,λ,h(A (v, u, w, e)) ≤ pPp,λ,h(u ∈ K ′v and K ′v ∩ gv = ∅) ·Pp,λ,h

(
{w ↔ gv} ◦ {w ↔ gv}

)
. (4.30)
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On the other hand,

Pp,λ,h(v ↔ u, v = gv) ≥ (1− p) Pp,λ,h(u ∈ K ′v and K ′v ∩ gv = ∅) (4.31)

and so we obtain that

Pp,λ,h(A (v, u, w, e)) ≤ p

1− p
Pp,λ,h(v ↔ u, v = gv) ·Pp,λ,h

(
{w ↔ gv} ◦ {w ↔ gv}

)
≤ p

1− p
Pp,λ,h(v ↔ u, v = gv) ·M2

p,λ,∆λ(v,w)h(w). (4.32)

Applying (4.7) to control the magnetization appearing here, we obtain that there exists a constant C

such that

Pp,λ,h(A (v, u, w, e)) ≤ Cp

1− p
h1+δ Pp,λ,h(v ↔ u, v = gv)∆

(1+δ)λ(v, u). (4.33)

Taking v = ρ, summing over the possible choices of u,w, and e, and taking the expectation over ρ yields

that

Pp,λ,h
({
Gρ(Kρ) ≥ 2

}
\
[
{ρ↔ gρ} ◦ {ρ↔ gρ}

])
≤ Cp

1− p
h1+δ Ep,λ,h

∑
u∈V

1
(
ρ↔ u, ρ= gρ

)
∆(1+δ)λ(ρ, u)

 (4.34)

We break the sum on the right hand side of (4.34) into two pieces according to whether ∆(ρ, u) ≤ 1 or

∆(ρ, u) > 1, and claim that the expectation of each such piece is bounded by Xp,λ,h. The first is easily

handled by observing that, trivially,

Ep,λ,h

 ∑
u∈V,∆(ρ,u)≤1

1
(
ρ↔ u, ρ= gρ

)
∆(1+δ)λ(ρ, u)


≤ Ep,λ,h

 ∑
u∈V,∆(ρ,u)≤1

1
(
ρ↔ u, ρ= gρ

)
∆λ(ρ, u)

 ≤ Xp,λ,h. (4.35)

For the second, we apply the tilted mass-transport principle to obtain that

Ep,λ,h

 ∑
u∈V,∆(ρ,u)>1

1
(
ρ↔ u, ρ= gρ

)
∆(1+δ)λ(ρ, u)


= Ep,λ,h

 ∑
u∈V,∆(ρ,u)<1

1 (ρ↔ u, ρ= gu) ∆1−(1+δ)λ(ρ, u)

 . (4.36)

If ∆(ρ, u) < 1 then gu stochastically dominates gρ, so that Pp,λ,h(ρ↔ u, ρ= gu) ≤ Pp,λ,h(ρ↔ u, ρ= gρ).
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Meanwhile, our choice of δ ensures that 1− (1 + δ)λ ≥ λ, and so we have that

Ep,λ,h

 ∑
u∈V,∆(ρ,u)>1

1
(
ρ↔ u, ρ= gρ

)
∆(1+δ)λ(ρ, u)


≤ Ep,λ,h

 ∑
u∈V,∆(ρ,u)<1

1
(
ρ↔ u, ρ= gρ

)
∆λ(ρ, u)

 ≤ Xp,λ,h. (4.37)

Combining (4.34), (4.35), and (4.37) yields the desired inequality (4.27).

5 Analysis of the tiltable and subcritical phases

In this section we study percolation in the tiltable (0 < p < pt) and subcritical (0 < p < pc) phases. We

begin by introducing Timár’s uniform separating layer decomposition in Section 5.1. We then give an

overview of the results of the section in Section 5.2. These results are then stated in detail and proven in

the following subsections.

5.1 The uniform separating layer decomposition

Recall that we have fixed a connected, locally finite graph G and a nonunimodular, quasi-transitive

subgroup Γ ⊆ Aut(G). For each −∞ ≤ s ≤ t ≤ ∞ and v ∈ V we define the slab

Ss,t(v) = {u ∈ V : s ≤ log ∆(v, u) ≤ t}.

We also define

t0 = sup
{

log ∆(u, v) : u, v ∈ V, u ∼ v
}
,

so that for every t ∈ R, every path in G that starts at a vertex in the slab S−∞,t(v) and ends at a vertex

in the slab St,∞(v) must pass through the slab St,t+t0(v). It will be convenient to write

exp(x) = exp(t0x) and log x =
1

t0
log x

for the appropriately normalized exponential and logarithm.

The following construction, due to Timár [65], will be very useful. Let G[p] be a Bernoulli bond

percolation on G, and let ρ ∈ O be a random variable with law µ, defined in the previous subsection,

independent of G[p]. Let v0 be an arbitrary vertex of G, let Uv0 be a uniform [0, 1] random variable

independent of ρ and G[p], and let

Uv = Uv0 − log ∆(v0, v) mod 1

for every other v ∈ V . The law of the collection of random variables U = {Uv : v ∈ V } does not depend

on the choice of v0. From now on, we write Pp and Ep for probabilities and expectations taken with

respect to the joint law of G[p], U , and ρ. Given U , we define the separating layers

Ln(v) =
{
x ∈ V : (n+ Uv − 1) ≤ log ∆(v, x) ≤ (n+ Uv)

}
= S(n+Uv−1)t0,(n+Uv)t0(v).
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for each n ∈ Z and v ∈ V , and define

Lm,n(v) =
n⋃

k=m

Lk(v)

for every v ∈ V and −∞ ≤ m ≤ n ≤ ∞. Note that Ln(v) and Lm(v) are almost surely disjoint if n 6= m

and that if u ∈ Lk(v) then Lm(u) = Lm+k(v). We will refer to sets of the form Ln,∞(v) and L−∞,n(v) as

upper and lower half-spaces respectively1. Intuitively, we think of log ∆ as being a sort of ‘normalized

height function’, and think of Ln(v) and Ln,m(v) as unit layers and slabs of integer normalized height,

each with a random offset.

The group Γ acts on {0, 1}E and [0, 1]V by γω(e) = ω(γ−1e) and γω(v) = ω(γ−1v) respectively. We

define the diagonal action of Γ on V 2 × {0, 1}E × [0, 1]V by setting

γ(u, v, ω1, ω2) = (γu, γv, γω1, γω2)

for each γ ∈ Γ and (u, v, ω1, ω2) ∈ V 2×{0, 1}E × [0, 1]V . If f : V 2×{0, 1}E × [0, 1]V → [0,∞] is invariant

under the diagonal action of Γ, then applying the tilted mass-transport principle to the function

F (u, v) = Ep
[
f
(
u, v,G[p], U

)]
yields that

Ep

∑
v∈V

f
(
ρ, v,G[p], U

) = Ep

∑
v∈V

f
(
v, ρ,G[p], U

)
∆(ρ, v)

 . (5.1)

We refer to this equality simply as the tilted mass-transport principle also. In particular, if k ∈ Z and

f : V 2×{0, 1}E×[0, 1]V → [0,∞] is supported on pairs u, v with v ∈ Lk(u), then we have the approximate

equality

Ep

∑
v∈V

f
(
ρ, v,G[p], U

) � exp(−k)Ep

∑
v∈V

f
(
v, ρ,G[p], U

) . (5.2)

Indeed, the equality is exact up to a factor of e±t0 .

Let us now draw attention to a special case in which our proofs can often be substantially simplified.

It is a consequence of quasi-transitivity and the cocycle identity that there exists k ≥ 1 and a collection

λ1, . . . , λk ∈ (1,∞) such that

{∆(u, v) : u, v ∈ V } = {λn1
1 λn2

2 · · ·λ
nk
k : n1, . . . , nk ∈ Z}.

We say that (G,Γ) has discrete layers if there exists a (necessarily unique) λ0 ∈ (1,∞) such that

{∆(u, v) : u, v ∈ V } = {λn0 : n ∈ Z}.

We say furthermore that (G,Γ) has simple layers if it has discrete layers with constant λ0 = et0 . This

assumption holds in particular when G = Tk ×H for Tk a k-regular tree for k ≥ 3, H is transitive and

unimodular, and Γ = Γξ×Aut(H) is the product of the group of automorphisms of Tk fixing an end with

the full automorphism group of H. Observe that if (G,Γ) has simple layers then we almost surely have

that Ln(v) =
{
u ∈ V : log ∆(v, u) = n

}
for every n ∈ Z and v ∈ V .

1Note however that, in hyperbolic space, Ln,∞(v) is analogous to a horoball rather than a half-space.
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5.2 Overview of results

Consider the triple of random variables (G[p], ρ, U) as in Section 5.1. For each v ∈ V , −∞ ≤ m ≤ n ≤ ∞
and m ≤ k ≤ n we define

Xm,n
k (v) =

∣∣{x ∈ Lk(v) : v
Lm,n(v)←−−−−→ x

}∣∣
to be the number of points in Lk(v) that are connected to v by an open path in the subgraph of G[p]

induced by Lm,n(v). We also define Xm,n
k = Xm,n

k (ρ). The goal of the remainder of this section is to

study the distribution of these random variables, primarily in the tiltable phase p < pt.

The results obtained in this section can be summarised as follows. (The precise results we prove will

in some cases be a little stronger and more technical.)

1. (Lemma 5.3) For every p ∈ (0, 1), there exists αp ≥ 0 such that

Pp
(
X0,n
n > 0

)
= Pp

(
X0,∞
n > 0

)
= exp

[
−αpn+ op(n)

]
�p exp

[
−αpn

]
(5.3)

as n→ +∞. This is proven using Fekete’s Lemma.

2. (Lemma 5.7) For every 0 < p < pt, there exists βp ≥ 0 such that

Ep
[
X−∞,nn

]
= exp

[
−βpn+ op(n)

]
�p exp

[
−βpn

]
(5.4)

as n→ +∞. This is also proven using Fekete’s Lemma.

3. (Lemma 5.5) αp is left-continuous in p and satisfies αpc(λ) ≥ max{λ, 1 − λ} for every λ ∈ R. In

particular, αpc ≥ 1.

4. (Lemma 5.10 and Propositions 5.11 and 5.14) p < pt if and only if αp ≥ βp > 1/2, and in this

case αp = βp and the op(n) corrections in (5.3) and (5.4) are in fact Op(1). In particular, αpc(λ) =

βpc(λ) = max{λ, 1−λ} for every λ ∈ R with pc(λ) < pt. Moreover, for βp > 2/3 the expectations of

the products Ep
[
X−∞,∞n X−∞,∞m

]
also admit similar descriptions up to constant factors.

5. (Lemma 5.17) If p < pc, then

Pp
(
X−n,0−n > 0

)
�p exp

[
−(αp − 1)n

]
. (5.5)

Moreover, the same estimate holds conditional on the event that ρ is the unique highest point of

its cluster.

Roughly speaking, for 0 < p < pt, the above results show that (X−∞,∞n )n≥0 behaves similarly to

a subcritical branching process, whereas (X−∞,∞−n )n≥0 behaves similarly to a branching process that is

either subcritical (if p < pc), critical (if p = pc), or supercritical (if pc < p < pt).

In terms of their application to the proofs of the main theorems, the most important estimates

obtained from these considerations are

Ppc
(
X0,n
n > 0

)
� exp

(
−αpcn

)
� exp(−n), (5.6)

which follows from 1, 2, and 3 above, and

Ppc
(
X−n,0−n > 0 | ρ is the unique highest point of its cluster

)
≥ exp

[
−(αpc − 1)n+ o(n)

]
, (5.7)
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which is proven in Lemma 6.5 of Section 6 using the estimates from items 4 and 5 above. Intuitively,

these estimates imply that, at criticality, crossing a large slab from bottom to top is much more difficult

than crossing from top to bottom.

Remark 5.1. The proofs in this and the following section can be simplified substantially if one assumes

that Γ is transitive and that (G,Γ) has simple layers. For these graphs many tedious technicalities result-

ing from the inhomogeneity of the uniform separating layers decomposition do not arise; For example,

Lemmas 5.4 and 5.9 are used specifically to deal with this inhomogeneity and are not needed in the above

special case. The reader may find it an illuminating exercise to simplify the proofs in this case.

Remark 5.2. It is a consequence of [22, Theorem 2.38] that αp and βp are both strictly decreasing when

they are positive. A further straightforward fact is that βp is right-continuous on (0, pt). Together with

item 3 above this implies that αp = βp is continuous on (0, pt). Since these facts will not be used in the

proofs of the main theorems, their proofs are omitted.

5.3 Probability decay

We begin by studying the probability of connecting from the bottom to the top of a thick slab.

Lemma 5.3 (Probability decay). The limit

αp := − lim
n→∞

1

n
logPp

(
v

L0,∞(v)
←−−−−→ Ln(v) | Uv = x

)
∈ [0,∞) (5.8)

exists for every p ∈ (0, 1], and does not depend on v ∈ V or x ∈ [0, 1]. Furthermore, we have that

Pp
(
v

L0,∞(v)
←−−−−→ Ln(v) | Uv = x

)
�p exp(−αpn) (5.9)

for every p ∈ (0, 1], v ∈ V , x ∈ [0, 1], and n ≥ 0.

We stress that (5.8) defines the quantity αp for each p ∈ (0, 1]. The proof will use the following

lemma, which allows us to compare infimal and supremal choices of v and Uv. The additional parameter

r will not be used in the proof of Lemma 5.3, but is included for later use in Section 6.

Lemma 5.4. There exist positive constants r0 and C such that

inf
v∈V,x∈[0,1]

Pp
(
v

L0,∞(v)
←−−−−→ Ln(v) | Uv = x

)
≥ pCr+Cr0 sup

v∈V,x∈[0,1]
Pp
(
v

L−r,∞(v)
←−−−−−→ Ln(v) | Uv = x

)
for every n ≥ 1 and r ≥ 0.

Proof. Quasi-transitivity of Γ and the maximum principle applied to ∆ implies that there exists r0 such

that for any two vertices u, v ∈ V , there exists a path u = u0, u1, . . . , uk in G such that k ≤ r0(1 + r), uk
is in the same orbit as v, (r + 1) ≤ log ∆(u, uk), and log ∆(u, ui) ≥ 0 for every 1 ≤ i ≤ k. Given such a

path, it follows by the Harris-FKG inequality that

Pp
(
u

L0,∞(u)
←−−−−→ Ln(u) | Uu = 1

)
≥ pr0(1+r)Pp

(
uk

L−r−1,∞(uk)
←−−−−−−−→ Ln−1(uk) | Uu = 1

)
. (5.10)

Considering the definitions of L−r−1,∞(uk) and Ln−1(uk) yields that

Pp
(
u

L0,∞(u)
←−−−−→ Ln(u) | Uu = 1

)
≥ pr0(1+r)Pp

(
v

L−r,∞(v)
←−−−−−→ Ln(v) | Uv = 0

)
, (5.11)
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and the estimate (5.9) follows by observing that Pp
(
v

L−r,∞(v)←−−−−−→ Ln(v) | Uv = x
)

and Pp
(
u

L0,∞(u)
←−−−−→

Ln(u) | Uu = x
)

are both decreasing functions of x ∈ [0, 1].

The proof of Lemma 5.3 will also apply Fekete’s Lemma [22, Appendix II], one form of which is as

follows: Suppose that a(n) is a sequence of real numbers satisfying the subadditive estimate a(n+m) ≤
a(n) + a(m) for every n,m ≥ 0. Then we have that

lim
n→∞

a(n)

n
= inf

n≥1

a(n)

n
∈ [−∞,∞). (5.12)

In particular, the limit on the left hand side exists.

Proof of Lemma 5.3. For each t ≥ 0 let Pp(t) = infv∈V Pp

(
v

S0,∞(v)
←−−−−→ St,∞(v)

)
. We claim that the

supermultiplicative estimate

Pp(s+ t) ≥ Pp(s)Pp(t) (5.13)

holds for every p ∈ [0, 1] and s, t ≥ 0. Indeed, fix v ∈ V and s, t ≥ 0, and let Yt(v) be the set of vertices

in St,∞(v) that are connected to v by an open path in S0,t(v) none of whose edges have both endpoints

in St,∞(v). Thus, the event v
S0,∞(v)
←−−−−→ St,∞(v) occurs if and only if Yt(v) 6= ∅, and Yt(v) is independent

of the status of every edge that has both endpoints in St,∞(v). Condition on Yt(v) and the event that

Yt(v) 6= ∅, and let u be chosen arbitrarily from Yt(v). Then the aforementioned independence property

implies that the conditional probability that u is connected to Ss+t,∞(v) ⊇ Ss,∞(u) by an open path in

S0,∞(u) is at least Pp(s). Thus, we have that

Pp

(
v

S0,∞(v)
←−−−−→ Ss+t,∞(v)

)
≥ Pp

(
v

S0,∞(v)
←−−−−→ St,∞(v)

)
Pp(s), (5.14)

and the claim follows by taking an infimum over v on both sides.

Now observe that

inf
x∈[0,1]

Pp
(
v

L0,∞(v)
←−−−−→ Ln(v) | Uv = x

)
= Pp

(
v

S0,∞(v)
←−−−−→ St0n,∞(v)

)
(5.15)

for every n ≥ 1 and v ∈ V . Thus, applying Fekete’s lemma to the sequence 〈− logPp(t0n)〉n≥1, we obtain

from (5.13) that the limit

αp = − lim
n→∞

1

n
logPp(t0n) = inf

n≥1

1

n

(
− logPp(t0n)

)
(5.16)

exists for every p ∈ [0, 1]. The uniform upper bound (5.9), and the fact that the limit in (5.8) exists and

is equal to αp for all v ∈ V and x ∈ [0, 1], follows from (5.16) together with Lemma 5.4.

Lemma 5.5. αp is left-continuous on (0, 1].

Proof. Recall that left-continuity is equivalent to lower semi-continuity for increasing functions and is

equivalent to upper semi-continuity for decreasing functions. Moreover, lower semi-continuity is preserved

by taking minima over finite collections of functions and by taking suprema over arbitrary collections of

functions. For each v ∈ V , t ≥ 0, and x ∈ [0, 1], the probability

Pp

(
v

S0,∞(v)
←−−−−→ St,∞(v)

)
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can be written as the supremum of the continuous increasing functions

Pp

(
v

S0,∞(v)
←−−−−→ St,∞(v) by an open path of length at most r

)
,

and is therefore lower semi-continuous. Since Γ is quasi-transitive, Pp(t0n) can be written as a minimum

of finitely many such functions, and thus is lower semi-continuous itself. Using the expression (5.16), we

see that −αp can be written as a supremum of lower semi-continuous functions and is therefore lower

semi-continuous itself. Since −αp is increasing in p the result follows.

5.4 Path-decomposition inequalities

We now gather and prove several related inequalities that will be used in the following subsection, each

of which follows by a standard application of the BK inequality. We define

Em,np (k) = sup
v∈V,x∈[0,1]

Ep
[
Xm,n
k (v) | Uv = x

]
(5.17)

for every −∞ ≤ m ≤ k ≤ n ≤ ∞.

Lemma 5.6 (Path-decomposition inequalities). The following inequalities hold for every p ∈ [0, 1].

1. (First visit decomposition.) For every −∞ ≤ m ≤ ` ≤ k ≤ n ≤ ∞ with ` ≥ 0 we have that

Ep
[
Xm,n
k (v) | Uv = x

]
≤ Ep

[
Xm,`
` (v) | Uv = x

]
Em−`,n−`p (k − `) (5.18)

for every v ∈ V and x ∈ [0, 1]. Similarly, for every −∞ ≤ m ≤ k ≤ ` ≤ n ≤ ∞ with ` ≤ 0 we have

that

Ep
[
Xm,n
k (v) | Uv = x

]
≤ Ep

[
X`,n
` (v) | Uv = x

]
Em−`,n−`p (k − `) (5.19)

for every v ∈ V and x ∈ [0, 1].

2. (Last visit decomposition.) For every −∞ ≤ m ≤ ` ≤ k ≤ n ≤ ∞ with ` ≥ 0 we have that

Ep
[
Xm,n
k (v) | Uv = x

]
≤ Ep

[
Xm,n
` (v) | Uv = x

]
E0,n−`
p (k − `) (5.20)

for every v ∈ V and x ∈ [0, 1]. Similarly, for every −∞ ≤ m ≤ k ≤ ` ≤ n ≤ ∞ with ` ≤ 0 we have

that

Ep
[
Xm,n
k (v) | Uv = x

]
≤ Ep

[
Xm,n
` (v) | Uv = x

]
Em−`,0p (k − `) (5.21)

for every v ∈ V and x ∈ [0, 1].

3. (Extreme point decompositions.) For every −∞ ≤ m ≤ k ≤ n ≤ ∞ we have that

Ep
[
Xm,n
k (v) | Uv = x

]
≤

n∑
`=k∨0

Ep
[
Xm,`
` (v) | Uv = x

]
Em−`,0p (k − `) (5.22)
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0

m

`

k

n

Figure 2: Any simple path starting in level zero and ending in level k ≥ 0 can be decomposed into two
disjoint paths either by considering the first time it visits some intermediate level 0 ≤ ` ≤ k (far left),
the last time it visits such an intermediate level (centre left), the first time it attains its maximum height
(centre right), or the first time it attains its minimum height (far right). Similar decompositions exist for
paths ending in a level of negative height. Applying the BK inequality yields the estimates of Lemma 5.6.

and similarly that

Ep
[
Xm,n
k (v) | Uv = x

]
≤

k∧0∑
`=m

Ep
[
X`,n
` (v) | Uv = x

]
E0,n−`
p (k − `) (5.23)

for every v ∈ V and x ∈ [0, 1].

Proof. Let v ∈ V , x ∈ [0, 1] and condition on Uv = x. In order to give a representative sample of the

proofs, we prove (5.18) and (5.22). The proofs of the remaining inequalities are similar. We begin with

(5.18). Observe that, since 0 ≤ l ≤ k, if u ∈ Lk(v) is connected to v by an open simple path in Lm,n(v)

then this path must visit L`(v) for some first time, at some vertex w ∈ L`(v), and the part of this path

up until this first visit to L`(v) is contained in Lm,`(v). Thus, we have the containment of events

{u Lm,n(v)←−−−−→ v} ⊆
⋃

w∈L`(v)

(
{v

Lm,`(v)
←−−−−→ w} ◦ {w Lm,n(v)←−−−−→ u}

)
. (5.24)

Applying the union bound and the BK inequality and summing over w ∈ L`(v) and u ∈ Lk(v) = Lk−`(w),

we obtain that

Ep
[
Xm,n
k | Uv = x

]
≤

∑
w∈L`(v)

Pp(v
Lm,`(v)
←−−−−→ w | Uv = x)

∑
u∈Lk(v)

Pp(w
Lm,n(v)←−−−−→ u | Uv = x)

≤ Ep
[
Xm,`
` (v) | Uv = x

]
Em−`,n−`p (k − `) (5.25)

as claimed.

We now turn to (5.22). Suppose that u ∈ Lk(v) is connected to v by an open path in Lm,`(v) but not

in Lm,`−1(v). Then any open simple path from v to u in Lm,`(v) must visit some vertex w ∈ L`(v). A

similar argument to above yields the containment of events

{u
Lm,`(v)
←−−−−→ v} \ {u

Lm,`−1(v)
←−−−−−→ v} ⊆

⋃
w∈L`(v)

(
{v

Lm,`(v)
←−−−−→ w} ◦ {w

Lm,`(v)
←−−−−→ u}

)
. (5.26)

Thus, applying the union bound and the BK inequality as above we obtain that

Ep
[
Xm,`
k −Xm,`−1

k | Uv = x
]
≤ Ep

[
Xm,`
` (v) | Uv = x

]
Em−`,0p (k − `). (5.27)

Summing over ` completes the proof.
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5.5 Expectation decay

In this section we apply similar arguments to those of Section 5.3 to study the exponential rate of

growth/decay of the expected number of points that are connected to in a slab. We define the interval

Ih :=
{
p ∈ (0, 1] : E−∞,np (k) <∞ for every −∞ < k ≤ n <∞

}
,

and define p̃h = sup Ih. Note that p̃h ≥ pt ≥ pc and that (0, p̃h) ⊆ Ih ⊆ (0, p̃h].

Lemma 5.7 (Expectation decay). Let p ∈ Ih. Then the limits

βp := − lim
k→∞

1

k
logEp

[
X−∞,kk (v) | Uv = x

]
= 1− lim

k→∞

1

k
logEp

[
X−∞,0−k (v) | Uv = x

]
(5.28)

exist, are equal, and do not depend on v ∈ V or x ∈ [0, 1]. Furthermore, the estimates

Ep
[
X−∞,kk (v) | Uv = x

]
�p exp

[
−βpk

]
(5.29)

and

Ep
[
X−∞,0−k (v) | Uv = x

]
�p exp

[
−(βp − 1)k

]
(5.30)

hold for every p ∈ (0, 1], k ≥ 0, v ∈ V and x ∈ [0, 1].

Again, we stress that (5.28) defines the quantity βp for each p ∈ Ih.

Remark 5.8. We believe that it is possible to prove that p̃h = ph and that αp ≥ βp > 0 for every

p ∈ (0, ph). This could be thought of as a sharpness result for the heaviness transition. Since this result

is not needed for the proofs of our main theorems we do not pursue it here.

As with Lemma 5.3, the proof of Lemma 5.7 will use Fekete’s Lemma. The following Lemma, which

plays a role analogous to Lemma 5.4, allows us to compare supremal and infimal choices of v ∈ V and

x ∈ [0, 1]. (This lemma is not needed in the case that the graph is transitive and has simple layers.)

Lemma 5.9. Let p ∈ Ih. Then

inf
v∈V,x∈[0,1]

Ep
[
X−∞,kk (v) | Uv = x

]
�p sup

v∈V,x∈[0,1]
Ep
[
X−∞,k+1
k+1 (v) | Uv = x

]
(5.31)

for every k ≥ 0 and

inf
v∈V,x∈[0,1]

Ep
[
X−∞,0−k (v) | Uv = x

]
�p sup

v∈V,x∈[0,1]
Ep
[
X−∞,0−k−1(v) | Uv = x

]
(5.32)

for every k ≥ 0.

Proof. Let p ∈ Ih. We prove (5.31), the proof of (5.32) being similar. We begin by proving that

inf
x∈[0,1]

Ep
[
X−∞,kk (v) | Uv = x

]
�p sup

x∈[0,1]
Ep
[
X−∞,k+1
k+1 (v) | Uv = x

]
(5.33)

for every v ∈ V and k ≥ 0. Observe that, whatever the value of Uv, we have the inclusions{
u ∈ Lk+1(v) : u

L−∞,k+1(v)
←−−−−−−→ v

}
⊆
{
u ∈ St0k,t0(k+2) : u

S−∞,t0(k+2)(v)
←−−−−−−−−→ v

}
(5.34)
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and {
u ∈ St0k,t0(k+2) : u

S−∞,t0(k+2)(v)
←−−−−−−−−→ v

}
⊆
{
u ∈ Lk,k+2(v) : u

L−∞,k+2(v)
←−−−−−−→ v

}
. (5.35)

It follows that

inf
x∈[0,1]

Ep
[
X−∞,k+2
k (v) +X−∞,k+2

k+1 (v) +X−∞,k+2
k+2 (v) | Uv = x

]
≥ sup

x∈[0,1]
Ep
[
X−∞,k+1
k+1 (v) | Uv = x

]
(5.36)

for each v ∈ V and k ≥ 0. We can now deduce (5.33) from this together with the estimate (5.18) of

Lemma 5.6, which implies that

inf
x∈[0,1]

Ep
[
X−∞,k+2
k (v) +X−∞,k+2

k+1 (v) +X−∞,k+2
k+2 (v) | Uv = x

]
≤
[
E−∞,2p (0) + E−∞,2p (1) + E−∞,2p (2)

]
inf

x∈[0,1]
Ep
[
X−∞,kk (v) | Uv = x

]
. (5.37)

Now, by a similar argument to that used in the proof of Lemma 5.4, there exists r0 such that for each

two vertices u and v of G, there exists a path u0, . . . , ur in G such that r ≤ r0, [u0] = [u], [ur] = [v], and

log ∆(u0, ui) ≥ 0 for every 1 ≤ i ≤ r. Let k ≥ r0. Since ur ∈ Lm for some 0 ≤ m ≤ r0, it follows by the

Harris-FKG inequality and the estimate (5.18) of Lemma 5.6 that

E
[
X−∞,kk (u) | Uu = x

]
≥ pr0 min

m=0,...,r0
E
[
X−∞,k−mk−m (ur) | Uu = x

]
≥ pr0

[
max

m=0,...,r0
E−∞,mp (m)

]−1

E
[
X−∞,kk (ur) | Uu = x

]
, (5.38)

so that

inf
x∈[0,1]

E
[
X−∞,kk (u) | Uu = x

]
�p inf

x∈[0,1]
E
[
X−∞,kk (v) | Uv = x

]
(5.39)

for every u, v ∈ V and k ≥ r0. Small values of k can then be handled by decreasing the implicit constant,

so that in fact (5.39) holds for every k ≥ 0. The claimed inequality (5.31) now follows from this estimate

together with (5.33).

Proof of Lemma 5.7. It follows from the estimate (5.18) of Lemma 5.6 that

E−∞,m+n
p (m+ n) ≤ E−∞,mp (m)E−∞,np (n) (5.40)

and from the estimate (5.21) of Lemma 5.6 that

E−∞,0p (−m− n) ≤ E−∞,0p (−m)E−∞,0p (−n) (5.41)

for every m,n ≥ 0. Applying Fekete’s Lemma and using that p ∈ Ih we deduce that the limits

βp := − lim
n→+∞

1

n
logE−∞,np (n) = − inf

n≥1

1

n
logE−∞,np (n) (5.42)

and

β′p := 1− lim
n→+∞

1

n
logE−∞,0p (−n) = 1− inf

n≥1

1

n
logE−∞,0p (−n) (5.43)
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both exist and are not equal to −∞.

Let hp and h′p be the error terms

hp(n) = logE−∞,np (n) + βpn and h′p(n) = logE−∞,0p (−n) + (β′p − 1)n. (5.44)

It follows from the above discussion that hp(n) and h′p(n) are both subadditive, are both non-negative,

and are both op(n) as n→ +∞. Moreover, Lemma 5.9 implies that

exp
[
−βpn+ hp(n+ 1)

]
�p Ep

[
X−∞,nn (v) | Uv = x

]
�p exp

[
−βpn+ hp(n)

]
(5.45)

for every v ∈ V , x ∈ [0, 1], and n ≥ 0, and similarly that

exp
[
−(β′p − 1)n+ h′p(n+ 1)

]
�p Ep

[
X−∞,0−n (v) | Uv = x

]
�p exp

[
−(β′p − 1)n+ h′p(n)

]
(5.46)

for every v ∈ V , x ∈ [0, 1], and n ≥ 0. On the other hand, the tilted mass-transport principle implies

that

Ep
[
X−∞,nn (ρ)

]
� exp(−n)Ep

[
X−∞,0−n (ρ)

]
. (5.47)

Since hp(n) and h′p(n) are both op(n) as n → ∞, comparing (5.45) and (5.46) in light of (5.47) yields

that βp = β′p. The result then follows from (5.45) and (5.46).

5.6 Slab intersections in the tiltable phase

We now restrict attention to the tiltable phase 0 < p < pt, in which a sharper analysis is possible. We

begin by moving from half-space first moment estimates to full-space first moment estimates.

Lemma 5.10. Let p ∈ Ih, and let hp and h′p be defined as in (5.44). If βp > 1/2, then

k ≥ 0 exp
[
−βpk

]
k < 0 exp

[
(βp − 1)k

]
 �p Ep [X−∞,∞k (v) | Uv = x

]
�p

exp
[
−βpk + hp(k)

]
k ≥ 0

exp
[
(βp − 1)k + h′p(−k)

]
k < 0

for every v ∈ V , x ∈ [0, 1], and k ∈ Z. In particular, Xp,λ <∞ if and only if βp > max{λ, 1− λ}, p < pc
if and only if βp > 1, and p < pt if and only if βp > 1/2.

Proof. The lower bound follows from Lemma 5.7. To obtain the upper bound, we apply Lemma 5.7 and

the estimate (5.22) of Lemma 5.6 to deduce that

Ep
[
X−∞,∞k (v) | Uv = x

]
≤
∑
`≥k∨0

E−∞,`p (`)E−∞,0p (k − `)

=
∑
`≥k∨0

exp
[
−βp`+ (βp − 1)(k − `) + hp(`) + h′p(`− k)

]
. (5.48)

Changing variables to r = `− (k ∨ 0), using the subadditivity of hp and h′p, and rearranging yields that

Ep
[
X−∞,∞k (v) | Uv = x

]
≤

∑
r≥0

exp
[
−(2βp − 1)r + hp(r) + h′p(r)

] ·
exp

[
−βpk + hp(k)

]
k ≥ 0

exp
[
(βp − 1)k + h′p(−k)

]
k < 0.

(5.49)
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When βp > 1/2 the prefactor on the right is finite, and since it does not depend on k, we deduce the

claimed upper bound. The other claims follow immediately from this estimate together with Proposi-

tion 3.1 by noting that, by definition of the involved quantities,

Xp,λ(v) �λ
∑
k∈Z

Ep
[
X−∞,∞k (v)

]
exp(λk) (5.50)

for every v ∈ V , λ ∈ R and p ∈ [0, 1].

We next show that when p < pt the error terms hp and h′p, along with the implicit error terms from

Lemma 5.3, are bounded from above. (We do not generally expect this to be the case when p ≥ pt.)

Proposition 5.11 (First moments in the tiltable phase). Let 0 < p < pt. Then we have that

Ep
[
X−∞,∞k (v) | Uv = x

]
�p

exp
[
−βpk

]
k ≥ 0

exp
[
(βp − 1)k

]
k < 0

(5.51)

for every v ∈ V , x ∈ [0, 1], and k ∈ Z. Moreover, we have that

Pp
(
v

L0,∞(v)
←−−−−→ Lk(v) | Uv = x

)
�p Pp

(
v ←→ Lk(v) | Uv = x

)
�p exp

[
−βpk

]
(5.52)

for every v ∈ V , x ∈ [0, 1], and k ≥ 0. In particular, αp = βp for every 0 < p < pt.

This immediately implies the following very useful corollary.

Corollary 5.12.

1. αpc(λ) ≥ max{λ, 1− λ} for every λ ∈ R.

2. If λ ∈ R is such that pc(λ) < pt, then αpc(λ) = βpc(λ) = max{λ, 1− λ}.

Proof. Markov’s inequality implies that αp ≥ βp for every p ∈ Ih. By Lemma 5.10 and Proposition 5.11,

αp ≥ βp > max{λ, 1 − λ} for all 0 < p < pc(λ). Thus, the bound αpc(λ) ≥ max{λ, 1 − λ} follows by

left-continuity of α (Lemma 5.5). On the other hand, Lemma 5.10 implies that βpc(λ) ≤ max{λ, 1 − λ},
so that if pc(λ) < pt then αpc(λ) = βpc(λ) = max{λ, 1− λ} by Proposition 5.11.

We will require another simple inequality that follows by a standard application of the BK inequality.

It is related to the tree-graph inequalities of Aizenman and Newman [3].

Lemma 5.13. The estimate

Ep
[
Xm,n
k (v)Xm,n

` (v) | Uv = x
]
≤

n∑
i=m

Em,np (i)Em−i,n−ip (k − i)Em−i,n−ip (`− i)

holds for every p ∈ [0, 1], v ∈ V , x ∈ [0, 1], and −∞ ≤ m ≤ k, ` ≤ n ≤ ∞.

Proof. If u ∈ Lk(v) and w ∈ L`(v) are such that v is connected to both u and w by open paths in

Lm,n(v), then there must exist a vertex z ∈ Lm,n(v) (possibly equal to one of u, v, or w) such that

{v Lm,n(v)←−−−−→ z} ◦ {z Lm,n(v)←−−−−→ u} ◦ {z Lm,n(v)←−−−−→ w} occurs. Applying the BK inequality and summing over

the possible choices of u,w, and z yields the claimed inequality.
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We are now ready to prove Proposition 5.11.

Proof of Proposition 5.11. We begin with (5.51). By Lemmas 5.7 and 5.10 it suffices to show that hp(n)

and h′p(n) are both Op(1). The estimates (5.45), (5.46), and (5.47) imply that h′p(n)−hp(n−1) is bounded

from above by a p-dependent constant, and since both hp(n) and h′p(n) are non-negative it suffices to

prove that hp(n) = Op(1). Applying Lemma 5.13 and Lemma 5.10, we obtain that

Ep
[(
X0,k
k (v)

)2
| Uv = x

]
≤

k∑
`=0

E−∞,∞p (k − `)
(
E−∞,∞p (`)

)2

�p
k∑
`=0

exp
[
−βp(k − `)− 2βp`+ hp(k − `) + 2hp(`)

]
≤

 ∞∑
`=0

exp
[
−βp`+ 2hp(`)

] · exp

[
−βpk + max

0≤`≤k
hp(`)

]
(5.53)

for all v ∈ V , x ∈ [0, 1], and k ≥ 0. Since hp(`) = op(`), the sum in the prefactor on the last line is finite,

and since it does not depend on k we obtain that

Ep
[(
X0,k
k (v)

)2
| Uv = x

]
�p exp

[
−βpk + max

0≤`≤k
hp(`)

]
(5.54)

for all v ∈ V , x ∈ [0, 1], and k ≥ 0. On the other hand, applying the last-visit path-decomposition

inequality (5.20) of Lemma 5.6 implies that

E0,k
p (k) ≥ E−∞,kp (k)

E−∞,∞p (0)
�p exp

[
−βpk + hp(k)

]
. (5.55)

Recall that the Cauchy-Schwarz inequality implies that P(Y > 0) ≥ E[Y ]2/E[Y 2] for any non-negative

random variable Y . Applying this to X0,k
k (v) conditional on Uv = x yields that

Pp
(
v

L0,∞(v)
←−−−−→ Lk(v) | Uv = x

)
≥ Ep

[
X0,k
k (v) | Uv = x

]2
Ep
[(
X0,k
k (v)

)2
| Uv = x

]−1

. (5.56)

Taking suprema over v ∈ V and x ∈ [0, 1] and applying (5.54) and (5.55) we obtain that

sup
v∈V,x∈[0,1]

Pp
(
v

L0,∞(v)
←−−−−→ Lk(v) | Uv = x

)
�p exp

[
−βpk + 2hp(k)− max

0≤`≤k
hp(`)

]
(5.57)

for every k ≥ 0. On the other hand, since αp ≥ βp by Markov’s inequality, it follows from Lemma 5.3

that

Pp
(
v

L0,∞(v)
←−−−−→ Lk(v) | Uv = x

)
�p exp

[
−βpk

]
(5.58)

for every v ∈ V and x ∈ [0, 1]. Comparing (5.57) and (5.58) at those values of k for which hp(k) =

max0≤`≤k hp(`) yields that hp(k) = Op(1) as claimed. The estimates (5.52) then follow from (5.57) (for

the lower bounds) and Markov’s inequality applied to (5.51) (for the upper bounds).

Applying Proposition 5.11 and Lemma 5.13, we immediately obtain the following. Similar estimates

hold for k, ` ∈ Z, but we shall not require these.
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Proposition 5.14. If 0 < p < pt is such that βp > 2/3 then

Ep
[(
X−∞,∞−k (v)

)(
X−∞,∞−` (v)

)
| Uv = x

]
�p


exp

[
−(βp − 1)(k ∨ `)

]
βp > 1

k ∧ ` βp = 1

exp
[
(1− βp)(k + `)

]
βp < 1

(5.59)

for every v ∈ V , x ∈ [0, 1], and k, ` ≥ 0. Similarly, if 0 < p < pt is such that 1/2 < βp ≤ 2/3 then

Ep
[(
X−∞,0−k (v)

)(
X−∞,0−` (v)

)
| Uv = x

]
�p exp

[
(1− βp)(k + `)

]
(5.60)

for every v ∈ V , x ∈ [0, 1], and k, ` ≥ 0.

We remark that Proposition 5.14 also easily yields the following interesting result on the quenched

growth rate of infinite clusters in the supercritical tiltable regime. This result is not required for the

proofs of the main theorems.

Corollary 5.15 (Growth of infinite clusters in the tiltable supercritical regime). If 0 < p < pt is such

that 1/2 < βp < 1, then for every v ∈ V we have that

lim sup
k→∞

1

k
logX−∞,∞−k (v) = 1− βp (5.61)

almost surely on the event that the cluster of v is infinite.

Proof. The Paley-Zygmund inequality [55] implies that

P
(
X−∞,0−k (v) ≥ 1

2
Ep
[
X−∞,0−k (v)

])
≥

Ep
[
X−∞,0−k (v)

]2

4Ep
[(
X−∞,0−k (v)

)2
] . (5.62)

Proposition 5.11 and Proposition 5.14 imply that the right hand side is bounded below by a positive

constant depending on p. Thus, it follows by Fatou’s Lemma that

lim sup
k→∞

1

k
logX−∞,∞−k (v) ≥ 1− βp (5.63)

with positive probability. The indistinguishability theorem of Haggström, Peres, and Schonmann [27]

implies that in fact this inequality must hold almost surely on the event that the cluster of v is infinite.

On the other hand, the reverse inequality holds almost surely by Lemma 5.7, Markov’s inequality and

the Borel-Cantelli lemma.

5.7 The view from a peak in the subcritical phase

We say that a vertex v is the peak (a.k.a. unique highest point) of its cluster K(v) if log ∆(v, u) < 0 for

every u ∈ K(v) \ {v}. In particular, each cluster has at most one peak. We write peak(v) for the peak of

v’s cluster (when it exists) and Pv for the event that v is the peak of its cluster, i.e., v = peak(v).

In this subsection, we apply Proposition 5.14 to study the probability that a vertex is a peak and its

cluster survives for k levels in the subcritical regime. We begin with the following slight strengthening
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of the estimate (5.52). Note that the statement ‘peak(v) ∈ Lk(v)’ implicitly includes the statement that

the cluster of v has a peak.

Lemma 5.16. If 0 < p < pt then

Pp
(
peak(v) ∈ Lk(v) | Uv = x

)
�p exp

[
−βpk

]
(5.64)

for every v ∈ V , x ∈ [0, 1], and k ≥ 0.

Proof. It suffices to prove the lower bound, as the upper bound follows from Proposition 5.11. As in the

proof of Lemma 5.4, there exists n0 ≥ 1 such that for every vertex v ∈ V , there exists n ≤ n0 and a path

v = v0, v1, . . . , vn in G such that vn ∈ L1(v), log ∆(vi, vn) > 0 for every 0 ≤ i < n, and the sequence

log ∆(v, vi) is (weakly) increasing.

Fix v ∈ V , x ∈ [0, 1] and k ≥ 0. Let Hk be the subgraph of G spanned by those edges with at

least one endpoint in L−∞,k−1(v), and let Kk be the cluster of v in Hk. That is, Kk is the connected

component of v in the subgraph of Hk spanned by the open edges of G[p]. Let Zk = Kk ∩ Lk. It follows

from Propositions 5.11 and 5.14 that

Ep
[
|Zk| | Uv = x, v ↔ Lk(v)

]
≤ Ep

[
X−∞,∞k (v) | Uv = x, v ↔ Lk(v)

]
�p 1 (5.65)

for each 0 < p < pt. Condition on Kk, and suppose that Zk ≥ 1. Pick a vertex u ∈ Zk and a path

u = u0, . . . , un with n ≤ n0 as above. If at least one edge connecting ui to ui+1 is open for every

0 ≤ i < n, and every other edge incident to Zk or {u1, . . . , un0} is either closed or lies in Kk, then

peak(v) ∈ Lk+1(v). Lower bounding the conditional probability of this event yields that

Pp
(

peak(v) ∈ Lk+1(v) | Kk, Uv = x
)
≥ 1

(
Zk ≥ 1

)
pn0(1− p)C(Zk+n0). (5.66)

where C = maxv∈V deg(v). Taking expectations and applying Jensen’s inequality yields that

Pp
(

peak(v) ∈ Lk+1(v) | Uv = x, v ↔ Lk(v)
)
�p 1, (5.67)

and the claim follows from Proposition 5.11.

Applying the tilted mass-transport principle to (5.64) yields that

Ep
[
X−∞,∞−k (ρ) ; Pρ

]
� exp(k)Pp

(
peak(ρ) ∈ Lk

)
�p exp

[
−(βp − 1)k

]
(5.68)

for every 0 < p < pt and k ≥ 0, and it follows by a straightforward finite-energy argument that there

exists v0 ∈ V such that

Ep
[
X−∞,∞−k (v0) | Uv0 = x,Pv0

]
�p exp

[
−(βp − 1)k

]
(5.69)

for every x ∈ [0, 1] and k ≥ 0. (This estimate might not hold for every v ∈ V . Indeed, some vertices may

have the same height as all their neighbours, in which case they cannot be the peak of a non-singleton

cluster.) The next lemma gives a similar analysis for connection probabilities in the subcritical phase.

Lemma 5.17 (Subcritical peak survival). If p < pc then there exists v0 ∈ V such that

Pp
(
v0 ↔ L−k(v0) | Uv0 = x

)
�p Pp

(
{v0 ↔ L−k(v0)} ∩Pv0 | Uv0 = x

)
�p exp

[
−(βp − 1)k

]
(5.70)
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for every x ∈ [0, 1] and k ≥ 0, and

Ep
[
X−∞,∞−` (v0) | Uv0 = x, v0 ↔ L−k(v0), Pv0

]
�p

1 ` ≤ k
exp

[
−(βp − 1)(`− k)

]
` > k

(5.71)

for every x ∈ [0, 1] and `, k ≥ 0.

Proof. The upper bounds of (5.70) follow from Proposition 5.11 and Markov’s inequality. The lower

bounds of (5.70) follow from Proposition 5.14, the estimate (5.69), and the Cauchy-Schwarz inequality.

For (5.71), we have by Proposition 5.14 that

Ep
[
X−∞,∞−` (v0)1

(
v0 ↔ L−k(v0), Pv0

)
| Uv0 = x

]
≤ Ep

[
X−∞,∞−` (v0)X−∞,∞−k (v0) | Uv0 = x

]
�p exp

[
−(βp − 1)(k ∨ `)

]
,

so that the conditional expectation estimate (5.71) follows from (5.70).

Lemma 5.17 should be compared with analogous estimates for subcritical branching processes.

6 The critical point is tiltable

In this section we prove Theorem 1.8, which immediately implies Theorems 1.2 and 1.5. We begin by

highlighting the following special case of Corollary 5.12, which is similar to the observation powering the

proof of [35].

Lemma 6.1. αpc ≥ 1.

Proof. This follows immediately from the sharpness of the phase transition, which implies that pc(0) =

pc(1) = pc, together with Corollary 5.12.

Theorem 1.8 follows easily from Proposition 4.1 together with the following proposition, which the

remainder of this section is devoted to proving.

Proposition 6.2. The estimate

Epc
[(
X−∞,∞k (v)

)1−ε
]
�ε

exp
[
−k + oε(k)

]
k ≥ 0

exp
[
oε(k)

]
k ≤ 0

(6.1)

holds for every v ∈ V , 0 < ε ≤ 1 and k ∈ Z.

Proof of Theorem 1.8 given Proposition 6.2. Suppose for contradiction that pc = pc(λ) for some λ ∈
(0, 1/2), and fix one such choice of λ. Then we have that

Epc(λ)

[
|Kv|3/4v,λ

]
� Epc(λ)


∑
k∈Z

exp [λk]X−∞,∞k (v)

3/4


≤
∑
k∈Z

exp

[
3

4
λk

]
Epc(λ)

[(
X−∞,∞k (v)

)3/4
]
, (6.2)
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so that applying Proposition 6.2 and the assumption that pc = pc(λ) we deduce that

Epc(λ)

[
|Kv|3/4v,λ

]
�
∑
k≥0

exp

[
3

4
λk − k + o(k)

]
+
∑
k<0

exp

[
3

4
λk + o(k)

]
<∞. (6.3)

This contradicts Proposition 4.1.

Proof overview. Let us now briefly outline the strategy by which we will prove Proposition 6.2. The

argument is much simpler in the case that Γ is transitive and (G,Γ) has simple layers, as defined in

Section 5.1, and we restrict to this case for the purposes of this overview. We recall that, in this setting,

the root ρ and the uniform separating layers (Ln)n∈Z can be taken to be deterministic, so that the

percolation configuration G[p] is the only source of randomness: to emphasize this fact we will return to

using the notation Pp and Ep when dealing with this special case. Recall that Pv denotes the event that

v is the peak (unique highest point) of its cluster, and define Pv(k) to be the event that v is the peak of

the set of vertices that are connected to v by an open path in L−k,∞(v). Similarly to (5.68), the tilted

mass-transport principle implies that

Epc

[
X−k,∞−k (v) ; Pv(k)

]
� exp(k)Ppc

(
v

L0,∞(v)
←−−−−→ Lk(v)

)
� exp

[
−(αpc − 1)k

]
� 1 (6.4)

for every k ≥ 0, where we have used Lemma 5.3 in the second inequality and Lemma 6.1 in the third.

To proceed, we would ideally like to remove the restriction to the event Pρ(k) from the left hand side.

Unfortunately, we did not find any way to do this directly. Instead, we first use an exploration argument

with Reimer’s inequality to relate the expectation on the left hand side to the expectation of a similar

quantity restricted to the (very likely) event that v is not connected to a high layer. This is done in

Section 6.1, where we obtain that (under the simplifying assumptions above)

Epc

[
X−k−r,0−k (v) ; v

L−k−r,∞(v)
L`(v)

]
≤

Epc

[
X−k−`−r,0−k−` (v) |Pv(k + `+ r)

]
Ppc

(
v ↔ L−`(v) |Pv(k + `+ r)

) (6.5)

for every k, r, ` ≥ 0. The bound in the general case is more complicated and is given in Lemma 6.4.

In order to apply this bound, we then prove a lower bound on the denominator on the right hand side

when p = pc. This is done in Lemma 6.5, which extends Lemma 5.17 to the critical case. Combining this

estimate with (6.4) and (6.5) yields that

Epc

[
X−k−r,0−k (v) ; v

L−k−r,∞(v)
L`(v)

]
�p exp

[
−αpck +O(r) + o(`)

]
(6.6)

for every k, r, ` ≥ 0. On the other hand, Lemma 5.4 and Lemma 6.1 imply that

Ppc

(
v

L−k−r,∞(v)
←−−−−−−→ L`(v)

)
� exp

[
−αpc`+O(r + k)

]
� exp

[
−`+O(r + k)

]
. (6.7)

Putting (6.6) and (6.7) together, we obtain via elementary analysis (Lemma 6.9) that

Epc

[(
X−k−r,0−k (v)

)1−ε
]
�ε exp

[
oε(k) +O(r)

]
(6.8)

for every ε > 0 and k, r ≥ 0.

To finish the proof, we bootstrap from the slab fractional moment estimate (6.8) to the full-space
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Figure 3: Schematic illustration of the proof of the peak-comparison estimate in the simplified case.
Left: We condition on the set of vertices that can be reached from v by an open path contained in the
complement of the set of edges with both endpoints in the lower half-space L−∞,−`, together with the
open edges connecting them, and also condition on the event that v is the peak of this cluster. The blue
shaded region represents this cluster, while the red curve represents the edges in the boundary of the
cluster that are known to be closed. Right: Pick some vertex u in the lower boundary of the revealed
cluster, as well as some vertex w in L−`−k. If they all occur, then the events that u is connected to w in
L−`−k−r,−`, that u is not connected to L0 in L−r−`−k,∞ off the revealed set, and that v is not the peak of
its connected component in L−`−k−r,∞ must occur disjointly from each other (on the smaller probability
space not including the status of edges we revealed in the first step, shown in grey). This puts us in a
situation to apply Reimer’s inequality, from which Lemma 6.4 can be deduced.

fractional moment estimate claimed in Proposition 6.2. At an intuitive level, the ideas used to do this are

similar to those used in Sections 5.4–5.6. However, substantial technicalities arise since the BK inequality

and the tilted mass-transport principle are much less well-suited to dealing with fractional moments than

with first moments. We develop the tools used to carry out this analysis in Section 6.3, and perform the

analysis itself in Section 6.4.

6.1 The peak-comparison estimate

The goal of this section is to implement the first step of the strategy outlined above, namely, to enlarge

the event in the restricted expectation in (6.5). Since the proof in the general case is rather technical, we

begin by stating and proving the following special case. We define Pv(k) to be the event that v is the

peak of the set of vertices that are connected to v by an open path in L−k,∞(v).

Lemma 6.3 (Peak-comparison estimate, simplified). Suppose that Γ is transitive and that (G,Γ) has

simple layers. Then

Ep

[
X−k−r,0−k (v) ; v

L−k−r,∞(v)
L`(v)

]
≤

Ep

[
X−k−`−r,0−k−` (v) |Pv(k + `+ r)

]
Pp

(
v ↔ L−`(v) |Pv(k + `+ r)

) (6.9)

for every v ∈ V , k, `, r ≥ 0, and 0 < p ≤ pc.

(The condition that p ≤ pc is not really necessary, but slightly simplifies some details.)

Proof of Lemma 6.3. Fix k, `, r ≥ 0, 0 < p ≤ pc and v ∈ V . Since p ≤ pc, every cluster is finite almost

surely [35, 65]. To lighten notation, we write Ln = Ln(v) and Lm,n = Lm,n(v). Let A be a set of vertices
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in L−`,∞, and let B be a set of edges none of which has both endpoints in L−∞,−`. Consider the event

B(A,B) =
{
A

L−r−k−`,∞←−−−−−−→ L0 off B
}
,

i.e., that A is connected to L0 by an open path in L−r−k−`,∞ that does not include any edges of the set

B. Let u ∈ L−`, let w ∈ L−`−k = L−k(u), and let E (u,B) be the event

E (u,B) =
{
u

L−k−`−r,∞←−−−−−−→ L0 off B
}c
.

We claim that

{u
L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B) ∩B(A,B) =

(
{u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B)

)
◦B(A,B). (6.10)

Indeed, suppose that the event on the left-hand side holds. Then there exists a set of open edges W1 in

L−k−`−r,−` (which is necessarily disjoint from B) that form a path connecting u to w, and a set of open

edges W2 in L−k−`−r,∞ that is disjoint from B and forms a path from A to L0. W2 must be disjoint from

W1, since otherwise u would be connected to L0 in L−k−`−r,∞ off of B and the event E(u,B) would not

occur. Thus, the union of the set W1 and the set of all the closed edges touching cluster of u is a finite

witness for {u
L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B), while the set W2 is a finite witness for B(A,B) disjoint from

this set. This yields the claimed equality of events. Applying Reimer’s inequality, we obtain that

Pp

(
{u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B) ∩B(A,B)

)
≤

Pp

(
{u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B)

)
Pp

(
B(A,B)

)
. (6.11)

Let K ′ be the set of vertices that are connected to v by a path consisting of open edges none of which

have both endpoints in L−∞,−`, and let K
′

be the set of edges have at least one endpoint in K ′ and do

not have both endpoints in L−∞,−`. (Note that K
′

is determined by K ′.) Let K′ be the set of pairs

(A,B) such that peak(A) = v, A ∩ L−` 6= ∅, and the event {K ′ = A,K
′

= B} has positive probability,

and fix a pair (A,B) ∈ K′. Observe that we have the equality of events

{K ′ = A,K
′
= B} ∩Pc

v(k + `+ r) = {K ′ = A,K
′
= B} ∩B(A,B). (6.12)

Moreover, the event {K ′ = A,K
′
= B} is independent of the event

{
u

L−`−k−r,0←−−−−−→ w

}
∩E (u,B)∩B(A,B),

since the former event depends only on edges in B while the latter depends only on edges outside of B.

We deduce that if Pp(K
′ = A,K

′
= B, Pc

v(k + `+ r)) > 0 then

Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B) | K ′ = A,K

′
= B, Pc

v(k + `+ r)

)

= Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B) | K ′ = A,K

′
= B, B(A,B)

)

= Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B) | B(A,B)

)
, (6.13)
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and hence by (6.11) that

Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B) | K ′ = A,K

′
= B, Pc

v(k + `+ r)

)

≤ Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B)

)
. (6.14)

Taking complements, it follows that if Pp(K
′ = A,K

′
= B, Pc

v(k + `+ r)) > 0 then

Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B) | K ′ = A,K

′
= B, Pv(k + `+ r)

)

≥ Pp

({
u

L−`−k−r,0←−−−−−→ w

}
∩ E (u,B)

)
. (6.15)

On the other hand, the same inequality holds trivially if Pp(K
′ = A,K

′
= B, Pc

v(k + `+ r)) = 0 by the

aforementioned independence of {u
L−`−k−r,0←−−−−−→ w} ∩ E (u,B) and {K ′ = A,K

′
= B}.

Let u ∈ L−` ∩A. Summing over w ∈ L−k−` = L−k(u) in the inequality (6.15), we obtain that

Ep

[
X−k−`−r,0−k−` (v) |K ′ = A,K

′
= B, Pv(k + `+ r)

]
≥ Ep

[
X−k−r,0−k (u) | K ′ = A,K

′
= B, Pv(k + `+ r)

]
≥ Ep

[
X−k−r,0−k (u)1

[
E (u,B)

]
| K ′ = A,K

′
= B, Pv(k + `+ r)

]
≥ Ep

[
X−k−r,0−k (u)1

[
E (u,B)

]]
≥ Ep

[
X−k−r,0−k (u)1

(
u

L−k−r−`,∞
L0

)]
(6.16)

where all inequalities other than the third are trivial. It follows by transitivity that

Ep

[
X−k−`−r,0−k−` (v) | K ′ = A,K

′
= B, Pv(k + `+ r)

]
≥ Ep

[
X−k−r,0−k (v)1

(
v

L−k−r,∞
L`

)]
(6.17)

for every (A,B) ∈ K′. Summing over the possible values of A and B, we obtain that

Ep

[
X−k−`−r,0−k−` (v) |Pv(k + `+ r)

]
≥ Ep

[
X−k−r,0−k (v)1

(
v

L−k−r,∞
L`

)]
Pp

(
v ↔ L−` |Pv(k + `+ r)

)
, (6.18)

which is equivalent to the claim.

We now generalize Lemma 6.3 to the general case. As in Section 5, this will involve implementing var-

ious finite-energy and index-shifting arguments to deal with the quasi-transitivity and the inhomogeneity

of the uniform separating layers decomposition. The additional details required are not very interesting,

and the reader may wish to skip this proof on a first reading of the paper.
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Lemma 6.4 (Peak-comparison estimate). There exists a constant r0 such that

sup
v∈V,x∈[0,1]

Ep
[
X−k−r,0−k (v)1

(
v

L−k−r−2,∞(v)
L`−1(v)

)
| Uv = x

]

�p inf
v∈V,x∈[0,1]

∑r0
i=0 Ep

[
X−k−r−r0−`,0−k−`−i (v) | Uv = x, Pv(k + `+ r + r0)

]
Pp(v ↔ L−` | Uv = x, Pv(k + `+ r + r0))

(6.19)

for every k, `, r ≥ 0 and 0 < p ≤ pc.

Proof of Lemma 6.4. Fix k, `, r ≥ 0, 0 < p ≤ pc and a vertex v0 ∈ V . As before, since p ≤ pc, every

cluster is finite almost surely. Condition on the random root ρ and the random variable U used to

define the uniform separating layers decomposition. To lighten notation, we write P′p for the associated

conditional probabilities, and write Lm,n = Lm,n(ρ). Let A be a set of vertices and let B be a set of edges

none of which has both endpoints in L−∞,−`(ρ). Similarly to the simplified setting, we consider the event

B(A,B) =
{
A

L−r−k−`,∞←−−−−−−→ S0,∞(ρ) off B
}
,

i.e., that B is connected to S0,∞(ρ) = {v ∈ V : log ∆(ρ, v) ≥ 0} by an open path in L−r−k−`,∞ that does

not include any edges of the set A. Similarly to above, we let K ′ be the set of vertices that are connected

to ρ by a path consisting of open edges none of which have both endpoints in L−∞,−`, let K
′

be the set

of edges have at least one endpoint in K ′ and do not have both endpoints in L−∞,−`, and let K′ be the

set of pairs (A,B) such that peak(A) = v, A ∩ L−` 6= ∅, and the event {K ′ = A,K
′

= B} has positive

P′p-probability.

Fix a pair (A,B) ∈ K′. Choose a vertex u ∈ A ∩ L−`. By a similar argument to that of Lemma 5.4,

there exists a constant n0 and a path u = u0, u1, . . . , un such that n ≤ n0, log ∆(u, ui) is decreasing,

log ∆(u, un) ≤ −1, and [un] = [v0]. In particular, v := un ∈ L−`−n0,−`−1. Let γ be the edge set of such a

path. Let w ∈ L−`−k−n0,−`−k−1. We claim that if r ≥ n0 then we have the equality of events

{γ open} ∩ {u
L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B) ∩B(A,B)

=

(
{γ open} ∩ {u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B)

)
◦B(A,B), (6.20)

where, similarly to before, we write

E (u,B) =
{
u

L−k−`−r,∞←−−−−−−→ S0,∞(ρ) off B
}c
.

Indeed, suppose that the event on the left-hand side holds. Then there exists a set of open edges W1

in L−k−`−r,−` (which is necessarily disjoint from B) that form a path connecting u to w, and a set of

open edges W2 in L−k−`−r,∞ that is disjoint from B and forms a path from A to S0,∞(ρ). The set W2

must be disjoint from W1 and γ, since otherwise u would be connected to S0,∞(ρ) by an open path in

L−k−`−r,∞ that does not use any edges of B (this is where we use that r ≥ n0). Thus, the union of

the set W1 together with γ and the set of all the closed touching the cluster of u is a finite witness for

{γ open} ∩ {v
L−k−`−r,−`(ρ)
←−−−−−−−−→ u} ∩ E (u,B), and the set W2 is a finite witness for B(A,B) disjoint from
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this set. This yields the claimed equality of events. Applying Reimer’s inequality, we deduce that

P′p

(
{γ open} ∩ {u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B) ∩B(A,B)

)
≤

P′p

(
{γ open} ∩ {u

L−k−`−r,−`←−−−−−−→ w} ∩ E (u,B)

)
P′p
(
B(A,B)

)
(6.21)

if r ≥ n0.

Now, as before we have that {K ′ = B,K
′
= A} ∩Pc

ρ(k + `+ r) = {K ′ = A,K
′
= B} ∩B(A,B) and

that the events {K ′ = B,K
′
= A} and {γ open}∩{u

L−k−r−`,−`←−−−−−−→ w}∩E(u,B)∩B(A,B) are independent.

Thus, applying (6.21) and arguing as in the simplified case yields that if r ≥ n0 then

P′p

(
{γ open} ∩

{
u

L−k−r−`,−`←−−−−−−→ w

}
∩ E (u,B) | K ′ = A,K

′
= B, Pρ(k + `+ r)

)

≥ P′p

(
{γ open} ∩

{
u

L−k−r−`,−`←−−−−−−→ w

}
∩ E (u,B)

)
. (6.22)

Next, we observe that if r ≥ n0 then

P′p

(
{γ open} ∩

{
u

L−k−r−`,−`←−−−−−−→ w

}
∩ E (u,B)

)
= P′p

(
{γ open} ∩

{
v

L−k−r−`,−`←−−−−−−→ w

}
∩ E (v,B)

)

�p P′p

({
v

L−k−r−`,−`←−−−−−−→ w

}
∩ E (v,B)

)
. (6.23)

The first equality is trivial, while the inequality on the third line can be proved via a finite-energy

argument, outlined as follows: Since γ has bounded length, at the cost of a p-dependent constant, we

can force the path γ to be open without affecting whether or not the event {v
L−k−r−`,−`←−−−−−−→ w} ∩ E (v,B)

occurs. Indeed, simply open every edge in γ, and close every edge that is incident to but not contained

in γ, is not in B, and does not have that both endpoints were already in the off-B cluster of v before we

made this modification.

Consider the random variable Z = #
{
a ∈ L−k−1,−k+1(v) : v

L−k−r−`,−`←−−−−−−→ a
}

. Combining the estimates

(6.22) and (6.23) and summing over all choices of w in the set L−k−1,−k+1(v), we deduce that, since

L−k−1,−k+1(v) ⊆ L−`−k−n0−1,−`−k,

1+n0∑
i=0

E′p

[
X−k−r−`,0−k−`−i (ρ) | K ′ = A,K

′
= B, Pρ(k + `+ r)

]
�p E′p

[
Z1(E (v,B))

]
≥ E′p

[
Z1
(
v

L−k−r−`,∞
S0,∞(ρ)

)]
(6.24)

if r ≥ n0, where the second inequality is trivial. Meanwhile, it follows from the definitions that, since

43



[v] = [v0] and −n0 ≤ log ∆(u, v) ≤ −1,

sup
x∈[0,1]

Ep
[
X−k−r+n0+1,0
−k (v0)1

(
v0

L−k−r+n0−1,∞(v0)

L`−1(v0)
)
| Uv0 = x

]

≤ inf
x∈[0,1]

Ep

 1∑
i=−1

X−k−r+n0,1
−k+i (v0)1

(
v0

L−k−r+n0,∞(v0)

L`(v0)
)
| Uv0 = x


≤ E′p

[
Z1
(
v

L−k−r−`,∞
S0,∞(ρ)

)]
, (6.25)

where the second inequality follows since L−k−r+n0,1(v) ⊆ L−k−r,0(u) = L−k−r−`,−`, L−k−r+n0,∞(v) ⊆
L−k−r,∞(u) = L−k−r−`,∞, and L`,∞(v) ⊇ L`−1,∞(u) ⊇ S0,∞(ρ).

Putting together (6.24) and (6.25) and taking m = r − n0 − 1 we deduce that if m ≥ 0 then

sup
x∈[0,1]

Ep
[
X−k−m,0−k (v0)1

(
v0

L−k−m−2,∞(v0)
L`−1(v0)

)
| Uv0 = x

]

�p
1+n0∑
i=0

E′p

[
X−k−m−n0−1−`,0
−k−`−i (ρ) | K ′ = A,K

′
= B, Pρ(k + `+m+ n0 + 1)

]
. (6.26)

Since (A,B) ∈ K′ was arbitrary, we may average over the possible choices of A and B to obtain that if

m ≥ 0 then

sup
x∈[0,1]

Ep
[
X−k−m,0−k (v0)1

(
v0

L−k−m−2,∞(v0)
L`−1(v0)

)
| Uv0 = x

]

�p

∑1+n0
i=0 E′p

[
X−k−m−n0−1−`,0
−k−`−i (ρ) |Pρ(k + `+m+ n0 + 1)

]
P′p(ρ↔ L−` |Pρ(k + `+m+ n0 + 1))

. (6.27)

Since this estimate holds no matter the value of ρ and U , it follows that

sup
v∈V,x∈[0,1]

Ep
[
X−k−m,0−k (v0)1

(
v0

L−k−m−2,∞(v0)
L`−1(v0)

)
| Uv0 = x

]

�p inf
v∈V,x∈[0,1]

∑1+n0
i=0 Ep

[
X−k−m−n0−1−`,0
−k−`−i (v) | Uv = x, Pv(k + `+m+ n0 + 1)

]
Pp(v ↔ L−` | Uv = x, Pv(k + `+m+ n0 + 1))

(6.28)

for every m ≥ 0. This is easily seen to imply the claim by taking r0 = n0 + 1.

6.2 The view from the peak at criticality

In this subsection we implement the second step of the strategy sketched at the beginning of the section.

That is, we prove a lower bound on the denominator appearing in the right hand side of (6.5). This

estimate extends Lemma 5.17 to the critical case at the cost of an additional o(k) error term in the

exponential. Note that the proof does not give any explicit control of this error term.

Lemma 6.5. The estimate

Ppc
(
ρ↔ L−k(ρ), Pρ | Uρ = x

)
� exp

[
−(αpc − 1)k + o(k)

]
(6.29)
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v Kpc−δ

L−kL0 L−`

Figure 4: Illustration of the proof of Lemma 6.5. If v is the peak of its cluster Kpc−δ in G[pc−δ] (grey) but
is not the peak of its cluster in G[pc], there must be a (pc − δ)-closed edge (blue) incident to Kpc−δ that
is pc-open and whose other endpoint is connected to level zero by a pc-open path (green) disjoint from
Kpc−δ. Since there is no percolation at criticality, the conditional probability that any particular edge
has this property tends to zero as the height of the edge tends to −∞. On the other hand, Lemma 5.17
and Proposition 5.14 imply that the expected number of points of Kpc−δ in L−` conditioned on survival
to level −k is Oδ(1) when ` ≤ k and is exp

[
−(αpc−δ − 1)(` − k)) + Oδ(1)

]
when ` > k. Together these

facts imply that the conditional probability that v is the peak of its cluster in G[pc] conditioned on the
event that it is the peak of its cluster in G[pc− δ] and that Kpc−δ intersects L−k is exp

[
−oδ(k)

]
. We can

then conclude by applying Lemma 5.5 and Lemma 5.17.

holds for every k ≥ 0 and x ∈ [0, 1].

As before, it follows by a simple finite-energy argument that there exists v0 ∈ V such that

Ppc
(
v0 ↔ L−k(v0), Pv0 | Uv0 = x

)
� exp

[
−(αpc − 1)k + o(k)

]
(6.30)

for every k ≥ 0 and x ∈ [0, 1].

Proof of Lemma 6.5. It suffices to show that Ppc
(
ρ↔ L−k(ρ), Pρ

)
�ε exp

[
−(αpc − 1 + ε)k

]
for every

ε > 0 and k ≥ 0. Let ε > 0 and, applying Lemma 5.5, let δ = δε > 0 be sufficiently small that

αpc−δ ≤ αpc + ε/2. As in the proof of Proposition 3.1, we couple G[pc − δ] and G[pc] by letting every

edge of G be open with probability pc − δ and, independently, blue with probability δ/(1 − pc − δ).
We write P and E for probabilities and expectations with respect to these random variables, together

with an independent random root ρ and independent random labels U . We write Kpc−δ and Kpc for the

connected component of ρ in G[pc − δ] and G[pc] respectively. We also write Ppc for the event that ρ is

the peak of Kpc and Ppc−δ for the event that ρ is the peak of Ppc−δ. When writing connectivity events,

we use subscripts below arrows to denote connectivity in G[pc − δ] and G[pc] as appropriate.

Lemma 5.17 yields that

P
(
ρ←−−→

pc−δ
L−k(ρ),Ppc−δ

)
�ε exp

[
−
(
αpc−δ − 1

)
k
]
, (6.31)

and combined with Proposition 5.14 this implies that there exists a constant Cε such that

E
[∣∣∣Kpc−δ(ρ) ∩ L−`,0(ρ)

∣∣∣ |Pρ, ρ←−−→
pc−δ

L−k(ρ)

]
≤

Cε k ≥ `
Cεexp

[
−(αpc−δ − 1)(`− k)

]
` > k

(6.32)
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for every k, ` ≥ 0. Since there is no infinite cluster at pc almost surely [35, 65], we have that

lim
k→∞

sup
v∈V,x∈[0,1]

Ppc(v ↔ Lk(v) | Uv = x) = 0, (6.33)

and so we may take kε <∞ sufficiently large that

inf
v∈V,x∈[0,1]

Ppc(v = Lk,∞(v) | Uv = x) = inf
v∈V,x∈[0,1]

Ppc(v = Lk(v) | Uv = x) ≥ exp

[
− ε

2Cε

]
(6.34)

for every k ≥ kε.
If ρ is the peak of Kpc−δ but not of Kpc , then there must exist a vertex u ∈ Kpc−δ that is connected

to L0,∞(ρ) \Kpc−δ in G[pc] off of Kpc−δ (i.e., without using any edge of the cluster Kpc−δ). Applying the

Harris-FKG to the inequality to the intersection of the complements of these events, we obtain that

P
(
Ppc | ρ, Kpc−δ

)
≥ 1

(
Ppc−δ

) ∏
u∈Kpc−δ

P
(
u is not connected to L0,∞(ρ) \Kpc−δ in G[pc] off of Kpc−δ | ρ, Kpc−δ

)
. (6.35)

Now, for each u ∈ Kpc−δ, we can bound from below the conditional probability appearing in the product

on the right hand side of (6.35) either by the conditional probability that u does not have any blue

neighbours, which is at least [(1− pc)/(1− pc − δ)]deg(u) ≥ (1− pc)deg(u), or by the probability that u is

not connected to L0,∞(v). Choosing which of these bounds to apply according to whether v ∈ L−kε,0 or

L−∞,−kε , we obtain that

P
(
Ppc | ρ, Kpc−δ, U

)
≥

∏
u∈Kpc−δ∩L−kε+1,0(ρ)

(1− pc)deg(u)
∏

u∈Kpc−δ∩L−∞,−kε (ρ)

inf
x∈[0,1]

Ppc
(
u= L0,∞(v) | Uu = x

)
(6.36)

and hence by definition of kε that there exists a constant C such that

P
(
Ppc | ρ, Kpc−δ, U

)
≥ 1(Ppc−δ) · exp

[
−C|Kpc−δ ∩ L−kε+1,0(ρ)| − ε

2Cε
|Kpc−δ ∩ L−∞,−kε |

]
. (6.37)

Taking expectations over Kpc−δ and ρ, using Jensen’s inequality and applying the estimate (6.32) we

obtain that

P
(
Ppc | ρ←−−→

pc−δ
L−k(ρ), Ppc−δ, Uρ = x

)
≥ exp

[
−CCεkε −

ε

2
(k − kε)−

ε

2
C ′ε

]
�ε exp

[
−ε

2
k

]
, (6.38)

for every x ∈ [0, 1], where C ′ε=
∑

k≥0 exp
[
−(αpc−δ − 1)k

]
. The result follows by combining this inequality

with (6.31).

6.3 Fractional moment estimates I: A bootstrapping toolkit

It remains to use the estimates proven in Sections 6.1 and 6.2 to prove Proposition 6.2. In this subsection,

we develop some basic tools that will be used in this proof, which can be thought of as nonlinear versions

of the tools used in Section 5. The first tool in our kit is a version of the equality Ep[Xm,n
k (ρ)] �

exp(−k)Ep[Xm−k,n−k
−k (ρ)] that holds for fractional moments.
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Lemma 6.6 (Hölder-MTP estimate). The estimate

Ep
[(
Xm,n
k (ρ)

)1−ε] � exp
[
−(1− ε)k

]
Ep
[(
Xm−k,n−k
−k (ρ)

)1−δ
]1−ε

Ep
[ (
Xm,n

0 (ρ)
)(1−ε) ]δ

(6.39)

holds for every p ∈ [0, 1], k ∈ Z, 0 ≤ δ ≤ ε ≤ 1, and −∞ ≤ m ≤ n ≤ ∞.

The proof will apply the following form of Hölder’s inequality, which we state here for clarity: If X is

a non-negative random variable and Y is a positive random variable on the same probability space, then

E
[
X1/`

]
≤ E

[
X

Y

] 1
`

E
[
Y 1/(`−1)

] `−1
`

(6.40)

for every ` > 1.

Proof of Lemma 6.6. The claim is trivial when ε = 1 so we may assume that 0 ≤ ε < 1. Applying the

tilted mass-transport principle to the function

f
(
u, v,G[p], U

)
:=
(
Xm−k,n−k
−k (u)

)−δ
1

(
v ∈ L−k(u) and u

Lm−k,n−k(u)
←−−−−−−−→ v

)
(6.41)

yields that

Ep
[(
Xm−k,n−k
−k (ρ)

)1−δ
]
� exp(k)Ep

[(
Xm,n
k (ρ)

) (
Xm,n

0 (ρ)
)−δ]

(6.42)

for every 0 ≤ δ < 1, −∞ ≤ m ≤ n ≤ ∞ and k ∈ Z. On the other hand, Hölder’s inequality with

` = 1/(1− ε) implies that

Ep
[(
Xm,n
k (ρ)

)1−ε] ≤ Ep
[ (
Xm,n
k (ρ)

) (
Xm,n

0 (ρ)
)−δ ]1−ε

Ep
[ (
Xm,n

0 (ρ)
)(1−ε)δ/ε ]ε

(6.43)

for every 0 ≤ δ, ε < 1, −∞ ≤ m ≤ n ≤ ∞ and k ∈ Z. Combining these we obtain that

Ep
[(
Xm,n
k (ρ)

)1−ε] � exp
[
−(1− ε)k

]
Ep
[(
Xm−k,n−k
−k (ρ)

)1−δ
]1−ε

Ep
[ (
Xm,n

0 (ρ)
)(1−ε)δ/ε ]ε

(6.44)

for every 1 > δ, ε > 0, −∞ ≤ m ≤ n ≤ ∞ and k ∈ Z. The claim follows by Jensen’s inequality when

0 ≤ δ ≤ ε < 1.

Next, we have the following version of the extreme value path decomposition inequality (item 3 of

Lemma 5.6) that holds for fractional moments. For each −∞ ≤ m ≤ n ≤ ∞, −∞ < k < ∞, and

0 ≤ ε ≤ 1 we define

Em,np (k; 1− ε) := sup
v∈V,x∈[0,1]

Ep
[(
Xm,n
k (v)

)1−ε | Uv = x
]
. (6.45)

Lemma 6.7 (Up and down estimates). The estimates

Em,np (k; (1− ε)(1− δ)) ≤
n∑

`=k∨0

Em,`p (`; 1− δ)
(
Em−`,0p (k − `; 1− ε)

)(1−δ)
(6.46)
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and

Em,np (k; (1− ε)(1− δ)) ≤
k∧0∑
`=m

E`,np (`; 1− δ)
(
E0,n−`
p (k − `; 1− ε)

)(1−δ)
(6.47)

hold for every p ∈ [0, 1], 0 ≤ ε, δ ≤ 1 and −∞ ≤ m ≤ k ≤ n ≤ ∞

Proof of Lemma 6.7. We prove (6.46), (6.47) being similar. It suffices to show that

Ep
[(
Xm,`
k (v)−Xm,`−1

k (v)
)(1−ε)(1−δ)

| Uv = x

]
≤ Em,`p (`; 1− δ)Em−`,0p (k − `; 1− ε)1−δ (6.48)

for every ` ≥ m, v ∈ V and x ∈ [0, 1]; the claim follows from this inequality by summing over ` (and

using the fact that concave functions are subadditive). Fix v ∈ V , x ∈ [0, 1], and m ≤ k ≤ `. Condition

on Uv = x and let K ′0 be the set of vertices that are connected to v by an open path in Lm,`(v) none of

whose edges have both endpoints in L`(v). Condition on K ′0, let N = |K ′0 ∩ L`(v)|, and let w1, . . . , wN
be an enumeration of K ′0 ∩ L`(v). For each 1 ≤ i ≤ N , let K ′i be the set of vertices that are connected

to wi by an open path in Lm,`(v) \ (
⋃i−1
j=0K

′
i). Note that if u ∈ Lk(v) is connected to v by an open path

in Lm,`(v) but not in Lm,`−1(v), then there exists a unique 1 ≤ i ≤ N such that v ∈ K ′i. Moreover, for

each 1 ≤ i ≤ N , the conditional law of K ′i given U and K ′0, . . . ,K
′
i−1 is stochastically dominated by the

cluster of wi in Lm,`(v) in an independent copy of Bernoulli-p percolation, conditioned only on U . Using

this observation together with Jensen’s inequality we obtain that

Ep
[ (
Xm,`
k (v)−Xm,`−1

k (v)
)(1−ε)(1−δ)

| K ′0, Uv = x
]

= Ep

( N∑
i=1

|K ′i ∩ Lk(v)|
)(1−ε)(1−δ)

| K ′0, Uv = x


≤ Ep

 N∑
i=1

|K ′i ∩ Lk(v)|1−ε | K ′0, Uv = x

1−δ

≤ Em−`,0p (k − `; 1− ε)1−δN1−δ, (6.49)

and taking expectations over K ′0 yields the result.

Finally we have the following simple pair of estimates.

Lemma 6.8.

1. The estimate

Em,np (k; 1− ε) � Ep
[(
Xm−1,n+1
k−1 (ρ)

)1−ε
+
(
Xm−1,n+1
k (ρ)

)1−ε
+
(
Xm−1,n+1
k+1 (ρ)

)1−ε
]
, (6.50)

holds for every p ∈ [0, 1] and 0 ≤ ε ≤ 1, and −∞ ≤ m ≤ k ≤ n ≤ ∞.

2. The estimate

Em+r,n+r
p (k + r; 1− ε) ≤ exp

[
Op(|r|)

]
Em,np (k; 1− ε) (6.51)

holds for every p ∈ [0, 1], 0 ≤ ε ≤ 1, and r ∈ Z, and every −∞ ≤ m ≤ k ≤ n ≤ ∞ such that

m ≤ 0 ≤ n and m+ r ≤ 0 ≤ n+ r.
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Proof. (6.50) follows by a similar proof to Lemma 5.9. (6.51) follows by a similar argument to the proof

of Lemma 5.4.

6.4 Fractional moment estimates II: Completing the proof

We now have all the ingredients in place to complete the proof of Proposition 6.2. We begin with the

following simple consequence of Lemmas 6.4 and 6.5, which is similar to Proposition 6.2 except that it

gives an estimate inside a slab rather than in the full space.

Lemma 6.9. The estimate

E−k−r,0pc (−k; 1− ε) �ε exp
[
o(k) +O(r)

]
(6.52)

holds for every k, r ≥ 0 and ε ∈ (0, 1].

We stress that the implicit bounds inside the exponential on the right hand side of (6.52) do not

depend on the choice of ε ∈ (0, 1].

Proof of Lemma 6.9. First note that Pρ(k+ `+ r) contains the event that none of the edges incident to

ρ are open. Thus, its probability is bounded below by a positive p-dependent constant and we have that

Ep
[
X−k−`−r,0−k−`−i (ρ) |Pρ(k + `+ r)

]
�p Ep

[
X−k−`−r,0−k−`−i (ρ) ; Pρ(k + `+ r)

]
. (6.53)

for every p ∈ [0, 1) and k, `, r, i ≥ 0. Let r0 be the constant from Lemma 6.4. Applying the tilted

mass-transport principle as in (6.4) together with Lemma 5.4, we deduce that

r0∑
i=0

Epc
[
X−k−`−r−r0,0−k−`−i (ρ) ; Pρ(k + `+ r + r0)

]
�

r0∑
i=0

Ppc
(
ρ

L−r+i−r0 (ρ)
←−−−−−−−→ Lk+`+i,∞(ρ)

)
� exp

[
O(r)− (αpc − 1)(k + `)

]
, (6.54)

for every r ≥ 1 and k, ` ≥ 0. Applying Lemma 6.4 and letting v0 be as in (6.30), we obtain that

sup
v∈V,x∈[0,1]

Epc
[
X−k−r,0−k (v)1

(
v

L−r−k−2,∞(v)
L`−1(v)

)
| Uv = x

]

�

∑r0
i=0 Epc

[
X−k−`−r−r0,0−k−`−i (v0) ; Pv0(k + `+ r + r0)

]
Ppc
(
v0 ↔ L−`(v0) |Pv0

)
� exp

[
O(r)− (αpc − 1)k + o(`)

]
, (6.55)

for every r ≥ 1 and k, ` ≥ 0. By adjusting the implicit constants if necessary, we may take the bound

(6.55) to hold for every r, k, ` ≥ 0.

Now, applying the union bound and Markov’s inequality yields that

Ppc
(
X−k−r,0−k (v) ≥ n | Uv = x

)
≤ 1

n
Ep
[
X−k−r,0−k, (v)1

(
v

L−r−k−2,∞(v)
L`−1(v)

)
| Uv = x

]
+ Ppc

(
v

L−r−k−2,∞(v)
←−−−−−−−−→ L`−1(v) | Uv = x

)
� 1

n
exp

[
O(r)− (αpc − 1)k + o(`)

]
+ exp

[
O(k + r)− αpc`

]
(6.56)
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for every v ∈ V , x ∈ [0, 1], and r, k, ` ≥ 0, where we have used (6.55) and Lemma 5.4 respectively to

bound the two terms on the second line. Taking ` = dlog n+ Cke for a sufficiently large constant C, we

deduce that

sup
v∈V,x∈[0,1]

Ppc
(
X−k−r,0−k (v) ≥ n | Uv = x

)
� 1

n
exp

[
O(r)− (αpc − 1)k + o(k) + o(log n)

]
+

1

n
exp

[
O(r)

]
(6.57)

and hence that

sup
v∈V,x∈[0,1]

Ppc
(
X−k−r,0−k (v) ≥ n | Uv = x

)
�ε

1

n1−ε/2 exp
[
O(r)− (αpc − 1)k + o(k)

]
+

1

n
exp

[
O(r)

]
(6.58)

for every r, k ≥ 0 and ε ∈ (0, 1]. Multiplying both sides by n−ε and summing over n completes the

proof.

In the remainder of the section, we apply the tools developed in Section 6.3 to bootstrap from the slab

estimate of Lemma 6.9 to the full-space estimate Proposition 6.2. The next lemma provides in particular

an ‘upwards’ version of the estimate (6.52).

Lemma 6.10. The estimates

E0,k
pc (k; 1− ε) �ε exp

[
−k + oε(k)

]
and (6.59)

E−∞,rpc (0; 1− ε) �ε exp
[
O(r)

]
(6.60)

hold for every 0 < ε ≤ 1 and k, r ≥ 0.

Again, we stress that the implicit constant inside the exponential on the right hand side of (6.60)

does not depend on the choice of ε ∈ (0, 1].

Proof. Let 0 < ε ≤ 1, and let δ = (1 ∧C−1)ε ≤ ε, where C = Cpc is the implicit constant prefactor of |r|
in (6.51). Applying Lemma 6.6, we have that

Epc
[(
X−r,k+r
k (ρ)

)1−ε
]
� exp

[
−(1− ε)k

]
E−k−r,rpc (−k; 1− δ)1−εE−r,k+r

pc (0; 1− ε)δ. (6.61)

Applying the estimate (6.51) from Lemma 6.8 to both terms on the right-hand side we obtain that

Epc
[(
X−r,k+r
k (ρ)

)1−ε
]
�ε exp

[
−(1− ε)k + (1− ε)Cr + δC(k + r)

]
E−k−2r,0
pc (−k − r; 1− δ)1−ε+δ, (6.62)

and applying Lemma 6.9 yields that

Epc
[(
X−r,k+r
k (ρ)

)1−ε
]
�ε exp

[
−(1− 2ε)k + o(k) +O(r)

]
. (6.63)
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Since 0 < ε ≤ 1 was arbitrary and the left hand side of (6.63) is a decreasing function of ε, it follows that

in fact

Epc
[(
X−r,k+r
k (ρ)

)1−ε
]
�ε exp

[
−k + oε(k) +O(r)

]
, (6.64)

and applying (6.50) we deduce that

E−r,k+r
pc (k; 1− ε) �ε exp

[
−k + oε(k) +O(r)

]
(6.65)

for every 0 < ε ≤ 1 and k, r ≥ 0. In particular, this yields the estimate (6.59). Applying the estimates

(6.46), (6.51), and (6.65) we obtain that

E−∞,rpc

(
0; (1− ε)2

)
≤
∑
k≥0

E−k,rpc (−k; 1− ε)E0,k+r
pc (k; 1− ε)1−ε (6.66)

≤
∑
k≥0

exp[O(r)]E−k−r,0pc (−k − r; 1− ε)E0,k+r
pc (k; 1− ε)1−ε (6.67)

≤
∑
k≥0

exp
[
−(1− ε)k + oε(k + r) +O(r)

]
�ε exp

[
O(r)

]
. (6.68)

The estimate (6.60) follows since 0 < ε ≤ 1 was arbitrary.

Next, we prove a half-space version of Proposition 6.2 by interpolating between the estimates of

Lemma 6.9 and of Lemma 6.10. Once Lemma 6.11 is proven, it will remain only to improve these

half-space estimates to full-space estimates.

Lemma 6.11. The estimates

E−∞,0pc (−k; 1− ε) �ε exp
[
oε(k)

]
and (6.69)

E0,∞
pc (k; 1− ε) �ε exp

[
−k + oε(k)

]
(6.70)

hold for every 0 < ε ≤ 1 and k ≥ 0.

The proof will apply Lyapunov’s interpolation inequality (a special case of Hölder’s inequality), which

we state here in full generality for clarity: If X is a non-negative random variable, then

E
[
X(1−λ)a+λb

]
≤ E

[
Xa
]1−λ

E
[
Xb
]λ

(6.71)

for every a, b ≥ 0, and λ ∈ [0, 1].

Proof of Lemma 6.11. Define

E1 =
{
ε ∈ (0, 1] : E−∞,0pc (−k; 1− ε) �ε exp

[
oε(k)

]}
and

E2 =
{
ε ∈ (0, 1] : E0,∞

pc (k; 1− ε) �ε exp
[
−k + oε(k)

]}
.

We wish to show that E1 = E2 = (0, 1]. This is done via a bootstrapping procedure. Let C1 and C2 be

the implicit constant prefactors of r and |r| from (6.60) and (6.51) respectively, let C = C1 +C2, and let

η = min{1/2, 1/4C}. It holds trivially that 1 ∈ E1, since

E−∞,0pc (−k, 0) = sup
v∈V,x∈[0,1]

Pp
(
v

L−∞,0(v)
←−−−−−→ L−k(v)

)
≤ 1. (6.72)
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We claim that the following hold:

1. If ε ∈ E1 then ε′ ∈ E2 for every (1− η)ε < ε′ ≤ 1, and

2. If ε ∈ E2 \ {1} then ε′ ∈ E1 for every ε < ε′ ≤ 1.

Once each of these are established, it will follow by induction that ((1− η)i, 1] ⊆ E1 ∩ E2 for every i ≥ 0,

and hence that E1 = E2 = (0, 1] as desired.

For item 1, let 0 < ε ≤ 1 be such that ε ∈ E1, let (1 − η)ε < ε′ ≤ 1 and let 0 < δ ≤ 1 be such that

ε′ = 1− (1− δ)(1− (1− η)ε). Then (6.46) implies that

E0,∞
pc (k; 1− ε′) ≤

∑
`≥k

E0,`
pc (`; 1− δ)E−`,0pc (k − `; 1− (1− η)ε)1−δ (6.73)

≤
∑
`≥k

E0,`
pc (`; 1− δ)E−∞,0pc (k − `; 1− (1− η)ε)1−δ. (6.74)

Since 1 − (1 − η)ε = (1 − 2η)(1 − ε) + 2η(1 − ε/2), we may apply Lyapunov’s inequality to the second

term in the sum to deduce that

E0,∞
pc (k; 1− ε′) ≤

∑
`≥k

E0,`
pc (`; 1− δ)E−∞,0pc (k − `; 1− ε)(1−δ)(1−2η)E−∞,0pc (k − `; 1− ε/2)2η(1−δ). (6.75)

Applying (6.59) to control the first term in the sum, the assumption that ε ∈ E1 to control the second

term, and (6.60) and (6.51) to control the third term, we obtain that

E0,∞
pc (k; 1− ε′) �ε,δ

∑
`≥k

exp
[
−`+ oδ(`) + oε(k − `) + 2η(1− δ)C(`− k)

]
, (6.76)

and our choice of η yields that

E0,∞
pc (k; 1− ε′) �ε,δ

∑
`≥k

exp

[
−`+

1

2
(`− k) + oε(`− k) + oδ(`)

]

�ε,δ
∑
r≥0

exp

[
−k − 1

2
r + oε(r) + oδ(k + r)

]
�ε,δ exp

[
−k + oε,δ(k)

]
. (6.77)

Since δ was chosen as a function of ε and ε′, it follows that ε′ ∈ E2 as claimed.

For item 2, let ε ∈ E2, let ε < ε′ ≤ 1, and let 0 < δ ≤ 1 be such that ε′ = 1 − (1 − ε)(1 − δ). Then

(6.47) implies that

E−∞,0pc (−k; 1− ε′) ≤
∑
`≥k

E−`,0pc (−`; 1− δ)E0,`
pc (`− k; 1− ε)1−δ

≤
∑
`≥k

E−`,0pc (−`; 1− δ)E0,∞
pc (`− k; 1− ε)1−δ (6.78)

for k ≥ 0. Applying Lemma 6.9 to control the first term in the sum and the assumption that ε ∈ E2 to

control the second, we obtain that

E−∞,0pc (−k; 1− ε′) �ε,δ
∑
`≥k

exp
[
oδ(`)− (1− δ)(`− k) + oε(`− k)

]
�ε,δ exp

[
oε,δ(k)

]
. (6.79)

Since δ was chosen as a function of ε and ε′, it follows that ε′ ∈ E1 as claimed.
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We are now ready to complete the proof of Proposition 6.2.

Proof of Proposition 6.2. Let 0 < ε ≤ 1 and let 0 < δ ≤ ε. Applying Lemma 6.6 and the estimate (6.51)

of Lemma 6.8 yields that

Epc
[(
X−k−r,∞−k (ρ)

)1−ε
]
� exp

[
(1− ε)k

]
E−r,∞pc (k; 1− δ)1−εE−k−r,∞pc (0; 1− ε)δ

� exp
[
(1− ε)k + δO(k + r) +O(r)

]
E0,∞
pc (k + r; 1− δ)1−εE0,∞

pc (k + r; 1− ε)δ (6.80)

Applying Lemma 6.11, we obtain that

Epc
[(
X−k−r,∞−k (ρ)

)1−ε
]
�ε,δ exp

[
δO(k + r) +O(r) + oε,δ(k + r)

]
, (6.81)

and since 0 < δ ≤ ε was arbitrary we obtain that

Epc
[(
X−k−r,∞−k (ρ)

)1−ε
]
�ε exp

[
oε(k) +O(r)

]
. (6.82)

We then obtain from this and (6.50) that

E−k,∞pc (−k; 1− ε) �ε exp
[
oε(k)

]
(6.83)

for every 0 < ε ≤ 1 and k ≥ 0. A similar proof yields that the analogous ‘upwards’ bound

E−∞,kpc (k; 1− ε) �ε exp
[
−k + oε(k)

]
(6.84)

holds for every 0 < ε ≤ 1 and k ≥ 0.

We now apply (6.83) and Lemma 6.11 together with (6.47) to deduce that

E−∞,∞pc

(
−k; (1− ε)2

)
�ε
∑
`≥k

E−`,∞pc (−`; 1− ε)E0,∞
pc (`− k; 1− ε)1−ε

�ε
∑
`≥k

exp
[
−(1− ε)(`− k) + oε(`) + oε(`− k)

]
�ε exp

[
oε(k)

]
(6.85)

for every k ≥ 0 and 0 < ε ≤ 1. Similarly, applying (6.84) and Lemma 6.11 together with (6.46) yields

that

E−∞,∞pc

(
k; (1− ε)2

)
�ε
∑
`≥k

E−∞,`pc (`; 1− ε)E−∞,0pc (k − `; 1− ε)1−ε (6.86)

�ε
∑
`≥k

exp
[
−`+ oε(`) + oε(`− k)

]
�ε exp

[
−k + oε(k)

]
(6.87)

for every k ≥ 0 and 0 < ε ≤ 1. Since 0 < ε ≤ 1 was arbitrary, this concludes the proof of Proposition 6.2,

and thus also the proof of our main results, Theorems 1.2, 1.5 and 1.8.

7 Critical exponents and the triangle condition

In this section we prove Theorems 1.6 and 1.7. We begin by deducing Theorem 1.7 from Theorem 1.8.
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Lemma 7.1. Let G be a locally finite graph and suppose that Γ ⊆ Aut(G) is transitive and nonunimodular.

Then

∇p(v) ≤
(

sup
u∈V
Xp,λ(u)

)3

for every v ∈ V , p ∈ [0, 1] and λ ∈ R. In particular, ∇p <∞ for every 0 ≤ p < pt.

Proof. Since ∆(v, v) = 1, we have the trivial inequality

∇p(v) =
∑
x,y∈V

τp(v, x)τp(x, y)τp(y, v) ≤
∑

x,y,z∈V
τp(v, x)τp(x, y)τp(y, z)∆

λ(v, z) (7.1)

and using the cocycle identity ∆(v, z) = ∆(v, x)∆(x, y)∆(y, z) yields that

∇p(v) ≤
∑
x∈V

τp(v, x)∆(v, x)λ
∑
y∈V

τp(x, y)∆(x, y)λ
∑
z∈V

τp(y, z)∆(y, z)λ ≤
(

sup
u∈V
Xp,λ(u)

)3
(7.2)

as claimed.

Remark 7.2. In [38, Theorem 2.9], we prove that the matrix of connection probabilities Tp(u, v) = Pp(u↔
v) defines a bounded operator on L2(V ) for every p < pt. The consequences of this property are developed

at length in [38] and [37].

From here, it remains to derive Theorem 1.6 from Theorem 1.7 together with the estimates we derived

in Section 5. As stated in the introduction, and observed by Schonmann [61], most aspects of the proofs

of [1, 3, 8, 42, 43, 53] generalise unproblematically to quasi-transitive graphs satisfying the triangle

condition at pc. In the interest of space, we do not go through these parts of the proofs here. The reader

is encouraged to consult the original papers, as well as [22, 34]. However, there are four points that

require more serious attention, two of which have already been addressed in the literature and two of

which we address here. First, we have the two that have already been addressed:

1. Barsky and Aizenman’s proof of the upper bounds of (1.5) and (1.4) use the open triangle condition

rather than the triangle condition as we have stated it. They showed that the two conditions are

equivalent in the case of Zd using Fourier analysis, but this proof does not generalise to other

transitive graphs. Fortunately, however, the two conditions were shown to be equivalent at pc for

all transitive graphs by Kozma [42], who used the theory of unbounded operators. Kozma’s proof

is easily generalised to the quasi-transitive case.

2. Kozma and Nachmias’s [43] proof of the intrinsic radius upper bound in (1.7) assumes both uni-

modularity (implicitly in their proof of Lemma 3.2) and polynomial growth (in the deduction of

Theorem 1.2, part (i) from Lemma 3.2). However, the use of both assumptions are confined to the

proof of a single estimate (Theorem 1.2, part (i)). Fortunately, Sapozhnikov [59] found a very short

and simple proof of this estimate that works for any bounded degree graph satisfying the upper

bound of (1.2) uniformly over all its vertices, thus rendering this problem unproblematic.

Secondly, we have the two issues that we must address ourselves.

1. Aizenman and Newman’s [3] proof of the upper bound of (1.2) and Nguyen’s proof of the lower

bound of (1.3) both rely on the differential inequality

d

dp
Xp � X 2

p as p ↑ pc. (7.3)
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Aizenman and Newman’s derivation of this inequality from the triangle condition contains two steps

that do not generalize to our setting:

(a) There is an implicit use of the (unimodular form of the) mass-transport principle in [3, Eq.

6.4]. (The fact that it does so was observed by Schonmann [61]; see the discussion around eq.

3.14 of that paper.)

(b) The argument of [3, Lemma 6.3] relies on some topological features of Zd and does not gener-

alize to arbitrary quasi-transitive graphs. (Indeed, it does not work on a tree.)

2. Kozma and Nachmias’s [43] proof of the lower bound of (1.7) uses the asymptotics for the two-point

function for critical high-dimensional percolation, due to Hara, van der Hofstad, and Slade [31] and

Hara [28]. As such, it does not generalise to other quasi-transitive graphs satisfying the triangle

condition. Moreover, the lower bound of (1.6) is false for Zd, where the correct high-dimensional

exponent for the extrinsic diameter is 2 instead of 1 (see [44] for an explanation of this disparity).

Thus, in order to deduce Theorem 1.6 from Theorem 1.7, it suffices to prove the upper bound of (1.2)

and the lower bounds of (1.3), (1.6), and (1.7). While it is certainly possible to adapt the original proofs

to our setting (and in particular to prove a differential inequality of the form (7.3)), this requires some

work, and we are fortunate that we may instead apply Theorem 1.8 and the results of Section 5 to give

very quick proofs in the nonunimodular setting.

We begin with the upper bound of (1.2). We in fact prove the following generalization of the result

to the tilted susceptibility.

Theorem 7.3. Let G be a connected, locally finite graph, and let Γ be a quasi-transitive nonunimodular

subgroup of Aut(G). Then for every λ ∈ R such that pc(λ) < pt we have that

Xp,λ(v) �λ (pc(λ)− p)−1 as p ↑ pc(λ)

for every v ∈ V .

Proof of Theorem 7.3. By symmetry, it suffices to consider the case λ > 1/2. The lower bound is provided

by Proposition 3.1. For the upper bound, Corollary 5.12 and the assumption that pc(λ) < pt guarantee

that βp = λ, and we have by Proposition 5.11 that

Epc(λ)

[
X−∞,∞k (v)

]
�λ

exp [−λk] k ≥ 0

exp
[
(λ− 1)k

]
k < 0,

(7.4)

and hence in particular that τp(x, y) �λ ∆λ(x, y) ∧∆λ(y, x) for every 0 ≤ p ≤ pc(λ) and x, y ∈ V . Using

the inequality

log τp′(x, y) ≤ log p′

log p
log τp(x, y), (7.5)

which holds in any graph [22, Theorem 2.38], we deduce by calculus that there exists a constant c = cλ
such that

Epc(λ)−ε

[
X−∞,∞k (v)

]
�λ

exp
[
−(λ+ cε)k

]
k ≥ 0

exp
[
(λ− 1 + cε)k

]
k < 0.

(7.6)

The result follows from this together with (5.50).
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Corollary 7.4. Let G be a connected, locally finite graph, and let Γ be a quasi-transitive nonunimodular

subgroup of Aut(G). Then

X (k+1)
p (v)/X (k)

p (v) � (pc − p)−2 as p ↑ pc (7.7)

for every v ∈ V and k ≥ 1.

Proof. Holder’s inequality implies that the left hand side is increasing in k, so that it suffices to consider

the case k = 1. An inequality of Durrett and Nguyen [18, Section 5], which holds for all quasi-transitive

graphs with pc < 1, states that
d

dp
Xp(v) �

√
Xp(v)X (2)

p (v) (7.8)

for every v ∈ V and pc/2 ≤ p < pc. On the other hand, our assumptions together with Theorem 7.3 yield

that Xp(v) � (pc−p)−1 for every v ∈ V and pc/2 ≤ p < pc, and it follows by the mean-value theorem that

there exists a constant C such that for every v ∈ V and ε > 0 there exists p ∈ [pc −Cε, pc − ε] such that
d
dpXp(v) ≥ ε−2. Thus, it follows from (7.8) that for every v ∈ V and ε > 0 there exists p ∈ [pc−Cε, pc−ε]
such that

X (2)
p (v) � ε−2X 2

p (v) � ε−3. (7.9)

The claim follows since X (2)
p (v) is an increasing function of p.

It remains only to prove the lower bounds of (1.7) and (1.6). A more general derivation of this lower

bound is given in [37, Section 3].

Proposition 7.5. Let G be a connected, locally finite, quasi-transitive graph, and suppose that Aut(G)

has a quasi-transitive nonunimodular subgroup. Then

Ppc

(
radint(Kv) ≥ n

)
≥ Ppc

(
rad(Kv) ≥ n

)
� n−1 (7.10)

for every v ∈ V and n ≥ 1.

Proof. The first inequality is trivial. Let Γ ⊆ Aut(G) be quasi-transitive and nonunimodular, and let

(X−∞,∞n )n∈Z = (X−∞,∞n (ρ))n∈Z be as in Section 5. Theorem 1.8 and Corollary 5.12 imply that βpc = 1,

and Proposition 5.14 implies that

Ppc
(
rad(Kρ) ≥ n

)
≥ Ppc

(
X∞,∞−n > 0

)
≥

Epc
[
X−∞,∞−n

]2

Epc
[(
X−∞,∞−n

)2
] � 1

n
, (7.11)

where the first inequality follows by definition of the uniform separating layer decomposition. The claim

for general v ∈ V follows by quasi-transitivity and the Harris-FKG inequality.

8 Remarks, examples, and open problems

8.1 Different automorphism groups on the tree

Let T be the d-regular tree. The most obvious choice of a nonunimodular transitive subgroup of T is the

group Γ consisting of those automorphisms of T that fix some given end ξ of T . We can trivially compute
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p

αp

λ

pc(λ)

Figure 5: Comparison of αp and pc(λ) for the 4-regular tree with respect to the automorphism group
fixing an end (blue) and the automorphism group fixing a (1, 1, 2)-orientation (red). Note that the
second figure is formed by reflecting the first around the line αp = 1/2 and then rotating; this follows
from Corollary 5.12 and the fact that, in both examples, pc(λ) < pt for every λ 6= 1/2. The two curves in
the left figure intersect at (pc, 1): this intersection must occur since pc(0) = pc(1) = pc does not depend
on the choice of the automorphism group, and αpc = 1 for any choice of automorphism group.

that αp = βp = logd−1(1/p), and it follows that

pc(G,Γ, λ) = (d− 1)−max{λ,1−λ} (8.1)

for every λ ∈ R. In particular, pt(G,Γ) = p1/2(G,Γ) = (d − 1)−1/2. Moreover, for p < pc(λ) we can

compute the tilted susceptibility to be

Xp,λ =
1− p2

(1− (d− 1)1−λp)(1− (d− 1)λp)
. (8.2)

(This can be done either by a direct counting argument or by solving a system of linear equations as is

done in the next example, below.) Thus, we see that for λ 6= 1/2, Xpc(λ)−ε,λ grows like ε−1 as ε→ 0, as

stated in Theorem 7.3, while at λ = 1/2 we have instead that

Xp1/2−ε,1/2 =
d− 2

d− 1
ε−2. (8.3)

This shows that Theorem 7.3 cannot be extended in general to the case λ = 1/2.

However, fixing an end is not the only way to get a nonunimodular automorphism group of T . Indeed,

suppose that d = 4. We define a (1, 1, 2)-orientation of T to be a (partial) orientation of the edge set

of T such that every vertex has one oriented edge emanating from it, two oriented edges pointing into

it, and one unoriented edge incident to it. Fix one such orientation of T , and let Γ′ be the group of

automorphisms of T that preserve the orientation. It turns out that the behaviours of various tilted

quantities are very different with respect to the two different groups Γ and Γ′.

We define the height difference h(u, v) between two vertices u and v in T to be the the number

of oriented edges that are crossed in the forward direction minus the number of oriented edges that are

crossed in the reverse direction in the unique simple path from u to v in T , and observe that the modular

function can be expressed as ∆Γ′(u, v) = 2h(u,v).

We now compute Xp,λ and pc(λ) for every p ∈ (0, 1) and λ ∈ R. Let v be a vertex of T , and let e↑,
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e→, and e↓ be, respectively, an oriented edge emanating from v, an unoriented edge incident to v, and an

oriented edge pointing into v. Let

X+
p,λ =

∑
u∈V

Pp(u↔ v off e↑ )∆λ(v, u),

X 0
p,λ =

∑
u∈V

Pp(u↔ v off e→)∆λ(v, u), and

X−p,λ =
∑
u∈V

Pp(u↔ v off e↓ )∆λ(v, u).

Considering the four parts of the cluster of a vertex that are connected to the vertex via the four different

edges incident to the origin leads to the expression

Xp,λ = 1 + 21−λpX+
p,λ + pX 0

p,λ + 2λpX−p,λ, (8.4)

and similar reasoning allows us to write down the system of linear equations

X+
p,λ = 1 + 2 · 2−λpX+

p,λ + pX 0
p,λ

X 0
p,λ = 1 + 2 · 2−λpX+

p,λ + 2λpX−p,λ
X−p,λ = 1 + 2−λpX+

p,λ + pX 0
p,λ + 2λpX−p,λ.

(8.5)

Solving these equations leads to the expressions

pc(λ) =
2λ + 21−λ + 1−

√
(2λ + 21−λ + 1)2 − 12

6
λ ∈ R (8.6)

and

Xp,λ =
1− p2

1− (2λ + 21−λ + 1)p+ 3p2
λ ∈ R, 0 ≤ p < pc(λ). (8.7)

In particular, we have that pc(T,Γ
′, λ) < pt(T,Γ

′) for every λ 6= 1/2, as we predict to hold in general

(Conjecture 8.4). Moreover, we have that pt(T,Γ
′) < pt(T,Γ), so that the triangle condition holds at

pt(T,Γ
′). The denominator of (8.7) never has a double root, so that, in contrast to the previous example,

Xpc(λ)−ε,λ �λ ε−1 λ ∈ R, ε > 0 (8.8)

for every λ ∈ R. Using Corollary 5.12 and taking the inverse of our expression for pc(λ), we also obtain

that

αp = log2

(
3p2 − p+ 1 +

√
9p4 − 6p3 − p2 − 2p+ 1

2p

)
p ≤ pt. (8.9)

This example also has the following surprising property.

Proposition 8.1. Let T be a 4-regular tree and let Γ be the group of automorphisms fixing some specified

(1, 1, 2)-orientation of T as above. Then pt(T,Γ) = ph(T,Γ), and αp = 0 for all p > pt.

Proof. Let p > pt. Since αp is strictly increasing when it positive, we have that αp < 1/2. Let ε > 0 be

sufficiently small that 1− αpt−ε > αp. Let ρ be a fixed root vertex of T , and let X−k,0−k be the number of

vertices v with ∆(ρ, v) = 2−k that are connected to ρ by a path in the slab {u ∈ V : 2−k ≤ ∆(ρ, u) ≤ 1}
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that is open in T [pt−ε]. By Propositions 5.11 and 5.14, there exist positive constants c1 and c2, depending

on ε, such that

Ppt−ε
(
X−k,0−k ≥ c12(1−αpt−ε)k

)
≥ c2 (8.10)

for every k ≥ 0.

For each vertex v with ∆(ρ, v) = 2−k that is connected to ρ in the slab {u ∈ V : 2−k ≤ ∆(ρ, u) ≤ 1},
there are two paths of length three η1(v) and η2(v) that first go down one level, then across the unoriented

edge, and then back up one level. Observe that for any two such vertices u and v, the four associated

paths are mutually disjoint, and their endpoints are in four distinct connected components of L−k,∞.

This leads to the inequality

P
(
ρ↔ Ln in T [p] | X−k,0−k

)
≥ 1−

[
1− p3P

(
ρ

L0,∞←−−→ Ln+k in T [p]

)]2X−k,0k

, (8.11)

from which we deduce that

P
(
ρ↔ Ln in T [p]

)
≥ P

(
X−k,0−k ≥ c2(1−αpt−ε)k

)(
1−

[
1− p32−αp(n+k)+o(n+k)

]c2(1−αpt−ε)k)
. (8.12)

Taking the limit as k →∞ we obtain that

Pp(ρ↔ Ln) ≥ lim sup
k→∞

P
(
X−k,0−k ≥ c2(1−αpt−ε)k

)
. (8.13)

Since this bound is positive and does not depend on n, we deduce that p > ph. Since p > pt was arbitrary,

it follows that pt = ph.

It remains to show that αp = 0 for p > ph. A result of Timár [65, Theorem 5.5] states that if G is

a connected, locally finite graph, Γ is a transitive nonunimodular subgroup of G, and G[p] has infinitely

many heavy clusters almost surely, then there exists a slab such that the open subgraph of the slab

contains an infinite cluster almost surely. This implies that if ph < p < pu then αp = 0, and since pu = 1

in our example this concludes the proof.

In our opinion, once pc < pu is established, the most interesting future direction for research on per-

colation on nonamenable graphs is to understand the nature of the uniqueness/nonuniqueness transition.

Solving Questions 8.2 and 8.3, below, would be a good start towards such an understanding.

Question 8.2. What are the asymptotics of the connection probabilities

Pph

(
v ↔ Lk(v)

)
and Pph

(
v

L0,∞(v)
←−−−−→ Lk(v)

)
in this example? Do the same asymptotics hold for other pairs (G,Γ) such that the triangle condition

holds at ph? Do they bound from below the corresponding connection probabilities for all pairs (G,Γ)

where G is connected and locally finite and Γ is quasi-transitive and nonunimodular?

Question 8.3. Let Tk be a k-regular tree, let d ≥ 1 and consider the group of automorphisms Γ of Tk×Zd

that fix some specified end ξ of T .

1. Is pt = ph?

2. Is ∇pt <∞? Is ∇ph <∞?
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3. What are the asymptotics of the connection probabilities

Pph

(
v ↔ Lk(v)

)
and Pph

(
v

L0,∞(v)
←−−−−→ Lk(v)

)
?

4. What is the behaviour of Xp1/2−ε,1/2 as ε→ 0?

5. Is αp continuous in p?

6. For which of these questions does the answer depend on d?

8.2 An example with ph < pu < 1

In this section, we construct an example of a connected, locally finite graph G and a transitive, nonuni-

modular group Γ ⊆ Aut(G) such that pc(G) < ph(G,Γ) < pu(G) < 1. Although we expect many graphs

to have this property, it had not previously been proven to hold in any example (see [65]). With a little

further work, the example can be modified to obtain an example with Γ = Aut(G).

First, note that the proof of Proposition 3.1 also yields the following anisotropic version of that

proposition: Let G = (V,E) be a connected, locally finite graph, let Γ ⊆ Aut(G) quasi-transitive, and let

OE be a set of orbit representatives for the action of Γ on E. If p : OE → [0, 1] and ε : OE → [0, 1] are

such that pe + εe ∈ [0, 1] for every e ∈ E, then

max
v∈V
Xp+ε,λ(v) ≤

∑
i≥0

(
max
e∈OE

εe
1− pe

)i(
max
v∈V

∑
u∼v

∆λ(v, u)

)i(
max
v∈V
Xp,λ(v)

)i+1

. (8.14)

(Indeed, simply take each edge e to be open with probability pe and blue with probability εe/(1 − pe)
and run the proof as before.) In particular, this inequality holds even if pe = 0 for some e ∈ E.

Let T be a 4-regular tree. As in the previous subsection, let Γ be the group of automorphisms of T

fixing some specified end ξ of T , and let Γ′ be the group of automorphisms of T fixing some specified

(1, 1, 2)-orientation of T . The groups Γ×Aut(Z) and Γ′×Aut(Z) act as automorphisms groups of T ×Z
by acting separately on each coordinate.

In the previous subsection we established that pt(T,Γ
′) = ph(T,Γ′) < pt(T,Γ). Let ph(T,Γ′) < p <

pt(T,Γ). It follows from (8.14) that there exists ε > 0 such that anisotropic percolation on T × Z in

which tree-edges are open with probability p and Z edges are open with probability ε has finite Γ-tilted

susceptibility for λ = 1/2, and therefore has no Γ-heavy clusters. On the other hand, it clearly contains

Γ′-heavy clusters since p > ph(T,Γ′). We can mimic this anisotropic percolation by replacing tree edges

with multiple edges in parallel: If T k is obtained from the 4-regular tree by replacing each edge with k

parallel edges, then if k is sufficiently large the have that

ph

(
T k × Z, Γ′ ×Aut(Z)

)
< pt

(
T k × Z, Γ×Aut(Z)

)
≤ pu

(
T k × Z

)
. (8.15)

On the other hand, we know that pu(T k ×Z) < 1 for every k ≥ 1 [7, 23, 66], and so we have obtained an

example for which pc < ph < pu < 1.

8.3 Further questions and conjectures

We tried for some time but were unable to prove the following conjecture. The corresponding statement

for self-avoiding walks is true and is proven in [39].
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Conjecture 8.4. Let G be a connected, locally finite graph, and let Γ ⊆ Aut(G) be quasi-transitive and

nonunimodular. Then the function λ 7→ pc(λ) is continuous and strictly increasing on (−∞, 1/2].

Note that it follows from the results of Section 5 that λ 7→ pc(λ) is continuous and strictly increasing

on the set {λ ∈ (−∞, 1/2) : pc(λ) < pt}.
Let us also state the following conjecture on the equality or inequality of ph and pu. This conjecture

is suggested by the work of Timár [65], which establishes the ‘only if’ part of the conjecture. We expect

this conjecture to be harder to prove than Conjecture 1.1.

Conjecture 8.5. Let G be a connected, locally finite graph, and let Γ ⊆ Aut(G) be quasi-transitive and

nonunimodular. Then ph(G,Γ) < pu(G) if and only if there exists u ∈ V and t1, . . . , tn ∈ R such that the

quasi-transitive subgraph of G induced by {v ∈ V : ∆Γ(u, v) ∈ {t1, . . . , tn}} is nonamenable.

Another natural questions concerns the dependency of ph on the group Γ.

Question 8.6. Let G be a connected, locally finite graph. If Γ ⊆ Γ′ ⊆ Aut(G) are quasi-transitive

subgroups of automorphisms of G, is it the case that ph(G,Γ) > ph(G,Γ′) if and only if ∆Γ 6= ∆Γ′?
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Glossary of notation

Our use of asymptotic notation is described at the end of Section 2.

pc, pu, ph The critical probability, uniqueness threshold, and heaviness transition. Defined in

Section 1 and Section 1.1 respectively.

Pp,Ep Probabilities and expectations taken with respect to the law of Bernoulli-p bond per-

colation. Defined in Section 1.2.

Pp,Ep Probabilities and expectations taken with respect to the joint law of Bernoulli-p bond

percolation, the random root ρ. Later in the paper, this notation is used for the

probabilty space that also includes the random variable U used to define the uniform

separating layers decomposition. Defined in Sections 2.1 and 5.1.

∇p(v) The triangle diagram. Defined in Section 1.2.

∆ The modular function. Defined in Section 1 (transitive case) and Section 2.1 (general

case).

[v] The orbit under Γ of the vertex v. Defined in Section 2.1.
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|A|v,λ, |Kv|v,λ The tilted volume |A|v,λ :=
∑

a∈A ∆λ(v, a) of the set of vertices A, where the set A is

often taken to be the cluster Kv. Defined in Section 1.3.

Xp(v), Xp,λ(v) The susceptibility and tilted susceptibility. Defined in Section 1.3.

pc(λ), pt The critical parameter associated to the tilted susceptibility and the tiltability thresh-

old, respectively. Defined in Section 1.3.

A ◦B The disjoint occurrence of A and B. Defined in Section 2.2.

Mp,λ,h, Xp,λ,h The tilted magnetization and truncated tilted susceptibility. Defined in Section 4.

Pp,λ,h, Ep,λ,h Probabilities and expectations taken with respect to the joint law of Bernoulli-p bond

percolation and the tilted ghost field. Defined in Section 4.

Pp,λ,h, Ep,λ,h Probabilities and expectations taken with respect to the joint law of Bernoulli-p bond

percolation, the tilted ghost field, and the random root ρ. Defined in Section 4.

exp, log The normalized exponential and logarithm. Defined in Section 5.1.

Ss,t(v) The slab Ss,t(v) = {u ∈ V : s ≤ log ∆(v, u) ≤ t}. Defined in Section 5.1.

Ln(v), Lm,n(v) Layers and slabs in the uniform separating layers decomposition. Defined in Section 5.1.

U The random variable used to define the uniform separating layers decomposition. De-

fined in Section 5.1.

Xm,n
k (v) The number of points in Lk(v) connected to v by an open path in Lm,n(v). Defined in

Section 5.2.

αp The exponential decay rate associated to the probability of crossing a large slab in the

upward direction. Defined in Section 5.3.

βp The exponential decay rate associated to the expected number of points at the top of

a large slab. Defined in Section 5.5.

Em,np (k) The supremum supv∈V,x∈[0,1] Ep
[
Xm,n
k (v) | Uv = x

]
. Defined in Section 5.4.

Em,np (k; 1− ε) The supremum supv∈V,x∈[0,1] Ep
[(
Xm,n
k (v)

)1−ε | Uv = x
]
. Defined in Section 6.3.

Pv, Pv(k) The event that v is the peak (unique highest point) of its cluster in either the whole space

or in the slab L−k,0, respectively. Defined in Section 5.7 and Section 6.1, respectively.
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