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Abstract

Effective Field Theories for Physics Beyond the Standard Model
Maeve Una Madigan

The wealth of data gathered by the LHC has tested the Standard Model to an
unprecedented level, with searches for physics beyond the Standard Model placing
strong constraints on new physics. As these constraints become more stringent, it is
increasingly likely that physics beyond the Standard Model will be heavy. An effective
field theory (EFT) provides a powerful framework for capturing the indirect effects
of heavy new physics on low-energy observables. This thesis will explore the use of
EFTs in the search for new physics beyond the Standard Model, taking three different
perspectives.

Firstly, we will perform a global analysis of the dimension-6 Standard Model Effective
Field Theory (SMEFT) using data from the Higgs, top, diboson and electroweak sectors,
combining these four data sectors in a global fit for the first time. We will assess the
interplay between these sectors, shedding light on the interplay between the Higgs and
top sectors in particular. By comparing with previous fits, we will highlight the increase
in sensitivity to the SMEFT provided by new data from Run II of the LHC. We will
assess the impact of our fit on UV completions of the SMEFT by considering simple
single-field extensions of the Standard Model, matched to the SMEFT. Finally, we will
scan through all 2-, 3-, 4- and 5-parameter combinations of SMEFT Wilson coefficients,
calculating the pull from the Standard Model of each combination. Doing so produces
a broad and model-independent search for signs of new physics, complementing our
global fit.

Secondly, we will produce a simultaneous determination of the parton distribution
functions (PDFs) and the SMEFT using data from the high-mass tails of Drell-Yan
distributions. These observables provide crucial constraints on energy-growing four-
fermion EFT operators, while also constraining light quark PDFs in the large-x region.
By neglecting this overlap and fitting PDFs using Standard Model assumptions, we
may be reabsorbing new physics effects into the PDFs. By performing a simultaneous
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fit we will assess the interplay between the PDF and EFT effects. Doing so using both
LHC data as well as projections for the High Luminosity LHC will allow us to quantify
the impact of a consistent joint determination on the EFT constraints, both now and
in the high-luminosity regime.

Finally, we will turn to future hadron colliders in the hope that these may be able to
directly detect physics beyond the Standard Model. The weak effective field theory has
been used to parametrise hints at indirect evidence for new physics from measurements
of rare B meson decays at experiments such as LHCb. The resulting shifts of the Wilson
coefficients of the weak effective theory can be reproduced by extending the SM by a
scalar leptoquark with flavour non-universal couplings to quarks and leptons. We will
create projections for such a leptoquark, addressing the question: if a scalar leptoquark
exists and can provide a solution to the neutral current B anomalies, could it be
detected at future hadron colliders? By creating projections for the discovery potential
of the High-Luminosity LHC and Future Circular Collider, we hope to strengthen the
case for these future colliders.



Acknowledgements

To begin, I would like to thank Ben Allanach for his guidance as my PhD supervisor.
His advice and insights into physics and academia in general have been invaluable, and
I am grateful for his words of support and motivation throughout my PhD.

Thank you to Maria Ubiali for her guidance and for involving me in her research -
working together has been a highlight of my PhD, and I look forward to more work
with the PBSP team.

Over the course of my PhD I have been lucky to work with many incredible people.
A special thank you to John Ellis, Ken Mimasu, Veronica Sanz and Tevong You for
guiding me into the world of effective field theories: working together has been both
inspiring and fun. Thank you to everyone who worked on Ref. [2]: Admir Greljo,
Shayan Iranipour, Zahari Kassabov, James Moore, Juan Rojo, Maria Ubiali and
Cameron Voisey; in particular to Cameron Voisey for his patience while benchmarking
k-factors. Finally, thank you to Tyler Corbett and Joseph Tooby-Smith for sharing
their knowledge and insights during our work together.

My time as a PhD student has been shaped by my experience at DAMTP and
the Cavendish Laboratory. Thank you to everyone in the Cambridge Pheno Working
Group for their advice and interesting discussions each week, including: Hannah Banks,
Herschel Chawdhry, Joe Davighi, Ben Gripaios, Ward Haddadin, Chris Lester, Scott
Melville, Mathieu Pellen, René Poncelet, Andrei Popescu, Rupert Tombs, Joseph
Tooby-Smith, Bryan Webber and many others. Thank you to Manda Stagg for her
work in the HEP group, in particular in giving Pavilion B its warm and welcoming
atmosphere. A similar thank you to all of the students and staff at DAMTP - I won’t
try to name you all, but I am grateful for the lunches, coffees, seminars and treasure
hunts we’ve spent together. Thanks to João Melo for comments on the renormalisability
of this thesis, and to Philip Clarke for proof reading.

A huge thank you to all of the friends who’ve supported me and made these last
few years so enjoyable. Thank you to all of the friends I’ve met through the SBR
at St John’s College, in particular to my old housemates Alva Casey, Matt Coulter
and Manuela Zimmerman for entertaining me through a few lockdowns. Thank you



viii

to Joseph Tooby-Smith and Ward Haddadin for making me laugh each Wednesday
morning; to Roxana Rosca-Mead for making Christmas happen; to Christophe Gillain
for his words of wisdom; to João Melo for great advice; to Julia Kenny for the music
and smiles; to Philip Clarke for endless support and long walks; to Sarah McManus for
her wholesome words of kindness.

Finally, thank you to my family for their constant support, especially in this last
year. Thank you to Kieran, Eoin and Jo for brightening my days with good humour
and dog photos, and to Joan and Eamonn whose love, support and kindness have been
so important to me during my time at Cambridge.



Table of contents

List of figures xiii

List of tables xxv

Nomenclature xxxi

1 Introduction 1
1.1 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Effective Field Theories 3
2.1 The Effective Field Theory Formalism . . . . . . . . . . . . . . . . . . 3

2.1.1 Top-down . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Renormalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 The Standard Model Effective Field Theory . . . . . . . . . . . . . . . 9
2.2.1 SMEFT operators and bases . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Dimension-5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Dimension-6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Global SMEFT fits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Electroweak input scheme . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Linear vs quadratic . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.3 Statistical methods . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 New physics at high-pT . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Direct searches . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.2 Indirect searches . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.3 Parton distribution functions . . . . . . . . . . . . . . . . . . . 27

2.5 Evidence for new physics in B meson decays . . . . . . . . . . . . . . . 29
2.5.1 Neutral current B anomalies . . . . . . . . . . . . . . . . . . . . 29
2.5.2 Effective field theory interpretation . . . . . . . . . . . . . . . . 31



x Table of contents

2.5.3 Leptoquarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Top, Diboson, Higgs and Electroweak fit to the SMEFT 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.1 Dataset description . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.2 Signal strengths . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.4 SMEFT Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1 Flavour-universal scenario . . . . . . . . . . . . . . . . . . . . . 45
3.4.2 Top-specific flavour scenario . . . . . . . . . . . . . . . . . . . . 46

3.5 SMEFT Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.1 General strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.2 Higgs production . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5.3 Gauge boson and Higgs decays . . . . . . . . . . . . . . . . . . 54
3.5.4 Diboson data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.5 Top data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.6 Global results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6.1 Higgs, Diboson and Electroweak fit . . . . . . . . . . . . . . . . 57
3.6.2 Top fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.6.3 Combined Top, Higgs, Diboson and Electroweak Fit . . . . . . . 66

3.7 Constraints on UV Completions . . . . . . . . . . . . . . . . . . . . . . 82
3.7.1 Simple tree-level-induced SMEFTs . . . . . . . . . . . . . . . . 82
3.7.2 Tree-level SMEFT patterns . . . . . . . . . . . . . . . . . . . . 87
3.7.3 R-parity-conserving stop squarks at the 1-loop level . . . . . . . 91
3.7.4 Survey of combinations of multiple operators . . . . . . . . . . . 92

3.8 Concluding discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4 Parton Distributions in the SMEFT from high-energy Drell-Yan tails 99
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 SMEFT benchmark scenarios . . . . . . . . . . . . . . . . . . . . . . . 101

4.2.1 Benchmark I: oblique corrections Ŵ and Ŷ . . . . . . . . . . . 101
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the HL-LHC pseudo-data for NC and CC Drell-Yan distributions. The input
PDF set for the analysis done using fixed SM PDFs (corresponding to the
results displayed in the column “SM cons. PDFs”) is a conservative PDF
set that does not include any of the high-mass distributions or the HL-LHC
projections nor the Run I and Run II high-mass dataset listed in Table 4.3.2.
The limits obtained from the simultaneous fit of PDFs and Wilson coefficients
(corresponding to the results displayed on the column “SMEFT PDFs”) are
the same as those in Table 4.5.1. . . . . . . . . . . . . . . . . . . . . . . 140

4.5.3 Same as Table 4.5.1, now for the CDµ
33 parameter from EFT benchmark

scenario II. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144



xxviii List of tables

5.2.1 Phase space cuts defining the preselection and signal regions at
√
s = 13

TeV. All cuts are applied in the analysis after parton showering and
detector simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

5.2.2 Cuts applied at parton-level to efficiently simulate events at
√
s = 13 TeV.156

5.2.3 Phase space cuts defining the signal regions in simulations of the 13
TeV LHC and future colliders. All cuts are applied in the analysis after
parton showering and detector simulation. . . . . . . . . . . . . . . . . 158

5.2.4 Phase space cuts applied at parton-level in Madgraph5 to efficiently
simulate events in the signal region for the 13 TeV LHC and future
colliders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

5.2.5 Values of the jet cut-off parameter xqcut in GeV used in MLM matching
of multi-jet events at the 13 TeV LHC and future colliders. All jet
matching parameters are found in the presence of the generator cuts
summarised in Table 5.2.4. . . . . . . . . . . . . . . . . . . . . . . . . 159

5.5.1 Summary of the expected 5σ discovery sensitivity and expected 95% CL
exclusion sensitivity to S3 for hadron colliders, from LQ pair production. 171

A.0.1Diboson measurements included in the Fitmaker database. Shaded
datasets are not included in the global fit of Chapter 3. . . . . . . . . 180

A.0.2Electroweak precision measurements included in the Fitmaker database. 180
A.0.3Higgs Run 1 measurements included in the Fitmaker database. . . . . 181
A.0.4Higgs Run 2 measurements included in the Fitmaker database. Shaded

datasets are not included in the global fit of Chapter 3. . . . . . . . . 181
A.0.5Top Run 1 measurements included in the Fitmaker database. Shaded

datasets are not included in the global fit of Chapter 3. . . . . . . . . 182
A.0.6Top Run 2 measurements included in the Fitmaker database. Shaded

datasets are not included in the global fit of Chapter 3. . . . . . . . . 183
A.0.7Top Run 2 measurements (continued) included in the Fitmaker database.

Shaded datasets are not included in the global fit of Chapter 3. . . . . 184

C.0.1Table of numerical results in Fig. 3.6.4 from the global fit to the elec-
troweak, diboson, Higgs and top data in the top-specific SU(2)2×SU(3)3

scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.0.2Relative constraining power in percent of different datasets on each

coefficient of the global fit individually. Entries below 1% are not
displayed. ‘SS’, Whel. and tX refer to Higgs signal strength, W -helicity
fraction and single top data, respectively. . . . . . . . . . . . . . . . . . 191



List of tables xxix

C.0.3Components of the eigenvectors found in the principal component analy-
sis of the global fit displayed in Fig. 3.6.11. Components with coefficients
of magnitude less than 0.05 are omitted. . . . . . . . . . . . . . . . . . 192

E.0.1The kinematic cuts applied to the high-mass Drell-Yan datasets listed in
Table 4.3.2, compared to those used in NNPDF3.1. . . . . . . . . . . . . . 197

E.0.2The values of the χ2 per data point for the baseline SM PDF fit, labelled
“DIS+DY”, and for the corresponding fits based on reduced datasets. Here
Eq. (4.3.5) is evaluated using the t0 prescription. We also include the results
obtained using NNPDF3.1_str with the kinematic cuts used in this work and
summarised in Table E.0.1. Values in italics indicate datasets that do not
enter the corresponding fit. . . . . . . . . . . . . . . . . . . . . . . . . . 199

E.0.3Same as Table E.0.2, now comparing the χ2 values (computed using the t0
prescription, as above) of the SM PDFs with those of the SMEFT PDFs
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Chapter 1

Introduction

The Standard Model has been tested to an unprecedented level over Run I and Run II
of the LHC. New measurements, such as the first observation of tt̄H production [13],
have furthered our knowledge of the Standard Model couplings. Improvements in
theoretical calculations and precision measurements have led to the use of the LHC as a
precision machine, producing a high-precision measurement of the W boson mass [14],
for example. These measurements add to the wealth of existing precision measurements
from previous experiments including LEP and the Tevatron. The message we have
received again and again from these is that the Standard Model provides an excellent
description of physics, at least at the energy scales accessible to the LHC. If new physics
beyond the Standard Model (BSM) is to exist, it must be associated with energy scales
Λ ≫ v, where v = 246.22 GeV denotes the electroweak scale.

Physics beyond the Standard Model must exist. Evidence for this fact comes
from observations of dark matter and the baryon asymmetry of the universe, as
well as measurements of neutrino oscillations, none of which can be described by
the Standard Model. This point has been reinforced in recent years, with hints at
BSM physics appearing in measurements of rare B meson decays (the neutral current
B anomalies [15]) and in measurements of the muon magnetic moment (the muon
g − 2 [16]). Each a subtle discrepancy with yet-unknown origins, these deviations add
fire to the search for new physics.

While the LHC is famous for its discovery of the Higgs boson, this discovery
did not come out of the blue: it was preceded by measurements at LEP [17] and
the Tevatron [18] which featured subtle excesses in the number of measured events,
suggesting the existence of a Higgs boson [19]. This path to discovery may be relevant
to the search for new physics: before a direct detection in a traditional ‘bump-hunt’
experiment, we may see subtle deviations from the Standard Model in indirect searches
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for new physics. An effective field theory provides a powerful theoretical framework
for capturing these subtle deviations in a model-independent fashion. Let E denote
the energy scale of an observable at the LHC. The effect of a BSM particle at scales
Λ ≫ E on this observable can be well-approximated by integrating out the particle
and using an effective field theory to capture its indirect effects.

This thesis will explore the use of effective field theories in the search for new
physics. We will investigate the power of LHC data from the Higgs, top, diboson and
electroweak sectors in constraining the Wilson coefficients of the SMEFT. As we will see,
the constraints we obtain suggest small values of Wilson coefficients, confirming the fact
that the type of deviation we are searching for is subtle. Confidence in our theoretical
inputs is crucial in such a case, and we will shed light on the question of whether our
use of parton distribution functions (PDFs) in computing theoretical predictions may
be clouding the search for new physics. In particular, we will investigate the interplay
of PDFs and the SMEFT by performing a simultaneous fit of both. Finally, while
an effective field theory can successfully provide indirect evidence for a BSM particle,
characterising the particle relies on its direct detection at a collider experiment. We will
create projections for the discovery of a leptoquark, estimating its discovery potential
at future colliders such as the High Luminosity LHC and the Future Circular Collider.

1.1 Thesis layout

The structure of this thesis is as follows. We will begin in Chapter 2 with an introduction
to the effective field theory formalism and the SMEFT, followed by an overview of the
technical details required by this thesis. In Chapter 3 we will present a global fit of
the dimension-6 SMEFT. Furthermore, we will analyse the impact of this global fit on
various UV completions of the SMEFT. In Chapter 4 we will continue to focus on EFT
fits, this time considering their interplay with PDFs. We will present a simultaneous
determination of the PDFs and EFT using a combination of deep inelastic scattering
data and Drell-Yan data, including the high-mass tails of Drell-Yan invariant mass
distributions. In Chapter 5 we will focus on new physics in the form of a leptoquark,
motivated by signs of new physics in rare B meson decays. Finally, in Chapter 6
we will conclude, summarising this thesis and highlighting directions for future work.
Appendices A, B and C contain supplementary material associated with Chapter 3, and
Appendices D, E, F and G contain supplementary material associated with Chapter 4.



Chapter 2

Effective Field Theories

2.1 The Effective Field Theory Formalism

We will begin with a brief introduction to the effective field theory (EFT) formalism,
following the reviews of Refs. [20–27]. An EFT is a powerful tool for describing physical
systems which are valid in a well-defined limit. We begin by specifying the dynamical
degrees of freedom relevant to the system. These are a set of fields which, along
with their derivatives, will form the building blocks of the Lagrangian density Leff .
Secondly, the EFT is defined by specifying symmetries. With these in hand we can
construct all possible local operators Oi compatible with our symmetries, forming the
Lagrangian as the sum of these with coefficients gi:

Leff =
∑
i

giOi. (2.1.1)

Equation 2.1.1 is a sum of an infinite number of operators. This is where an EFT
differs from the picture of a quantum field theory (QFT) usually taught in graduate
courses. In constructing a QFT such as the SM, the standard procedure is to remove
all operators of dimension D > 4; otherwise an infinite number of couplings is required
to renormalise the theory.1 If our theory depends on an infinite number of coefficients,
how can it be predictive?

The final ingredient is the power-counting of the EFT. By construction, an EFT
provides an effective description of physics valid in a particular region of phase space.
We will define this region by first defining a cutoff scale Λ, assuming our theory is valid
at energies E ≪ Λ. The beauty of the EFT framework can be seen when we treat the

1The resulting QFT is sometimes called a renormalisable QFT even though, as we will discuss, an
EFT is also renormalisable.
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EFT as an expansion in the ratio δ = E/Λ and truncate Eq. 2.1.1 at fixed order in the
expansion parameter δ. By doing so we form a theory containing a finite number of
operators and depending on a finite number of coefficients.

Consider the limit in which δ ≪ 1. In this limit, some operators Oi have a more
significant impact on observables than others. A power-counting scheme assigns a fixed
order of δ to each operator. Let Di denote the dimension of operator Oi. To produce a
dimensionless action we require [Leff ] = 4, implying that the coefficients gi must have
dimension [gi] = 4 − Di. We define dimensionless coefficients Ci, known as Wilson
coefficients, by factoring out the mass dimension of gi into powers of the scale Λ, giving

Leff =
∑
i

Ci
ΛDi−4 Oi. (2.1.2)

Consider the insertion of a single operator Oi into a tree-level Feynman diagram.
The operator Oi will always be accompanied by a factor of 1

ΛDi−4 , and thus the
contribution of Oi to the amplitude will have order n = Di − 4. Similarly, if we
have multiple insertions of various operators {Oi}, their collective contribution to the
amplitude produces a dependence on δ of order

n =
∑
i

(Di − 4). (2.1.3)

With the power-counting formula Eq. 2.1.3 at our disposal, we can now determine
how far in the expansion of Eq. 2.1.2 we must go to perform calculations to order n. If
we wish to calculate amplitudes to leading order, n = 0, we retain only the operators
of dimension D ≤ 4. In contrast, to work to order n = 2 we may expand Leff up to
dimension D = 6. At this order, any amplitude may consist of up to two insertions of
operators of dimension D = 5, or a single D = 6 insertion.

Finally, we will rewrite the expansion of Leff in Eq. 2.1.2 as

Leff = LD≤4 +
∑
i

C5
i

Λ O5
i +

∑
i

C6
i

Λ2 O6
i + ... (2.1.4)

The first term, LD≤4, consists of all operators contributing at leading order in δ. These
are simply the relevant and marginal operators of the renormalisable QFT Lagrangian.
The remaining operators are subleading in n and are considered irrelevant operators: as
energy E lowers, these operators are suppressed by powers of δ and become less and less
important. While the irrelevant operators are forbidden in a renormalisable QFT, their
inclusion here makes clear one of the advantages of working with an EFT: it provides
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a theory which is valid in a well-defined region, while systematically parametrising the
effects of neglecting physics outside of this region. Although in this expression for Leff

we have neglected anything at O(δ3) and above, it is within our power to include these
higher order corrections if and when this level of precision is required.

This captures the bottom-up EFT construction. We are agnostic as to what lies
beyond the region of validity of our EFT, and the Wilson coefficients are the unknown
dimensionless coefficients of the operators Oi. This is the approach taken in the
construction of the Standard Model Effective Field Theory (SMEFT), as we do not
know what particles, if any, lie at high mass scales.

2.1.1 Top-down

We could take an alternative top-down perspective and treat the EFT as the limit of a
well-known renormalisable QFT in the low-energy regime. We will see that this is how
the weak effective theory is defined, taking a low-energy limit of the SM. As a simple
example, consider a theory of a scalar field ϕ in the region E ≪ Λ. We can separate
ϕ into hard and soft modes ϕH and ϕS by writing ϕ = ϕH + ϕS. By construction,
the low-energy physics is described by interactions of the soft modes ϕS only, and we
can calculate physical quantities from n-point correlation functions derived from the
generating functional

Z[JS] =
∫

DϕSDϕHexp
(
iS(ϕS, ϕH) + i

∫
d4xJS(x)ϕS(x)

)
, (2.1.5)

where S(ϕS, ϕH) is the action and JS(x) denotes an external current. We define the
effective action Seff (ϕS) by ‘integrating out’ the hard modes,

∫
DϕHexp

(
iS(ϕS, ϕH)

)
≡ exp

(
iSeff (ϕS)

)
, (2.1.6)

implicitly defining the effective Lagrangian Leff as

Seff (ϕS) =
∫
d4xLeff (ϕS). (2.1.7)

In practice, integrating over the hard modes will result in a non-local effective La-
grangian, with non-locality over scales of order ∆x ∼ 1

Λ . Non-localities are removed by
expanding Leff around ∆x = 0, resulting in an expansion in 1

Λ . The final expression



6 Effective Field Theories

for Leff is a sum of local operators Oi constructed from ϕS, with coefficients gi(Λ):

Leff (ϕS) =
∑
i

gi(Λ)Oi(ϕS). (2.1.8)

As in the bottom-up construction, we may define Wilson coefficients Ci by factoring
out the Λ-dependence of gi(Λ) to reproduce Eq. 2.1.2.

By taking a top-down perspective, we gain a new insight into the impact on the
EFT of physics outside of the region of validity. We see that although the LHS of Eq.
2.1.6 depends on physics above the cutoff Λ, the effective Lagrangian contains operators
constructed only from ϕS and its derivatives. All dependence on the hard modes and
physics above the scale Λ is captured by the Wilson coefficients. By learning about
the Wilson coefficients of an EFT, we can expect to learn something about physics
outside of the region of validity of the EFT.

2.1.2 Matching

This point can be illustrated by matching a UV-complete QFT to the corresponding
low-energy EFT. Consider the SM at energy E below the mass of the W± boson,
E ≪ mW . In this limit the SM is well-approximated by a low-energy EFT in which
the W± boson is no longer a degree of freedom. The resulting EFT is the Fermi theory
of low-energy weak interactions.

Consider the decay of a muon: µ− → e−ν̄eνµ. Fig. 2.1.1 shows the SM diagram
for this process in which the muon decays through a W± boson. We can describe the
interaction by the Lagrangian

LSM ⊃ − gL√
2

(ν̄eL,iγ
ρeL,iW

+
ρ + ēL,iγ

ρνeL,iW
−
ρ ), (2.1.9)

where i ∈ {1, 2, 3} denotes lepton flavour indices and gL denotes the SU(2)L coupling
strength. We calculate the SM amplitude to be

MSM = − g2
L

2(p2 −m2
W )(ν̄eL

γρeL)(µ̄LγρνµL
). (2.1.10)

In the EFT, the W± boson is no longer a dynamical degree of freedom. Instead,
this interaction takes place through a four-fermion interaction, shown on the right of
Fig. 2.1.1. This interaction is expressed in the EFT Lagrangian in terms of Wilson
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Fig. 2.1.1. Muon decay µ− → e−νµν̄µ takes place through a W± boson interaction in the
SM (left). In the limit of p2 ≪ m2

W this can be approximated by a four-fermion interaction
(right).

coefficient C and new physics scale mW , resulting in the amplitude MEFT:

LEFT ⊃ C

m2
W

(ν̄eL
γρeL)(µ̄LγρνµL

) + O( p4

m4
W

)

⇒ MEFT = C

m2
W

(ν̄eL
γρeL)(µ̄LγρνµL

) + O( p4

m4
W

).
(2.1.11)

As expected, MSM and MEFT differ. In the high-p2 regime we expect the EFT to
break down, whereas the SM captures the effects of an on-shell W± boson. In the IR
limit, however, we expect these expressions to agree. We can test this explicitly by
expanding the W± boson propagator of MSM in the limit p2 ≪ m2

W , to produce

MSM → g2
L

2m2
W

(ν̄eL
γρeL)(µ̄LγρνµL

) + O( p4

m4
W

). (2.1.12)

Comparing Eq’s 2.1.12 and 2.1.11 we see that the amplitudes agree as long as we fix
C/m2

W to satisfy
C

m2
W

= − g2
L

2m2
W

. (2.1.13)

Historically, the Wilson coefficient of the EFT is expressed in terms of the Fermi
constant GF as C

m2
W

= −4GF√
2 , reducing Eq. 2.1.13 to the well-known relation

GF = 1√
2v2

, (2.1.14)
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where v is the Higgs vacuum expectation value (VEV) and we have made use of the
relation m2

W = 1
2v

2g2
L.

The process of comparing the EFT and full theory in the IR limit to connect
the Wilson coefficients to the full theory is known as matching. This calculation is
an example of tree-level matching, in which only the tree-level contributions to the
amplitudes MSM, MEFT are calculated and compared.

Through this example we see that by performing measurements of the Wilson coeffi-
cient GF , we learn about parameters of the UV model g2

L/m
2
W . Further measurements

are required to disentangle gL and mW .

2.1.3 Renormalisation

We initially referred to the higher-dimensional interactions of the EFT in Eq. 2.1.4 as
non-renormalisable. This was motivated by the fact that for each possible amplitude
constructed from the operators in the EFT, although a counterterm can always be
found, an infinite number of operators is required to fully renormalise the theory in this
way. For example, renormalising a loop diagram consisting of two dimension-5 operators
will require a dimension-6 counterterm. Renormalising loop diagrams consisting of
these dimension-6 operators will then require further higher-dimensional operators,
and so forth. However, once we truncate at a fixed order in the EFT expansion, this is
no longer an issue. For example, truncating at order E/Λ forbids the loop diagrams
consisting of two dimension-5 operators, avoiding the need to include dimension-6
operators to renormalise these terms.

Once equipped with a renormalisation scheme, an EFT forms a well-defined QFT.
It is convenient to work with a mass-independent regularisation and renormalisation
scheme. An example is the combination of dimensional regularisation and MS, which is
often used for the SMEFT. With this definition we can in principle calculate observables
in the SMEFT at any order in αs, αEW, just as in the SM.

Regularising using a mass-independent scheme, such as dimensional regularisation,
allows us to maintain the dimensional arguments used to form the power-counting
formula of Eq. 2.1.3. Consider regularising loop integrals using instead a UV cutoff Λc.
For each operator Oi we may only produce factors of 1/ΛDi−4 through the insertion of
the operator into a diagram vertex, just as in the case of tree-level diagrams. However,
factors of Λc may arise in the numerator through loops. The convergence of the EFT
expansion now depends on the size of Λc: if Λc > Λ, convergence is destroyed. Working
instead with a mass-independent regularisation scheme removes this ambiguity.
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The use of a mass-independent scheme also affects the renormalisation group
evolution of the EFT parameters. The dependence of a Wilson coefficient Ci on the
renormalisation scale µ is given by

µ
dCi
dµ

= γijCj. (2.1.15)

γij denotes the anomalous dimension matrix, and has been fully calculated for the
dimension-6 operators of the SMEFT [28–30]. This tells us that arbitrarily setting
Ci = 0 is a scale-dependent statement, and Ci may become nonzero once µ is varied
unless forbidden by a symmetry. In a mass-independent renormalisation scheme the β
functions and anomalous dimension matrix γij are independent of the mass parameters
in our theory. As a result, as we evolve the renormalisation scale µ downwards, heavy
particles do not decouple from the theory. For example in the SMEFT, if we evolve µ
down to a scale below the mass of the top quark µ < mt, we must insert the decoupling
of the top quark by hand.

2.2 The Standard Model Effective Field Theory

We began our discussion of EFTs by observing that while the SM currently provides an
excellent description of measurements at the electroweak scale v ∼ 246 GeV, physics
beyond the standard model (BSM) may consist of heavy new particles at scales Λ ≫ v.
Integrating a high-mass particle out of a UV theory will result in operators of dimension
D ≥ 5 consisting of interactions of the SM degrees of freedom. We will use the SMEFT
to parametrise the effects of such high-mass fields on observables at energies accessible
to the LHC [31, 20, 23, 10, 26, 32, 33].

To construct the SMEFT, we assume that the SM gauge symmetries SU(3)c ×
SU(2)L × U(1)Y continue to hold. In particular, we assume that SU(2)L × U(1)Y is
linearly realised, with the Higgs field H in a doublet representation of SU(2)L.2 The
degrees of freedom of the SMEFT are the fields of the SM, and we will always assume
three generations of fermions. Their conventions are shown in Table 2.2.1. We will use
H to denote the Higgs doublet, and Gµ, Wµ, Bµ to denote the gauge fields of SU(3)c,
SU(2)L and U(1)Y respectively.

2The Higgs Effective Field Theory is formed when this assumption is relaxed and a Higgs boson is
instead included in the theory as a scalar singlet [34].
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Field SU(3)c SU(2)L U(1)Y
li = {νL,i, eL,i} 1 2 −1/2

eR,i 1 1 −1
qj = {uL,j, dL,j} 3 2 1/6

uR,j 3 1 2/3
dR,j 3 1 −1/3
H 1 2 1/2
G 8 1 0
W 1 3 0
B 1 1 0

Table 2.2.1. Conventions for the field content of the SM. We use indices i, j ∈ {1, 2, 3} to
denote families of the leptons and quarks respectively, and L,R to denote left and right-handed
fermions.

We take our expansion parameter to be the ratio of energy scales E/Λ and express
the Lagrangian as follows:

LSMEFT = LSM + C5

Λ O5 +
∑
i

C6
i

Λ2 O6
i + ... (2.2.1)

In the SMEFT, the SM Lagrangian is simply the leading approximation of a series of
operators of increasing power of E/Λ. At each order in E/Λ, we open up a new set of
interactions of the SM fields and introduce a new set of coefficients into the theory.

2.2.1 SMEFT operators and bases

The operators of the SMEFT can be formed by constructing all Lorentz invariant
operators consisting of SM fields which respect the SM gauge symmetries. The set of
operators at each dimension d forms a vector space, Vd. However, there are a number
of equivalences between the operators in Vd under which their contributions to the
S-matrix (and therefore to physical observables of interest) are equal. The following is
based on Refs. [35, 23, 36, 27].

Firstly, operators may be equal up to a total derivative. In perturbation theory
the contribution from the total derivative is simply a surface term, which will not
contribute to the S-matrix. Secondly, operators may be related by the equations of
motion: any linear combination of operators which vanishes when the equations of
motion are satisfied will not contribute to the S-matrix. Finally, operators may be
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related by mathematical identities such as the Fierz identity and Schouten identity,
implying a redundancy between these operators.

Define Ud to be the subspace of Vd formed from the set of operators which do not
contribute to the S-matrix as a result of the above equivalences. Ud will contain linear
combinations of elements of Vd which vanish when the equations of motion are satisfied,
taking the form ∑

i

kiOi =
∑
ϕ

Fϕ
δS

δϕ
, (2.2.2)

where Oi ∈ Vd and ki denote arbitrary coefficients. On the RHS we sum over SM fields
ϕ where S denotes the action and Fϕ is some polynomial of the SM fields and their
covariant derivatives [35]. Furthermore, Ud will contain total derivatives and linear
combinations of elements of Vd which vanish under Fierz and Schouten identites.

The quotient space Md = Vd/Ud is defined as follows. Consider operators O1,
O2 ∈ Vd. We define O1 and O2 to be equivalent if O1 − O2 ∈ Ud i.e. their difference
does not contribute to the S-matrix. Under this definition of equivalence, we can
associate each O ∈ Vd with an equivalence class [O] of operators. The quotient space
Md is then the set of all such equivalence classes. Note that the quotient space Md

is itself a vector space. A linear combination of equivalence classes produces another
equivalence class, and the zero vector [0] can be identified with Ud, the set of all zero
contributions to the S-matrix. Finally, to calculate observables explicitly we must
first choose a basis of operators in which to express these observables. We do so by
selecting, for each equivalence class [O], a representative O1 ∈ [O]. Different choices of
representative O1 result in different choices of basis.

The dimension of Md increases rapidly with d. We will assume 3 generations of
fermions when counting this dimension in the SMEFT, unless otherwise specified. At
dimension-5 in the SMEFT only 12 operators are needed. We will see these explicitly in
§2.2.2. At dimension-6 numerous bases exist and are popular in the literature, including
the Warsaw basis [10], the SILH basis [37, 38] and the HISZ basis [39]. Transformations
between these are automated by programs including DEFT and Rosetta [36, 40]. We
will make use of the Warsaw basis throughout this thesis, and will discuss this basis
in more detail in §2.2.3. The operators of the Warsaw basis are given in Table 2.2.2,
consisting of 2499 operators (see Ref. [30] for an explicit counting). Hilbert series
methods have been used to count the number of operators up to dimension-12 [41–44]
for arbitrary numbers of fermion generations. In particular, these provide a counting
and classification of the types of operators appearing at dimension 7 and 8, finding a
total of 1542 operators at dimension-7 and 44807 at dimension-8. Explicit forms of
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bases for dimension-7 operators are given in Ref. [45, 46], and similarly for dimension-8
in Ref. [47, 48]. We will not consider operators at dimensions higher than dimension-6
in this thesis.

Before concluding this section, we will return to the concept of equivalences and
redundancies among operators. These may be illustrated by considering an example
from Ref. [27], in which we start with the dimension-6 operator O = (H†H)DµH

†DµH,
which does not appear in the Warsaw basis. Integrating by parts, this can be written
as

O = (H†H)DµH
†DµH = 1

2
(
OH□ − (H†H)(H†□H + □H†H)

)
. (2.2.3)

Terms involving □H can be eliminated by the Higgs equation of motion

□H = λv2H − 2λ(H†H)H − jH (2.2.4)

where λ denotes the dimensionless coupling of the Higgs potential. The current jH is
given by

jH = q̄iY ij
d d

j
R + l̄iY ij

e e
j
R − q̃iY ij

u u
j
R (2.2.5)

where Yd, Ye and Yu denote 3 × 3 matrices of Yukawa couplings, and q̃a = ϵabqb with
fundamental SU(2)L indices a, b. Substituting these into O, we find it can be written
as a sum of Warsaw basis dimension-6 operators and terms appearing in the SM
Lagrangian:

O = 1
2OH□ + 2λOH − λv2(H†H)2 + 1

2OψH , (2.2.6)

where fermionic terms such as (H†H)jHH have been grouped into the operator OψH .
We see that although O depends only on the SM degrees of freedom and respects the
SM gauge symmetries, this operator is redundant when working in the Warsaw basis.

2.2.2 Dimension-5

In this and the following subsection we will focus on the operators of dimension-5 and
dimension-6 respectively. For each we will discuss in detail the physically inequivalent
operators i.e. the operators which, at each dimension, contribute to the S-matrix. We
will choose a fixed basis for each discussion.

At dimension-5, only the Weinberg operator contributes to the S-matrix [49], given
by

O5
ij = (l̄ci H̃∗)(H̃†lj) + h.c, (2.2.7)
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where lc denotes the charge-conjugated LH leptons, H̃ = iσ2H∗ and i, j denote lepton
family indices. O5

ij is symmetric in i, j and is not Hermitian, implying that this operator
consists of 12 independent components [41]. The Weinberg operator O5 violates lepton
number L by ∆L = 2 units, a reminder that the accidental symmetries of the SM are
not required to hold in the SMEFT.

This operator is responsible for producing neutrino masses. Schematically making
the replacement H → 1√

2v after electroweak symmetry breaking (EWSB) reduces O5

to a Majorana mass term of the form

O5 ∼ v2

2 ν̄
c
LνL. (2.2.8)

The detection of neutrino oscillations [50] provided the first evidence for nonzero
neutrino mass differences ∆m2, implying that at least two neutrinos must have nonzero
mass. These measurements place limits on the neutrino masses which can be interpreted
as constraints on the ratio C5/Λ, where C5 is the 3 × 3 matrix of Wilson coefficients,
indicating Λ ≳ 1015 GeV for C5 ∼ O(1) [27].

2.2.3 Dimension-6

Table 2.2.2 shows the operators at dimension-6 expressed in the Warsaw basis [10],
forming a total of 2499 operators (see Ref. [30] for an explicit counting). The operators
are divided into categories reflecting the fields and number of derivatives present. We
will discuss the phenomenology of each category in turn. It is important to note that
this division of operators into categories is basis-dependent. As we saw in the example
of §2.2.1 in Eq. 2.2.6, an operator which consists purely of the Higgs doublet H and its
covariant derivative in one basis may generate four-fermion operators as well as Higgs
operators when rotated to the Warsaw basis. For consistency we will work with only
the Warsaw basis throughout this thesis.

X3: X denotes the gauge field strengths Wµν , Gµν , Bµν . Operators O
G̃

, O
W̃

are
CP-violating, whereas OG and OW conserve CP. Nonzero values of the Wilson co-
efficient CG will contribute to processes involving jets. These are plentiful in LHC
measurements, and we will see in Chapter 3 that this leads to strong correlations
between CG and other dimension-6 coefficients.
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X3 H6 and H4D2 ψ2H3

OG fABCGAνµ GBρν GCµρ OH (H†H)3 OeH (H†H)(l̄perH)
O

G̃
fABCG̃Aνµ GBρν GCµρ OH□ (H†H)□(H†H) OuH (H†H)(q̄purH̃)

OW εIJKW Iν
µ W Jρ

ν WKµ
ρ OHD

(
H†DµH

)⋆ (
H†DµH

)
OdH (H†H)(q̄pdrH)

O
W̃

εIJKW̃ Iν
µ W Jρ

ν WKµ
ρ

X2H2 ψ2XH ψ2H2D

OHG H†H GAµνG
Aµν OeW (l̄pσµνer)τ IHW I

µν O(1)
Hl (H†i

↔
DµH)(l̄pγµlr)

O
HG̃

H†H G̃AµνG
Aµν OeB (l̄pσµνer)HBµν O(3)

Hl (H†i
↔
D I
µ H)(l̄pτ Iγµlr)

OHW H†HW I
µνW

Iµν OuG (q̄pσµνTAur)H̃ GAµν OHe (H†i
↔
DµH)(ēpγµer)

O
HW̃

H†H W̃ I
µνW

Iµν OuW (q̄pσµνur)τ IH̃ W I
µν O(1)

Hq (H†i
↔
DµH)(q̄pγµqr)

OHB H†H BµνB
µν OuB (q̄pσµνur)H̃ Bµν O(3)

Hq (H†i
↔
D I
µ H)(q̄pτ Iγµqr)

O
HB̃

H†H B̃µνB
µν OdG (q̄pσµνTAdr)H GAµν OHu (H†i

↔
DµH)(ūpγµur)

OHW B H†τ IHW I
µνB

µν OdW (q̄pσµνdr)τ IHW I
µν OHd (H†i

↔
DµH)(d̄pγµdr)

O
HW̃ B

H†τ IH W̃ I
µνB

µν OdB (q̄pσµνdr)H Bµν OHud i(H̃†DµH)(ūpγµdr)

(L̄L)(L̄L) (R̄R)(R̄R) (L̄L)(R̄R)
Oll (l̄pγµlr)(l̄sγµlt) Oee (ēpγµer)(ēsγµet) Ole (l̄pγµlr)(ēsγµet)
O(1)

qq (q̄pγµqr)(q̄sγµqt) Ouu (ūpγµur)(ūsγµut) Olu (l̄pγµlr)(ūsγµut)
O(3)

qq (q̄pγµτ Iqr)(q̄sγµτ Iqt) Odd (d̄pγµdr)(d̄sγµdt) Old (l̄pγµlr)(d̄sγµdt)
O(1)

lq (l̄pγµlr)(q̄sγµqt) Oeu (ēpγµer)(ūsγµut) Oqe (q̄pγµqr)(ēsγµet)
O(3)

lq (l̄pγµτ I lr)(q̄sγµτ Iqt) Oed (ēpγµer)(d̄sγµdt) O(1)
qu (q̄pγµqr)(ūsγµut)

O(1)
ud (ūpγµur)(d̄sγµdt) O(8)

qu (q̄pγµTAqr)(ūsγµTAut)
O(8)

ud (ūpγµTAur)(d̄sγµTAdt) O(1)
qd (q̄pγµqr)(d̄sγµdt)

O(8)
qd (q̄pγµTAqr)(d̄sγµTAdt)

(L̄R)(R̄L) and (L̄R)(L̄R) B-violating
Oledq (l̄jper)(d̄sq

j
t ) Oduq εαβγεjk

[
(dαp )TCuβr

] [
(qγjs )TClkt

]
O(1)

quqd (q̄jpur)εjk(q̄ksdt) Oqqu εαβγεjk
[
(qαjp )TCqβkr

] [
(uγs )TCet

]
O(8)

quqd (q̄jpTAur)εjk(q̄ksTAdt) Oqqq εαβγεjnεkm
[
(qαjp )TCqβkr

] [
(qγms )TClnt

]
O(1)

lequ (l̄jper)εjk(q̄ksut) Oduu εαβγ
[
(dαp )TCuβr

] [
(uγs )TCet

]
O(3)

lequ (l̄jpσµνer)εjk(q̄ksσµνut)

Table 2.2.2. Dimension 6 operators in the Warsaw basis, adapted from Refs. [1] and [10]. Indices
p, q, r, s, t ∈ {1, 2, 3} label fermion generations. The operators are grouped by their field content, where
X denotes the gauge field strengths, D denotes the covariant derivative, ψ denotes a fermion and L, R
describe the chirality of the fermionic operators. Labels L, R of the left and right-handed fermions are
suppressed for clarity. The shaded cells indicate operators that break the flavour symmetry SU(3)5.
Note that this division of operators into categories based on the fields and covariant derivatives present
is basis-dependent.
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H6 and H4D2: OH supplements the SM with new self-interactions of the Higgs
boson. The operators OH□ and OHD modify the Higgs couplings to the electroweak
gauge bosons. An example is shown in Fig. 2.2.1, where these operators contribute
to Higgs production via associated vector boson production (VH) and vector boson
fusion (VBF) through their modifications to the H-Z-Z coupling.
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Fig. 2.2.1. Higgs production through associated vector production (VH) and vector boson
fusion (VBF) can be modified by nonzero values of the Wilson coefficients CHD and CH□.
The black circles denote their insertion into the Z-Z-H vertex.

X2H2: similarly, operators in this category couple the gauge field strengths to the
Higgs boson. CHG contributes to the gluon fusion (ggF) production mode of the Higgs
through the insertion shown in Fig. 2.2.2. In contrast to the SMEFT, the leading
contribution to ggF in the SM occurs at 1-loop, as shown by the right diagram of
Fig. 2.2.2.
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Fig. 2.2.2. Higgs production through gluon fusion can be modified by the operator OHG.
The presence of this operator means that the leading contribution in the SMEFT is at
tree-level, as shown by the diagram on the left. The leading contribution in the SM is shown
on the right and proceeds through a top quark loop.
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Next we consider operators containing fermions. We will denote these by ψ in
Table. 2.2.2. The flavour indices of the quarks and leptons, denoted by p, r, s and t in
Table 2.2.2, are largely responsible for the vast number of operators at dimension-6.
A common approach to deal with such a large number of operators is to impose a
symmetry such that some are forbidden or made redundant, such as the SU(3)5 flavour
symmetry.

In the absence of the Yukawa interactions, the SM Lagrangian has a U(3)5 sym-
metry [51, 52] which performs unitary transformations of qi, ui, di, li and ei, for
example

qi → (Uq)ijqj where Uq ∈ U(3)q. (2.2.9)

This symmetry can be decomposed into five SU(3) flavour rotations and five U(1)
symmetries, two of which are baryon number B and lepton number L:

U(3)5 → SU(3)q × SU(3)u × SU(3)d × SU(3)l × SU(3)e × U(1)5 . (2.2.10)

If we impose the SU(3)5 symmetry on the SMEFT, we reduce it to only the unshaded
operators in Table 2.2.2. As expected, this has no effect on the bosonic operators. The
number of fermionic operators is reduced, and those which are allowed are required
to have common Wilson coefficients and no off-diagonal terms, i.e. we have a single
Wilson coefficient for each unshaded operator in the table.

In total we find that the SU(3)5 symmetry reduces the number of operators to
a total of 42 in the Warsaw basis. This can be seen from Table 2.2.2 by counting
the number of unshaded entries. Note that this number differs from the number
of operators in the SMEFT with one generation of fermions, calculated to be 84 by
Ref. [41]. The differences arises because chirality flipping operators, such as the up-type
Yukawa OuH = (H†H)(q̄uH), are included in the one-generation-fermion SMEFT but
forbidden by flavour universality.

ψ2H3: these operators are a product of a (H†H) factor multiplied by the dimension-4
Yukawa operators of the SM. Replacing the (H†H) term with a factor of v2/2, we see
that contributions from these operators may lead to a shift in the Yukawa interactions
between the Higgs and fermions. LHC measurements are gaining sensitivity to these
couplings: for example, the recent observation of tt̄H production at the LHC [13]
provides a measurement which is sensitive to OuH through the insertion shown in
Fig. 2.2.3. These operators violate SU(3)5.
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ψ2XH : similarly, these operators violate SU(3)5. They are known as dipole operators
as they produce dipole interactions after the Higgs acquires a VEV. A nonzero value of
CeB, for example, would contribute to the well-constrained electron dipole moment [53].
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Fig. 2.2.3. On the left, Higgs production in association with a tt̄ pair can be modified by
the operator OuH . On the right, the coupling of Z to a l+l− pair is modified by the insertion
of operators such as O(1)

Hl and O(3)
Hl .

ψ2H2D: operators in this class contribute to the couplings of electroweak gauge
bosons to the fermions. For example, the singlet and triplet operators O(1)

Hl and O(3)
Hl

parametrise new physics contributions to Z → ll and W → lνl, as shown in Fig. 2.2.3.

ψ4: The operators in the lower half of Table 2.2.2 are the four-fermion interac-
tions, categorised by their chirality L or R. Four of these are B-violating, and as
a result their Wilson coefficients are highly constrained by measurements of proton
decay. Interactions with mixed-chirality violate SU(3)5, even in the flavour diagonal
entries. Operators in the (R̄R)(R̄R), (L̄L)(R̄R) and (L̄L)(L̄L) categories contribute
significantly to the Drell-Yan (pp → l+l−) process.

2.3 Global SMEFT fits

The price we pay for the model independence of an EFT is the large number of Wilson
coefficients which are a priori unknown, and must be determined from measurements.
This is particularly true of the SMEFT, depending on 2499 Wilson coefficients at
dimension-6. The goal of a global fit is to constrain the Wilson coefficients, fitting them
to the wealth of data available from the LHC and other particle physics experiments.
We should not arbitrarily set a subset of coefficients to zero to simplify this fit. Not
only does this spoil the model independence and basis independence of the EFT,
but renormalisation group running of the Wilson coefficients implies that this is a
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scale-dependent statement, as discussed in §2.1.3. As such, when fitting to a set of
observables, we should consider all operators relevant to the processes in question.

Fig. 2.3.1. Many operators in the dimension-6 SMEFT contribute to various LHC observ-
ables including Higgs data, top quark data, diboson production and EWPO and will benefit
from a global fit incorporating these datasets simultaneously. This diagram is taken from
Ref. [1] and depicts the dimension-6 operators constrained in the global fit of Chapter 3.

Moreover, each Wilson coefficient may contribute to multiple sets of data. This
can be seen explicitly in Fig. 2.3.1, taken from Ref. [1], in which we depict the
contribution of various coefficients of the dimension-6 SMEFT to datasets considered
in this thesis including data describing the Higgs, top quark and diboson production
as well as electroweak precision observables (EWPO). Notice that operators in the
ψ2H2D category such as C(1)

Hl and C
(3)
Hl contribute to a wide range of observables, and

as a result, including all data at our disposal will most effectively constrain these
operators.

As an example, consider Fig. 2.3.2 demonstrating the constraints on the SMEFT
Wilson coefficients CHD, CHWB from Higgs data and EWPO.3 We see that the Higgs
data and EWPO separately provide important constraints on these parameters. The
orange ellipse indicates that CHWB and CHD are anticorrelated in a fit to EWPO, while
the blue band indicates that Higgs data provides strong constraints on CHWB. However,
the green ellipse indicates that the combination of Higgs and EWPO significantly

3See Appendix A for details of the datasets.



2.3 Global SMEFT fits 19

0.0008 0.0004 0.0000 0.0004 0.0008 0.0012
CHWB

0.004

0.003

0.002

0.001

0.000

0.001

0.002

0.003

C H
D

Marginalised 95% C. L.
Higgs data and EWPO
Higgs data
EWPO
SM

Fig. 2.3.2. Constraints on the SMEFT Wilson coefficients CHWB, CHD (where Λ = 1 TeV)
from Higgs data and electroweak precision observables. These constraints are produced using
the Fitmaker code, which will be introduced in Chapter 3.

improves the constraints, removing the nearly-flat direction of the fit to Higgs data,
and reducing the range allowed by the EWPO.

Fig. 2.3.2 also demonstrates the importance of allowing all operators to vary
simultaneously in the fit. By simultaneously fitting CHWB and CHD to Higgs data and
EWPO we learn that these parameters are anticorrelated, and as a result, UV models
which predict positive correlations between these coefficients will be highly constrained.
We would not learn about this correlation by fitting CHWB and CHD one parameter at
a time.

The first goal of this thesis is to introduce and discuss the results of Ref. [1]
combining top, Higgs, diboson and electroweak data in a global fit to the dimension-6
SMEFT for the first time. This has been preceded by numerous global fits, including
fits incorporating Higgs, diboson and electroweak data [54–59] as well as fits to the top
sector [60–66]. The SMEFiT collaboration have recently performed a similar fit to the
combination of top, Higgs and diboson data [67].
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2.3.1 Electroweak input scheme

To perform a global fit, a number of choices must be made which impact the results of
the fit. One of these is the choice of electroweak input scheme. The SM has 19 free
parameters, three of which are relevant to the electroweak sector and must be provided
as inputs before calculating observables in the electroweak sector for our global fit. We
will work with the {αEW , GF ,mZ} scheme. The remaining electroweak parameters are
determined by their tree-level relation to {αEW , GF ,mZ}. For example, in the SM the
Higgs VEV v is related to GF by GF = 1√

2v2 . If we include dimension-6 operators in
the Lagrangian, this relationship receives corrections. In the Warsaw basis these take
the form

GF = 1√
2v2

(
1 − 1√

2
v2

Λ2 (Cll − 2C(3)
Hl

)
. (2.3.1)

Therefore working in this input scheme will indirectly result in constraints on the
operators Oll, O(3)

Hl even when these operators are not directly relevant to the measured
observables. This is highlighted by the inclusion of the coefficient Cll in most data
sectors shown in Fig. 2.3.1 (all except the tt̄ sector, a QCD process which does not
depend on electroweak input parameters), despite these processes not having any direct
dependence on four-lepton interactions.

2.3.2 Linear vs quadratic

A second choice that must be made prior to performing a global SMEFT fit is the
order in the EFT expansion at which we truncate observables. At dimension-6 we may
write an amplitude as

A = ASM +
∑
i

Ci
Λ2 Ai (2.3.2)

where Ai denotes the contribution from operator Oi to A. Observables are computed
from |A|2 given by

|A|2 = |ASM |2 +
∑
i

Ci
Λ2 A†

SMAi +
∑
i,j

CiCj
Λ4 A†

iAj. (2.3.3)

The first term depends only on the SM. The second term is linear in Wilson coefficients
and O(E2/Λ2) in the EFT expansion. In contrast, the third term is quadratic in Wilson
coefficients and O(E4/Λ4) in the EFT expansion. Throughout this thesis we will use
the terms linear and quadratic to refer to the dependence of the observables on the
Wilson coefficients.
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The EFT approximation of Eq. 2.3.2 relies on small values of CiE2/Λ2, where
E is the characteristic energy scale of the observable. In this limit we expect the
quadratic, O(E4/Λ4), terms to be subdominant, and thus can neglect them as a leading
approximation. Neglecting these quadratic terms is further motivated by the fact that
these terms enter into the observable at the same order in E/Λ as the dimension-8
operators, which we will not include in this thesis. In Chapter 3 we will take this
perspective, working to linear order in Wilson coefficients.

However, the assumption that the linear, O(E2/Λ2), terms form the leading contri-
bution rests on the assumption that the BSM amplitudes Ai will interfere appreciably
with the SM. This is not always the case. Consider the four-fermion SMEFT operator
(O(1)

lq )2233, defined as
(O(1)

ql )2233 = (l̄2γνl2)(q̄3γ
νq3). (2.3.4)

In Chapter 4 we will constrain this operator using LHC Drell-Yan data. The con-
tribution to Drell-Yan from this operator is suppressed by the small b-quark parton
distribution function (PDF). As a result of this, constraining this operator using only
the linear contribution produces very weak constraints. These weak constraints are
improved by including also the quadratic term, which benefits from the high-energy
scaling of the amplitude ∼ E2/Λ2.

Through this example we see that in some cases, the inclusion of the quadratic
terms may produce the best constraints on the SMEFT. However, these constraints
should be viewed with caution: as mentioned above, the quadratic terms enter into
the observable at the same order in E/Λ as the dimension-8 operators of the SMEFT,
which are beyond the scope of this thesis. By including the quadratic terms, and not
the dimension-8 operators, the constraints produced may not be accurate. For the
majority of this thesis we will avoid this issue by including only the linear terms. We
will make use of the fact that the strong constraints produced by working to quadratic
order are a subset of the less stringent constraints obtained by working instead to linear
order. By retaining only the terms linear in Wilson coefficients, we gain a conservative
estimate of the true constraining power of the data. We will discuss this viewpoint in
more detail in Chapter 3 in the context of top quark data.

2.3.3 Statistical methods

A global fit of the SMEFT relies on a choice of fitting methodology. In each of
Chapters 3 and 4 we will perform a fit, determining the values of Wilson coefficients
excluded by the available data and therefore constraining the Wilson coefficients to
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a range consistent with our observations. In each case, the fitting methodology used
will be discussed. Here we will give a brief overview and introduction to the necessary
statistical concepts, following Refs. [68–73]. We will use a frequentist interpretation of
probability throughout this subsection, except where we explicitly discuss Bayesian
parameter estimation.

The likelihood

Consider a dataset D. We will denote the ith datapoint in our dataset by yexpi , and
use y(C⃗, θ)i to denote the corresponding theoretical prediction, where C⃗ denotes a
vector of Wilson coefficients. The parameter θ is a nuisance parameter and can be
used, for example, to parametrise the effect of systematic uncertainties on our data.
The likelihood L(D|C⃗, θ) is the probability of the observed dataset D, given the value
of Wilson coefficients C⃗ and θ. We will suppress the dependence on D and denote the
likelihood by L(C⃗, θ) in the following.

We will make use of a Gaussian likelihood,

L(C⃗, θ) = N exp
(

− 1
2(yexp − y(C⃗, θ))Ti (V −1)ij(yexp − y(C⃗, θ))j

)
(2.3.5)

where Vij denotes the covariance matrix, N is a normalisation factor and summation
over i, j is implied. LHC measurements consist of measurements of events in N bins
of a histogram, denoted by ni where i = 1, .., N . The Gaussian likelihood makes the
assumption that we have a large number of events per bin i.e. that terms of order
∼ O(1/√ni) can be neglected [73].

The Gaussian likelihood takes into account the statistical and systematic uncertain-
ties on each datapoint as well as the correlations between datapoints via the covariance
matrix Vij . The diagonal entry Vii is the variance of yexpi . The off-diagonal entry Vij is
related to the correlation ρij between yexpi and yexpj by

ρij = Vij√
Vii
√
Vjj

(2.3.6)

where there is no summation over indices i, j. Note, however, that we cannot account
for asymmetric uncertainties. This implies that if an experiment publishes a value of
yexpi with uncertainties ∆(yexpi )lower and ∆(yexpi )upper, we must symmetrise the upper
and lower uncertainties before incorporating them into the covariance matrix, resulting
in a loss of information when constructing the likelihood.
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Alternative choices of likelihood exist. These include the Variable Gaussian like-
lihood of Ref. [74] which is capable of accounting for asymmetric experimental un-
certainties, and the Poisson likelihood which is well-suited to datasets in which the
large-ni approximation may not hold, for example high-pT searches for BSM particles.

The χ2 test statistic

In order to constrain the Wilson coefficients C⃗, we must quantify their compatibility
with the observed data. We define the test statistic t(C⃗) as

t(C⃗) = −2ln
(L(C⃗, ˆ̂

θ)

L( ˆ⃗
C, θ̂)

)
. (2.3.7)

The best-fit values of C⃗ and θ are given by their maximum likelihood estimators
denoted by ˆ⃗

C and θ̂ respectively. We denote the maximum likelihood estimator of θ at
fixed value of C⃗ by ˆ̂

θ. Wilk’s theorem [75] states that in the limit of a large number of
events ni in each bin, t(C⃗) follows a χ2 distribution with number of degrees of freedom
given by the number of Wilson coefficients in our fit. In the case of the Gaussian
likelihood this can be readily seen by expressing t(C⃗) in the form of a difference of two
χ2 functions as

t(C⃗) = (yexp − y(C⃗, ˆ̂
θ))Ti (V −1)ij(yexp − y(C⃗, ˆ̂

θ))j

− (yexp − y( ⃗̂C, θ̂))Ti (V −1)ij(yexp − y( ⃗̂C, θ̂))j

= χ2(C, ˆ̂
θ) − χ2(Ĉ, θ̂).

(2.3.8)

Compatibility between data and theory is quantified by the p-value. This is defined as
the probability of observing data as or more incompatible with C⃗ than the data we
have observed. The p-value is calculated from t(C⃗) as

p(t(C⃗)) =
∫ ∞

t(C⃗)
f(t(C⃗ ′)|C⃗)dt(C⃗ ′) = 1 − F (t(C⃗)|C⃗) (2.3.9)

where f(t(C⃗ ′)|C⃗) denotes the probability distribution of t(C⃗ ′) under the assumption of
data distributed according to the SMEFT at C⃗ ′, and F (t(C⃗)|C⃗) is the corresponding
cumulative distribution function.

We will place constraints on C⃗ by computing confidence intervals at 95 % confidence
level (CL). These confidence intervals are defined as the range of C⃗ compatible with
the data at a significance of α = 0.05. We obtain confidence intervals on C⃗ by solving
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p(C⃗lim) = 0.05 for C⃗lim to obtain the limiting values of C⃗ consistent with our data. In
practice we make use of the cumulative distribution function F (t(C⃗), C⃗), obtaining
C⃗lim by solving t(C⃗lim) = F−1(0.95). For example, suppose we wish to constrain two
Wilson coefficients. The test statistic t(C1, C2) then follows a χ2 distribution with 2
degrees of freedom. This tells us that F is the cumulative distribution of a χ2 with 2
degrees of freedom, in which case F−1(0.95) takes the value F−1(0.95) ≈ 5.994.

Finally, we note that we will often deal with observables y(C⃗)i which are linear in
C⃗, as discussed in §2.3.2. In this case, t(C⃗) is a quadratic function of C⃗. The solutions
C⃗lim to the equation t(C⃗lim) = F−1(0.95) will take the form of an ellipse, or more
generally, an n-dimensional ellipsoid, where n is the dimension of C⃗. An example of
two-dimensional elliptic constraints can be seen in Fig. 2.3.2.

Individual and profiled limits

Consider a fit to n Wilson coefficients Ci, i = 1, ..., n. Suppose we are interested only
in the constraints on C1. We will use individual limits to refer to the constraints
obtained on C1 from the test statistic t(C1, 0, ..., 0) i.e. in the limit that all other
Wilson coefficients are set to zero. Setting the subset {C2, ..., Cn} of Wilson coefficients
to zero destroys the model independence and basis independence of the effective field
theory, however. As a result, although individual limits provide a rough guide of the
constraining power of our dataset, there are not realistic constraints on the Wilson
coeffient C1.

A more realistic alternative is provided by profiled limits. The profiled limits on C1

are obtained from the test statistic t(C1, Ĉ2, ..., Ĉn) i.e. we set all remaining Wilson
coefficients to their maximum likelihood estimates, allowing only C1 to vary. As we
will discuss in the next subsection, profiled limits are often referred to as marginalised
limits, in particular when using the Gaussian likelihood.

Bayesian parameter estimation

We may take an alternative perspective on constraining C⃗ by using a Bayesian frame-
work. Let p(C⃗|D) denote the probability of C⃗, given the data set D. Bayes’ theorem
states that p(C⃗|D) is related to the likelihood function L(C⃗) by

p(C⃗|D) = L(C⃗)π(C⃗)∫
L(C⃗)π(C⃗)dnC

(2.3.10)

4Values of the cumulative distribution function of the χ2 distribution can be found in Ref. [76] or
from the Python package Scipy [77].
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where here we have neglected nuisance parameters θ. π(C⃗) is the prior probability
distribution function, which takes into account any prior knowledge of the distribution
of C⃗. If we could calculate the probability distribution p(C⃗|D) from Eq. 2.3.10,
constraints on C⃗ could then be derived from this. In practice calculating p(C⃗|D) from
Eq. 2.3.10 is often nontrivial, due to complicated likelihood functions and/or difficulties
calculating the denominator of Eq. 2.3.10. Instead, we infer information about p(C⃗|D)
by sampling from p(C⃗|D), using methods such as Markov Chain Monte Carlo (MCMC)
or Nested Sampling [68]. In this thesis we will make use of the method of Nested
Sampling, outlined in more detail in Appendix B.

Suppose we perform a fit to n Wilson coefficients C⃗, but are interested only in the
constraints on C1. In the Bayesian framework, to obtain constraints on C1 only, we
marginalise over the coefficients C2, ..., Cn:

p(C1|D) =
∫
dn−1Cp(C⃗|D) , (2.3.11)

resulting in p(C1|D), the probability distribution for the coefficient of interest C1. It
can be shown that when working with the Gaussian likelihood, and assuming a constant
prior (π(C⃗) ∝ const), the result of this marginalisation coincides with the profiled
limits discussed above [68]. As a result, the phrases profiled and marginalised are often
used interchangeably in the literature, including within this thesis. In general, however,
marginalisation and profiling produce different results.

2.4 New physics at high-pT

2.4.1 Direct searches

While Chapter 3 will focus on a global SMEFT fit, in Chapters 4 and 5 we will turn to
measurements in the high-pT regime in search of new physics. In this context, hadron
colliders are often known as discovery machines. While the clean backgrounds of lepton
colliders allow them to perform precise measurements, hadron colliders benefit from
the high proton mass, reaching high centre of mass energies and directly producing
on-shell heavy new physics. Exciting prospects for these direct searches come from
proposals for the future circular collider (FCC-hh): a collider of 100km circumference,
expected to run with centre of mass energy

√
s = 100 TeV and collect an integrated

luminosity of L = 20 ab−1. In the nearer future we await the High Luminosity LHC
(HL-LHC), expected to run at 14 TeV and collect an integrated luminosity of L = 3
ab−1. At the time of writing Ref. [3], proposals also existed for a high energy hadron
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collider (HE-LHC) with centre of mass energy
√
s = 27 TeV and luminosity L = 15

ab−1. We summarise these details in Table. 2.4.1.
√
s [TeV] L [ab−1]

LHC 13 0.14
HL-LHC 14 3
HE-LHC 27 15
FCC-hh 100 20

Table 2.4.1. Design centre of mass energies and integrated luminosities of the LHC Run II
and future hadron colliders, adapted from Ref. [3].

It is important that we quantify the expected performance of each future collider.
In particular, projections of future collider sensitivities to new physics provide crucial
motivation for these projects. A benchmarking study was performed in Ref. [78],
estimating the potential of the future colliders of Table 2.4.1 to uncover new physics
through direct searches. Only loose assumptions about BSM particles were made,
studying a range of two-body final states (tt̄,jj,l+l−,W+W−) into which many BSM
particles could decay. In Chapter 5, to further estimate the discovery potential of
future colliders, we will focus on a specific new physics scenario: the scalar leptoquark.
As we will discuss in §2.5, these BSM particles are well-motivated by measurements of
discrepancies from the SM in rare B meson decays. Collider sensitivity to their discovery,
however, is limited by SM background rates. The estimation of such background rates is
therefore of vital importance to our estimates of the sensitivity. For each future collider,
accurate simulations of the SM backgrounds, including the detector response, will be
produced. By specialising the event selection, signal region, cuts and SM background
to the leptoquark scenario we will provide a realistic estimate of the sensitivity of
future colliders to the discovery of a leptoquark through direct searches.

2.4.2 Indirect searches

Hadron colliders are not limited to direct searches for new physics, however, and even
measurements of high-pT observables can indirectly constrain new physics. In Ref. [8]
it was shown that measurements of the high-mass region of Drell-Yan invariant mass
distributions have the potential to produce constraints on SMEFT operators which
are competitive with those of the low-energy precision measurements from LEP. This
is counterintuitive: hadron colliders are not generally associated with precision tests
of new physics due to their complicated SM backgrounds. Schematically, we can
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understand why this is so by expressing the leading contribution from dimension-6
operators to an amplitude A as

A ∼ ASM + C
E2

Λ2

∼ ASM + C
v2

Λ2 + C
vp

Λ2 + C
p2

Λ2 ,

(2.4.1)

where v denotes the electroweak scale and p is the typical momentum transfer of
the process. Contributions of order O(v2/Λ2) come from operators such as OdH =
(H†H)(q̄pdrH) as discussed in §2.2.3. In contrast, four-fermion operators will produce
contributions to the amplitude which scale as p2/Λ2. This quadratic scaling leads to
an enhancement of the contribution from the EFT to the high-mass Drell-Yan tails,
resulting in powerful constraints despite the large statistical uncertainties in these
measurements.

As a result, the SMEFT has become the tool of choice for precision searches for
new physics, even for high-mass, high-pT measurements. ATLAS and CMS have used
high-mass Drell-Yan measurements to constrain a set of four-fermion operators of the
SMEFT [79, 80], while high-pT searches have been recast to constrain four-fermion
operators relevant to the neutral current B anomalies [81–84].

In Chapter 4 we will study the effects of four-fermion dimension-6 SMEFT operators
on the high-mass region of Drell-Yan distributions. From the energy scaling of Eq. 2.4.1,
we expect these operators to smoothly rescale the tail of the invariant mass distribution.
To detect this subtle sign of new physics, we must have confidence in our theoretical
predictions.

2.4.3 Parton distribution functions

Parton distribution functions (PDFs) form a key input into the calculation of LHC
observables. Consider the diagram in Fig. 2.4.1 showing the leading contribution to the
Drell-Yan process, mediated by a Z boson or photon. This process occurs when quark
and antiquark constituents of the colliding protons interact with a high momentum
transfer. In this high-energy regime, the partonic cross section σ̂

(
qf (x1p2)qf̄ (x2p2) →

l+l−
)

can be calculated in perturbation theory. The leading contribution in αs is given
by

σ̂
(
qf (x1p2)qf̄ (x2p2) → l+l−

)
=
Q2
f

3
4πα2

EW

3s (2.4.2)

where Qf is the electric charge of the initial state quark and s = (p1 + p2)2.
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Fig. 2.4.1. The leading contribution to the Drell-Yan pp → l+l− process. The cross section
factorises into the non-perturbative parton distribution functions describing the proton
constituents, and the hard scattering process qq̄ → l+l−.

To calculate the total cross section for the Drell-Yan process from this, we need the
probability that quark f carries a fraction x of the incoming proton momentum. This
is determined by the parton distribution function (PDF) ff (x,Q2), where Q2 denotes
the energy scale at which the process takes place [85–87]. The total cross section is
then given by

σ(p(p1)p(p2) → l+l−) =∫ 1

0
dx1

∫ 1

0
dx2

∑
f

ff (x1, Q
2)ff̄ (x2, Q

2)σ̂(qf (x1p2)qf̄ (x2p2) → l+l−) + O
(Λ2

QCD

Q2

)
.

(2.4.3)

The cross section is subject to the Factorisation Theorem of QCD [88]: it factorises into
a short-distance piece, the hard scattering cross section σ̂, and a long-distance piece
governed by the PDFs where we sum over initial state quarks and antiquarks denoted
by f and f̄ respectively. This factorisation is not exact, however, and corrections of
order O

(
Λ2

QCD
Q2

)
arise due to the underlying soft interactions of the remaining quark

and gluon constituents of the proton [87].
The long-distance physics described by the PDFs is non-perturbative, and as a

result the PDFs cannot be calculated in perturbation theory from first principles.
Instead they are determined from fits to data by collaborations such as NNPDF [89],
MMHT [90] and CTEQ [91]. The fitting procedure is made easier by two features of
QCD. Firstly, perturbative QCD determines the Q2 dependence of the PDF through
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the DGLAP evolution equations. Therefore by determining f(x,Q2
0), the PDF can

then be evolved to f(x,Q2
1) where Q2

1 ̸= Q2
0. Secondly, as a result of the factorisation

theorem, the PDFs are universal: once determined, the PDF f(x,Q2) can be used to
calculate many observables.

An inconsistency arises, however, when we compare PDF fits and SMEFT fits.
When we perform a SMEFT fit we compare a measured observable, σmeas, with a
theory prediction σth calculated by convoluting the partonic cross section σ̂th with the
PDF as in Eq. 2.4.3. We calculate σ̂th assuming the SMEFT. In contrast, in PDF fits
we assume only the SM, not the SMEFT. By doing so, we provide the SMEFT fit with
an inconsistency in our theoretical predictions. The problem worsens when we consider
the data incorporated into our SMEFT and PDF fits: often there is an overlap. For
example, data involving jets are used in constraining the SMEFT in Ref. [92] and
top-quark data are used in the global fit of Ref. [67], while NNPDF3.1 [89] use both of
these types of data in their PDF fits.

These inconsistencies may lead to the reabsorption of new physics effects into the
PDF parametrisation, particularly the subtle effects of new physics in high-pT tails.
Addressing this issue forms the second goal of this thesis. In Chapter 4 we will tackle
this challenge by quantifying the interplay between PDF and EFT effects in high-energy
Drell-Yan tails. Our work is an extension of a previous study [93] investigating this
interplay in Deep Inelastic Scattering (DIS) observables, where a subtle interplay was
observed. However, although DIS data provide important constraints on the PDFs,
sensitivity to EFT effects is limited. By adding DY data to this study we will investigate
whether this interplay remains when the EFT is subject to more stringent constraints.

2.5 Evidence for new physics in B meson decays

2.5.1 Neutral current B anomalies

Finally, we return to low energies and consider evidence for new physics in rare B meson
decays. Flavour changing neutral currents (FCNC) are highly suppressed in the SM.
Lepton flavour universality (LFU) forbids these processes from taking place at tree-level,
and the leading loop-level diagrams are often further suppressed by small CKM elements
and the GIM mechanism [94]. New physics may lead to significant contributions to
these observables, particularly if it contributes at tree-level. Measurements of FCNC,
therefore, provide an important low-energy probe of BSM physics [95, 96].
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Fig. 2.5.1. Diagrams showing the decay B0 → K0µ+µ− in the SM (left) and through
the insertion of a dimension-6 operator of the weak effective theory (right). The leading
contribution from the SM is at 1-loop, whereas a dimension-6 operator allows this process to
take place at tree-level.

An example of this is the branching ratio of the decay B0 → K0µ+µ−. In the
SM the leading diagram is at 1-loop, and one of the contributing diagrams is shown
in Fig. 2.5.1 (left). LHCb have measured BR(B0 → K0µ+µ−) to be lower than the
theoretical prediction, indicating a small discrepancy from the SM [97]. This is also
true of measurements of the branching ratios BR(Bs → µ+µ−), BR(B+ → K+µ+µ−),
BR(B+ → K+∗µ+µ−), BR(B0

s → ϕµ+µ−) and BR(λ0
b → λ0µ+µ−) [97–103]. Similar

discrepancies from the SM are seen in measurements of the angular distributions of
B decays [104–107] and in measurements of the ratios RK and RK(∗) , defined as the
ratios of branching fractions

RK(∗) ≡ BR(B → K(∗)µ+µ−)
BR(B → K(∗)e+e−) . (2.5.1)

Measurements of RK and RK∗ in particular have gathered attention. Calculations
of most of the observables listed above include large hadronic uncertainties. This
is not true of RK and RK∗ : LFU in the SM implies that the hadronic uncertainties
associated with the numerator and denominator cancel one another, making these
theoretically ‘clean’ observables. Recently, LHCb measured RK using 9 fb−1 of data,
finding RK = 0.846+0.042+0.013

−0.039−0.012 in the range 1.1 GeV2 < q2 < 6 GeV2 where q2 is
the dilepton invariant mass squared [15]. This is a discrepancy of 3.1σ from the SM
predictions. A previous analysis combining Run I and 2 fb−1 of LHCb Run II data
measured RK = 0.846+0.06+0.016

−0.054−0.014 in the same range, a deviation of approximately
2.5σ [108, 109]. Similarly, RK∗ has been measured by LHCb as RK∗ [0.045GeV2 < q2 <

1.1GeV2] = 0.66+0.11
−0.07 ± 0.03 and RK∗ [0.045GeV2 < q2 < 1.1GeV2] = 0.69+0.11

−0.07 ± 0.05.
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Each measurement shows a discrepancy of approximately 2.5σ, with the deviation
following the same pattern as other measurements, suggesting values lower than the SM
predictions. Measurements of RK∗ by Belle are less intriguing: these are compatible
with both the SM and LHCb measurements due to larger uncertainties: RK∗ [15GeV2 <

q2 < 19GeV2] = 1.18+0.52
−0.32 ± 0.1 and RK∗ [0.1GeV2 < q2 < 8GeV2] = 0.9+0.27

−0.21 ± 0.1 [110].
The branching ratio BR(Bs → µ+µ−) is also considered a theoretically clean

observable. This process has a purely leptonic final state, and hadronic uncertainties
enter only through the Bs decay constant which is calculated to high precision by
lattice QCD methods [111, 112]. The most recent measurement of BR(Bs → µ+µ−)
by LHCb found a result lower than the SM prediction [100], a discrepancy with a
significance of 2.5 σ. Similar discrepancies were found in previous measurements by
ATLAS and CMS [98, 99]. Ref. [113] combined these measurements with measurements
of RK and RK∗ in a fit to the SM, and found that collectively these theoretically clean
observables are discrepant from the SM at a statistical significance of 4 σ.

This suggests that although individual discrepancies from the SM may be small,
collectively they point towards new physics in b → sl+l− transitions. We will refer to
these discrepancies as the neutral current B anomalies (NCBAs).

2.5.2 Effective field theory interpretation

Taken individually, the statistical significance of each of these measurements is too
small to claim a discovery. However, incorporating them into a global fit can aid in
their interpretation, investigating whether BSM physics is capable of improving the
global description of the data. A number of global analyses exist: we will make use of
the results of Refs. [114, 115].

As discussed in §2.3, the EFT framework provides a model-independent setting
in which to interpret signs of new physics. In the case of low-energy flavour physics
data, the weak effective theory is most relevant [116, 117]. We will use this EFT to
describe physics at the scale µ ∼ mb where mb denotes the b-quark mass. The weak
effective theory depends on fewer degrees of freedom than the SMEFT: the W± and Z
electroweak gauge bosons have been integrated out, as have the Higgs boson and the
top quark. The effective Lagrangian contains the terms

LNP
eff = 4GF√

2
VtbV

∗
ts

e2

16π2

∑
i

CiOi + h.c. (2.5.2)

where Oi and Ci are the dimension-6 operators and their associated Wilson coefficients.
A prefactor of 4GF√

2 VtbV
∗
ts

e2

16π2 has been factored out of the Wilson coefficients, where Vtb
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and Vts denote elements of the CKM matrix. At the scale mb, the SM gauge symmetry
SU(2)L × U(1)Y has been broken down to U(1)EM. In this regime we can treat the
left-handed up and down-type quarks uL,i, dL,i on a separate footing, allowing us to
perform a rotation to the mass eigenbasis. The operators Oi of the weak effective
theory are constructed from quarks in the mass eigenbasis. For the remainder of this
Chapter we will denote the weak eigenbasis using primes, and the mass eigenbasis will
be represented by unprimed notation.

Consider the subset of operators describing a 4-fermion interaction of two leptons
and the b and s quarks. It is found in Ref. [115] that by performing a one-parameter
fit of the data to each Wilson coefficient separately, new physics in the muon sector
is favoured. A preference is found for new physics in the coefficients C9 and C10,
describing the following vector and axial interactions:

O9 = (s̄γµPLb)(µ̄γµµ),
O10 = (s̄γµPLb)(µ̄γµγ5µ),

(2.5.3)

with a pull of 5.7σ and 4.8σ from the SM respectively. Similarly, the combination
C9 = −C10 is favoured over the SM with a pull of 5.9σ, indicating that new physics
may couple preferentially to left-handed quarks and muons through the operator OLL:

OLL = 1
2(O9 − O10) = (s̄γµPLb)(µ̄γµPLµ). (2.5.4)

Fig. 2.5.1 (right) shows an example of how the insertion of one of these operators may
modify the leading order diagram describing the B0 → K0µ+µ− process, allowing it to
take place at tree-level.

2.5.3 Leptoquarks

The operators O9, O10 and their combination OLL may arise due to heavy new physics
mediating an interaction between muons and b,s quarks. An interesting BSM candidate
is the leptoquark. A number of scalar leptoquark models have been proposed to solve
the NCBAs, as well as models of vector leptoquarks and Z ′ bosons, often arising due
to a U(1)′ extension of the SM gauge group [118–129].

We will consider a simple model of a scalar leptoquark with couplings to left-handed
quarks bL, sL and muons µL. Following the notation of [130], a complex SU(2)L triplet
S3, with quantum numbers (3̄, 3, 1

3) under the standard model gauge group can produce
this interaction. Fig. 2.5.2 shows how this leptoquark may mediate the b → sµ+µ−
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transition at tree-level. The Yukawa couplings of the leptoquark to the ith-family
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Fig. 2.5.2. Leptoquark S3 mediating a tree-level b → sµ+µ− transition.

SM quark (q′
i) and lepton (l′i) SU(2)L doublets are given by (in the primed weak

eigenbasis) [126, 127]:

LYukawa = (Yl)ijqC′
i,aϵabτ

k
bcl

′
j,cS

k
3 + (Yq)ijqC′

i,aϵabτ
k
bcq

′
j,c(Sk3 )† + h.c., (2.5.5)

where we have suppressed QCD gauge indices, i, j ∈ {1, 2, 3} are family indices,
a, b, c ∈ {1, 2} are fundamental SU(2)L indices, k ∈ {1, 2, 3} is an adjoint SU(2)L
index, the superscript C denotes a charge conjugated fermion, ϵab is the Levi Civita
symbol, the τ kab are the Pauli matrices and Yl and Yq are 3 × 3 matrices of complex
dimensionless Yukawa couplings.

In order to avoid proton instability we assume that baryon number is conserved,
setting (Yq)ij to zero. After EWSB S3 becomes (S−2/3, S+1/3, S+4/3) where the
superscript denotes electric charge. The left-handed quarks and leptons mix according
to

P′T = VPPT , (2.5.6)

where P ∈ {uL, dL, eL, νL} and bold face denotes a 3-vector in family space. VP

are then unitary dimensionless 3 by 3 matrices, being experimentally constrained via
the CKM combination VCKM = V †

uL
VdL

and the PMNS combination UPMNS = V †
νL
VeL

.
With these definitions we arrive at the couplings of the leptoquark to the leptons and
quarks in the mass eigenbasis,

LYukawa = −
√

2 dCLYdeeLS+4/3 − uCLYueeLS+1/3

− dCLYdννLS+1/3 +
√

2 uC
LYuννLS

−2/3 + h.c.,
(2.5.7)
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where Yde = V T
dL
YlVeL

, Yue = V T
uL
YlVeL

, Ydν = V T
dL
YlVνL

, and Yuν = V T
uL
YlVνL

.
Assuming the leptoquark has a large mass mLQ, we can describe the interaction of

Fig. 2.5.2 using the operators of the weak effective theory. Integrating the leptoquark
out of the theory and comparing the resulting interaction to the weak effective theory
Lagrangian of Eq. 2.5.2, we find the following relation:

(Yde)32(Y ∗
de)22

m2
LQ

= CLL
4GF√

2
VtbV

∗
ts

e2

16π2

= CLL
(36TeV)2 ,

(2.5.8)

indicating that we need nonzero (Yde)32 and (Yde)22 to explain the NCBAs. Taking
the value of CLL to be CLL = −1.06 ± 0.16 from the best-fit point of the global fit of
Ref. [114], we constrain the ratio of leptoquark couplings and mass to take the value

(Yde)32(Y ∗
de)22

m2
LQ

= (8.2 ± 1.2) × 10−4TeV−2. (2.5.9)

We will typically use the central value from this fit in order to fix (Yde)32(Y ∗
de)22 for a

given value of mLQ. Although in general Yde are complex, we will here take real values
for simplicity and because we are not considering CP -violating observables.
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Fig. 2.5.3. Leptoquark production mechanisms at hadron colliders. The dominant pro-
duction mechanism is pair production (left) through gluon-gluon fusion. This mechanism is
independent of the couplings of the leptoquark to leptons and quarks. In contrast, single
production (right) always occurs in association with a lepton.

As we saw in §2.4.1, direct searches aim to discover BSM particles through their
direct production. Fig. 2.5.3 (left) shows the dominant production mechanism, gluon-
gluon fusion, through which the pair production of leptoquarks at hadron colliders
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may take place. Since by definition a leptoquark couples to a quark and a lepton, it
must carry colour to preserve SU(3) and therefore, by SU(3) gauge symmetry, must
couple to gluons via the QCD coupling constant. In contrast, single production of a
leptoquark is always dependent on the leptoquark coupling Yql as shown by Fig. 2.5.3
(right). Assuming the size of Yql required to explain the NCBAs in Eq. 2.5.9, and
taking into consideration the constraints on Yql from previous searches [131, 132], this
production mechanism is expected to be subdominant. Turning to the leptoquark
decay, the NCBAs predict that there should be couplings between S3 and s̄, µ or b̄,
µ from the first term in Eq. 2.5.7. Thus we expect the decay channels S3 → b̄µ and
S3 → s̄µ to be open, suggesting that searches for scalar leptoquarks in the µ+µ−jj

channel may provide an insight into the NCBAs.
The most recent search for the pair production of scalar leptoquarks by ATLAS

uses 139 fb−1 of Run II 13 TeV data and excludes leptoquarks in the µ+µ−jj channel
with masses up to mLQ = 1.7 TeV [133]. In this analysis, the bottom quark remains
untagged and is counted merely as a jet. We can therefore apply these constraints to
leptoquarks solving the NCBAs. Looking to the future, the hadron colliders described
in §2.4.1 will provide new information on scalar leptoquarks as well as on the NCBAs
themselves [134], concurrently with Belle II [135, 136]. This brings us to the final goal
of this thesis. In Chapter 5 we will estimate the sensitivity of future hadron colliders
to scalar leptoquarks in the µ+µ−jj channel. Assuming these leptoquarks solve the
NCBAs, we will address the question of whether limits on leptoquark masses will be
increased by future hadron colliders. Or, more optimistically, we will ask: if the NCBAs
are signs of new physics and scalar leptoquarks are responsible, could these leptoquarks
be discovered in the near future?

This Chapter began with an introduction to effective field theories and the Stan-
dard Model Effective Field Theory, followed by an overview of how these theoretical
frameworks are crucial to the search for new physics: in measuring their Wilson coeffi-
cients in fits to data, in parametrising new physics in parton distribution functions and
in their use to interpret anomalous measurements in flavour physics data. We will now
turn to the first of these, focusing our attention on a global fit to Higgs, electroweak,
diboson and top data.





Chapter 3

Top, Diboson, Higgs and
Electroweak fit to the SMEFT

3.1 Introduction

The goal of this Chapter is to present a fit of the SMEFT to data from the top, Higgs,
diboson and electroweak sectors. This is the first global dimension-6 SMEFT analysis
to include top data and operators in a simultaneous combination of the constraints
from the Higgs, electroweak, diboson and top sectors. This Chapter is based on Ref. [1]
and all results are produced using a newly-developed public code called Fitmaker.

The global analysis we present here is performed at linear order in the dimension-6
SMEFT operator coefficients. Our SMEFT predictions for the observables are computed
to linear order in the SMEFT operator coefficients, while quadratic corrections from
dimension-6 operators are neglected. The theoretical prediction for a cross section σ

takes the form
σ = σSM +

∑
i

ai
Ci
Λ2 + O( 1

Λ4 ) (3.1.1)

where σSM denotes the contribution from the SM Lagrangian, and ai denotes the
contribution from the operator associated with Wilson coefficient Ci. For operators
where quadratic contributions are non-negligible, such as in the top sector as shown by
Ref. [63], the linear constraints can be viewed as provisional. Nevertheless, keeping
those operators in the global fit typically yields conservative marginalised limits and
allows one to assess where the impact on other operators can be significant to a first
approximation. As discussed in §2.3.2, the inclusion of quadratic contributions should
be done with caution as they are generically of the same order as linear interference
terms with coefficients of dimension-8 operators, though exceptions exist in some
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specific UV completions [137]. For example, in a UV completion with a single particle
and a single coupling the quadratic dimension-6 contributions can be larger than the
linear dimension-6 ones in the strong-coupling regime, though not more generally.
The importance of their effect is therefore a model-dependent question. We note also
that sensitivity of a linear fit to quadratic contributions is an indicator for a possible
breakdown in the regime of validity of the SMEFT, so care must be taken in the
interpretation of the fit.

We will formulate the dimension-6 SMEFT in terms of the Warsaw basis. As we
saw in Chapter 2, the representation of the Warsaw basis given in Table 2.2.2 involves
a vast number of operators. We will reduce this number by imposing a symmetry
such that some operators are forbidden or made redundant, firstly making use of the
flavour universal symmetry introduced in §2.2.3 to reduce the number of operators
relevant to our fit to a total of 20. This symmetry enforces universality among fermion
flavours, placing the right-handed up and top quarks on the same footing, for example.
This is not ideal when dealing with top quark data: it would be preferable to single
out the top quark as separate from the remaining quarks. To do so, we will relax
the requirement of flavour universality and impose a less restrictive symmetry, the
‘top-specific’ symmetry, the details of which will be outlined in §3.4.2. This scenario
increases the number of operators in our fit to a total of 34.

The Fitmaker code incorporates two types of fitting methodology. The first of these
is a frequentist fitting methodology which involves the calculation and minimisation of
a χ2 test statistic. We perform a χ2 fit for a vector of observables, y⃗, with covariance
matrix, V, and theory predictions for those observables, µ⃗(Ci), depending on Wilson
coefficient Ci, using a χ2 function defined as

χ2(Ci) = (y⃗ − µ⃗(Ci))T V−1 (y⃗ − µ⃗(Ci)) . (3.1.2)

The best-fit Wilson coefficients can then be found by a simple χ2 minimisation, and
confidence intervals can be calculated as outlined in §2.3.3. As we will discuss in
more detail in §3.2, the procedure of finding the best-fit point and constraints can
be performed analytically. As a result, this χ2 fitting methodology is very fast and
efficient, and we will see that the calculational speed of the χ2 fitting methodology
makes possible a broad-band search for BSM physics.

Fitmaker also incorporates a Bayesian method of parameter estimation, using
which we can also perform fits of the SMEFT to data. This Bayesian method is the
nested sampling algorithm [138], outlined in more detail in Appendix B. The nested
sampling fitting framework is not limited in principle to linear order: we illustrate in
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Appendix B, focusing on Higgs data, how our procedure can be used for quadratic fits
as well, though a global analysis at quadratic order is beyond the scope of this work.
Within this Chapter, the Bayesian method of nested sampling is used only once, in
§3.7. We use this methodology to produce one-dimension constraints on single field
extensions of the SM, making use of the fact that it allows us to place a prior on the
model parameters to enforce initial conditions on the parameters. This will be outlined
in more detail in §3.7. Aside from this, all results in this Chapter are produced using
the frequentist χ2 fitting methodology.

This analysis is an update to a previous study, Ref. [54]. Updates include improve-
ments to the data incorporated in the fit: our analysis uses a full set of data from
LHC Run 2, in particular the latest Higgs Simplified Template Cross Section (STXS)
measurements, differential distributions in WW diboson and Zjj measurements, and
updated top observables including kinematic distributions, tt̄, single-top and tt̄W/Z

production. In addition to expanding our dataset, updates include improvements in the
SMEFT predictions. We compute the dimension-6 contributions to Higgs gluon-gluon
fusion in the STXS bins using SMEFT@NLO [139], including the interference between the
loop diagram of the SM with tree-level diagrams and loop diagrams of the SMEFT.
We incorporate the full SMEFT dependence in off-shell Higgs to 4 lepton decays [4].
We also provide a self-consistent treatment of the triple-gluon operator OG, including
it at linear order. This operator had been omitted from previous fits [140] on the basis
of strong constraints at quadratic order [141–143].

Our principal results are displayed in Fig. 3.6.4, in which we show the individual
and marginalised constraints on 34 dimension-6 operators of the SMEFT from a fit
to a combination of top, Higgs, diboson and electroweak data. Numerical results for
these plots are presented in Table C.0.1. We do not find any significant discrepancy
with the SM. We find a small preference for a non-zero value for the coefficient CG of
the triple-gluon operator OG. This discrepancy is driven by discrepancies observed in
top data and, as we will discuss in §3.6.3, the discrepancy is mirrored by trends in the
coefficients of other operators affecting the tt cross section. We await future theoretical
developments and measurements in the top sector to provide further understanding of
these discrepancies. In §3.6.3 we also analyse the interplay between the top and Higgs
sectors, including a dedicated discussion of sensitivities in ‘Higgs-only’1 operator planes
that illustrate the impact of the top data and of the triple-gluon operator coefficient

1We stress that naming these operators as ‘Higgs-only’ is a basis-dependent statement. We work in
the Warsaw basis. However, given another choice of basis for the dimension-6 operators of the SMEFT,
these operators may not necessarily depend on the Higgs boson, or may incorporate additional SM
fields.
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CG. We analyse correlations between the coefficients of the 34 operators and perform a
principal component analysis, identifying the most and least constrained combinations
of SMEFT operators. We find that the top and Higgs sectors do have an influence on
one another, but that the interplay is moderate at present.

The layout of this Chapter is as follows. We will begin in §3.2 by setting out our
fitting procedure. This is described in more detail in Appendix B, including a nested
sampling calculational method that we illustrate in an analysis of Higgs signal strengths
to quadratic order in the dimension-6 operator coefficients. §3.3 summarises the dataset
that we use in the global fit, which is described in more detail in Appendix A. In
§3.4 we will review the SMEFT framework we use, and §3.5 describes how theory
predictions are calculated. The results from our global linear fit are presented in §3.6,
where we display results from the electroweak, Higgs and top sectors separately and in
combination. We derive constraints for all individual operators and also constraints
including all dimension-6 operators and marginalising. Applications of our analysis
to some specific BSM scenarios are presented in §3.7, including single-field extensions
of the SM and a light-stop scenario, and a survey of fits with contributions from any
combination of two, three, four or five dimension-6 operators, none of which provide
any significant evidence for physics beyond the SM. Our conclusions are summarised
in §3.8.

3.2 Fitting procedure

Our global analysis is produced using a frequentist fitting methodology. We perform a
χ2 fit for a vector of observables, y⃗, with covariance matrix,2 V, and theory predictions
for those observables, µ⃗(Ci), using a χ2 function defined as

χ2(Ci) = (y⃗ − µ⃗(Ci))T V−1 (y⃗ − µ⃗(Ci)) . (3.2.1)

The predictions are functions of the dimension-6 operator coefficients Ci, and are
truncated at the linear level so as to include only the interference term with the
SM. The least-squares estimators Ĉi that extremise the χ2 function can be obtained
analytically in the case of a linear fit (see, e.g., Ref. [144] for a review). We may write
the linear theory prediction in terms of a matrix H that characterises the modification

2In certain cases the experimental data is provided with non-symmetric uncertainties, i.e. σ =
σexp + ∆σ1 − ∆σ2. We define a symmetrised uncertainty as ∆σ = 1

2 (∆σ1 + ∆σ2). The diagonal
entries of the covariance matrix V are then computed from ∆σ: schematically, we can write this as
Vii = (∆σ)2.
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of the SM predictions µ⃗SM at linear order:

µα(Ci) = µSM
α + HαiCi . (3.2.2)

A summation over repeated indices is implied; the index α ranges over the number
of observables and i ranges over the number of dimension-6 coefficients. Solving
∂χ2/∂Ci = 0 gives the best-fit values as

ˆ⃗
C =

(
HTV−1H

)−1
HTV−1(y⃗ − µ⃗SM) ≡ F−1ω⃗ . (3.2.3)

It is convenient to define the symmetric Hessian matrix F, also known as the Fisher
information matrix, and the χ2 gradient vector ω⃗ as

F ≡ HTV−1H , ω⃗ ≡ HTV−1(y⃗ − µ⃗SM) , (3.2.4)

in terms of which the χ2 function Eq. (4.3.5) can be written as

χ2(Ci) = χ2
SM − 2C⃗T ω⃗ + C⃗TFC⃗ = χ2

min +
(
C⃗ − ˆ⃗

C
)T

F
(
C⃗ − ˆ⃗

C
)
, (3.2.5)

where F ≡ U−1 is the inverse of the covariance matrix of the least-squares estimators,
ˆ⃗
C. From this we may calculate the pull P :

P ≡
√
χ2

SM − χ2(Ci) . (3.2.6)

Splitting the coefficients into C⃗ = {C⃗A, C⃗B}, we may profile over a subset of
coefficients C⃗A to obtain the least-squares estimators ˆ⃗

CB for the remaining coefficients
C⃗B. For this purpose, the Fisher information matrix may be decomposed into the
sub-matrices

F =
 FA FAB

FT
AB FB

 , (3.2.7)

and the gradient vectors as ω⃗ = {ω⃗A, ω⃗B}. The profiled best-fit values are then given
by

ˆ⃗
CB =

(
FB − FT

ABF−1
A FAB

)−1 (
ω⃗B − FT

ABF−1
A ω⃗A

)
. (3.2.8)

In cases where a prior on the coefficients needs to be imposed, for example when
the magnitude-squared of couplings cannot go negative as when matching to specific
UV models in §3.7, or when including quadratic dependences on the coefficients, this
analytic method may no longer be used. A Bayesian method of parameter estimation,
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using the numerical nested sampling algorithm and the MultiNest code, has therefore
also been implemented in Fitmaker, as described in Appendix B.

3.3 Data

In this Section we describe the data used in our global fit. We summarise in §3.3.1
the main categories of data and refer the reader to Appendix A for a complete list of
the observables that have been implemented in Fitmaker, together with their source
references. In §3.3.2 we then discuss how these datapoints are incorporated into the fit.

The most precise electroweak measurements, other than the W mass, remain those
from LEP and the SLC.3 The Higgs boson discovery at the LHC enabled the possibility
of a closed global SMEFT fit to a complete set of dimension-6 operators for the
first time. Higgs physics has since progressed rapidly to include more channels and
sub-categories beyond signal strengths. In particular, the STXS categorisations of the
various Higgs production sub-channels provide further sensitivity to different directions
in the parameter space, as illustrated, for example, in Fig. 3.5.1 for the case of gluon
fusion and described further in the next Section.

The higher energies at the LHC also allow certain measurements of diboson and
dilepton final states to become competitive with LEP [148, 149, 8, 150–152, 9], enable
complementary probes of higher-dimensional operators [153, 154], and, moreover, give
access to top physics with higher statistics than ever before, including the previously
unreachable tt̄W/Z/H and other, rare production processes such as four-top produc-
tion [155, 156, 63, 157]. More operators, under less restrictive flavour assumptions, can
then be included in a global SMEFT fit. This is particularly motivated since the top
quark is often expected to be more sensitive to BSM physics.

3.3.1 Dataset description

The following is a summary of the different categories of observables that we consider—
see Appendix A for more details and references. The data fall into four categories, as
follows. We provide a counting of our measurements where each datapoint is counted as
a separate measurement. For example, each bin of a binned distribution is individually
counted.

• The set of electroweak precision observables (EWPOs) includes the pseudo-
observables measured on the Z resonance by LEP and SLD, together with the

3We note that global SMEFT fits would benefit greatly from a future Z-pole run [145–147].
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W boson mass measurements by CDF and D0 at the Tevatron and ATLAS at
the LHC:

EWPO: {ΓZ , σ0
had., R

0
l , A

l
FB, Al, R

0
b , R

0
c , A

b
FB, A

c
FB, Ab, Ac,MW} . (3.3.1)

See Table A.0.2 for more details of the measurements of EWPO. We include a
total of 14 electroweak measurements.

• For diboson measurements, we include the W+W− measurements of total cross-
sections at different energies and angular distributions at LEP, the fiducial
differential cross-section in leading lepton pT by ATLAS at the LHC, and ATLAS
and CMS fiducial differential cross-section measurements of the Z-boson pT in
leptonic W±Z production. We also incorporate the differential distribution in
∆ϕjj for the Zjj measurement given by ATLAS, which we include in the diboson
category because it is sensitive to related physics. Further details of the diboson
measurements are included in Table A.0.1. We include a total of 118 diboson
measurements.

• The Higgs dataset at the LHC includes the combination of Higgs signal strengths
by ATLAS and CMS for Run 1, and for Run 2 both signal strengths and STXS
measurements are used. ATLAS in particular provide the combined stage 1.0
STXS for 4l, γγ,WW ∗, τ+τ− and bb̄, while for CMS we use the signal strengths
of 4l, γγ, WW ∗, τ+τ−, bb̄ and µ+µ−. We also include the Zγ signal strength
from ATLAS and a differential WW ∗ cross-section measurement from CMS. See
Tables A.0.3 and A.0.4 for more details of the Higgs measurements. We include
a total of 72 Higgs measurements.

• The top data consists of differential distributions in various tt̄ channels and
cross-section measurements of top pair production in association with a W/Z
boson or a photon (the tt̄V dataset), as well as various single top differential and
inclusive cross-section measurements, for both Runs 1 and 2. Tables A.0.5, A.0.6
and A.0.7 contain further details of the top measurements. We include a total of
137 top measurements.

Overall, we include a total of 341 measurements in our analysis.
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3.3.2 Signal strengths

We build our selected dataset by combining statistically independent measurements,
including correlation information by means of published covariance/correlation matrices,
when available.4 In general, for LHC data, this amounts to a single ATLAS and CMS
measurement of a particular final state for each LHC run. When multiple measurements,
e.g., differential distributions, are reported, a single distribution is chosen to avoid
statistical overlap between events, as information about the statistical correlation
between distributions is generally not provided. This choice of differential distribution
is made based on maximising the sensitivity of our fit. If not already given in such a
form, each measurement is converted into a corresponding ‘signal strength’, µ, defined
as the ratio of the observed value to the best available theory prediction,

µ ≡ σexp

σSM
, (3.3.2)

where σexp denotes the measured value of the observable σ and σSM denotes the SM
theory prediction for the observable.

Values for σexp are taken from the publications and their associated entries on
HEPdata, where available. In some cases the data consist of differential measurements,
provided either in the form of absolute differential cross sections (dσ

dx
) or normalised

differential cross sections ( 1
σ
dσ
dx

, where σ denotes the measured total cross section
and x denotes an arbitrary kinematic variable). The differential data are taken from
the publication and its associated entry in HEPdata, where available, using absolute
differential cross section measurements, σ⃗abs, and their associated covariance matrices,
Σabs. If only normalised differential cross sections (σ⃗norm) are published, they are
converted to absolute ones using the best available measurement of the inclusive cross
section for that process in the same channel, denoted by σtot ± δσtot. Covariance
matrices are then updated to reflect the correlations between the bins induced by the
common rescaling by the total cross section. The absolute differential measurement
and its covariance matrix are then

σ⃗abs = σ⃗normσtot ,

Σabs = Σnormσ
2
tot + δσ2

totσ⃗norm ⊗ σ⃗norm .

We can then proceed to use Eq. 3.3.2 to convert σexp or σ⃗abs into a signal strength.
We take the value for σSM from the numbers quoted in the experimental publications:

4See Ref. [158] for a study of the impact of correlations in global fits.
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in most cases this represents the best available prediction for σSM, accounting for
higher order QCD and EW corrections where appropriate. Where available, fastnlo
tables [159–161] were used to obtain NNLO QCD predictions for the differential tt̄ data.
The SM theoretical errors are taken to be uncorrelated and the relative signal strength
covariance matrix is obtained by adding the relative experimental and theoretical
covariances as follows:

Σµ =
(

Σexp

σ⃗exp ⊗ σ⃗exp
+ diag(δ⃗th/σ⃗th)2

)
(µ⃗⊗ µ⃗), where µ⃗ ≡ σ⃗exp

σ⃗th
. (3.3.3)

This corresponds to adding the relative experimental and theory uncertainties in
quadrature. The observables are stored in the Fitmaker database in json format,
together with metadata and information about how each signal strength was obtained.

3.4 SMEFT Framework

Our global analysis is performed at dimension-6 in the SMEFT, assuming the Warsaw
basis. We neglect CP -violating operators as well as interactions violating L and B.
Two flavour scenarios are imposed on the SMEFT to reduce the number of degrees
of freedom in our fit. The first is the flavour-universal SU(3)5 symmetry, which we
utilise in a fit to electroweak precision observables, Higgs data and diboson data. We
relax this symmetry to form a top-specific flavour symmetry when including top quark
data in our global fit. The top-specific flavour symmetry breaks flavour universality in
the up-type quark sector, singling out operators involving the top quark and allowing
us the flexibility to fit these operators to top-quark data. We will begin by reviewing
these symmetries and introducing the operators constrained by our analysis.

3.4.1 Flavour-universal scenario

Assuming SU(3)5 symmetry reduces the Warsaw basis to the flavour-universal scenario
in which only the operators in cells not shaded in Table 2.2.2 are allowed, with
common flavour-diagonal Wilson coefficients and no off-diagonal entries. Neglecting
CP -violating interactions, one is left with 31 degrees of freedom, of which 16 are
relevant for a leading-order fit to electroweak precision, diboson and Higgs data. To
this we also add 4 operators that explicitly break the flavour-universal symmetry. These
operators affect Higgs physics through a shift of the tau, muon, b-quark and top-quark
Yukawa couplings. These are included as they are well constrained by data in our fit,
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in particular measurements in the H → τ τ̄ , µµ̄, bb̄, and tt̄ decay channels. The 20
operators in our flavour-universal scenario are then the following:

EWPO: OHWB , OHD , Oll , O(3)
Hl , O(1)

Hl , OHe , O(3)
Hq , O(1)

Hq , OHd , OHu ,

Bosonic: OH□ , OHG , OHW , OHB , OW , OG ,

Yukawa: OτH , OµH , ObH , OtH .

(3.4.1)

We have categorised these operators roughly, into sets that are mostly constrained
by electroweak precision observables (EWPO), those that can only be constrained at
tree-level by Higgs and diboson measurements (bosonic), and operators that induce
shifts in the Yukawa couplings (Yukawa).

3.4.2 Top-specific flavour scenario

The minimal flavour scenario that singles out top-quark couplings relaxes the SU(3)5

symmetry as follows [11]:

SU(3)5 → SU(2)2 × SU(3)3

= SU(2)q × SU(2)u × SU(3)d × SU(3)l × SU(3)e .

By relaxing SU(3)q → SU(2)q we single out the top and bottom quark SU(2)L doublet
and enforce flavour universality only on the first two generations of quark doublets.
Similarly, relaxing SU(3)u → SU(2)u singles out the top quark singlet, enforcing flavour
universality only among the right-handed up-type fields. This allows chirality-flipping
interaction terms involving the third-generation quark doublet and right-handed up-
type fields, notably the top-quark Yukawa interaction. The following three additional
dimension-6 operators in the SMEFT are now allowed:5

[OuG]33 = OtG , [OuB]33 = OtB , [OuW ]33 = OtW . (3.4.2)
5The analogous operator [OuH ]33 = OtH is already included in the set of Yukawa operators listed

in Eq. (3.4.1).
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The flavour-universality conditions on operators in the ψ2H2D, L̄LL̄L, R̄RR̄R and
L̄LR̄R classes that contain q or u are also relaxed. Schematically,

Cuniv.
∑

i=1,2,3
Kµf̄iγµ fi →

 C3Kµf̄3γµ f3 ,

Cuniv.
∑
j=1,2(,3) Kµf̄jγµ fj ,

(3.4.3)

where Kµ is a combination of other fields. Here a choice must be made in the second
line of Eq. 3.4.3 whether to split the degrees of freedom into a fully-universal operator
that preserves the full flavour symmetry or an operator that respects only the reduced
symmetry SU(2)2 × SU(3)3, corresponding to keeping or removing the index in red,
respectively. The two are related by a basis rotation. We adopt the second option,
since it better separates the degrees of freedom that affect only top measurements from
the rest. The ψ2H2D class grows to

[O(1)
Hq] → [O(1)

Hq]j,j and [O(1)
Hq]3,3 = {O(1)

Hqi
,O(1)

HQ} ,
[O(3)

Hq] → [O(3)
Hq]j,j and [O(3)

Hq]3,3 = {O(3)
Hqi
,O(3)

HQ} ,
[OHu] → [OHu]j,j and [OHu]3,3 = {OHui

,OHt } ,

(3.4.4)

where Q denotes here the third-generation quark doublet. Four-fermion operators
are split generically into ‘four-light’, ‘two-heavy-two-light’ and ‘four-heavy’ flavour
components, where ‘light’ and ‘heavy’ denote the first two and the third generations,
respectively. The four-light degrees of freedom are the same as the four-fermion
operators of the SU(3)5 scenario, except that they are flavour-universal over three
generations for d, l and e, and only the first two generations for q and u. The
classification of the additional four-fermion operators under this generalisation is
slightly more involved, due to the permutation symmetries on the flavour indices
as well as the equivalence of certain degrees of freedom via Fierz identities. This is
discussed in Ref. [11], where a ‘dim6top’ basis is chosen for the operators involving
top fields with LHC top physics observables in mind. The new operators are shown in
Table 3.4.1 with their definitions in terms of the Warsaw basis coefficients.

A total of 31 new CP -conserving degrees of freedom are introduced by this relaxation
of the flavour symmetry. However, our analysis is only sensitive to a subset of these,
for two main reasons. First, our chosen dataset does not constrain a number of the
operators allowed by this flavour assumption. These include all flavour-universal
four-light fermion operators, which are constrained by electron-positron collider data
and numerous low-energy scattering and decay experiments (see Ref. [162] for a recent
compilation of constraints), as well as high-energy Drell-Yan and dijet observables at
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hadron colliders [163, 8, 150–152, 9]. Furthermore, it is also effectively blind to the
two-heavy quark two-lepton class of operators listed in Table 3.4.1. Although many
of them mediate the same final states as those selected by, e.g., tt̄V measurements,
they do so in the absence of a resonant intermediate W or Z boson decaying into the
lepton pair. So far, searches have implemented selections to enhance this resonant
contribution, and are therefore not sensitive to the non-resonant phase space populated
by the operators in question. The second important feature of our analysis is that it
is restricted to the linear, O(1/Λ2), level in the EFT expansion. This restricts the
sensitivity to the set of operators that interfere appreciably with the dominant SM
amplitudes for the processes of interest. This is not the case for the six neutral-current
mediating, two-heavy two-light operators in the upper left section of Table 3.4.1. These
operators mediate qq̄ → tt̄ production in the colour-singlet channel, which does not
interfere at LO with the strongly-dominant SM QCD contribution. In contrast, the
corresponding charged-current operator affects single-top quark production that, being
an electroweak process in the SM, does have such an interference term. Finally, we also
omit the four-heavy operators that would mainly be constrained by tt̄bb̄ measurements
and four-top production searches. These data have been shown to be largely sensitive,
at present, to the quadratic EFT contributions [155, 156, 63, 157], and our analysis
would not yield meaningful bounds in these directions. We therefore only include
in our analysis 8 two-heavy two-light quark degrees of freedom: the colour-singlet,
charged-current operator and seven neutral, colour-octet operators.

To summarise, the 34 operators relevant for our leading-order, linear fit in the
top-specific flavour scenario are the 20 listed in Eqs. (3.4.1) plus the 14 discussed
above (three in (3.4.2), three more in (3.4.4) and eight two-light two-heavy quark
operators):

EWPO: OHWB , OHD , Oll , O(3)
Hl , O(1)

Hl , OHe , O(3)
Hq , O(1)

Hq , OHd , OHu ,

Bosonic: OH□ , OHG , OHW , OHB , OW , OG ,

Yukawa: OτH , OµH , ObH , OtH ,

Top 2F: O(3)
HQ , O(1)

HQ , OHt , OtG , OtW , OtB ,

Top 4F: O3,1
Qq , O3,8

Qq , O1,8
Qq , O8

Qu , O8
Qd , O8

tQ , O8
tu , O8

td .

(3.4.5)

These are grouped into top operators involving two (top 2F) and four (top 4F) heavy
fermions, respectively. As in the flavour-universal scenario, here we include the 4
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operators affecting the tau, muon, b-quark and top-quark Yukawa couplings as they
are well-constrained by our dataset. The tau, muon and b-quark Yukawa operators
violate the top-specific flavour symmetry, whereas this symmetry is preserved by the
top Yukawa operator.

Oi Ci Definition Oi Ci Definition
4 quark (2 heavy 2 light)
O1,1

Qq

∑
i=1,2

(
[C(1)
qq ]ii33 + 1

6 [C(1)
qq ]i33i + 1

2 [C(3)
qq ]i33i

)
O1,8

Qq

∑
i=1,2

(
[C(1)
qq ]i33i + 3[C(3)

qq ]i33i
)

O3,1
Qq

∑
i=1,2

(
[C(3)
qq ]ii33 + 1

6 [C(1)
qq ]i33i − 1

6 [C(3)
qq ]i33i

)
O3,8

Qq

∑
i=1,2

(
[C(1)
qq ]i33i − [C(3)

qq ]i33i
)

O1
tu

∑
i=1,2

(
[Cuu]ii33 + 1

3 [Cuu]i33i
)

O8
tu

∑
i=1,2

2[Cuu]i33i

O1
td

∑
i=1,2(,3)

[C(1)
ud ]33ii O8

td

∑
i=1,2(,3)

[C(8)
ud ]33ii

O1
tq

∑
i=1,2

[C(1)
qu ]ii33 O8

tq

∑
i=1,2

[C(8)
qu ]ii33

O1
Qu

∑
i=1,2

[C(1)
qu ]33ii O8

Qu

∑
i=1,2

[C(8)
qu ]33ii

O1
Qd

∑
i=1,2(,3)

[C(1)
qd ]33ii O8

Qd

∑
i=1,2(,3)

[C(8)
qd ]33ii

4 quark (4 heavy)
O1

QQ 2[C(1)
qq ]3333 − 2

3 [C(3)
qq ]3333 O8

QQ 8[C(3)
qq ]3333

O1
Qt [C(1)

qu ]3333 O8
Qt [C(8)

qu ]3333

Ott [C(1)
uu ]3333

2 heavy 2 lepton
O−(1)

Ql

∑
i=1,2,3

[C1
lq]ii33 − [C3

lq]ii33 O(1)
tl

∑
i=1,2,3

[Clu]ii33

O3(1)
Ql

∑
i=1,2,3

[C3
lq]ii33 O(1)

te

∑
i=1,2,3

[Ceu]ii33

O(1)
Qe

∑
i=1,2,3

[CeQ]ii33

Table 3.4.1. Four-fermion operators containing at least one third-generation bilinear in
the ‘dim6top’ basis [11] assuming an SU(2)2 × SU(3)3 flavour symmetry. The relations of
the corresponding Wilson coefficients with those of the Warsaw basis are also shown. The
shaded entries indicate operators that are not included in our analysis because significant
constraints cannot be obtained from the chosen dataset at leading order and linear level in
the EFT expansion, as discussed in the text.

3.5 SMEFT Predictions

3.5.1 General strategy

The previous section introduced the operators of the dimension-6 SMEFT which will
be used in the global fit. Here, we will determine our theoretical predictions for the
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dependence of each observable on these SMEFT operators. We will begin by discussing
the general strategy for how these predictions are computed. Following this, we will
outline how these methods are specialised to Higgs observables in §3.5.2, boson decay
rates in §3.5.3, diboson observables in §3.5.4 and top quark observables in §3.5.5.

Recall from §3.3 that all data are incorporated into the fitting methodology in the
form of a signal strength µX ,

µX ≡ X

XSM

= 1 +
∑
i

aX

i

Ci
Λ2 + O

( 1
Λ4

)
. (3.5.1)

where aX
i denotes the linear contribution of a given Wilson coefficient, Ci, to a physical

quantity, X, such as a production cross-section, partial or total decay width, or
asymmetry. Both the SMEFT predictions X and SM predictions XSM for all of the
included observables were computed at leading order (LO) in perturbation theory,
using the code MadGraph5_aMC@NLO together with the SMEFTsim [164] and/or the
SMEFT@NLO [139] UFO models. In almost all cases, the LO computations correspond to
tree-level computations. The exception to this is the gluon-gluon fusion process, which
is a 1-loop process in the SM. This calculation will be discussed in detail in §3.5.2.
Unless stated otherwise, we generate and analyse our events at the parton level and
apply analysis-specific selection criteria to obtain the relevant fiducial regions of phase
space.

In most cases the calculation of X in the SMEFT is limited to LO in perturbation
theory by the UFO models. In principle, the SM predictions XSM could be calculated
to higher order, however. We choose to limit XSM to LO for consistency between X

and XSM . Note that the value for XSM will then in general differ from the values of
σSM used to convert published experimental observables into signal strength format, as
discussed in §3.3: while XSM is calculated at LO, σSM is taken from the experimental
publication and consists of the best available theoretical prediction, including QCD
and/or EW corrections.

Once we have calculated X and XSM , their ratio is calculated to obtain µX as in
Eq. 3.5.1, from which we can then extract aXi . The aXi can usually be obtained with
a single, high statistics Monte Carlo (MC) run for each coefficient. In some cases,
non-linear contributions from Wilson coefficients can arise in MC predictions due to
the W -mass shift and modifications of total widths of intermediate particles. The
former is a consequence of using the electroweak {αEW , GF ,mZ} input scheme, while
the latter may modify branching ratios of narrow resonances such as the Higgs, W ,
Z or top. When such states are produced on shell, factorising a given process into
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production and decay via the narrow-width approximation (NWA) allows the decay
contributions to be computed separately, then added to the prediction. If these effects
cannot be factorised, as in the case of W -mass modifications or off-shell vector bosons
in Higgs decays, the aXi are obtained by generating the predictions over a range of
values of the coefficient Ci, numerically fitting the resulting µX values to a polynomial
function in Ci, and extracting the linear dependence. This is done, in particular, for
Higgs production in association with a W -boson (WH), vector boson fusion (VBF),
pp → WW → ℓνℓν and pp → W±Z → ℓ+ℓ−ℓ±ν.

We use the following values in the aforementioned electroweak input scheme:

α−1
EW = 127.95, GF = 1.16638 × 10−5 GeV−2 ,

mZ = 91.1876 GeV, mH = 125.09 GeV, mt = 173.2 GeV .
(3.5.2)

All other fermions are taken to be massless, which implies the use of five-flavour
scheme PDFs, for which we use the default NNPDF23_nlo_as_0119 sets [165] provided
by MadGraph5_aMC@NLO. The one exception is when the lighter fermions appear as
Higgs boson decay products, when we assume that they interact with the Higgs via
their Yukawa couplings, yf ≡ 2 3

2mf

√
GF , with masses taken to be

mµ = 0.106 GeV , mτ = 1.77 GeV, mc = 0.907 GeV, and mb = 3.237 GeV .

(3.5.3)

The latter two have been run up to the Higgs mass scale. In some cases, the top-specific
operators independently modify b-quark initiated contributions to electroweak processes
such as VBF and diboson. We do not take these SMEFT modifications into account
as they are highly suppressed by the b PDFs.

We do not assign a theory uncertainty to our predictions of the SMEFT contribu-
tions, assuming that they will be subdominant with respect to other uncertainties such
as the baseline SM theory predictions. We also neglect other theoretical uncertainties
inherent to the SMEFT framework itself, such as omitting quadratic dimension-6 or
linear dimension-8 contributions and other higher-order effects (see, e.g., Refs. [166–171]
for discussions of these and related uncertainties). We note that operator mixing from
RGE running and loops can also induce extra constraints [172, 173, 62, 174] and the
effects of including SMEFT operators in parton distribution functions are also starting
to be investigated [93, 2].
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3.5.2 Higgs production

We computed LO predictions in the full parameter space of our basis for the five
main Higgs production modes: gluon fusion (ggF), VBF, associated production with
a W or Z (WH,ZH), and associated production with a top quark pair, tt̄H. Some
results are taken from Ref. [54], after being cross checked by independent computations.
Predictions in STXS bins are compared to and found to be in agreement with the
predictions presented in Refs. [58, 175]. The only one-loop calculations that we employ
in our analysis involve the Higgs coupling to gluons, for which the LO contribution
in the SM arises at one-loop level. Despite being a loop-induced coupling it mediates
the gg → H Higgs boson production mode, which is dominant at hadron colliders.
Since many Higgs measurements are very sensitive to this production mechanism and
the associated, gg → H(+jets) processes, we include as leading effects in the SMEFT
both the tree-level contribution from CHG and the leading effects from the operators
that modify the top-loop contribution to the SM coupling: CtH , CtG, and CH□. One
final operator, CG, modifies the gluon self-interaction allowing for a contribution to
gluon fusion Higgs production in association with one or more jets, which we also
include at one-loop order in this channel for the first time. The computations of linear
contributions involve extracting the interference between loop diagrams of the SM with
tree-level diagrams from CHG as well as loop diagrams with a single operator insertion,
and are made possible by SMEFT@NLO. We use a fixed renormalisation and factorisation
scale of mH in all such computations.

Figure 3.5.1 illustrates the predictions we obtain for a selection of stage 1.1 STXS
gluon fusion bins [176], highlighting the potential additional discriminating power
offered by the inclusion of H+jet(s). These predictions were obtained by parton-level
generation of Higgs production in association with one or two additional jets. Specific
predictions for, e.g., the 0-jet gluon fusion bin with Higgs pT > 10 GeV or the ‘3-jet
like’ ≥ 2-jet bins with pT (Hjj) > 25 GeV would require a matching/merging procedure
interfaced with parton showering that goes beyond the level of sophistication of our
analysis. Instead, we take the same dependence on the coefficients as we find for the
associated parton-level bin (pHT = 0 and pT (Hjj) = 0). This corresponds to assuming
that the main effect on the population of the non-zero pT bins will come from the
parton shower, which does not depend on the EFT coefficients. Comparing our results
with merged sample analysis of Ref. [58] (Tables 10-14), we find this assumption
to be excellent for the two 0-jet bin, which have almost identical linear coefficients.
Furthermore, the relevant 2-jet bins are compatible with the ‘parton shower only’
assumption within about 10%. We note that the comparison of individual coefficients
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between the two analyses is not completely possible due to the different STXS binnings
and electroweak input schemes used; additional information on the MC generation
would be needed for a detailed cross-check. Nevertheless, we compare numbers for each
operator where reasonable, and find that our CHG contributions agree within 10–20%,
while CtG displays larger differences on the order of 20–60%. The other operators do
not induce kinematics-dependent effects, contributing overall rescalings for which we
also find good agreement with Ref. [58].
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Fig. 3.5.1. Illustration of the effects of selected SMEFT operators on representative gluon
fusion simplified template cross-sections σi relative to the corresponding SM cross-sections
σSM , for Ci/Λ = 1 TeV−2. The various Higgs pT and mjj bins provide complementary
sensitivities and hence discriminating power between the operators.

If one were to use only Higgs signal strength data, they would be limited to the
sensitivity shown in the left-most ‘0-jet’ entry, and measurements of gluon fusion
would exhibit a degeneracy in the four relevant coefficients. Instead, allowing for
associated production with jets offers sensitivity to CG and, most importantly, breaks
the aforementioned degeneracy by exploiting the different energy dependences of the
five operators. Besides OH□ and OtH, there are 3 additional operators that globally
rescale gluon fusion rates by shifting the top Yukawa interaction: CHD, C(3)

Hl and Cll.
We do not show their impact because their contributions can simply be obtained from
that of OH□ by multiplicative factors of −1

4 ,−1 and 1
2 , respectively. Furthermore, they
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are severely constrained by electroweak precision observables, to the point where they
are not expected to affect gluon fusion (or tt̄H).

Another relevant loop-induced process in Higgs production is gg → ZH, which,
while being formally an NNLO QCD contribution to ZH, accounts for a significant
portion of the inclusive cross section [177], and has a harder pT spectrum, which could
be especially relevant for EFT interpretations [178]. Recent STXS definitions include
dedicated bins for this contribution, although we are not aware of any explicit extraction
of the cross sections. Notably, this process was shown to be sensitive to top quark
interactions with the Z, which are relatively poorly measured elsewhere [179, 180].
However, we leave to future work the inclusion of this loop-induced sensitivity to
electroweak top operators, also present in other processes such as gg → V V [181], and
electroweak Higgs production and decay [182].

3.5.3 Gauge boson and Higgs decays

Many of the measurements included in our fit involve the on-shell production and decay
of SM gauge bosons and/or the Higgs boson. As mentioned above, we employ the
NWA to factorise production and decay, such that, at the linear level in the SMEFT,
the modification to the cross section of a given process is a combination of the aXi for
production, the partial width to the decay channel and the total width of the parent
particle. The total width shifts of the W and Z bosons, have been determined as
follows, where Λ has been fixed to 1 TeV:

ΓZ
ΓSMZ

= 1 − 0.05CHWB − 0.041CHD + 0.082Cll − 0.13C(3)
Hl − 0.012C(1)

Hl − 0.012CHe

+ 0.077C(3)
Hq + 0.0078C(1)

Hq + 0.016CHu − 0.012CHd + 0.021C(3)
HQ + 0.021C(1)

HQ ,

(3.5.4)
ΓW
ΓSMW

= 1 − 0.14CHWB − 0.065CHD + 0.10Cll − 0.16C(3)
Hl + 0.081C(3)

Hq . (3.5.5)

Higgs boson decays present a richer structure, due to the importance of four-
fermion decay modes that are mediated in the SM by the H couplings to the W and Z.
Although the Higgs mass is too small for both gauge bosons to be on-shell, it is often
assumed that at least one of the gauge bosons is, simplifying the decay to a three-body,
H → V f ′f̄ , final state with the NWA applied to on-shell vector boson, V = W,Z. This
neglects certain interference effects between, e.g., neutral-current and charged-current
mediated four-fermion decays. The SMEFT introduces tree-level Hγγ, HγZ and Hgg
interactions, all of which can contribute to four-fermion decay modes, and degrade the
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accuracy of the NWA. In practice, however, experiments often make invariant mass
cuts around mZ in, e.g., h → 4ℓ analyses, that could largely mitigate this effect.

Ref. [4] performs an in-depth calculation and analysis of Higgs decays to four
fermions beyond the NWA, from which we take our predictions. We also include
the contributions to h → gg mediated by operators that modify the top-quark loop
contribution. These have the same relative impact as they do on gg → H, discussed in
the previous Section.6

The results of Ref. [4] are given for the flavour-universal SU(3)5 scenario. This
is more restrictive than our top-specific one. In the flavour-universal scenario, the
operators O(1)

Hq and O(3)
Hq treat all three fermion generations on the same footing. As

discussed in §3.4.2, in the top-specific scenario, we use O(1)
Hq and O(3)

Hq to represent the
operators which are universal in the first two quark generations and do not involve
third generation quarks. In this flavour scenario we single out operators involving the
top quark. In particular, we single out the operators O(1)

HQ and O(3)
HQ, which affect the

left-handed b-quark couplings to the Z. In order to account for four-fermion decays
involving b quarks, it was necessary to adapt the results of Ref. [4] such that they are
expressed in the top-specific framework rather than the flavour-universal framework.
We do this by using SMEFT@NLO to generate predictions specifically for the operators
O(1)
Hq, O(3)

Hq, O(1)
HQ and O(3)

HQ. All contributions to the total Higgs width were found to be

ΓH
ΓSMH

= 1 + 0.18CHWB + 0.018CHD + 0.045Cll + 0.11CH□ + 1.7CHG − 0.075CHW

− 0.093CHB − 0.089C(3)
Hl − 0.000059C(1)

Hl − 0.000039CHe − 0.000051CHd
+ 0.0037C(3)

Hq − 0.00025C(1)
Hq + 0.000055CHu − 0.00014C(3)

HQ + 0.00038C(1)
HQ

− 0.73CτH − 0.0057CtH − 4.0CbH − 0.043CµH + 0.044CtG .
(3.5.6)

In any case, the only experimentally accessible four-fermion decay modes are the
leptonic ones, so quark current operators are only practically relevant via their effect
on the total width, which is clearly very small. For comparison, we computed the Higgs
decays using the NWA for h → V V ∗ → 4f processes, noting that the two approaches
can have significantly different predictions for some operators. However, we do not
find any appreciable differences in the results of the global fit, indicating that Higgs

6However, for reasons of consistency, we do not include the contributions to h → γγ and Zγ
mediated by operators that modify the top-quark loop contribution, which are formally of the same
order as other NLO electroweak corrections that we do not include in general, and would be similarly
relevant for, e.g., Z-pole data.
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decays are not the primary source of constraints for the operators whose predictions are
sensitive to whether or not this approximation is used. Finally, we note that a recent
EFT interpretation of Higgs production measurements in the h → 4ℓ channel [183]
pointed out significant acceptance differences in the kinematical selection between the
SM and the EFT due to the additional off-shell photon contributions from CHW , CHB
and CHWB. We do not take any acceptance corrections into account in our analysis,
but also do not expect these to have a large impact on the global fit, given the fact
that our results are unaffected by whether or not we use the NWA.

3.5.4 Diboson data

We have obtained predictions for the fiducial signal strengths in bins of leading-lepton
pT for the ATLAS WW [184] analysis, the Z-boson pT for the CMS and ATLAS WZ

analyses [185, 186], and in bins of ∆ϕjj for the ATLAS Zjj analysis [187], following
the general strategy outlined above. For the WW and WZ analyses, we find good
agreement of the total SM fiducial cross-section, whereas in the Zjj cases we have
validated our analysis by comparison with the binned signal strengths for the operator
coefficients reported by ATLAS and CMS. In particular, as pointed out in Ref. [187],
we find that this channel is the most sensitive to the interference term that is linear in
the triple gauge boson operator OW . For LEP we used the WW results of Ref. [188]
that are provided for the total and differential cross-sections at different centre of mass
energies. We note that this analysis uses a restricted set of angular distribution bins
to mitigate the effects of unknown correlations in those bins.

3.5.5 Top data

Since we only make use of parton-level unfolded data, all top predictions are generated
with stable top quarks. The data assume SM-like decay chains for the top quarks,
and we do not take into account the small modifications to the W boson branching
fractions in top decays due to current operators. For top production in association
with a gauge or Higgs boson, we do take into account the modified branching fraction
of the associated boson in the measured decay channel (usually leptonic for W and Z).
However, this choice is not expected to have a significant impact on the results, given
that top data is mainly sensitive to top-related operators, with those that modify gauge
or Higgs boson decays being better constrained elsewhere. Much of the data we use
overlaps with the data used in the top sector fit of Ref. [63], in which predictions are
also obtained with SMEFT@NLO, but including parton shower effects. We make use of the
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linear, LO parts of these in our work7 and generate new, parton-level samples for these
measurements, as including parton showering was not found to be very significant in
determining the aXi . Our work also includes some top quark asymmetry measurements,
namely those of the forward-backward and charge asymmetries from the Tevatron and
LHC, respectively. Splitting a measured cross section, σ, into two regions, σF and σB,
the asymmetry, A, is defined as A ≡ (σF − σB)/(σF + σB). The linearised contribution
of a given operator is proportional to the difference between its relative contributions
to the cross sections in the two regions, aσF

i and a
σB
i ,

aiA = 1 − A2
SM

2ASM
(aσF
i − a

σB
i ) , (3.5.7)

highlighting how asymmetry measurements may be useful in breaking parameter space
degeneracies in total cross section measurements that would, instead, be sensitive to
the sum, aσF

i + a
σB
i . We use the latest NNLO QCD + NLO EW theory predictions for

the top asymmetries from Ref. [189]. The impact of the asymmetries is quantified in
§3.6.2.

3.6 Global results

3.6.1 Higgs, Diboson and Electroweak fit

The main emphasis of this Section is on the improvements in the Higgs data since
the Run 1 and early Run 2 data that were analysed in the SMEFT framework in [54].
However, as has been emphasised previously, e.g., in [190, 140], there is considerable
overlap between the sets of operators whose coefficients are constrained by both
electroweak and Higgs data,8 as visualised in Fig. 2.3.1. Therefore we present in this
Section results from a joint fit to the combined Higgs, diboson and electroweak data,
including the 20 operators of relevance listed in Eq. 3.4.1. We recall that the latter
are dominated by data from LEP, with the most important LHC contribution coming
from an ATLAS measurement of MW .

As already mentioned, this joint fit is carried out to linear order in the dimension-6
SMEFT operator coefficients, neglecting quadratic dimension-6 contributions to the
LHC measurements and linear dimension-8 contributions, which, as discussed, are
a priori of similar order in the scale Λ of high-mass BSM physics. Details of the

7We thank the authors of Ref. [63] for sharing the predictions with us.
8We show later in Fig. 3.6.9 the effect on the marginalised fit of removing the LEP EWPO and

WW datasets.
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fit procedure are described for the analytic method of computing a χ2 in §3.2 and
a numerical nested sampling method in Appendix B. All results in this Section are
produced using the analytic method, but have verified in representative cases that
fit results do not depend significantly on the method used. We emphasise again the
importance of using, as well as total Higgs production and decay rates, kinematic
measurements of Higgs production as encapsulated in STXS measurements, due to the
different pT dependences of dimension-6 contributions to production amplitudes, whose
relative importances are generally enhanced at higher pT [54], as seen in Fig. 3.5.1.

The top panel in Fig. 3.6.1 shows the 95% CL intervals for the coefficients
Ci(1 TeV)2/Λ2 of the 20 dimension-6 SMEFT operators contributing to the joint
Higgs, diboson and precision electroweak data analysis when each operator is analysed
individually. We note that certain coefficients have been scaled as indicated by the
labels on the x-axis. In particular, the Yukawa operator CtH , the triple-gauge boson
operators CW and CG, and the Higgs-only operator CH□ have all been rescaled by 2
orders of magnitude to appear on the same scale. Dotted grey vertical lines separate
the sets of operators that contribute mostly to electroweak precision observables, that
contribute mostly to Higgs and diboson measurements (Bosonic), and that modify the
Yukawa couplings (Yukawa). These categories are indicated as guides to aid the reader;
however, as discussed in more detail later, there are correlations between these sectors.

The two right-most bars (grey and blue) for each operator are from fits using all the
available Higgs and diboson data from Run 2 of the LHC together with the precision
electroweak constraints, differing only in whether they include the STXS constraints.
The grey bars demonstrate the effect of replacing the combined ATLAS STXS dataset
with the latest combined ATLAS signal strengths, in which case there are slightly
weaker constraints for some of the operator coefficients. These results do not differ
significantly whether predictions in the on-shell approximation are used, where the
H → 4f process is assumed to originate from an underlying H → V V ∗ → 4f decay
with one gauge boson taken to be on-shell, or whether the SMEFT dependence of the
full H → 4f matrix elements is used (see [4] and §3.2). For comparison, the left-most
bar (green) is from a fit in which only the Higgs and diboson data analysed in [54] are
used. In the case of CW , we also show (in purple) the effect of dropping the ATLAS
Zjj measurement [187], which does not impact significantly the constraints on the
other operator coefficients.

In general, the individual fit ranges for the first 10 operator coefficients of Fig. 3.6.1
counting from the left, i.e., up to and including CHu, are very similar in fits including
all the LHC Run 2 data to those found using the earlier set of Higgs, diboson and
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electroweak data. This is because the precision electroweak data provide the strongest
constraints on these individual operator coefficients. The impacts of the Higgs and
diboson data are more apparent for the rest of the operator coefficients, i.e., from CH□

rightwards, particularly for the Yukawa operators that have benefited from improved
sensitivity of the Higgs couplings to the tau and bottom. The relative constraining
power of datasets, as measured by the Fisher Information, is given in Table C.0.2 in
Appendix C, and confirms the points discussed above. It also quantifies the importance
of the Zjj data (84%) in pinning down CW , compared to W±Z (13%) and LEP 2
W+W− (3%)

Using the same colours, the bars in the second panel show the 95% CL lower limits
on the Λi on logarithmic scales in units of TeV, for different values of Ci. These reaches
are estimated by taking half the width of the 95% CL ranges of Ci/Λ2

i as the typical
sensitivity of the measurement. Here and in subsequent analogous panels, the darker
(lighter) coloured histograms are for Ci = 0.01(1) and the histograms with dashed
outlines are for the strong-coupling perturbativity limit Ci = (4π)2. In general, the Λi

scales would be modified by a factor
√
Ci, which would depend on whether the Wilson

coefficient is induced by strongly- or weakly-coupled new physics, at tree- or loop-level.
The corresponding 95% CL constraints for the marginalised case, where we include

simultaneously all operators in the analysis and then profile the likelihood over all
coefficients except one, as described in §3.2, are shown in the lower pair of panels in
Fig. 3.6.1. The yellow, orange and red bars from left to right are the fits to the old data,
the new data without the STXS measurements, and including them, respectively. There
is again no significant difference for different treatments of h → 4f . The marginalised
constraints are weaker overall than the individual constraints, as the fit is allowed to
explore all possible variations in the space of coefficients. We also note that the STXS
measurements play a key role in the marginalised constraints for some operators, e.g.,
CHG, CG and CtH . As discussed in §3.5.2, removing them causes a degeneracy in the
parameter space that prevents meaningful constraints in these directions. We show
in dark brown the impact on CW of dropping the Zjj constraint, which still does not
significantly affect the other operators. The more traditional diboson measurements
suffer from suppressed SM interference at high energy due to helicity selection [191].
This is particularly so for W+W−, while W±Z appears to retain some sensitivity.
This is why the bound without Zjj changes significantly, becoming dominated by the
W±Z and/or LEP 2 data, with the high mass W+W− distributions from the LHC
yielding no significant improvement. The Zjj observable is therefore extremely useful
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for constraining anomalous gauge boson self-interactions at linear level, overcoming the
non-interference issue and accessing the leading contributions in the SMEFT expansion.

We see that most of the 95% CL ranges are reduced when the full Run 2 data
are included, some quite substantially, the only exceptions being CG and CHG. This
occurs despite the individual constraints improving in both parameter space directions.
We attribute the slight worsening of the marginalised bounds to the presence of a
highly boosted H → bb̄ measurement in the 2018 data [192] that selects Higgs pT
> 450 GeV, which is significantly higher than the highest, pT > 200 GeV of the
stage 1.0 STXS bins used in our 2020 dataset. Removing this observable degrades
the 2018 bounds below our most recent results. We expect this sensitivity to be
recovered once the stage 1.2 measurements, which probe a similarly high pT region,
are incorporated. We find χ2/ndof = 0.94 (p = 0.72) for our flavour-universal global fit,
where ndof = 204 − 20 = 184 (subtracting the 20 SMEFT degrees of freedom from the
204 observables in the fit). This is to be compared with χ2/ndof = 0.93 (p = 0.76) for
the SM, where ndof = 204. Among the 20 operators considered in the fit to the Higgs,
diboson and electroweak data, the most weakly constrained operator coefficients are
all constrained so that Λ/

√
Ci ≳ 500 (400) GeV in the individual (marginalised) fits,

suggesting that the linear SMEFT treatment may be adequate in this sector [193].
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Fig. 3.6.1. Constraints on the indicated individual and marginalised operator coefficients
Ci(1 TeV)2/Λ2 (top and third panels) and the corresponding scales Λ for the indicated values
of the Ci at the 95% confidence level (second and bottom panels), from a combined linear fit to
the Higgs, diboson and electroweak precision observables. In the top two panels, the bars show the
95% CL ranges from the LHC Run 1 and early Run 2 data (green), current data without using the
STXS measurements (grey), and current data including STXS using either the on-shell vector boson
approximation or the full 1 → 4 matrix elements for the 4-fermion Higgs decay modes taken from
Ref. [4] (blue). In the bottom two panels, the corresponding marginalised results are indicated by
yellow, orange and red bars, respectively. We also show in purple in the individual case (grey in the
marginalised case) the effect of dropping the ATLAS Z+ jets measurement.
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Fig. 3.6.2. Constraints on the indicated individual and marginalised operator coefficients at the
95% confidence level (upper and lower figures, respectively), from a combined linear fit to the top data
and electroweak precision observables. The impact of tt̄ data is highlighted by the evolution of the
constraints starting from no tt̄ data (green) adding Run 1 tt̄ total and differential cross-section data
(grey/yellow), the corresponding Run 2 tt̄ data (blue/orange), and finally tt̄ asymmetry measurements
AF B from the Tevatron and AC from the LHC (purple/red).
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3.6.2 Top fit
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Fig. 3.6.3. Upper panels: Breakdown of the impacts of various top datasets on the
2-dimensional subspace of the four-fermion operators (C1,8

Qq , C
8
tq), setting all other operator

coefficients to zero. Lower panels: Similar breakdown of the impacts of various top datasets
on the 2-dimensional subspace of the four-fermion operators (C8

Qu, C
8
Qd), setting all other

operator coefficients to zero. Each panel on the RHS zooms in on the combined constraints
of the LHS.

We consider now the information provided by top quark data, in a dedicated fit to a
subset of relevant ‘top quark operators’, i.e., those involving at least one top quark field
(the top Yukawa operator, and the top 2F and top 4F categories in Equation 3.4.5)
plus the triple gluon operator, CG, which globally affects most QCD-induced processes.
We also include electroweak precision observables, which close a single blind direction
(C(1)

HQ + C
(3)
HQ) affecting the left-handed Zbb̄ coupling, as well as the latest tt̄H signal

strength measurements from the two CMS and ATLAS Higgs combination papers
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included in the final fit, to constrain the top Yukawa operator. Overall, the χ2/ndof for
the SM is χ2/ndof = 0.92 (p = 0.76) where ndof = 153. However, there are a number
of observables that exhibit some tension with the SM predictions. These include
the recent 13 TeV measurement of the differential pT distribution in t-channel single
top production [194] where χ2/ndof = 5.3 and p = 7.5 × 10−5 (ndof = 5), and tt̄W

cross section measurements by CMS at 8 TeV [195] with χ2/ndof = 2.1 and p = 0.15
(ndof = 1), ATLAS at 8 TeV [196] with χ2/ndof = 2.6 and p = 0.11 (ndof = 1) and
ATLAS at 13 TeV [197] with χ2/ndof = 1.9 and p = 0.17 (ndof = 1). Furthermore,
tensions are seen in the CMS tt̄ differential distributions at 8 TeV ( dσ

dmtt̄ytt̄
in the l+jets

channel) with χ2/ndof = 1.6 and p = 0.05 (ndof = 16) and similarly in the CMS tt̄

differential distributions at 13 TeV ( dσ
dmtt̄

in the dilepton channel), with χ2/ndof = 1.6
and p = 0.1 (ndof = 10). These tensions may lead to a preference for non-zero Wilson
coefficients, though this depends on whether other, more consistent observables also
constrain the operators in question.

Fig. 3.6.2 shows the 95% CL intervals for the coefficients individually (top two
panels) and after marginalisation (bottom two panels). The green bars in the top two
panels are obtained without using any tt̄ data, the grey bars are obtained including
the Run 1 tt̄ total and differential cross-section data, the blue bars include also the
corresponding Run 2 tt̄ data, and finally the purple bars include also the tt̄ asymmetry
measurements AFB from the Tevatron and AC from the LHC. When removing the tt̄
data entirely, a closed fit is not possible, so marginalised constraints do not exist. The
corresponding colours for the latter three sets of data (Run 1 tt̄, including Run 2, and
including AFB asymmetries) in the bottom two panels are yellow, orange and red. We
also show in dark brown the impact of removing electroweak precision observables for
the two operators most affected, C(1)

HQ and CHt. As previously, the constraints on the
scales Λ/

√
Ci are estimated by taking half the width of the 95% CL ranges of Ci/Λ2

i

for C = 1 as the typical sensitivity of the measurement. We note that many of the
constraints on the quantities Ci(1TeV)2/Λ2 in the individual and marginalised cases
differ by an order of magnitude, as shown in the top and third panels of Fig. 3.6.2,
and that the corresponding constraints on the scales Λ/

√
Ci are typically a factor ∼ 3

stronger in the individual analysis, as seen in the second and bottom panels.
The impact of the tension with the SM for the aforementioned observables can be

seen from the individual constraints of Fig. 3.6.2. We see that CtH and the ‘top 2F’
category appear consistent with the SM. Although it disagrees the most with the SM,
the single top differential pT data does not lead to significant deviations for the operators
that can affect it, C3,1

Qq , C3
HQ and CtW . This is due to the fact that single operators are
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not able to improve the fit significantly, given that the disagreement predominantly
comes from the lowest pT bin, combined with the relatively good agreement of most
other single-top data. Instead, the effect of the tt̄W data can be seen in the individual
constraints without tt̄ data, that cause the deviation of the best-fit values for C1,8

Qq

and C3,8
Qq away from zero in the positive and negative directions, respectively. This

is consistent with a relative minus sign in the linear dependence of the tt̄W process
on these two operators. On the other hand, tt̄ data depend on 9 of the operators
in question, namely all of the ‘top 4F’ category except C3,1

Qq , as well as CtG and CG.
Gradually adding the differential tt̄ data draws the coefficients towards negative values,
resulting in particularly large standard deviations, especially for CG. Finally, the tt̄
asymmetry observables add an orthogonal constraint on the four-fermion operators that
restore consistency with the SM in this sector. Since CG does not produce an angular
asymmetry in the tt̄ matrix element, its significant, non-zero best-fit value remains.
Considering now the marginalised results, we see that more tt̄ data and the inclusion of
asymmetries has a significant impact on the global sensitivity, even indirectly affecting
sensitivity to electroweak top quark couplings CHt and CtB by constraining the allowed
four-fermion contributions to tt̄Z/γ. We also show the importance of electroweak
precision observables in closing the parameter space for neutral top quark couplings,
by noting the large significant degradation of the limits in this space when removing
them from the fit. All of the potentially large standard deviations are washed out by
the marginalisation, except for CG and CtG, which lie 4.1 and 3.2 standard deviations
away from zero, respectively.

The interplay between different tt̄ measurements in constraining the four fermion
sector is shown in Fig. 3.6.3, inspired by a similar analysis in Ref. [61]. Two pairs
of operators are selected, setting all other coefficients to zero: C1,8

Qq and C8
tq, which

couple to left- and right-handed top quarks, respectively, in the left panel, and C1,8
Qu

and C8
Qd, which couple left handed top quarks to the up and down quarks, respectively,

in the right panel. We see explicitly the complementarity between the tt̄ cross-section
measurements, which strongly constrain one linear combination of C1,8

Qq and C8
tq, and the

asymmetry measurements, which constrain an orthogonal direction. The combination
of these measurements constrains each of C1,8

Qq and C8
tq quite tightly, though less so in

the marginalised case, indicated by the dashed lines. The fact that forward-backward
asymmetries are sensitive to the chiral structure of the tt̄ matrix element explains why
they excel at distinguishing modified interactions for left- and right-handed tops but
less so the isospin of the initial state quark (u or d). In this case the combination of tt̄
measurements constrains a highly correlated combination of the coefficients, though
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each is only weakly constrained in the marginalised fit, as seen in the bottom two
panels of Fig. 3.6.2. The large differences between their individual and marginalised
limits that we observe indicate strong correlations among the top quark four fermion
operators constraints and that the overall marginalised sensitivity is set by the less
precise tt̄X data.

Overall, the best-constrained coefficients in Fig. 3.6.2 are CtG, C(3)
HQ, C(1)

HQ, C3,1
Qq and

CG, with one direction being driven by electroweak precision observables. The large
negative values of CG can be traced back to tt̄ differential cross-section measurements,
and we discuss a specific example in §3.6.3 below, where we also consider the possibility
that CG is very small, as suggested on the basis of a quadratic analysis of multijet data.
Four-fermion operator coefficients are less well constrained, with scales Λ between
800 − 1500 GeV in the individual analysis and 300 − 500 GeV in the marginalised
analysis when the corresponding Ci = 1, in which case the validity of the global
SMEFT interpretation for these operators could be questioned for weakly-coupled UV
completions, given that some of the tt̄ data extends up to TeV energies. We therefore
expect the differences between our top data analysis and those performed at quadratic
level to be especially significant for the top quark four-fermion operators, as shown in
Ref. [63].

The neutral top quark operator coefficients CHt, CtB are also particularly hard to
constrain. Production of tt̄Z/γ and tZ are the main handles we have on these couplings,
and these are still not so well measured and only beginning to produce differential
data. The tt̄γ differential distributions in photon pT turn out to provide the best
handle on CtB. Unfortunately, CHt does not predict any effects that grow in energy in
either of these processes, and CtB has a suppressed interference with the SM, meaning
that one does not expect spectacular gains from differential measurements, especially
in a linear analysis [179, 198]. Other rare electroweak top processes, such as tt̄Wj

and tWZ have been shown to be sensitive to such unitarity-violating behaviour and
will therefore provide useful constraining power, once they are measured at the LHC
[199, 200]. However, in all cases we see that the dashed histograms extend beyond a
TeV even in the marginalised case, indicating that the SMEFT analysis should be a
good approximation in the strong-coupling limit Ci = (4π)2.

3.6.3 Combined Top, Higgs, Diboson and Electroweak Fit

As we discussed in §3.4, there are different possible treatments of the flavour degrees of
freedom within the SMEFT framework. Specifically, in this Chapter we assume either
an SU(3)5 symmetry in the operator coefficients (broken by the Yukawa operators) or
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allow this symmetry to be broken to an SU(2)2 × SU(3)3 symmetry by the coefficients
of third-generation fermions in a top-specific flavour scenario.

We find that, among the 20 flavour-universal operators in the SU(3)5 scenario, only
the marginalised constraints on CG, CHG and CtH are improved significantly by the
additional top measurements beyond the constraints that are already provided by the
electroweak, diboson and Higgs data, while the sensitivity to C(1)

Hq and C
(3)
Hq decreases,

since their third-generation flavour components have been separated into separately
constrained degrees of freedom. This indicates the robustness of the fit despite the
increase in the number of parameters. However, there are significant correlations
between the datasets. Accordingly, in the following we focus attention on the results
from a simultaneous global fit to the 34 operators of the top-specific flavour scenario
that was described in §3.4.2.
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Fig. 3.6.4. Results from the global fit to the electroweak, diboson, Higgs and top data in the
top-specific SU(2)2 × SU(3)3 scenario. Top two panels: fits to the individual operators, showing the
95% CL ranges for the operator coefficients Ci normalising the new physics scale Λ to 1 TeV, and the
ranges for the scales Λ for different values of the Ci. Bottom two panels: similar, but marginalising
over the other operators. In the top panels, fit results found using only electroweak, diboson and Higgs
data are shown in green, those found in the combination with the top data are shown in blue, and
those using only top data are shown in purple. In the bottom panels, the corresponding marginalised
fit results are shown in yellow, red and pink.
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Operator sensitivities in individual and marginalised fits

Figs. 3.6.4 shows the results from this combined fit to all the available Higgs, electroweak,
diboson and top data, switching on one operator at a time (top two panels) and
marginalising over all other coefficients (bottom two panels), respectively. In each case,
the upper panel shows the 95% CL ranges for the operator coefficients Ci normalising
the corresponding new physics scales to 1 TeV. As indicated on the x-axis labels, certain
operator coefficients have been rescaled for the sake of convenience. The bars in the
lower panels show the 95% CL lower limits on the Λi on logarithmic scales in units of
TeV. As previously, these reaches are estimated by taking half the width of the 95%
CL ranges of Ci/Λ2

i for C = 1 as the typical sensitivity of the measurement.
The differences in the constraints on the 20 operators entering the flavour-independent

SU(3)5 fit between including top data or not are small in the individual case (purple vs
blue), except for CG. For a more detailed breakdown of the relative constraining power
of different datasets on each individual coefficient, we refer the reader to Table C.0.2.
Marginalising widens the ranges allowed by the fit, but the effect of marginalising
over a larger set of coefficients - 34 compared to 20 in the top-specific flavour scenario
compared to the flavour-universal case (red vs yellow) - introduces noticeable differences
for only a few operator coefficients, namely CG, CHG and CtH . The differences in the
constraints on the top operators (shown in purple in the individual case and pink in
the marginalised case) when the electroweak, diboson and Higgs data are included in
the fit are generally small, apart from in the case of the Yukawa operator, CtH and
the top chromomagnetic dipole operator, CtG. The loop-level constraints from Higgs
production via gluon fusion are clearly very powerful in constraining these operators
individually, but this sensitivity is diluted by marginalisation, which allows the other
operators affecting this process to float.

Overall, the data are sufficient for a closed fit with no flat directions, and we find
χ2/dof = 0.81 (p = 0.99, ndof = 321) for our top-specific global fit. The sensitivities to
the scale of new physics in the operator coefficients in the individual case are generally
several hundred GeV or more for Ci = 1. The scale sensitivities in the marginalised
case still reach a TeV for Ci = 1 for most of the electroweak precision observables set
and some of the operators in the bosonic and top categories, falling to ∼ 300 GeV for
some of the other top operators. We emphasise, however, that specific UV completions
each generate only a subset of operators, for which they have correspondingly improved
reaches. The individual and marginalised fits can therefore be taken as optimistic and
pessimistic sensitivity estimates, respectively, with realistic cases living somewhere
between the two.
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Sensitivities in ‘Higgs-only’ operator planes
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Fig. 3.6.5. Constraints on the indicated pairs of operator coefficients at the 95% confidence
level, marginalised over the remaining degrees of freedom in the ‘Higgs only’ operator set.
The green and mauve shaded areas correspond to combined linear fits to Higgs data and
Higgs + top data, respectively. The blue ellipses indicate the marginalised constraints from
Higgs + top data after introducing top-quark four-fermion operators into the fit, and the
yellow ellipses are obtained from a fit dropping the tt̄H data.

In order to assess the potential impact of the interplay between top and Higgs data,
we may consider the following subset of ‘Higgs-only’ operators:

{CH□, CHG, CHW , CHB, CtH , CbH , CτH , CµH} (3.6.1)
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Fig. 3.6.6. Constraints on the indicated pairs of operator coefficients at the 95% confidence
level, setting the other operator coefficients to zero. The shaded regions correspond to linear
fits to Higgs signal strengths and 0 jet STXS bins (blue), tt̄H signal strengths (mauve), ≥ 1
jet STXS bins (orange) tt̄ data (green), tt̄V data (red) and their combination (grey). The
dashed ellipses show the constraints obtained by marginalising over the remaining Wilson
coefficients of the full fit.

together with CG and CtG, which do not modify Higgs interactions directly but can
impact gluon fusion. Performing a fit to this subset, Fig. 3.6.5 displays the result for
the 95% CL constraints when top data are combined with Higgs data in planes showing
different pairs of the operator coefficients CHG, CtG, CtH and CG, marginalised over the
other coefficients in (3.6.1). This is the relevant set of operators in which the interplay
between Higgs and top physics is most evident, taking place in the gluon fusion and
tt̄ associated Higgs production processes. It is well known that there is a degeneracy
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in gluon fusion between CHG and CtH that prevents it from being used as a robust
indirect constraint on the top Yukawa coupling, or conversely, heavy coloured particles
that couple to the Higgs. This strongly motivates the direct measurement of the top
Yukawa, via tt̄H. In Fig. 3.6.5, the yellow ellipses show results for Higgs data, without
tt̄H, while the green ellipses show the sensitivity for Higgs data including it, indicating
how a relative flat direction in this plane (top left panel) is lifted by the inclusion of
tt̄H. However, despite not being directly related to Higgs couplings, both CtG and
CG can also affect Higgs(+jet) production in gluon fusion. Thankfully, these can be
constrained by top data, particularly tt̄ (and multi-jet data at order Λ−4, for the latter).
The results for the combination of Higgs with top data are shown as mauve ellipses,
where we see in each plane a very substantial reduction of the area allowed at the 95%
CL. The difference between the two sensitivities underlines the strength and importance
of this data in indirectly pinning down BSM interactions of the Higgs, where now
the CtG and CG directions are squeezed down by an order of magnitude. We also see
that several (anti)correlations between pairs of operator coefficients are suppressed
when top data are included, most noticeably in the (CHG, CG) plane. However, using
top data to constrain only two operators is not in keeping with the global spirit
of SMEFT interpretations, especially given the large number of degrees of freedom
discussed in Sec. 3.4.2 that could potentially dilute its power to bound CtG and CG. We
address this question by increasing our operator subset to include the 7 four-fermion
operators that impact tt̄ production, with the new marginalised constraints shown as
blue ellipses. Surprisingly, there is little further change when adding the four-fermion
operators, indicating a very limited dilution effect and underlining the robustness of
the complementarity of top data in indirectly constraining Higgs couplings. This is
especially encouraging given the fact that, as discussed in §3.6.2, our constraints on
this set of operators are significantly weakened by the linear approximation used in our
analysis, allowing for larger marginalisation effects than a quadratic-level fit would.

Fig. 3.6.6 displays the constraints on the same pairs of operator coefficients at the
95% confidence level when the coefficients of other operators are set to zero, with more
fine-grained information on the constraints provided by the different datasets. The
shaded regions are the results of linear fits to Higgs signal strengths and 0 jet STXS
bins (blue), tt̄H signal strengths (mauve), ≥ 1 jet STXS bins (orange), tt̄ data (green),
tt̄V data (red) and their combination (grey). The dashed ellipses show the constraints
in the corresponding parameter planes when marginalising over the remaining Wilson
coefficients of the full fit, as shown in Fig. 3.6.5. As was to be expected, the constraints
obtained when the other operator coefficients are set to zero are significantly stronger.
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The complementarity between ggF , tt̄H and tt̄ is again evident, with tt̄V data also
providing some additional information on CG. We also see that ≥ 1 jet STXS bins
have not yet reached the level of precision needed to offer significant complementary
information in this parameter space. However, we expect this to improve as increasingly
fine-grained STXS binnings are measured.

The triple-gluon operator CG

The operator OG consists of triple-gluon field strengths [201–203] and so affects
any observables sensitive to jets [204, 142, 143, 141]. This includes many of the
Higgs and top processes in our global fit, as shown in Fig. 3.6.10 that we discuss
in the next Section, where we see sizeable correlations of CG with the operators
CHG, CtH , CtG, C

3,8
Qq , C

1,8
Qq , C

8
Qu, C

8
tq, C

8
tu and C8

td, spanning both the Higgs and top sec-
tors. Therefore, the gluonic operator complicates the SMEFT interpretation of the
measurements in these sectors.
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Fig. 3.6.7. The measurement of the tt̄ invariant mass distribution in the lepton+jets
channel at 13 TeV by the CMS experiment [5] compared to to the SM prediction at the
NNLO QCD + NLO EW level [6]. Also shown are predictions corresponding to the best-fit
values for ĈG (green upward triangles), ĈtG (red downward triangles), their combination
(purple circles) and the global best-fit point in the full parameter space (orange stars).

It has been argued in Refs. [141–143] that a very strong constraint on CG is provided
by multijet data that are not included in our default data set, and that one can set
CG = 0 when analysing electroweak, Higgs or top data. However, this strong constraint
relies on quadratic contributions to multijet observables, whereas our global fit is made
to linear order. The linear contributions of CG are small since the amplitude involving
CG in gluon-gluon scattering does not interfere with the SM, and in quark-gluon
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scattering it does so only proportionally to the quark masses. This has made it a
challenge to constrain in past studies [201–203]. However, the top sector, with its large
quark mass, provides an opportunity to recover sensitivity at linear order to CG, as
studied most recently in Ref. [205]. Table C.0.2 indicates that tt̄ (43%) and tt̄V data
(56%) provide the entirety of the individual sensitivity to CG. This is confirmed by
comparing Figs. 3.6.1, 3.6.2 and 3.6.4, which also emphasise that these bounds are
robust when marginalising over the other operators in both the Higgs and top sectors.

The CG fit also shows the strongest pull away from zero, with a significance ∼ 3
and 4σ for the best-fit in the individual and marginalised cases, respectively, as shown
in Fig. 3.6.4. This effect is due to tt̄ differential data, an example of which is given
by the 13 TeV invariant mass distribution data shown in Fig. 3.6.7. We see there
that the mtt̄ dependence of the cross-section data, normalised to the SM prediction,
denoted by black points, differs quite significantly from that of the SM, represented
by grey boxes at a value of 1, and it is this discrepancy that pulls CG into negative
territory, as shown by the green triangles, plotting the best-fit CG contribution. We
see that the agreement with the data is obtained by an interplay between CG and
CtG, whose best-fit prediction, shown by the red triangles, improves the agreement
in the low mass bins while not too significantly affecting the high mass region. The
sum of the best-fit CG and CtG predictions, shown by the purple circles, coincides with
the global best-fit prediction, shown by the orange stars, demonstrating that the fit
to the data is obtained primarily by this interplay. We emphasise, however, that the
significance of this effect could be reduced if there were some important contribution to
the mtt̄ distribution close to threshold that has not been included in the SM calculation.
Moreover, such a large pull away from the SM in this case is not meaningful, in view
of the potentially important quadratic contributions from CG. What the linear fit
demonstrates is the size of the linear constraint on CG, which is not known a priori,
and its dependence on other operators. Significant indirect effects of CG on the other
operators may also then be questioned.

Accordingly, we have investigated the consequences of assuming that CG can be
better constrained by including dedicated QCD multi-jet data, and have analysed the
effects of setting CG = 0 in our study of the impact of top data on Higgs coupling
measurements, as well as in our marginalised global fits in the flavour-universal SU(3)5

and the top-specific SU(2)2(3)3 scenarios. Fig. 3.6.8 shows that the global space of
constraints is changed compared to Fig. 3.6.5, especially when only including Higgs
data (green ellipse), with improved sensitivity (see Fig 3.6.9) and a different pattern of
correlations. Once the top data is included, the overall sensitivity is improved, and
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Fig. 3.6.8. Same as Fig 3.6.5, but setting CG = 0.

the best-fit point before including the four-fermion operators (mauve ellipse) is closer
to the SM. The relative impact of adding the four-fermion operators (blue ellipse) is
more noticeable when CG = 0 than when it is non-zero. When CG = 0, the tension
with the SM in the tt̄ data pulls the four-fermion operators and CtG. These operators
also affect tt̄H, and CtG also modifies gluon fusion, leading to a cascade of shifts in the
ranges of these operators. Moving to the global results, we see in the top two panels
of Fig. 3.6.9 that this constraint has little effect on the 95% ranges we find in our
marginalised SU(3)5 fit, except that the ranges of CHG and CtH are reduced noticeably
when we set CG = 0,9 as expected from the previous discussion of Fig. 3.6.8. In the
SU(2)2 ×SU(3)3 (bottom two panels of Fig. 3.6.9) there are shifts in the central values
of several top operator coefficients, with the four fermion operators moving further
away from the SM to absorb the aforementioned discrepancies in top data. Overall, no
significant reductions in the ranges of any operator coefficients are observed, and thus
our fit results are relatively insensitive to the treatment of CG.

9For completeness, we also show in the top two panels of Fig. 3.6.9 the effects of dropping the
electroweak precision observables (and LEP WW ) from the marginalised SU(3)5 fit (yellow bars). As
could be expected, there are large effects on the constraints on the operators that contribute most to
the electroweak precision observables, but quite small effects in the bosonic and Yukawa sectors.
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Fig. 3.6.9. Comparison of the constraints on the indicated marginalised operator coefficients
Ci(1 TeV)2/Λ2 (top and third panels) and the corresponding scales Λ for the indicated values
of the Ci at the 95% confidence level (second and bottom panels), found in a combined
linear fit to the Higgs, diboson and electroweak precision observables (top two panels) and
including in addition top data (bottom two panels), including CG in the fit (orange) and
setting CG = 0 (red). Also displayed in yellow in the top two panels is a fit without LEP
(EWPO and WW ) measurements.
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Correlation matrix and principal component analysis

The full correlation matrix for the top-specific marginalised fit is shown in Fig. 3.6.10,
colour-coded and labelled in percentages. Some of these correlations can be explained
intuitively by the simple fact that two operators contribute to the same observable,
while others occur more indirectly, through a chain of dependencies that is difficult to
trace through the inversion of the Fisher information matrix. We see that there are
substantial (anti)correlations between the coefficients of operators in the EWPO and
Bosonic sectors, and there are also many (anti)correlations within the top 4F sector.
On the other hand, there is only one large off-diagonal entry in the top 2F sector,
namely a negative correlation between C

(3)
HQ and C

(1)
HQ. Along with CHt, that is mildly

correlated with these two, these operators affect Ztt̄ couplings. As previously discussed,
one linear combination, C(3)

HQ + C
(1)
HQ modifies the Zbb̄ coupling, and hence has a very

strong LEP constraint, while CHt and the other combination of C(3)
HQ and C(1)

HQ can only
be probed in electroweak top processes. The bottom Yukawa operator (CbH) exhibits
some correlations with those of the top (CtH) and the tau (CτH), and in the bosonic
sector some moderate correlations are observed, notably between CHW , CHB and CH□,
and between CHG and CG (as expected from the discussion in Sec. 3.6.3). Turning
to correlations between operators in different sectors, we note substantial (negative)
correlations between CbH in the Yukawa sector and CHWB, (CHD), C(3)

Hl , C
(3)
Hq and CHe

in the EWPO sector, and (CH□), CHW and CHB in the bosonic sector respectively,
as well as substantial positive (negative) correlations between CtH in the Yukawa
sector and CH□, CG and (CHG) in the Bosonic sector. Finally, there are several large
(anti)correlations between operators in the top 4F and top 2F sectors, namely C3,1

Qq and
C

(3)
HQ (positive), C3,1

Qq and C
(1)
HQ (negative), C8

Qu and CHt (negative), and C8
tq and CHt

(positive). Overall, there are 22 correlation coefficients with magnitude ≥ 0.2 between
operators in a top sector on the one hand and in a Yukawa, bosonic or electroweak
sector on the other hand. These and the top sector may not be talking to each other
very loudly, but they are starting to whisper to each other.

In the Gaussian approximation to the global likelihood that is used here, it is
also informative to diagonalise the constraints on the operator coefficients in the
orthonormal eigenvector basis and perform a principal component analysis. This tells
us which directions are most constrained in the fit, and what operators contribute
to those directions. We display the constraints on the eigenvectors graphically in
Fig. 3.6.11: the rows in the centre panel correspond to the different operator coefficients,
the columns correspond to the different eigenvectors, and the colour-coded squares
represent the moduli-squared of the operator components in the eigenvectors. The
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Fig. 3.6.10. The full 34 × 34 correlation matrix for the marginalised top-specific fit. The
operators are grouped into those affecting primarily electroweak precision observables, bosonic
observables, Yukawa measurements and top electroweak measurements, as well as top-quark
four-fermion operators. The entries in the correlation matrix are colour-coded according to
the indicated magnitudes of the correlation coefficients.
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latter are ordered such that the strengths of the global constraints decrease from left
to right, as seen in the top panel of Fig. 3.6.11, where the 95% CL bounds on the
scales Λ are calculated assuming that the linear combination of operator coefficients
making up that particular eigenvector is set to unity. The bottom panel tabulates the
respective relative constraining powers of the electroweak precision data, LEP diboson
data, Higgs coupling strength measurements from Runs 1 and 2, STXS measurements,
LHC diboson and Zjj measurements, tt̄ measurements, single top measurements and
tt̄V measurements. These are defined as the relative contribution of each dataset to
the corresponding entry of the diagonalised Fisher information. Entries where there is
no significant constraining power are indicated by “-”.

We see that the largest component of the best-constrained eigenvector is OHB,
and that the limit on its scale exceeds 20 TeV, with the most important contribution
coming from the STXS measurements, followed by Higgs signal strength measurements.
The scales of four more eigenvectors are constrained beyond the 10 TeV level, with the
most important contributions coming from the electroweak precision measurements as
well as STXS and Higgs signal strength measurements. They can broadly be associated
with the powerful sensitivity we have obtained in constraining the Hγγ and Hgg

interactions. The first 12 eigenvectors are constrained by a mixture of EWPO and
Higgs data, showing that these two sets are providing complementary and competitive
bounds in the multi-TeV range.

We next see a particularly strong constraint coming entirely from single top data on
C3,1
Qq alone. We note that other operators contribute along that eigenvector direction,

which is given by −0.98C3,1
Qq − 0.17CHW + 0.08C(3)

HQ, but with too small a magnitude to
be visibly coloured.10 However, this is partly responsible for the large (anti-)correlations
between C3,1

Qq and C
(3)
HQ (C(1)

HQ) shown in Fig. 3.6.10, and C3,1
Qq also appears in other

directions with a small contribution. Several other examples of relatively isolated
operators can be found across the figure, identified by the columns dominated by a
single, very dark spot. Here the eigen-directions nearly coincide with a particular
operator, such that the rest of the fit should be relatively independent of whether
these are included or not. Specific examples are CµH , which is constrained in isolation
by the H → µµ signal strength, and CtW , which is constrained mainly by W -helicity
fraction measurements in tt̄ data. We also see that Zjj mostly constrains CW with not
much effect on the rest of the fit. The relation between measurements and constraints
on operators can be indirect, illustrating the complementarity between the different
datasets: for example, the LHC WW and WZ diboson data are responsible for 46% of

10For completeness, the numerical values of the eigenvector components are provided in Table C.0.3.
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the constraining power along the eigenvector direction principally aligned with CHW ,
despite the lack of CHW dependence in diboson data. However, their inclusion helps to
close directions of limited sensitivity in the fit to Higgs and electroweak data that are
then better able to constrain e.g. CHW .

The least strongly constrained eigenvector is predominantly O8
tu, with a scale

bounded just above 200 GeV when the operator coefficients are normalised to unity,
mainly by tt̄ data. It is followed by three more eigenvectors with scales ∼ 300 GeV,
whose principal components are top operators. The most important constraints on
these eigenvectors are in the top sector, principally from the tt̄ and tt̄V data. As
discussed in §3.6.2, while the validity of the SMEFT may be questioned when the
operator coefficients are normalised to unity, it should be reliable for all top operators
in the strong-coupling limit. Also, we expect the SMEFT to be valid for the better-
constrained eigenvectors even for unit-normalised coefficients, since these eigenvectors
have relatively small top operator components, as seen in the middle panel of Fig. 3.6.10.
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Fig. 3.6.11. Constraints on the eigenvectors of the global likelihood function. The top panel
shows the strengths of the global constraints on the eigenvectors. The rows in the centre panel
correspond to the different operator coefficients, the rows correspond to the different eigenvectors, and
the colour-coded squares represent the moduli-squared of the operator components to the eigenvectors.
The bottom panel shows the constraining powers of the electroweak precision data, LEP diboson data,
Higgs coupling strength measurements from Runs 1 and 2, STXS , LHC diboson and Zjj, tt̄, single-top
and tt̄W/Z/γ measurements, respectively. Instances where there is no significant constraining power
are indicated by “-”. Explicit expressions for the eigenvectors are given in Table C.0.3
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3.7 Constraints on UV Completions

So far our approach has been to use the SMEFT framework to combine all relevant
data inputs and perform a global fit to the coefficients of the dimension-6 operators
characterising possible modifications of the SM Lagrangian at leading order in the
momentum expansion. The result of this fit, summarised in Fig. 3.6.4, provides a
model-independent way to evaluate the compatibility of the SM with the available ex-
perimental data. This SMEFT analysis provides information on the level of new physics
contributions compatible with the current data. We presented in the bottom panel of
Fig. 3.6.4 limits on the dimensionful parameters Λ/

√
Ci, which can be interpreted as

constraints on the possible scale of new physics compatible with current measurements.
The individual limits correspond to bounds on a single operator assuming all others
are zero, while the marginalised limits allow all other coefficients to vary. These can
respectively be taken as optimistic and pessimistic estimates of the sensitivity, and we
expect realistic models to generate some intermediate subset.

In this Section we go a step further in the interpretation of our fit and explore how
specific UV completions of the SM Lagrangian are constrained by current measurements.
In any given model, the global analysis we have presented is often not directly applicable,
as typical models may generate more than just one of the dimension-6 SMEFT operators,
but not all of them. Moreover, when a specific model contributes to more than a single
operator, these contributions are often related, corresponding to a smaller subset of
independent parameters.

To illustrate these model-dependent effects we have considered several model
interpretations. In §3.7.1 we discuss models in which SMEFT operators are induced at
the tree level, and in §3.7.2 we discuss classes of UV completions that share similar
SMEFT patterns. We then analyse supersymmetric models with TeV-scale stops in
which SMEFT operators are induced at the one-loop level in §3.7.3. Finally, in §3.7.4
we present results from a survey of the pulls for all fits with non-vanishing coefficients
for combinations of 2, 3, 4 and 5 operators.

3.7.1 Simple tree-level-induced SMEFTs

We first study the implications of our analysis for single-field extensions of the SM that
contribute to the SMEFT at tree level. This exercise updates the one presented in [54]
and is based on the dictionary provided in [206].11

11We note that these one-parameter extensions of the SM have been included among the BSM
benchmark proposals made by the LHC Higgs Working Group [207].
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Name Spin SU(3) SU(2) U(1) Param. Name Spin SU(3) SU(2) U(1) Param.

S 0 1 1 0 (MS, κS) ∆1
1
2 1 2 −1

2 (M∆1 ,λ∆1)
S1 0 1 1 1 (MS1 ,yS1) ∆3

1
2 1 2 −1

2 (M∆3 ,λ∆3)
φ 0 1 2 1

2 (Mφ,Z6 cos β) Σ 1
2 1 3 0 (MΣ,λΣ)

Ξ 0 1 3 0 (MΞ,κΞ) Σ1
1
2 1 3 -1 (MΣ1 ,λΣ1)

Ξ1 0 1 3 1 (MΞ1 ,κΞ1) U 1
2 3 1 2

3 (MU ,λU)
B 1 1 1 0 (MB,ĝBH) D 1

2 3 1 −1
3 (MD,λD)

B1 1 1 1 1 (MB1 ,gB1) Q1
1
2 3 2 1

6 (MQ1 ,λQ1)
W 1 1 3 0 (MW ,ĝWH ) Q5

1
2 3 2 −5

6 (MQ5 ,λQ5)
W1 1 1 3 1 (MW1 ,ĝϕW1) Q7

1
2 3 2 7

6 (MQ7 ,λQ7)
N 1

2 1 1 0 (MN ,λN) T1
1
2 3 3 −1

3 (MT1 ,λT1)
E 1

2 1 1 -1 (ME,λE) T2
1
2 3 3 2

3 (MT2 ,λT2)
T 1

2 3 1 2
3 (MT ,stL) TB 1

2 3 2 1
6 (MTB,st,bL )

Table 3.7.1. Single-field extensions of the SM constrained by our analysis.

We list in Table 3.7.1 the SU(3) × SU(2) × U(1) quantum numbers and couplings
of the new fields considered here. We assume flavour-universal couplings in all cases
except T and TB, in which the new fields couple only to the third generation. These
two models are taken from [208]. We consider only the renormalisable contributions
from each single field extension. In the case of the models B and W (a Z ′ and
W ′ respectively) we consider only their couplings to the Higgs doublet and set all
fermion couplings to zero. In addition to evaluating the constraints on these single-field
extensions, we also consider the following two combinations of the fields in Table 3.7.1
that yield single-parameter models via cancellations (see Ref. [207]), i.e., models that
depend on only a single coupling (λ or gH), as well as a mass M : 1) Quark bidoublet
model: {Q1, Q7} with equal masses M and equal couplings λ to the top quark, and
2) Vector-singlet pair model: {B,B1} with equal masses M and Higgs couplings
proportional to gH . We exhibit in Tables 3.7.2 and 3.7.3 the contributions made
at tree level by exchanges of each of these fields to the SMEFT coefficients.12 The
numbers shown in the Tables should each be multiplied by the appropriate squared
coupling factors and divided by the square of the mass scale M .13

12In general, the coloured, vector-like fermions contribute at one-loop order to CHG. We include
this contribution for the 2-parameter model TB, and verify in a representative example (the T field)
that it has a negligible effect on the single-parameter model constraints.

13We do not provide limits on the two-parameter model Ξ1, which has a complex coupling gΞ1 , but
note that it behaves similarly to models Ξ and S1.
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Model CHD Cll C3
Hl C1

Hl CHe CH□ CτH CtH CbH

S −1
2

S1 1
Σ 1

16
3
16

yτ

4
Σ1 − 1

16 − 3
16

yτ

8
N −1

4
1
4

E −1
4 −1

4
yτ

2
∆1

1
2

yτ

2
∆3 −1

2
yτ

2
B1 1 −1

2 −yτ

2 −yt

2 −yb

2
Ξ −2 1

2 yτ yt yb

W1 −1
4 −1

8 −yτ

8 −yt

8 −yb

8
φ −yτ −yt −yb

{B,B1} −3
2 − yτ − yt − yb

{Q1, Q7} yt

Model C3
Hq C1

Hq (C3
Hq)33 (C1

Hq)33 CHu CHd CtH CbH

U −1
4

1
4 −1

4
1
4

yt

2
D −1

4 −1
4 −1

4 −1
4

yb

2
Q5 −1

2
yb

2
Q7

1
2

yt

2
T1 − 1

16 − 3
16 − 1

16 − 3
16

yt

4
yb

8
T2 − 1

16
3
16 − 1

16
3
16

yt

8
yb

4

T −1
2
M2

T

v2
1
2
M2

T

v2 yt
M2

T

v2

Table 3.7.2. Operators generated at tree level by the single-field extensions listed in the
first column. Each extension depends on a single coupling (see Table 3.7.1) as well as a new
physics mass-scale M . The coefficients of the operators are each proportional to the squares
of the corresponding coupling λ by the corresponding entry in the Table and divided by M2.
yt, yb and yτ denote the top, bottom and tau Yukawa couplings respectively, v denotes the
electroweak scale and αs denotes the strong coupling.

We show in Fig. 3.7.1 the results from our global fit for all of the one-parameter
single-field extensions of the SM. In each of these models we constrain a positive
quantity: |λ|2. The constraints in Fig. 3.7.1 are found using the numerical fitter
described in Appendix B. This method allows us to incorporate the constraint |λ|2 > 0
as a Heaviside prior π(|λ|2 < 0) = 0. The 2-σ constraints on the mass scales in



3.7 Constraints on UV Completions 85

Model CHD CH□ CτH CtH CbH

B −2a2 −1
2(a2 − b2) −abyτ −abyt −abyb

W 1
2b

2 −1
8(3a2 + b2) −1

4yτ (a+ b)2 −1
4yt(a+ b)2 −1

4yb(a+ b)2

Model CtH CbH CHt CHG

TB
M2

T B

v2 yta
2 M2

T B

v2 ybb
2 −M2

T B

v2 a2 −M2
T B

v2
αs(0.65)

8π b2

Table 3.7.3. Operator coefficients generated by the tree-level single-field models B, W and
TB, which each depend on two couplings a and b, with yt, yb and yτ denoting the top, bottom
and tau Yukawa couplings respectively, v denoting the electroweak scale and αs denoting
the strong coupling. The coefficients of all operators are proportional to the corresponding
entries in the Table and divided by M2.

TeV units, assuming that the corresponding couplings are set to unity, are shown as
horizontal bars.14 We note that most of these limits exceed 1 TeV for unit coupling
and do not depend on kinematic distributions probing this region, in which case the
SMEFT approach is self-consistent. The SU(2)-singlet VLQ top-partner model (T )
and S are the most poorly constrained, with mS,T >900, 770 GeV. We also show in
grey boxes the corresponding bounds on the squared couplings, assuming a mass scale
of 1 TeV. Most of the bounds are < 1, justifying a tree-level treatment. We also list all
the pulls that exceed 1-σ, which is significant.

We can compare the mass limits for these models with the naive scale limits shown in
Fig. 3.6.4. In a model-independent SMEFT analysis, one allows all the EFT operators
to vary simultaneously. On the other hand, in specific models not all EFT coefficients
are generated and those that do appear are related to each other in such a way that
the number of free parameters of the model is matched to the number of independent
EFT operators generated by the model. As an example, we discuss the following set of
single-parameter models:

Σ, Σ1, N and E ,

which all span the same types of SMEFT operators. They are all characterised by
non-zero values for the following set of operators involving electroweak precision lepton
observables:

C1,3
Hℓ ̸= 0 ,

whereas the other operator coefficients are zero, or very mildly constrained (e.g., CτH ,
which is ∝ yτ ). Interpreted in terms of these models, the global SMEFT fit leads to

14In the case of the T (vector-like quark) model, the mass limit has been obtained using the relation
st

L ≃ λv/
√

2MT and setting λ = 1 [208].
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Fig. 3.7.1. The horizontal bars show the mass limits (in TeV) at the 95% CL for the models
described in Table 3.7.1, setting the corresponding couplings to unity. The coupling limits
obtained when setting the mass to 1 TeV are shown in grey boxes. We also note in light blue
the pulls that exceed 1-σ.

mass limits of the order of 5 TeV for unit couplings, or corresponding coupling limits
of O(10−1) for TeV resonances. Each of these particles generates a different relation
between C1

Hℓ and C3
Hℓ, leading to slightly different limits, e.g., for the model with a

new neutral fermion N one expects C1
Hℓ = −C3

Hℓ = |λN |2/4m2
N . The sizes of the mass

limits justify the SMEFT approach, and the small couplings for masses of a TeV justify
working at tree level.

The constraints on particles beyond the SM would be weaker if their effects were not
tree-level but loop-induced. These are typical of extensions of the SM where couplings
to new states have to be in pairs, as would be the case if they carry a new conserved
quantum number. We discuss in §3.7.3 one particularly interesting example with such
loop-induced effects, namely stops in an R-parity-conserving supersymmetric model.
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3.7.2 Tree-level SMEFT patterns

As already commented, and displayed in Table 3.7.2, simple extensions of the SM
exhibit specific patterns in the operators they generate. Many operators have vanishing
coefficients and those that are non-zero are often related. For example, model B1 of
Table 3.7.1 generates the bosonic operators CH□, CHD and Yukawa operators such as
CtH . These three operators are related by CH□ = CtH = −1

2CHD. Similarly, model W1

generates a pattern CH□ = CtH = 1
2CHD. Motivated by these patterns, we study the

results of our fit in four subspaces of the SMEFT:

Boson-specific: (CHD, CH□, CtH) ,
Lepton-specific: (CHe, C(1,3)

Hℓ , Cℓℓ) ,
Quark-specific: (CHu, CHd, C(1,3)

Hq , CtH) ,
Top-specific: ((C(1)

Hq)33, (C(3)
Hq)33, CHG, CbH , CtH , CHt) .

Results for the boson-specific scenario are shown in the top two panels of Fig. 3.7.2.
We display 95% CL contours in the (CH□, CtH) plane as solid contours, marginalising
over CHD, and setting all other operator coefficients to zero. In the top panel we
show how these operators are constrained in the cases of four specific UV models from
Table 3.7.1: S, φ [which may be derived from a 2-Higgs Doublet Model (2HDM)],
Q1&Q7 and B&B1, showing a detail in the inset. As well as these 1-parameter models,
we project two of the 2-parameter models shown in Table 3.7.3 onto the (CH□, CtH)
plane : B and W . These cases are vector bosons with couplings ĝBH and ĝWH to the
Higgs doublet, also known as Z ′ and W ′ bosons, respectively. Model B projects
onto a line in the (CH□, CtH) plane, illustrated in the top panel for rB = 2,−2,
where rB = Re(ĝBH)/Im(ĝBH). Model W also projects onto a line, illustrated here for
rW = −1, 1

3 . While the slope of the line generated by model B is free to take any value,
the line generated by model W is constrained to lie within the wedge bounded by the
rW = −1, 1

3 lines shown.
In the middle panels of Fig. 3.7.2 we zoom in on the yellow ellipse shown in the

top panel, so as to study the constraints in the (CH□, CtH) plane when CH□ ∝ CHD.
This results in tighter constraints on CH□ compared to when CHD is treated as an
independent parameter, as shown by the small ellipses in the left panel. The constants
of proportionality (−2,−4, 2) are those found in the patterns generated by models
B1, Ξ and W1. Zooming in further in the right panel, these ellipses are squashed into
near-vertical parallel lines showing the constraints on CH□ and CtH in the case of each
of these 1-parameter models.



88 Top, Diboson, Higgs and Electroweak fit to the SMEFT

The lepton-specific scenario is shown in the bottom panel of Fig. 3.7.2, where the
coefficients of the operators Cll, C(1)

Hl , C
(3)
Hl and CHe are studied. The ellipses show how

the data constrain C(1)
Hl and CHe, marginalising over C(3)

Hl . In the yellow ellipse we also
marginalise over Cll, allowing for the nonzero values of Cll. The constraints shrink
when Cll = 0, as in models Σ, Σ1, N , E, ∆1 and ∆3.15 The inset plot demonstrates
how C

(1)
Hl and CHe are constrained when we restrict these operators to the patterns

associated with each of these 1-parameter models.
In Fig. 3.7.3 we turn to quark-Higgs interactions. The flavour-universal quark-specific

scenario is shown in the upper panel, where we constrain (C(1)
Hq, CHu), marginalising

over the remaining quark-Higgs operators C(3)
Hq, CHd and CtH . Models that generate

these operators often lead to the pattern C
(1)
Hq ∝ C

(3)
Hq. The green and red ellipses

show how such patterns narrow the constraints on CHu and C
(1)
Hq for two examples:

C
(3)
Hq = ±C(1)

Hq. Specialising to the 1-parameter models U , D, T1, T2 and Q7 further
restricts the operators, leading to the 1-dimensional constraints shown in the inset
plots.

Finally, the lower panel of Fig. 3.7.3 considers the flavour-non-universal top-specific
scenario, where we consider the operators (C(1)

Hq)33, (C(3)
Hq)33, CHG, CbH , CtH and CHt.

These operators are generated by the vector-like quark models T and TB with couplings
to the third generation quarks only. Integrating out the SU(2)L singlet T generates
the pattern (C(3)

Hq)33 = −(C(1)
Hq)33, CbH = CHt = 0. The green ellipse demonstrates how

this pattern tightens the constraints on CtH . In contrast, the SU(2)L doublet TB
does not generate the (C(3)

Hq)33 operator. Setting (C(3)
Hq)33 = 0 results in much narrower

constraints in the (C(1)
Hq)33 direction, as shown by the red ellipse.

These patterns, and the results shown in Figs. 3.7.2 and 3.7.3, may be considered
as more general explorations of the model parameter space than in the two previous
Sections. Readers exploring UV completions who are searching for the indirect LHC
and LEP constraints on their models can match their scenario to the allowed ellipses in
these figures. For example, models linked to neutrino physics could lead to the SMEFT
pattern we have denoted as lepton-specific, whereas models with various additional
scalars and gauge bosons would be contained among the boson-specific scenarios, and
models with additional coloured particles could be included among the quark-specific
scenarios.

15See also Ref. [209] for a more detailed fit to these six vector-like lepton models.
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Fig. 3.7.2. Constraints at the 95% CL on (CH□, CtH) in the boson-specific scenario
(upper two panels) and (C(1)

Hl , CHe) in the lepton-specific scenario (bottom panel). The
lines correspond to the 2−σ limits obtained when we restrict the operators to the relations
generated by integrating out the indicated single-field extensions of the SM.
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Fig. 3.7.3. Constraints at the 95% CL on (C(1)
Hq, CHu) in the quark-specific scenario and

((C(1)
Hq)33, CtH) in the top-specific scenario. The lines correspond to the 2−σ limits obtained

when the operator coefficients are restricted to the relations generated by integrating out
single-field extensions of the SM.
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3.7.3 R-parity-conserving stop squarks at the 1-loop level

A particularly interesting loop-induced modification of the SM Lagrangian is R-parity-
conserving supersymmetry with a light stop sector. Whereas the discussion in the
previous Section of single-field tree-level models was motivated by simplicity, this
scenario is motivated by the naturalness of the hierarchy between the electroweak scale
and that of gravity or grand unification. A complete one-loop analysis of the light-stop
scenario and a comparison with the SMEFT analysis was given in [210].
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Fig. 3.7.4. Limits from the global fit in the stop parameter plane, (Xt
mt̃
,mt̃,). The two panels

correspond to the low and high tan β choices, 1 and 20 respectively.

In presenting our results, we follow [211], assuming a common diagonal mass term
mt̃ and denoting the stop mixing parameter by Xt. The constraints on degenerate
stops are dominated by measurements of the H → gg and H → γγ couplings, which
constrain the dimension-6 operators CHG, CHB, CHW and CHWB. These constrain the
stop parameters mt̃ and Xt through the following relations:
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where ht ≡ mt

v
, mt denotes the top mass and β is related to the ratio of vacuum

expectation values: tan β = ⟨Hu⟩
⟨Hd⟩ . We calculate the constraints in the (Xt

mt̃
,mt̃) plane

for the representative values tan β = 1 and 20, which are shown in the left and right
panels of Fig. 3.7.4, respectively.

One sees in both panels of Fig. 3.7.4 that current LHC data constrain the stop mass
scale to ≳ 300 GeV, except for |Xt

mt̃
| ∼ 1.5 [212], where partial cancellations reduce the

sensitivity to the stop mass scale below 200 GeV. In these regions the SMEFT analysis
gives only qualitative results. These blind directions could be eliminated with future
measurements of the H+jet differential distribution [213].

3.7.4 Survey of combinations of multiple operators

In general, new physics beyond the Standard Model could be expected to contribute to
the SMEFT via exchanges of more than just a single massive particle, just as, e.g., W
and Z exchanges both contribute to the Fermi 4-fermion EFT of the weak interactions,
and various mesons including vectors ρ and scalars σ contribute to the low-energy
pionic EFT of QCD. Another example is provided by supersymmetry, where there
might be a pair of relatively light stops, which contribute to four different dimension-6
operator coefficients, as discussed in the previous subsection.

With this motivation, we have surveyed all fits with contributions from any com-
bination of two, three, four or five dimension-6 operators, namely 561, 5984, 46736
and 278256 combinations, respectively. For each combination {Oi}, we calculate the
pull that the corresponding fit exerts, given by P ≡

√
χ2

SM − χ2
{Oi}. Calculations of

P for all of these combinations is possible only because, in the linear treatment that
we have adopted in this Chapter, the calculations of the χ2

{Oi} are computationally
undemanding.

Fig. 3.7.5 displays stacked histograms of the distributions of the pulls P obtained in
fits to combinations of 2 (upper left), 3 (upper right), 4 (lower left) and 5 (lower right)
operators {Oi}. In each panel, the blue histogram is for combinations that include
only operators that affect tt̄ production, see Fig. 3.6.2, the orange histogram is for
combinations that do not include any of these operators, and the green histogram is
for the remaining combinations.
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Fig. 3.7.5. Stacked histograms of the distribution of pulls obtained in fits to 2 (upper left),
3 (upper right), 4 (lower left) and 5 (lower right) parameter subsets. The subsets have been
split into three categories: those that include only operators that affect tt̄ production (blue),
those that do not include operators that affect tt̄ production (orange), and the rest (green).
The dashed vertical lines mark the expected 95% ranges for the pull distributions.
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In all panels of Fig. 3.7.5 we see that the blue histograms for combinations that
include operators affecting tt̄ production exhibit peaks at P > 2 that move to > 4 for
combinations of 5 operators. On the other hand, the orange histograms for combinations
of operators that do not affect tt̄ production are peaked at lower values of P ≲ 2 and
do not have long tails extending to large values of P , while the peaks of the green
histograms are intermediate. The vertical lines in the panels of Fig. 3.7.5 mark the
95% ranges expected for Gaussian distributions of the pulls in the cases of 2, 3, 4 and
5 operators. We find that the percentage of combinations above the 95% marks range
from 9% (2 operators) to 14% (5 operators) of the total number of combinations: more
than expected for Gaussian distributions, but not excessive. Neither the orange nor
the green histograms provide any indication of a significant deviation from the SM
that can be described by any combination of 2, 3, 4 or 5 operators.

Fig. 3.7.6 shows how often any given operator appears in the combinations whose
total pulls P ranked among the top 10% of those obtained in fits with combinations
of 2 (light blue), 3 (orange), 4 (green) and 5 (dark blue) operators. The operators
affecting tt̄ production generally appear more often among these top 10% combinations,
particularly OG. The prevalence of these operators in the high-pull combinations is
due to the relatively poor quality of the global linear fit in the top sector that we
discussed in §3.6.2.16 Overall, we see that OG appears in more than half of the top
10% of combinations of ≤ 4 operators, falling to somewhat over 40% for combinations
of 5 operators. For comparison, almost 60% of the 5-operator combinations include
O3,8
Qq , whereas this operator appears in smaller proportions of the 2-, 3- and 4-operator

combinations.
This survey would suggest that the best prospects for BSM physics may be among

the operators affecting tt̄ production, particularly O3,8
Qq . However, we would emphasise

that the data in the top sector are currently the least precise, and that there may be
an issue with the tt̄ mass distribution near threshold, as discussed in §3.6.2. As the
constraints on the scales of the top operators are relatively weak, the resolution of
this issue may require including quadratic contributions of these operators, which are
not yet all available. We recall in this connection that an analysis of CG including
quadratic contributions to multijet production found a strong constraint restricting
CG to small values below the sensitivity of our analysis.

There are many physics scenarios that suggest the appearance of BSM physics in
the top sector, such as the light stop scenario discussed in §3.7.3. However, as we see in

16As discussed there, this issue might be mitigated by including quadratic terms in the SMEFT
expansion, but an analysis of this possibility lies beyond the scope of the present analysis.
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Eq. (3.7.1), the operators {OHG,OHB,OHW ,OHWB} that are most constrained in this
scenario contribute primarily in the electroweak and Higgs sectors, rather than the top
sector. We find a pull P = 1.9 for the combination {OHG,OHB,OHW ,OHWB}, which
is typical for 4-operator combinations that do not include tt̄ operators (the orange
histogram in the lower left panel of Fig. 3.7.5), and the maximum pull when a fifth
operator is included is P = 3.2, which occurs in the combination with OG, and is
typical of the green histogram in the lower right panel of Fig. 3.7.5. So we find no hint
of light supersymmetry in the current data.

That said, this type of broad-brush survey of operator combinations may be a useful
way to help optimise the search for BSM physics using the SMEFT in the future.

3.8 Concluding discussion

We will conclude this Chapter by summarising the work presented here. We have
made use of the Fitmaker code to produce a global analysis of the available top,
Higgs, diboson and electroweak data in the framework of the SMEFT with dimension-6
operators included to linear order. We have presented results for fits including each
operator individually, and also when marginalising over all other operators. In each
case, we have presented results in an SU(3)5 flavour-symmetric scenario and in an
SU(2)2 × SU(3)3 top-specific scenario. Our results are displayed in Fig. 3.6.4, with
numerical results for the SU(2)2 ×SU(3)3 top-specific scenario presented in Table C.0.1
in Appendix C.

We find χ2/dof = 0.94 (p = 0.72, ndof = 184) for our flavour-universal global fit,
to be compared with χ2/dof = 0.93 (p = 0.76, ndof = 204) in the SM. Similarly, we
find χ2/dof = 0.81 (p = 0.99, ndof = 321) for our top-specific fit, to be compared
with χ2/dof = 0.91 (p = 0.87, ndof = 341) in the SM. We do not find any significant
discrepancy with the SM. However, the data in the top sector show a preference
for a non-zero value for the coefficient CG of the triple-gluon operator OG, which is
mirrored by trends in the coefficients of other operators affecting tt̄ measurements. This
deviation can be traced back to the behaviour near threshold of the tt̄ cross section, and
we await with interest future experimental measurements and developments in their
theoretical understanding. We note also that a fit to multijet data at quadratic order
in CG has constrained it to values so small that it would not contribute significantly to
the measurements we consider. However, we have not included this constraint in our
linear fit, for reasons of theoretical consistency.
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We have analysed the constraints our results provide on single-field extensions of
the SM that contribute to SMEFT operator coefficients at the tree level. Normalising
to unit couplings, the lower limits on the corresponding BSM particle masses range
between > 1 TeV to > 10 TeV. The largest pulls P ≡

√
χ2

SM − χ2
BSM are 1.6, and

hence not significant. In some instances, a particular BSM particle may contribute to
several operator coefficients, and we have analysed the constraints in boson-, lepton-,
quark- and top-specific subspaces of the SMEFT. We have also analysed the constraints
on low-mass stops, which contribute significantly to four operator coefficients at the
one-loop level, finding they must weigh more than ∼ 300 GeV when the stop mixing
parameter satisfies Xt = 0.

Finally, we have surveyed the constraints on all possible 2-, 3-, 4- and 5-operator
combinations, assuming that the other operators vanish. We find pulls that are
insignificant for combinations that do not contain operators affecting tt̄ measurements,
whereas the pulls for combinations of tt̄ operators are larger. However, the same
caveats apply to their interpretation as to the discussion of the tt̄ sector above. The
full pull distributions including all operator combinations do not exhibit any significant
features.

These examples indicate ways in which a global analysis of all the current data
may be used to obtain the broadest possible, unbiased view on the nature of possible
BSM physics within the assumptions of the SMEFT framework. If any specific model
or pattern of SMEFT operators were to exert a significant pull, it would be a first
indication of the direction of new physics, which could be followed up with a more
focused study. As we saw in Chapter 2, a similar procedure of fitting combinations
of operators of the weak effective theory to the NCBAs lead to an observation of a
significant pull in the combination C9 = −C10, which we will follow up with a more
detailed study in Chapter 5. Unfortunately, the dataset we have included in this
SMEFT analysis provides no significant indication of possible BSM physics: the only
operator for which a non-zero coefficient is preferred is OG, and this preference is
not very convincing. It is driven, in particular, by the threshold behaviour of the tt̄
production cross section, but an analysis of multijet data at quadratic order prefers
much smaller values of CG. More tt̄ data and theoretical understanding may be needed
to resolve this discrepancy.

Although such a global analysis of the SMEFT provides constraints on new physics
which are unbiased by model dependence, biases may creep in through other sources.
The parton distribution functions used in the computation of our theoretical predictions
have been fit while assuming the SM, and may have unknowingly absorbed SMEFT
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effects into the PDF parametrisation as a result. In a perfect world, a global analysis
such as the one presented here would instead incorporate SMEFT-dependent PDFs,
producing a truly global and simultaneous fit of both. Of course, this is computationally
infeasible, at least at present. For now, turning to Chapter 4, we will focus on such a
simultaneous fit in the context of only a select few observables: measurements of deep
inelastic scattering and Drell-Yan distributions.





Chapter 4

Parton Distributions in the SMEFT
from high-energy Drell-Yan tails

4.1 Introduction

In Chapter 2 we saw that when constraining the coefficients of an EFT, the use of
parton distribution functions obtained from data while assuming the SM leads to an
inconsistency in our theoretical predictions. One may ask why we focus on the PDFs,
when this type of inconsistency may arise elsewhere. Parton showering, for example, is
often used in generating the EFT predictions for LHC observables. Parton showering
algorithms assume the SM, again leading to an inconsistency. We focus here on the
PDFs because they are relevant to high-pT observables. As we discussed in Chapter 2,
PDFs receive important constraints from high-pT observables, and the subtle deviations
we are searching for in this regime provide an ideal setting for new physics to be
swamped by our theoretical uncertainties and ‘fit away’ into the PDFs. This is not
true of inputs such as the parton shower, which deal with much lower energy scales.

As the LHC moves to the HL-LHC, it important that we begin to shed light on this
interplay between the PDF and EFT. The goal of this Chapter is to do so, presenting
a study of the interplay between PDFs and EFT effects for high-mass Drell-Yan (DY)
processes at the LHC, based on Ref. [2]. We will assess the impact of a simultaneous
determination of the PDFs and EFT on the constraints we obtain on the Wilson
coefficients, effectively answering the question: have we been successfully constraining
the SMEFT so far, despite this inconsistency?

Drell-Yan processes in general, and high-mass measurements in particular, provide
information on the light quark and anti-quark PDFs in a broad region of x representing
an important ingredient in modern global PDF fits [214–217]. This fact, combined
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with their power in constraining the SMEFT as outlined in Chapter 2, indicates that
Drell-Yan processes are an ideal setting for the investigation into the interplay between
PDF and EFT effects. Furthermore, high-mass Drell-Yan data will be instrumental
at the High-Luminosity LHC (HL-LHC) to pin down the large-x PDFs [218]. We will
therefore continue our study of the PDF and EFT interplay into the HL-LHC era,
creating projections for the EFT bounds expected from a simultaneous fit to HL-LHC
data. In total, our analysis accounts for available unfolded high-mass Drell-Yan cross
section data, detector-level searches based on the full Run II luminosity, and dedicated
HL-LHC projections. We do not consider other data beyond the DIS and DY processes,
in order to ensure a theoretically consistent description of the parton distributions in
the SMEFT. The price to pay for this reduced dataset is the information loss on some
flavour combinations, specifically on the gluon PDF.

In order to interpret the Drell-Yan data in the EFT framework we formulate simple,
yet motivated, BSM benchmark scenarios, which are chosen to represent a wide class of
UV-complete theories. In the first scenario [8], we consider the Ŵ and Ŷ electroweak
parameters generated in universal theories that modify the electroweak gauge boson
propagators and lead to flavour-universal deviations which grow with the invariant
mass. In the second benchmark [83], we consider a flavour-specific scenario motivated
by the NCBAs.

This Chapter will proceed as follows. First of all, in §4.2 we discuss the EFT
benchmark scenarios that will be used in the fits. In §4.3 we summarise the datasets
used in our analysis and the corresponding theoretical calculations, both in the SM
and in the SMEFT, and discuss their impact on a PDF fit. We also describe the
methodology we use to simultaneously fit PDFs and SMEFT coefficients, and how we
deal with several sources of uncertainties in the fits. In §4.4 we present the results
for the simultaneous determination of the SMEFT coefficients and the PDFs from
the available high-mass DY data from LHC Run I and Run II in the two scenarios
presented in §4.2, and assess how they modify the interpretation of BSM searches
based on the SM PDFs. In §4.5 we present a summary of the constraints we find on
the two scenarios considered and assess the outcome of a joint PDF and EFT analysis
at the HL-LHC.

More technical discussions are collected in the appendices of this thesis, and include
detailed comparisons of the SM PDF fits produced in this work with previous NNPDF
global fits (App. D), the quantitative assessment of the fit quality to the various input
datasets (App. E), a benchmarking study for the calculation of EFT cross sections
(App. F), and a study of the flavour dependence of the SMEFT PDFs (App. G).
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4.2 SMEFT benchmark scenarios

In this Section we present the two SMEFT benchmark scenarios that will be used in
this work to interpret the LHC Drell-Yan processes. The first scenario belongs to the
class of electroweak precision tests and is sensitive to a broad range of UV-complete
theories proposed in the literature. The second benchmark represents a consistency
check of the existing hints of LFU violation in rare B-meson decays reported by the
LHCb collaboration. Both scenarios highlight the interplay between the PDFs and the
EFT dynamics, illustrating in particular how the former changes and how constraints
to the latter are modified.

4.2.1 Benchmark I: oblique corrections Ŵ and Ŷ

The oblique corrections, as originally proposed in [219, 220], play a key role in testing
theories beyond the Standard Model. They parametrise the self-energy ΠV (q2) of the
electroweak gauge bosons W a

µ and Bµ, where V = W 3W 3, BB, W 3B, and W+W−.
Truncating the momentum expansion at order q4, while imposing proper normalisation
and symmetry constraints, one concludes that there are only four oblique parameters
which can be identified with dimension-6 operators in the SMEFT. These are the
well-known Ŝ, T̂ , Ŵ , and Ŷ parameters [221]. The parameters Ŝ and T̂ are well
constrained from precision LEP measurements [221] and grow slowly with q2, while
Ŵ and Ŷ scale faster implying that their effects will be enhanced for the high-energy
dilepton tails at the LHC [8]. While T̂ = O(q0) and Ŝ = O(q2) , instead one has that
Ŵ , Ŷ = O(q4). In the universal basis [222], the Ŵ and Ŷ parameters are the Wilson
coefficients associated to the operators O2W and O2B respectively,

LSMEFT ⊃ Ŵ

m2
W

O2W + Ŷ

m2
W

O2B. (4.2.1)

Here mW indicates the W -boson mass and

O2W = −1
2(DµWµν)2 ,

O2B = −1
2(∂µBµν)2 ,

(4.2.2)

where Dµ is the covariant derivative. The physical effects of these operators on the
Drell-Yan process arise from the corrections to the propagators through the self-energy
modifications, see Eq. (1) of Ref. [8].
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Alternatively, using the equations of motion, O2W and O2B can be rotated to the
Warsaw basis, in which the modifications to the Drell-Yan cross sections are instead
captured by four-fermion contact interactions. The operators in the Warsaw basis
relevant to the description of the Drell-Yan process are given by

Old = (l̄γµl)(d̄γµd) , Olu = (l̄γµl)(ūγµu) , O(1)
lq = (l̄γµl)(q̄γµq) ,

Oed = (ēγµe)(d̄γµd) , Oeu = (ēγµe)(ūγµu) , Oqe = (q̄γµq)(ēγµe) ,
O(3)
lq = (l̄σaγµl)(q̄σaγµq) .

(4.2.3)

The flavour indices are contracted within the brackets, for example (l̄γµl) ≡ (l̄1γµl1 +
l̄2γµl

2 + l̄3γµl3). After a tranformation from the universal basis to the Warsaw basis, the
modifications to the Drell-Yan cross sections are captured by the following Lagrangian,

LSMEFT = LSM − g2
LŴ

4m2
W

O(3)
lq − g2

Y Ŷ

m2
W

(
YlYd Old + YlYu Olu

+ YlYq O(1)
lq + YeYd Oed + YeYu Oeu + YeYq Oqe

)
. (4.2.4)

Here q, l are the SM quark and lepton left-handed doublets, while u, d, e are the right-
handed singlets. Also, gL and gY are the corresponding electroweak gauge couplings,
while σa are the Pauli matrices, and the hypercharge Yf = 1/6, −1/2, 2/3, −1/3,
and −1 for q, l, u, d, e, respectively. Summation over flavour indices is assumed, which
implies that in this scenario the fermionic currents respect the SU(3)5 global flavour
symmetry.

To understand this basis rotation explicitly, consider the Ŵ parameter. Using the
equations of motion and following [222], O2W can be expressed as

O2W → 1
2g

2
Lλv

2|H|4 − 3
8g

2
LOH□ − g2

LλOH − 1
4g

2
LOy − OHJW − 1

2O2JW (4.2.5)

where v denotes the Higgs VEV and λ parametrises the quartic Higgs interaction in
the SM. The operators OH□ and OH are both operators in the Warsaw basis. Oy is a
linear combination of Yukawa-like dimension-6 Warsaw basis operators:

Oy = [yu]ij[OuH ]ij + [VCKMyd]ij[OdH ]ij + [ye]ij[OeH ]ij + h.c. (4.2.6)

where VCKM denotes the CKM matrix and yu, yd and ye are the Yukawa matrices of
the SM. Similarly O2JW is a linear combination of dimension-6 Warsaw basis operators
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coupling the Higgs doublet to fermions,

OHJW = 1
4g

2
L([O(3)

Hq]ii + [O(3)
Hl ]ii), (4.2.7)

where we sum over the diagonal entries. Finally O2JW denotes the following linear
combination of 4-fermion operators in the Warsaw basis:

O2JW = g2
L

(1
4[O(3)

qq ]iijj − 1
4[Oll]iijj + 1

2[Oll]ijji + 1
2[O(3)

lq ]iijj
)

(4.2.8)

where summation over repeated indices is implied. Of the list of operators appearing
in Eq. 4.2.5 and in Eqs. 4.2.6, 4.2.7 and 4.2.8, only [O(3)

lq ]iijj is relevant to Drell-Yan
cross sections when we consider only the contributions arising from the interference
of the SMEFT and SM amplitudes at LO in QCD and EW. All of the remaining
operators will either contribute to the Drell-Yan observables at order Ŵ 2, or will not
contribute at all. We can therefore ignore these operators and capture the effects of
the Ŵ parameter using only the operators [O(3)

lq ]iijj, as given in Eq. 4.2.4. This change
of basis will similarly rotate O2B into a linear combination of Warsaw basis operators,
from which only the 4-fermion operators of Eq. 4.2.4 are relevant when dealing with
Drell-Yan cross sections at leading order in Ŵ , Ŷ .

The parametrisation in Eq. (4.2.3) has been implemented using the SMEFTsim
package [164] and cross-checked against the reweighting method used in Ref. [83] (see
also [9]), as will be discussed in Sect. 4.3.2 and in Appendix F.

The analysis in Ref. [8] reports the following 95% confidence level intervals on Ŵ

assuming Ŷ = 0,

Ŵ ∈ [−3, 15] × 10−4 (ATLAS 8 TeV, 20.3 fb−1 [223]) ,
Ŵ ∈ [−5, 22] × 10−4 (CMS 8 TeV, 19.7 fb−1 [224]) ,

(4.2.9)

as well as, the 95% confidence level intervals for Ŷ assuming Ŵ = 0,

Ŷ ∈ [−4, 24] × 10−4 (ATLAS 8 TeV, 20.3 fb−1 [223]) ,
Ŷ ∈ [−7, 41] × 10−4 (CMS 8 TeV, 19.7 fb−1 [224]) .

(4.2.10)

These bound have been computed by assuming SM PDFs. In our analysis, for this
benchmark scenario, we see how the limits based on SM PDFs are modified once a
consistent determination of the SMEFT PDFs is done, requiring a simultaneous fit
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of the PDFs together with the Ŵ and Ŷ parameters from the high-mass Drell-Yan
distributions.

4.2.2 Benchmark II: left-handed muon-philic lepton-quark in-
teractions

Following Ref. [83], here we consider gauge invariant four-fermion operators built from
the SM quark and lepton SU(2)L doublets. In the Warsaw basis, Eq. (4.2.3), these
correspond to the O(3)

lq and O(1)
lq operators. Expanding the SU(2)L indices, we find

that the SMEFT Lagrangian contains operators of the form

LSMEFT ⊃
CUµ
ij

v2 (ūiLγµu
j
L)(µ̄LγµµL) +

CDµ
ij

v2 (d̄iLγµd
j
L)(µ̄LγµµL) , (4.2.11)

where v ≈ 246 GeV is the Higgs vacuum expectation value and CUµ
ij and CDµ

ij represent
matrices of Wilson coefficients. In Eq. (4.2.11), i, j = 1, 2, 3 indicate quark flavour
indices, and we have chosen to focus on those operators that couple the quark fields
exclusively to the second lepton family.

The operators highlighted in Eq. (4.2.11) have received a lot of attention recently in
the context of the LHCb anomalies reported in rare B-meson decays [109, 225, 108, 226].
The reason is that the CKM flavour structure relates the b → sµ+µ− decays to the
neutral-current Drell-Yan process at the LHC p p → µ+µ− [83]. The explicit models
which successfully describe the LHCb anomalies, based on the U(2) flavour symmetry
and dominant dynamics with the third generation fermions [227–230], predict that the
flavour channel dominating EFT effects in the Drell-Yan production is b b̄ → µ+µ−

(see [231] for an explicit model example). The direct bs̄ production channel is suppressed
by Vts and is therefore irrelevant. If the observed deviations in R(K(∗)) are due to new
physics, in this class of models we generically expect |CDµ

33 | ≳ 0.001.
The ATLAS dimuon search reported in Ref. [232] is recast in Ref. [83] to set the

limit on this scenario. In particular, the reported 95% confidence level interval is

CDµ
33 ∈ [−0.026, 0.021] (ATLAS 13 TeV, 36.1 fb−1 [232]). (4.2.12)

For this second benchmark scenario we will assume that, out of the operators listed
in Eq. (4.2.11), only a single Wilson coefficient is allowed to be non-zero. Specifically,
we allow CDµ

33 ̸= 0, while setting to zero all the coefficients of the other four-fermion
operators. This assumption implies that in this scenario the SMEFT Lagrangian is
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reduced to
LSMEFT = LSM + CDµ

33
v2 (d̄3

Lγµd
3
L)(µ̄LγµµL) . (4.2.13)

In contrast to the previous benchmark, now the electron channel is SM-like. This
feature provides a useful handle to separate PDF and EFT effects in the Drell-Yan
process, by using electron data to determine the former and muon data to constrain
both. Another difference with respect to the first benchmark is that here the leading
new physics effects arise at the dimension-6 squared level, since the interference of the
operator in Eq. (4.2.13) with the SM is subleading [83]. (Dijet production is another
prominent process relevant for flavour physics [233] that enters into PDF fits. A detail
study of the interplay is left for future work.)

To summarise, in this second benchmark scenario there is a single non-zero Wilson
coefficient, CDµ

33 . Therefore, the determination of the SMEFT PDFs from Drell-Yan
data requires a simultaneous fit of the PDFs together with the CDµ

33 parameter. One
should also note that this operator enters in the description of the DIS neutral-current
structure functions via µ b scattering, though this contribution is highly suppressed
due to the smallness of the bottom PDFs and the low energy scale probed by DIS data.

4.3 Experimental data, theory predictions, and fit
settings

In Sect. 4.3.1 we present the LHC experimental data that will be used in the present
analysis for the simultaneous determination of the PDFs and the EFT coefficients from
high-mass Drell-Yan cross sections. We then describe in Sect. 4.3.2 the corresponding
theoretical calculations, both in the SM and in the two SMEFT benchmark scenarios
described in Sect. 4.2. In Sect. 4.3.3 we discuss the settings of the baseline SM PDF
fit and assess the specific impact of the Run I and Run II high-mass Drell-Yan data
on PDFs. Finally, in Sect. 4.3.3 we outline the fitting methodology adopted for the
determination of the PDFs in the SMEFT, along with their simultaneous determination
with the EFT Wilson coefficients.

4.3.1 Experimental data

The present analysis is based on the DIS and DY measurements which were part of the
strangeness study of [12], which in turn was a variant of the NNPDF3.1 global PDF
determination [215], extended with additional high-mass DY cross sections. The DIS
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structure functions include the same legacy HERA inclusive combination [234] used in
the DIS-only joint fit of PDF and EFT effects of [93].

No other datasets beyond DIS and DY are considered. In particular, the inclusive
jet and top quark production measurements used in [12] are excluded from the present
analysis. The rationale behind this choice is the following. SMEFT at dimension-6 level
introduces 2499 independent parameters, many of which contribute to the processes
used to extract the parton distribution functions. The full PDF fit in the SMEFT
(with the consistent power counting in the inverse powers of the new physics scale) is
the ultimate future goal of this line of research. Before that, we are forced to make
assumptions about the subset of operators and processes involved. The restricted
choice of DIS and DY is motivated by the idea that other datasets, such as inclusive
jet, could potentially receive corrections from other SMEFT operators, e.g. four-quark
operators while being insensitive to the semi-leptonic operators. Including all datasets
to effectively determine PDF, while considering one or two operators able to impact a
subset of processes, would misrepresent the realistic case.

For the purposes of our study, the DY data can be classified into low-mass, on-shell,
and high-mass datasets. Table 4.3.1 summarises the low-mass and on-shell datasets,
where in each case we indicate the experiment, the centre-of-mass energy

√
s, the

publication reference, the physical observable, and the number of data points. The only
difference as compared to [12] is the removal of the W → eν asymmetry measurements
from D0 [235], which were found to be inconsistent with the rest of the Drell-Yan data.

In Table 4.3.2 we provide the same information as in Table 4.3.1 but for the neutral-
current high-mass Drell-Yan datasets. In Table 4.3.2 we also indicate the final state,
whether the distribution is 1D or 2D (thus differential only in the lepton invariant mass
or differential in the lepton invariant mass and rapidity), the integrated luminosity
L, and the values of the dilepton invariant mass mℓℓ for the most energetic bin. We
note that while the ATLAS and CMS measurements at

√
s = 7 TeV [258, 259] were

already part of the strangeness study of [12], the corresponding 8 TeV and 13 TeV
measurements from [223, 224, 260] were not and are being considered for the first time
in this analysis. For those datasets where data are available in terms of both Born
and dressed leptons, the ATLAS 7 TeV analysis being an example thereof, we use the
Born data so that it is not necessary to supplement our fixed-order predictions with
final-state QED radiation corrections. The CMS 13 TeV data on the other hand are
only provided in terms of dressed leptons. In total, there are either 270 or 313 data
points in this high-mass category, depending on whether the 13 TeV CMS data are
included in the combined channel or in the separate electron and muon channels.
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Exp.
√
s (TeV) Ref. Observable ndat

E886 0.8 [236] dσdDY/dσ
p
DY 15

E886 0.8 [237, 238] dσpDY/(dy dmℓℓ) 89

E605 0.04 [239] σpDY/(dxF dmℓℓ) 85

CDF 1.96 [240] dσZ/dyZ 29

D0 1.96 [241] dσZ/dyZ 28
D0 1.96 [242] dσW→µν/dηµ asy. 9

ATLAS 7 [243] dσW /dηl, dσZ/dyz 30
ATLAS 7 [244] dσZ→e+e−/dme+e− 6
ATLAS 7 [245] dσW /dηl, dσZ/dyz 61
ATLAS 7 [246] dσW+c/dyc 22
ATLAS 8 [247] dσZ/dpT 82
ATLAS 8 [248] dσW+j/dpT 32

CMS 7 [249] dσW→lν/dηℓ asy. 22
CMS 7 [250] dσW+c/dyc 5
CMS 7 [250] dσW++c/dσW−+c 5
CMS 8 [251] dσZ/dpT 28
CMS 8 [252] dσW→µν/dηµ 22
CMS 13 [253] dσW+c/dyc 5

LHCb 7 [254] dσZ→µ+µ−/dyµ+µ− 9
LHCb 7 [255] dσW,Z/dη 29
LHCb 8 [256] dσZ→e+e−/dye+e− 17
LHCb 8 [257] dσW,Z/dη 30

Total 659

Table 4.3.1. The low-mass and on-shell Drell-Yan datasets used in the present study. For
each dataset we indicate the experiment, the centre-of-mass energy

√
s, the publication

reference, the physical observable, and the number of data points

From Table 4.3.2 one can observe that, with the exception of the CMS 13 TeV
data, only one specific leptonic final state is available to be used in the fit. For the
CMS 13 TeV measurement instead, one can select between the combined channel or
the individual electron and muon final states, which are statistically independent. The
separate use of the electron and muon channels is potentially beneficial when considering
BSM effects that are not lepton-flavour universal. For example, in benchmark scenario
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Exp.
√
s (TeV) Ref. L (fb−1) Channel 1D/2D ndat mmax

ℓℓ (TeV)

ATLAS 7 [258] 4.9 e−e+ 1D 13 [1.0, 1.5]
ATLAS (*) 8 [223] 20.3 ℓ−ℓ+ 2D 46 [0.5, 1.5]

CMS 7 [259] 9.3 µ−µ+ 2D 127 [0.2, 1.5]
CMS (*) 8 [224] 19.7 ℓ−ℓ+ 1D 41 [1.5, 2.0]

CMS (*) 13 [260] 5.1 e−e+, µ−µ+
1D 43, 43 [1.5, 3.0]

ℓ−ℓ+ 43

Total 270 (313)

Table 4.3.2. Same as Table 4.3.1 for the neutral-current high-mass Drell-Yan datasets
considered in this work. We also indicate the final-state, whether the distribution is 1D
(which are differential in the invariant mass, mℓℓ, of the final-state leptons) or 2D (which are
differential in both the invariant mass of the leptons, mℓℓ, and in their rapidity, yℓℓ), and the
values of mℓℓ for the most energetic bin. Datasets indicated with (*) are used for the first
time in this analysis in comparison with [12].

II described in Sect. 4.2, the theoretical predictions for the DY electron data would be
those of the SM while those of the muon data should include EFT corrections. On
the other hand in the (flavour-universal) Ŵ and Ŷ scenario, it is more convenient
to include the data from the combined channel, which displays reduced systematic
uncertainties.

4.3.2 Theoretical predictions

We now discuss the settings of the theoretical calculations, both in the SM and in
the SMEFT. Appendix F contains further information regarding the computation and
benchmarking of the SMEFT corrections for both the DIS structure functions, for
which the effect in both scenarios is negligible, and the DY cross sections, for which
the impact of SMEFT corrections is much more sizeable.

SM cross sections. The SM cross sections are computed at next-to-next-to-leading
order (NNLO) in QCD and include next-to-leading order (NLO) EW corrections, the
latter being especially significant in the high-mass region relevant for this study. In
particular, the DIS reduced cross sections (combinations of structure functions) are
evaluated at NNLO in the FONLL-C general-mass variable flavour number scheme [261]
with APFEL [262] interfaced to APFELgrid [263]. The Drell-Yan differential distributions
are computed using MCFM [264] and MadGraph5_aMC@NLO [265] interfaced to
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APPLgrid [266] and APFELgrid to generate fast NLO interpolation tables which are
then supplemented by bin-by-bin K-factors to account for the NNLO QCD and NLO
EW corrections. These K-factors are defined as

dσpp =
(
dσ̂ij

∣∣∣
NLO QCD

⊗ LNNLO
ij

)
×KQCD ×KEW , (4.3.1)

where ⊗ represents the standard convolution product, dσpp (dσ̂ij) is the short-hand
notation for the bin-by-bin hadronic cross section (partonic cross section for partons
i, j) differential in mℓℓ (in case of neutral-current (NC) Drell-Yan) or mT (in case of
charged-current (CC) Drell-Yan) and the partonic luminosities Lij are defined as

Lij(τ,m) =
∫ 1

τ

dx

x
fi(x,m)fj(τ/x,m) , (4.3.2)

where m = mℓℓ in the NC case and m = mT in the CC case and are evaluated at
NNLO. The QCD and EW K-factors are defined as

KQCD =
(

LNNLO
ij ⊗ dσ̂ij

∣∣∣
NNLO QCD

)/(
LNNLO
ij ⊗ dσ̂ij

∣∣∣
NLO QCD

)
, (4.3.3)

KEW =
(

LNNLO
ij ⊗ dσ̂ij

∣∣∣
NLO QCD+EW

)/(
LNNLO
ij ⊗ dσ̂ij

∣∣∣
NLO QCD

)
, (4.3.4)

The NNLO QCD K-factors have been computed using either MATRIX [267] or FEWZ [268]
and cross-checked with the analytic computations of [269, 270]. The NLO EW K-factors
have been evaluated with MadGraph5_aMC@NLO [265]. Eq. (4.3.4) accounts
also for photon-initiated contributions (using the NNPDF3.1QED PDF set [271]) and
final-state radiation effects, except when the latter has already been subtracted in the
corresponding experimental analysis.

Fig. 4.3.1 displays a comparison between the CMS Drell-Yan distributions at 13 TeV
and the corresponding theoretical predictions as a function of the dilepton invariant
mass mℓℓ, separately for the dielectron and dimuon final states. The theory calculations
are presented at NLO QCD, NNLO QCD, and NNLO QCD combined with NLO
EW corrections, in all cases with NNPDF3.1QED_nnlo_as_0118 as input PDF set, to
illustrate the effect of the K-factors of Eq. (4.3.3) and (4.3.4). The CMS data are
provided in terms of dressed leptons, and hence final state radiation (FSR) QED effects
must be included in the electroweak corrections. Accounting for these effects is essential
to improve the agreement between theory and data in the region below the Z-mass
peak. NLO electroweak corrections are also important in the high-energy tail in mℓℓ,
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Fig. 4.3.1. Comparison of the CMS Drell-Yan 13 TeV data with the corresponding theoretical
calculations at different perturbative orders as a function of the dilepton invariant mass mℓℓ

in the dielectron (left) and dimuon (right panel) final states. The bottom panels display the
ratio of the theory calculations to the central value of the experimental data. We display
the sum in quadrature of the experimental uncertainties, and the error band in the theory
predictions correspond to the one-sigma PDF uncertainties.

where they are driven by the interplay between (negative) virtual EW effects and
(positive) photon-initiated contributions.

A quantitative assessment of the agreement between theoretical predictions and
experimental data for the high-mass DY datasets listed in Table 4.3.2 is presented in
Table 4.3.3, which collects the values of the χ2 per data point evaluated using the full
information on correlated systematics provided by the experimental covariance matrix

χ2 = 1
ndat

ndat∑
i,j=1

(Di − Ti) (cov−1)ij (Dj − Tj), (4.3.5)

where Ti are the theoretical predictions, Di the central value of the experimental data
and where the multiplicative uncertainties in the experimental covariance matrix (covij)
are treated as explained in [272, 273]. One can observe how in general the NNLO QCD
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corrections are relatively small and that the NLO electroweak ones can be significant,
especially for observables presented in terms of dressed leptons (such as the CMS 13
TeV ones) and are required to achieve a good description of the Drell-Yan data in
the whole kinematical range available. Note that the input PDF sets used for these
calculations include only a subset of these Drell-Yan measurements, in particular only
the 7 TeV measurements, for which the data-theory agreement is comparable to the
one observed in [215].

The data-theory agreement before including the 8 TeV and 13 TeV data in the
PDF fit is generally good, once EW corrections are included, with the exception of
the CMS 13 TeV data in the e+e− channel, for which the χ2 per data point remains
above 2. As can be observed in Fig. 4.3.1, the dielectron invariant mass distribution
in this channel presents dips at about 500 GeV and 900 GeV which are not present
in the µ+µ− channel. These dips are the origin of this worse data-theory agreement,
which is partially reduced once the dataset is included in the fit (see Sect. 4.3.3). We
have verified that excluding this dataset from the fit does not change the results of
the analysis, and therefore decided to keep it. Further experimental analysis based on
the full Runs II and III datasets will tell whether the dips in the distributions in the
electron invariant mass will stay.

SMEFT cross sections. In this work, we augment the SM calculations of the
high-Q2 DIS reduced cross sections discussed in Ref. [93] and the high-mass Drell-Yan
cross sections listed in Table 4.3.2 with the effects of dimension-six SMEFT operators
following the two benchmark scenarios presented in Sect. 4.2. These corrections are
negligible for dilepton invariant masses of mℓℓ ≤ 200 GeV and for DIS structure
functions with Q ≤ (120) GeV, and hence there can safely adopt the SM calculations.
In a similar manner as for higher-order QCD and EW corrections, we can define
correction factors that encapsulate the linear and quadratic modifications induced by
the dimension-six SMEFT operators. Adopting an operator normalisation such that

LSMEFT = LSM +
nop∑
n=1

cn
v2 On , (4.3.6)

with nop indicating the number of operators that contribute to a given benchmark
scenario and cn being the (dimensionless) Wilson coefficient associated to On, the
linear EFT corrections can be parametrised as

R
(n)
SMEFT ≡

(
LNNLO
ij ⊗ dσ̂

(n)
ij,SMEFT

)/ (
LNNLO
ij ⊗ dσ̂ij,SM

)
, n = 1 . . . , nop , (4.3.7)
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Dataset Final state ndat

χ2/ndat

NLO QCD NNLO QCD
NNLO QCD

+ NLO EW

ATLAS 7 TeV e+e− 13 1.45 1.77 1.73

ATLAS 8 TeV ℓ+ℓ− 46 1.67 - 1.20

CMS 7 TeV µ+µ− 127 3.40 1.27 1.54

CMS 8 TeV ℓ+ℓ− 41 2.22 2.21 0.70

CMS 13 TeV ℓ+ℓ− 43 18.7 19.7 1.91

CMS 13 TeV e+e− 43 9.16 9.45 2.32

CMS 13 TeV µ+µ+ 43 15.7 15.8 0.81

Table 4.3.3. The values of the χ2 per data point evaluated for the high-mass DY datasets
listed in Table 4.3.2, using theoretical predictions computed at different perturbative ac-
curacy. The PDF sets used here are NNPDF31_nlo_as_0118, NNPDF31_nnlo_as_0118 and
NNPDF31_nnlo_as_0118_luxqed for the NLO QCD, NNLO QCD and NNLO QCD + NLO
EW predictions respectively. For CMS 13 TeV, where different final states are available, we
indicate the χ2 values for each of them. For the ATLAS 8 TeV data, we only evaluated the
combined NNLO QCD + NLO EW correction, and hence the pure NNLO QCD result is not
given.

with LNNLO
ij being the usual partonic luminosity evaluated at NNLO QCD, dσ̂ij,SM the

bin-by-bin partonic SM cross section, and dσ̂(n)
ij,SMEFT the corresponding partonic cross

section associated to the interference between On and the SM amplitude ASM when
setting cn = 1. Likewise, the ratio encapsulating the quadratic effects is defined as

R
(n,m)
SMEFT ≡

(
LNNLO
ij ⊗ dσ̂

(n,m)
ij,SMEFT

)/ (
LNNLO
ij ⊗ dσ̂ij,SM

)
, n,m = 1 . . . , nop , (4.3.8)

with the bin-by-bin partonic cross section dσ̂
(n,m)
ij,SMEFT now being evaluated from the

squared amplitude AnAm associated to the operators On and Om when cn = cm = 1.
The partonic cross sections in these ratios are computed at LO. In terms of Eqns. (4.3.7)
and (4.3.8), we can define the EFT K-factors as

KEFT = 1 +
nop∑
n=1

cnR
(n)
SMEFT +

nop∑
n,m=1

cncmR
(n,m)
SMEFT , (4.3.9)
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which allow us to express a general Drell-Yan or DIS cross sections accounting for the
dimension-six operators in Eq. (4.3.6) as

dσSMEFT = dσSM ×KEFT (4.3.10)

where the dσSM is the state-of-the-art SM prediction including NNLO QCD and
NLO EW corrections. In this approach, the SMEFT predictions inherit factorisable
higher-order radiative correction [83, 9]. The SMEFT K-factors in Eq. (4.3.9) are
precomputed before the fit using a reference SM PDF set and then kept fixed. The
effect of varying the input NNLO PDF in Eqns. (4.3.7) and (4.3.8) is quantitatively
assessed in Appendix F and it is found to be at the permil level in Scenario I and
slightly more significant but still at most at the percent level in Scenario II. As a result,
this effect will be neglected in the following. Further details about the implementation
and validation of these K-factors can be found in Appendix F.

Fig. 4.3.2 illustrates the size of the EFT corrections in benchmark scenario I from
Sect. 4.2 by comparing (KEFT−1) with the relative experimental uncertainties for
the ATLAS 7 TeV, CMS 8 TeV, and CMS 13 TeV Drell-Yan mℓℓ distributions. We
provide results for two representative points in the (Ŵ , Ŷ ) parameter space, namely
(Ŵ , Ŷ ) = (10−3, 0) and (0, 10−3). One can observe how for these values of (Ŵ , Ŷ ), and
particularly for the ATLAS 8 TeV data, the SMEFT corrections to the Drell-Yan cross
sections become comparable with the experimental uncertainties, increasing steadily
with mℓℓ.

4.3.3 Methodology for the simultaneous PDF and EFT fits

Overview of the fitting methodology

Let us denote by c = (c1, c2, . . . , cNop) the array containing the Wilson coefficients
associated to the Nop dimension-six operators contributing to a given SMEFT scenario,
where cn are defined as in Eq. (4.3.6). We will perform a simultaneous EFT and PDF
fit by scanning through an n-dimensional grid of values ci in the EFT parameter space.
For each point ci in the scan, we evaluate the Drell-Yan and the DIS cross sections
as described in Sect. 4.3.2. We then determine the χ2(c) at each point in EFT space,
where

χ2(c) =
ndat∑
i,j=1

(Di − Ti(c))(cov−1)ij(Dj − Tj(c)). (4.3.11)

This procedure results in a sampling of the χ2 values in the EFT parameter space,
which we denote by χ2(ci).
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Fig. 4.3.2. Comparison between the (relative) experimental uncertainties and the corre-
sponding EFT corrections, KEFT(Ŵ , Ŷ )−1 in Eq. (4.3.9), for the ATLAS 7 TeV, CMS 8 TeV,
and CMS 13 TeV Drell-Yan mℓℓ distributions, for two representative values of Ŵ and Ŷ .

The calculation of the Drell-Yan and DIS cross sections depends on a choice of
PDF set. Usually, SM PDFs are used for this purpose. These are PDFs which have
been determined from a fit to data under the assumption of the SM. When sampling
the χ2, we use the same SM PDF at each value of ci, and we will denote the resulting
χ2 by χ2

smp(ci). In contrast, to perform a simultaneous fit of the EFT and PDF we
make use of SMEFT PDFs. At each value of ci in EFT space, we perform our theory
calculations using a SMEFT PDF set which has been determined from a fit to data
under the assumption of the SMEFT at that same value of ci. We will denote the
resulting χ2 by χ2

eftp(ci).
This implies that prior to obtaining the sampling χ2

smp(ci), we must first determine
the SM PDFs using a single PDF fit under the assumption of the SM. To obtain
χ2

eftp(ci) we must obtain a number of SMEFT PDFs, one for each value of ci in the
chosen grid, by performing a PDF fit at each point. We will begin by outlining the
details and settings of these PDF fits, before elaborating on the details of the EFT fits.
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PDF fit settings

Each PDF fit is performed using the standard NNPDF3.1 [215] methodology, regardless
of whether it is a SM PDF or a SMEFT PDF. This methodology evaluates the χ2

given in Eq. 4.3.5 in the space of PDF parameters, determining the best-fit PDF from
the minimum of the χ2 (subject to cross-validation, to avoid overlearning). We note
that this χ2 keeps fully into account the experimental systematic correlations among
all the measurements Dj included in the PDF analysis. We will begin by describing
the fit settings used to assemble the PDF set that represents the baseline SM PDFs in
this work. The same settings are then used to determine the SMEFT PDFs, with the
caveat that we modify the theory predictions Tj in Eq. 4.3.5 at each point ci for each
SMEFT PDF produced.

The settings for this baseline SM PDF fit are the same as those used in the
strangeness study of [12], itself a variant of NNPDF3.1 [215]. As described in Sect. 4.3.1,
in this work we consider only DIS and Drell-Yan datasets, with the latter augmented
as compared to [12] with the new high-mass measurements indicated in Table 4.3.2. A
detailed comparison between this baseline SM PDF and the NNPDF3.1_str set from [12]
is provided in Appendix D, while Table E.0.2 in App. E details the breakdown of the
χ2 for all the datasets that enter the fit. In general, the fit quality of the baseline
SM PDF set is similar to that of the global fit of [12], although the description of the
CMS 13 TeV invariant mass distribution in the combined electron and muon channels
remains sub-optimal.

Having produced the SM PDFs, we may now study the impact of the high-mass
DY datasets on the SM PDFs. Fig. 4.3.3 displays a comparison between the baseline
SM PDF set, labelled "DIS+DY”, with the same fit but without any datapoints from
the high-mass DY datasets listed in Table 4.3.2, labelled "DIS+DY (no HM)”. We
show results at Q = 100 GeV both for the PDFs normalised to the central value of the
baseline and for the relative PDF uncertainties. In the latter case we also display the
PDF uncertainties from a corresponding DIS-only fit. The latter comparison shows
that the DY cross sections significantly reduce the PDF uncertainties of the DIS-only
fit. The addition of the high-mass DY data leads to a visible uncertainty reduction in
the 0.005 ≲ x ≲ 0.3 region as compared to the "DIS+DY(noHM)” reference as well an
upwards shift of the up and down quarks and antiquark PDF. We therefore find that
the available high-mass DY data can have an appreciable impact on the light quark and
antiquark PDFs, despite the fact that in terms of Run II data our analysis is restricted
to a single low-luminosity high-mass DY dataset. Yet more stringent constraints on the
PDFs are expected from the measurements based on the full Runs II and III datasets,



116 Parton Distributions in the SMEFT from high-energy Drell-Yan tails

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 D

IS
+D

Y

g at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 D

IS
+D

Y

 at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 D

IS
+D

Y

u at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 D

IS
+D

Y

u at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050
Ra

tio
 to

 D
IS

+D
Y

d at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 D

IS
+D

Y

d at 100.0 GeV
DIS+DY (68% c.l.)
DIS+DY(noHM) (68% c.l.)

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

g at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

 at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

u at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

u at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

d at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

10 4 10 3 10 2 10 1

x

0.00

0.02

0.04

0.06

0.08

0.10

(R
at

io
 to

 D
IS

+D
Y)

d at 100.0 GeV
DIS+DY
DIS+DY(noHM)
DIS-only

Fig. 4.3.3. Comparison between the baseline SM PDF set of this work, labelled “DIS+DY”,
with the corresponding fit without high-mass DY data. We show results at Q = 100 GeV
for PDFs normalised to the central value of the baseline (upper) and for the relative PDF
uncertainties (lower panels). In the latter case, we also display the PDF uncertainties from
the DIS-only fit.

as well as from those to be provided by the HL-LHC [218]. We study the anticipated
impact of the HL-LHC measurements in Sect. 4.5.

EFT fit settings

The strategy we follow to determine the constraints on the EFT parameters c follows
the one adopted in our proof-of-concept DIS-only study [93], now extended to LHC
processes. We produce two samplings of the χ2 values in the EFT parameter space,
one assuming SM PDFs (χ2

smp(ci)) and one assmuming SMEFT PDFs (χ2
eftp(ci)). The
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comparison between the resulting bounds on the EFT coefficients obtained from χ2
eftp(ci)

and from χ2
smp(ci) quantifies the relevance of producing consistent joint determinations

of PDFs and Wilson coefficients when studying EFTs in high-energy tails.
Close enough to a local minimum χ2

0 = χ2
(
c(0)

)
associated with best-fit values c(0),

the χ2 as a function of the EFT coefficients can be approximated by a quadratic form

χ2
i ≡ χ2(ci) = χ2

0 +
Nop∑
n,m=1

(
cn,i − c(0)

n

)
Hnm

(
cm,i − c(0)

m

)
, (4.3.12)

with Hnm being the usual Hessian matrix in the EFT parameter space. Restricting the
EFT calculations to their linear, O (Λ−2), contributions, Eq. (4.3.12) becomes exact in
the case of χ2

smp(ci) (where cross sections are evaluated with SM PDFs). The reason
is that in this case all dependence on the EFT coefficients is encoded in the partonic
cross sections.

However, this is not true for χ2
eftp(ci), since now there will be a (non-linear) EFT

back-reaction onto the PDFs and hence Eq. (4.3.12) is only valid up to higher orders in
the EFT expansion, even if the EFT cross sections themselves are evaluated in the linear
approximation. Eq. (4.3.12) can thus be only considered a reasonable approximation
in the case that the SMEFT PDFs are not too different from their SM counterparts.

Hence, if we work with linear EFT calculations, provided the sampling in the EFT
parameter space is sufficiently broad and fine-grained, and that the EFT-induced
distortion on the PDFs is moderate, we can extract the parameters χ2

0 and c(0) and the
Hessian matrix H using least-squares regression from Eq. (4.3.12), using χ2

smp for the
SM PDFs and χ2

eftp for the SMEFT PDFs. The associated confidence level contours
are determined by imposing

∆χ2(c) ≡ χ2
i (c) − χ2

0 =
Nop∑
n,m=1

(
cn − c(0)

n

)
Hnm

(
cm − c(0)

m

)
= constant , (4.3.13)

where this constant depends on the number of degrees of freedom. For linear EFT
two-parameter fits, such as those for benchmark scenario I in the context of HL-LHC
projections, imposing Eq. (4.3.13) leads to elliptic contours in the (Ŵ , Ŷ ) plane.

In the case of fits to χ2 profiles obtained from EFT calculations which include
both linear, O (Λ−2), and quadratic, O (Λ−4), contributions, such as those arising in
benchmark scenario II, rather than working in the Hessian approximation we instead
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carry out a (one-dimensional) quartic fit of the form

χ2 (c) =
kmax=4∑
k=0

ak (c)k (4.3.14)

with the χ2 values being χ2
smp (χ2

eftp) for the SM (SMEFT) PDFs, and then determine
confidence level intervals by imposing ∆χ2(c) = χ2

i (c) − χ2
0 = constant. We determine

this constant numerically by finding the likelihood contour, L ∝ exp(−χ2/2), containing
95% of the total probability (for the 95% CL intervals).

To conclude this section, we give details on how we account for sources of uncer-
tainty in our EFT constraints. We account for PDF uncertainties and the statistical
uncertainty associated to the finite replica sample of the NNPDF Monte Carlo sets
that we use here.

PDF uncertainty. In Sects. 4.4.1, 4.4.2 and 4.5.3 we will present bounds on the
EFT parameters using the SM PDFs with and without the PDF uncertainties being
accounted for. In order to estimate these, we follow the procedure detailed above to
determine the confidence level intervals for the EFT parameters but now using the
kth Monte Carlo replica of the PDF set, rather than the central replica k = 0 as done
when PDF uncertainties are neglected. One ends up with Nrep values of the upper and
lower bounds: [

c(k)
min, c(k)

max

]
, k = 1, . . . , Nrep , (4.3.15)

and then the outermost bounds in the 68% envelope are considered to be the bounds
on the EFT parameters c, now including the 1σ-PDF uncertainty. This is very
important to account for, given that in the case of the bounds determined using
χ2

eftp, the PDF uncertainty is already included by construction, given that the Wilson
coefficients are determined from the global set of PDFs, exactly as in the case of the
αs determination from a global set of PDFs of [274, 275]. A more sophisticated way
to extract parameters such as αs of the Wilson coefficients from a global fit of PDFs,
that includes the correlations between these parameters and the PDFs, is given by the
correlated replica method proposed in the more recent αs determination in [276]. The
latter would allow better accounting of the correlations between Wilson coefficients
and PDFs. However we do not use it here due to the fact that these correlations of
the PDFs with the Wilson coefficients are much smaller than those with the strong
coupling constant and due to its large computational cost. We endeavour to address
this issue in future work.
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Methodological uncertainty. In a simultaneous fit of PDFs and EFT coefficients,
for each set of Wilson coefficients ci one has a PDF fit composed of Nrep Monte Carlo
replicas. The major methodological uncertainty is associated to finite-Nrep effects
can be estimated by bootstrapping across the replicas, as explained in the αs(mZ)
extraction of [276]. Specifically, for each value of ci we perform Nres re-samples of all
Nrep replicas with replacement, and compute the theory predictions:

T(res)
i,lk ,

l = 1, . . . , Nres

k = 1, . . . , Nrep
, (4.3.16)

such that there are Nres re-samples each composed of an Nrep-sized array of theory
predictions. Since this re-sampling is done with replacement, it differs from the original
sample in that it contains duplicates and missing values. The average theory prediction
is then obtained for each of these bootstrapped sets:

Ti,l =
〈
T(res)
i,lk

〉
rep

, l = 1, . . . , Nres . (4.3.17)

These bootstrapped theory predictions Ti,l are used to evaluate the χ2 to data, with the
finite-size uncertainty given by the standard deviation across each bootstrap re-sample:

σχ2
i

= std
(
χ2
i,l

) ∣∣∣∣
res
. (4.3.18)

A value of Nres ≃ 104 re-samples is found to be sufficient to achieve stable results for
the estimate of the finite-size uncertainties defined by Eq. (4.3.18).

4.4 Results

In this section, we start by presenting results for the SMEFT PDFs extracted from
DIS and Drell-Yan data in benchmark scenario I. We compare them with their SM
counterparts at the level of partonic luminosities and assess how the bounds obtained
on the Ŵ and Ŷ parameters in this simultaneous SMEFT and PDF fit compare to
those based on assuming SM PDFs. We then investigate the sensitivity of available
high-mass Drell-Yan data to benchmark scenario II, where only the dimuon final state
is modified by EFT effects. Finally, we quantify the impact that the consistent use of
SMEFT PDFs has on the reinterpretation of high-mass dilepton BSM searches.
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4.4.1 PDF and EFT interplay in current high-mass Drell-Yan
data

By deploying the methodology described in §4.3.3, we have extended the PDF analysis
based on SM predictions presented in §4.3.3 to account for the effects of non-zero EFT
coefficients within benchmark scenario I defined in §4.2.1. Here, we present results
for one-dimensional fits where only one of the Ŵ or the Ŷ parameter is allowed to be
non-zero. The reason for this choice is that, in a fit including only high-mass neutral-
current Drell-Yan processes, there exists a flat direction when Ŵ and Ŷ are varied
simultaneously, since both operators scale as q4 and thus cannot both be constrained
by a single 1D distribution. This degeneracy can only be lifted once high-mass charged-
current DY data is included in the fit. As we demonstrate in §4.5, thanks to the
HL-LHC it will be possible to carry out a simultaneous fit of the PDFs and the two
EFT parameters (Ŵ , Ŷ ).

Taking into account the existing bounds reported in §4.2.1, as well as the sensitivity
of available high-mass Drell-Yan data to the EFT coefficients illustrated by Fig. 4.3.2,
here we have adopted the following sampling ranges for the Ŵ and Ŷ parameters:

(
Ŵ × 104

)
∈ [−22, 14] ,

(
Ŷ × 104

)
∈ [−20, 20] . (4.4.1)

We used 21 sampling values of Ŷi equally spaced in this interval, hence in steps of
∆Ŷ = 2 × 10−4. In the case of Ŵi it was found convenient to instead use 15 points
equally spaced between −14 × 10−4 and 14 × 10−4 in steps of ∆Ŵ = 2 × 10−4, and
then to add two more values at Ŵi = −18 × 10−4 and −22 × 10−4.

Fig. 4.4.1 displays the obtained values of ∆χ2, Eq. (4.3.13), as a function of Ŵi

and Ŷi in the case of the SMEFT PDFs. That is, using the values of χ2
eftp(ci). These

χ2 values are evaluated as a sum over those datasets from Table 4.3.1 and 4.3.2 that
receive non-zero EFT corrections, namely the DIS datasets that have a reach in Q2

above (120)2 GeV2 (namely HERA and NMC), and the ATLAS and CMS high-mass
Drell-Yan measurements in Table 4.3.2. The use of such a partial χ2 rather than the
global χ2 is a necessary approximation due to the limitation of our current methodology.
The statistical fluctuations of the global χ2 are significantly larger than those of the
partial χ2 and can only be tamed by running a very large batch of replicas for each
benchmark point in Ŵ and Ŷ and by increasing the density of benchmark points in the
region that is explored, as it was done for the scan of αs in Ref. [276]. However, while
for the scan of αs all processes contribute to the parabolic behaviour of the ∆χ2, in
this case the dominant contributions to χ2

eftp come by far from the SMEFT corrections
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to the hard cross section of these processes, and from the changes in the PDFs induced
by non-zero Wilson coefficients. The latter changes in PDFs are confined to the large-x
light quark and antiquark distributions, which affect the high-mass Drell-Yan data.
The analysis of the χ2

eftp computed on the subset of data captures the dominant effects,
while minimising the level of statistical fluctuations. A further approximation is given
by the fact that only linear EFT effects are included in the calculation of the DIS and
DY cross sections, while the (subleading) quadratic corrections are neglected in this
scenario. The error bars in the ∆χ2

i points of Fig. 4.4.1 indicate the methodological
finite-size uncertainties evaluated with the bootstrapping method described in §4.3.3
and the horizontal line corresponds to the ∆χ2 = 4 condition associated to a 95% CL
interval. We also show in Fig. 4.4.1 the results of the associated parabolic fits,

∆χ2(Ŵ ) =
(
Ŵ − Ŵ (0)

)2
/
(
δŴ

)2
, (4.4.2)

and likewise for ∆χ2(Ŷ ). From the results in Fig. 4.4.1, one observes that both the Ŵ
and Ŷ parameters agree with the SM expectation within uncertainties.
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Fig. 4.4.1. The values of ∆χ2, Eq. (4.3.13), obtained for the SMEFT PDFs (thus using
the χ2

eftp(ci) values) as a function of Ŵi (left) and Ŷi (right panel) in the sampling ranges
of Eq. (4.4.1) together with the corresponding parabolic fits. The error bars indicate the
finite-size uncertainties and the horizontal line corresponds to the ∆χ2 = 4 condition defining
the 95% CL intervals. The red cross indicates the SM expectation, Ŵ = Ŷ = 0.

Fig. 4.4.2 then compares the results of the parabolic fits based on the SMEFT
PDFs as displayed in Fig. 4.4.1 with their counterparts obtained in the case of the SM
PDFs. That is, in the latter case one carries out parabolic fits to the χ2

smp values, as
is customary in the literature for the EFT analyses. The insets highlight the region
close to ∆χ2 ≃ 0. For the Ŵ parameter, the consistent use of SMEFT PDFs leaves
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the best-fit value essentially unchanged but increases the coefficient uncertainty δŴ ,
leading to a broader parabola. Similar observations can be derived for the Ŷ parameter,
though here one also finds a upwards shift in the best-fit values by ∆Ŷ ≃ 2 × 10−4

in addition to a parabola broadening, when SMEFT PDFs are consistently used. We
note that the SM PDF parabolas in Fig. 4.4.2 are evaluated using the central PDF
replica and hence do not account for PDF uncertainties.
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Fig. 4.4.2. Comparison between the results of the parabolic fits to ∆χ2, Eq. (4.4.2), for
the Ŵ (left) and Ŷ (right panel) parameters for either the SMEFT PDFs (χ2

eftp, already
displayed in Fig. 4.4.1) or the SM PDFs (hence with χ2

smp). The insets zoom on the region
close to ∆χ2 ≃ 0.

Table 4.4.1 summarises the 68% and 95% CL bounds on the Ŵ and Ŷ parameters
obtained from the corresponding parabolic ∆χ2 fits using either the SM or the SMEFT
PDFs shown in Fig. 4.4.2. The fourth and fifth column indicate the absolute shift in
best-fit values and the percentage broadening of the fit parameter uncertainties when
the SMEFT PDFs are consistently used instead of the SM PDFs (either without or
with PDF uncertainties):

best fit shift ≡
(
Ŵ (0)

∣∣∣∣
SMEFT PDF

− Ŵ (0)
∣∣∣∣
SM PDF

)
, (4.4.3)

broadening ≡
(
δŴ (0)

∣∣∣∣
SMEFT PDF

− δŴ (0)
∣∣∣∣
SM PDF

)/
δŴ (0)

∣∣∣∣
SM PDF

, (4.4.4)

and likewise for the Ŷ parameter.
In the specific case of the SM PDF results, Table 4.4.1 indicates the bounds obtained

without (upper) and with (lower entry) PDF uncertainties accounted for; recall that the
SMEFT PDF bounds already include PDF uncertainties by construction (see §4.3.3).
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SM PDFs SMEFT PDFs best-fit shift broadening

Ŵ × 104 (68% CL)
[−3.0, 2.2]

[−3.5, 2.4]
−0.2 +13%

[−4.3, 3.8] −0.3 −27%

Ŵ × 104 (95% CL)
[−5.5, 4.7]

[−6.4, 5.3]
−0.2 +15%

[−6.8, 6.3] −0.3 −11%

Ŷ × 104 (68% CL)
[−4.4, 4.7]

[−3.4, 6.9]
+1.6 +13%

[−6.7, 7.5] +1.4 −27%

Ŷ × 104 (95% CL)
[−8.8, 9.2]

[−8.3, 11.8]
+1.6 +12%

[−11.1, 12.0] +1.3 −13%
Table 4.4.1. The 68% CL and 95% CL bounds on the Ŵ and Ŷ parameters obtained from
the corresponding parabolic fits to the ∆χ2 values calculated from either the SM or the the
SMEFT PDFs. For the SM PDF results, we indicate the bounds obtained without (upper)
and with (lower entry) PDF uncertainties accounted for; the SMEFT PDF bounds already
include PDF uncertainties by construction, while the methodological (finite-size) uncertainty
is included according to the approached described in §4.3.3. The fourth and fifth column
indicate the absolute shift in best-fit values, Eq. (4.4.3) and the percentage broadening of
the EFT parameter uncertainties, Eq. (4.4.4), when the SMEFT PDFs are consistently used
instead of the SM PDFs.

The methodological (finite-size) uncertainty is included according to the approach
described in §4.3.3 and it amounts to 4.7 · 10−5 in the case of Ŵ and 1.0 · 10−4 in the
case of Ŷ , corresponding to 4% and 5% respectively of the 95% C.L. bounds for the Ŵ
and Ŷ coefficients.

By comparing the bounds obtained when PDF uncertainties are accounted for to
those neglecting PDF uncertainty, one observes a systematic broadening of the bounds
from both the lower and upper limits, as was also reported in [93].

When PDF uncertainties are neglected (accounted for) when using the SM PDFs to
constrain the EFT parameters, the consistent use of the SMEFT PDFs leads to both a
shift in the best-fit values of magnitude ∆Ŵ = −2 × 10−5 and ∆Ŷ = +1.6 × 10−4 as
well as to an increase (decrease) of the fit parameter uncertainties, with δŴ and δŶ

growing by 15% and 12% (decreasing by 11% and 13%) respectively. This result shows
that, given available Drell-Yan data and once PDF uncertainties are accounted for, the
bounds on the EFT parameters are actually improved once SMEFT PDFs are adopted.
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All in all, the effect of the consistent treatment of the SMEFT PDFs in the
interpretation of high-mass DY cross sections is moderate but not negligible, either
loosening or tightening up the obtained bounds on the EFT parameters (depending
on whether or not PDF uncertainties are accounted for to begin with) by up to 15%
and, in the case of Ŷ parameter, shifting its central value by one-third of the 68% CL
parameter uncertainty. Such a relatively moderate effect can be partly understood
from the limited availability of high-mass DY measurements for EFT interpretations,
with a single dataset at 13 TeV, and even in this case, with it being restricted to a
small fraction of the Run II luminosity. As we will demonstrate in §4.5, the impact of
SMEFT PDFs becomes much more significant once higher-statistics measurements of
the NC and CC Drell-Yan tails become available at the HL-LHC, loosening the bounds
on Ŵ and Ŷ by up to a factor 5.

Comparing the limits on the Ŵ and Ŷ parameters from Table 4.4.1 with those of
Ref. [8] and reported in §4.2, we observe that our bounds are more stringent. There
are two main reasons that could explain this difference. On the one hand, on top
of the ATLAS and CMS high-mass DY cross sections at 8 TeV, we also include the
corresponding 7 and 13 TeV data that provide additional weight to the high invariant
mass region of the spectrum in the fit. On the other hand, in our analysis we fit the
whole invariant mass spectrum and do not cut away the low mℓℓ region below 120 GeV,
thus we do not ignore the correlations between the low and high ends of the spectrum
which are important even if the former is not affected by SMEFT corrections.

We now move to assess how the SMEFT PDFs relate to their SM counterparts,
and determine the extent to which it is possible to reabsorb EFT effects into the PDFs.
Fig. 4.4.3 displays a comparison between the SM and the SMEFT PDF luminosities for
representative values of the Ŵ (upper) and Ŷ (lower panel) parameters. The values of
Ŵ and Ŷ are chosen to be close to the upper and lower limits of the 68% CL intervals
reported in Table 4.4.1. The error band in the SM PDFs corresponds to the 68% CL
PDF uncertainty, while for the SMEFT PDFs only the central values are shown.

In all cases, one finds that the EFT-induced shifts on the luminosities are smaller
than their standard deviation. The biggest differences, relative to uncertainties, are
observed in the quark-antiquark luminosities for mX ≳ 500 GeV. This finding can
be understood from the fact that the NC Drell-Yan cross section is proportional to
the uū and dd̄ combinations at leading order, but the up and down quark PDFs are
already well constrained by lower-energy DIS measurements. Furthermore, we have
verified that the size PDF uncertainties is unchanged in the SMEFT fits. The results of
Fig. 4.4.3 are consistent with those of Table 4.4.1 and demonstrate that, with current
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data, the interplay between EFT effects and PDFs in the high-mass Drell-Yan tails is
appreciable but remains subdominant as compared to other sources of uncertainty.

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 W

=
0

gg luminosity
s = 14 TeV

W = 0 (68% c.l.)
W = 0.0002
W = 0.0004

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 W

=
0

qq luminosity
s = 14 TeV

W = 0 (68% c.l.)
W = 0.0002
W = 0.0004

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 W

=
0

qq luminosity
s = 14 TeV

W = 0 (68% c.l.)
W = 0.0002
W = 0.0004

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 Y

=
0

gg luminosity
s = 14 TeV

Y = 0 (68% c.l.)
Y = + 0.006
Y = 0.0004

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 Y

=
0

qq luminosity
s = 14 TeV

Y = 0 (68% c.l.)
Y = + 0.006
Y = 0.0004

102 103

mX (GeV)

0.950

0.975

1.000

1.025

1.050

Ra
tio

 to
 Y

=
0

qq luminosity
s = 14 TeV

Y = 0 (68% c.l.)
Y = + 0.006
Y = 0.0004

Fig. 4.4.3. Comparison between the SM PDF luminosities with their SMEFT counterparts,
displayed as ratios to the central value of the SM luminosities, for representative values of
the Ŵ (upper) and Ŷ (lower panel) parameters. The values of Ŵ and Ŷ are chosen to be
close to the upper and lower limits of the 68% CL intervals reported in Table 4.4.1.

One important question in this context concerns how one could disentangle the EFT-
induced shifts in the PDF luminosities displayed in Fig. 4.4.3 (see also the corresponding
PDF comparisons in Fig. G.0.1) from other possible sources of deviations, such as
internal inconsistencies in some datasets or missing higher orders in the SM calculations.
An attractive strategy in this respect is based on exploiting the energy-growing effects
associated to the higher-dimensional EFT operators, which translate into an enhanced
sensitivity to the Ŵ and Ŷ parameters for large values of the dilepton invariant mass
mℓℓ. To this purpose, it is useful to define the following ratio:

Rχ2

(
m

(max)
ℓℓ , Ŵ , Ŷ

)
≡

χ2
(
m

(max)
ℓℓ , Ŵ , Ŷ

)
χ2
(
m

(max)
ℓℓ = 120 GeV, Ŵ , Ŷ

) , (4.4.5)

where m(max)
ℓℓ is the upper bound on the value of the dilepton invariant mass bins that

enter the χ2 calculation. In Eq. (4.4.5), both the numerator and the denominator are
evaluated using either χ2

smp (for the SM PDFs) or χ2
eftp (for the SMEFT PDFs), and
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the denominator corresponds to the χ2 value (per data point) in the kinematic region
for which EFT effects are negligible.1

The Rχ2 estimator defined in Eq. (4.4.5) allows for the isolation of the contribution
to the total χ2 that arises from the high-mℓℓ bins that dominate the overall sensitivity
to the Ŵ and Ŷ parameters. For small values of m(max)

ℓℓ , say 200 GeV, one is cutting
away all mℓℓ bins with EFT sensitivity and hence one expects Rχ2 ≃ 1. As m(max)

ℓℓ is
increased, the χ2 will include the contributions from the mℓℓ bins more sensitive to
EFT effects, and thus one expects to find a large deviation with respect to the Rχ2 ≃ 1
reference value. Furthermore, EFT effects should induce an approximately monotonic
growth of Rχ2 with m(max)

ℓℓ , which would instead be absent from other possible sources
of PDF distortion and thus represent a smoking gun for BSM physics in the high-energy
DY tails.

These expectations are verified in Fig. 4.4.4, which displays the Rχ2 estimator
(normalised to its SM value) as a function for m(max)

ℓℓ for representative values of the
Ŵ and Ŷ parameters both for the SM and the SMEFT PDFs, where the horizontal
line indicates its reference SM value. Indeed we observe an approximately monotonic
growth of Rχ2 arising from the energy-growing effects in the EFT. Due to the limited
experimental information the binning in mℓℓ is rather coarse, explaining the observed
fluctuations. In the specific case of the Ŵ parameter, the SMEFT PDF curve lies
slightly below the SM PDF one, highlighting how EFT effects are being partially (but
not completely) reabsorbed into the PDFs.

4.4.2 EFT constraints on scenario II from current high-mass
Drell-Yan data

In contrast to benchmark scenario I, which is flavour universal, the second SMEFT
scenario to be explored in this work and described in §4.2.2 contains a four-fermion
interaction involving muons but not electrons, which therefore modifies the rates of
the dilepton process pp → µ+µ− but not those of pp → e+e−. This property implies
that, without introducing further assumptions, the Wilson coefficient CDµ

33 can be only
constrained from DY measurements carried out in the dimuon (rather than in the
dielectron or in the combined) final state. As indicated in Table 4.3.2, only the CMS
data at 7 TeV and 13 TeV include DY distributions in the dimuon final state.

1 Note that Eq. (4.4.5) is computed a posteriori using existing fits, and that the kinematical cut in
m

(max)
ℓℓ is absent from the actual fits and it is only evaluated as a diagnosis tool.
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Fig. 4.4.4. The Rχ2 estimator, Eq. (4.4.5), normalised to its SM value, as a function for
m

(max)
ℓℓ for representative values of Ŵ (left) and Ŷ (right panel). We display the results

obtained both with SM and SMEFT PDFs, with the horizontal line indicating the reference
SM value of Rχ2 .

Due to these restrictions in the input dataset, the interplay between PDFs and
SMEFT effects is expected to be milder as compared to the results presented in §4.4.1.
For this reason, here we do not attempt to perform a joint determination of the PDFs
and the CDµ

33 coefficient, but rather restrict ourselves to quantifying the information
that available DY data in the dimuon final state provide on this operator. We instead
present a simultaneous determination including projections for the HL-LHC in §4.5.

Fig. 4.4.5 displays the results of three quartic fits to the χ2
(
CDµ

33

)
profile in

benchmark scenario II, based on Eq. (4.3.14), where here χ2
smp includes only the

contributions from the two available DY measurements in the dimuon final state.
We present fits based on cross sections that account only for the linear, only for the
quadratic, and for both the linear and quadratic terms in the EFT expansion. In all
cases, these cross sections are computed using the baseline SM PDF set. The inset
displays the outcome of the linear EFT fit with an enlarged x-axis range.

The results of Fig. 4.4.5 indicate that CDµ
33 is essentially unconstrained at the linear

EFT level, and only once quadratic corrections O(Λ−4) are accounted for is one able
to obtain reasonable bounds on this coefficient. The reason for this behaviour is that
for this operator the interference with the SM amplitude is suppressed, and hence the
leading EFT effects arise at the quadratic level from the square of the EFT amplitude,
thus being proportional to

(
CDµ

33

)2
[83]. In the case of the polynomial fit to the χ2

profile evaluated on the full quadratic EFT cross sections, we find the following 95%
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Fig. 4.4.5. The results of polynomial fits to χ2
(
CDµ

33

)
, Eq. (4.4.2), in scenario II. This χ2

includes only the contributions from the two DY measurements in the dimuon final state.
We display results for fits based on cross sections that account only for the linear, only for
the quadratic, and for both linear and quadratic terms in the EFT expansion, in all cases
using the baseline SM PDF set. The inset displays the fit to the linear EFT values with an
enlarged x-axis range.

CL limits on this Wilson coefficient:
(
CDµ

33 × 102
)

∈ [−1.2, 10.7] , (4.4.6)

which can be compared with the bounds on the same operator obtained in [83] from
recasting the ATLAS dilepton search data of [232], given by Eq. (4.2.12). The fact that
our bound in Eq. (4.4.6) is around a factor three looser than in Eq. (4.2.12) is explained
because the dilepton search data from [232] benefits from an extended coverage in mℓℓ

as compared to the available unfolded DY cross sections. The same result, this time
for the Ŵ and Ŷ parameters, will be obtained in the next section where we assess the
impact of the SMEFT PDFs in the EFT interpretation of the ATLAS dilepton search
dataset.

4.4.3 On the EFT interpretation of high-mass dilepton searches

As mentioned above, a single high-mass DY cross section measurement is available at
13 TeV, and even in this case it is only based on a small subset of the Run II luminosity.
As a consequence, the highest energy bin of this dataset is rather wide, mℓℓ ∈ [1.5, 3.0]
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TeV. This implies limited sensitivity to deviations in the tails of DY distributions,
for which using a large number of narrow bins is most beneficial to constrain heavy
resonances, for instance. Here we would like to quantify the interplay between PDF
and EFT effects at the level of a recent ATLAS 13 TeV search for Z ′ bosons in the
dilepton channel [7] based on the complete Run II luminosity of L = 139 fb−1. Since
these are detector-level measurements, which cannot therefore be included in a PDF
analysis, our aim is to use the SMEFT PDFs to investigate how the bounds on BSM
physics are modified as compared to the standard approach based on computing theory
predictions using SM PDFs.

103

mee [GeV]

10-2

10-1

100

101

102

103

104

Ev
en

ts
/1

0 
G

eV

103

mµµ [GeV]

10-2

10-1

100

101

102

103

104

Ev
en

ts
/1

0 
G

eV

Drell-Yan
Background: top, diboson
Data

Fig. 4.4.6. The data (number of events per 10 GeV bin) from the ATLAS Z ′ search from [7] in
the di-electron (left) and di-muon (right) channels. We also display the theoretical predictions
associated to the contributions from Drell-Yan and from the rest of the backgrounds, taken
from the ATLAS publication.

The ATLAS data, displayed in Fig. 4.4.6, consist of event counts in 100 dilepton
invariant mass, mℓℓ, bins in both the dimuon and dielectron channels in the range
mℓℓ ∈ (225, 6000) GeV. We take this data from HEPdata [277] and denote the event
count in the ith bin by ni. The narrow binning and broad mℓℓ coverage allowed ATLAS
to constrain Z ′ masses to MZ′ ≳ 4 TeV. This is a much higher reach than the DY
cross section measurements used for the SMEFT PDF fits in the previous subsections,
and should therefore provide stronger constraints on the EFT benchmark scenarios
described in §4.2. By including this search data in our study, we can investigate
whether such strong constraints are sensitive to the EFT-induced modifications in the
PDF luminosities highlighted in Fig. 4.4.3.

In order to constrain the Ŵ and Ŷ parameters in benchmark scenario I from the
ATLAS dilepton search data, for each bin we compute a theory prediction yi = yi(Ŵ , Ŷ )
given by the sum of background bi (top, diboson) and signal si(Ŵ , Ŷ ) (Drell-Yan)
components. The ATLAS search provides an estimate of the total SM contribution
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(sum of top, diboson, and DY) without a breakdown into components. This estimate is
provided as a continuous function of mℓℓ. We thus estimate our background (top and
diboson) by subtracting our own DY simulation from the estimated total SM event
counts found by evaluating this function at each bin centre. We compute the DY signal
in each bin as

si(Ŵ , Ŷ ) = si,SM ×K(Ŵ , Ŷ ) , (4.4.7)

where si,SM indicates the detector-level prediction for the ith bin of the mℓℓ distribu-
tion evaluated at NLO QCD using MadGraph5_aMC@NLO [278], Pythia [279]
and Delphes [280] and using the NNPDF31_nnlo_as_0118 set as PDF input set. In
Eq. (4.4.7), K(Ŵ , Ŷ ) is the K-factor calculated as the ratio of cross sections in each
bin, accounting for the impact of non-zero EFT corrections Ŵ , Ŷ ≠ 0 both in the
partonic cross section and in the PDFs

Keftp(Ŵ , Ŷ ) ≡

∑
q

∫
dτLSMEFT

qq̄ (τ, µF , Ŵ , Ŷ )σ̂(τs0, Ŵ , Ŷ )∑
q

∫
dτLSM

qq̄ (τ, µF )σ̂(τs0, 0, 0)
, (4.4.8)

where the integration in τ goes from τmin to τmax in each bin. For comparison, we will
also present results where the K-factor is instead evaluated as usual in terms of the
SM PDFs,

Ksmp(Ŵ , Ŷ ) ≡

∑
q

∫
dτLSM

qq̄ (τ, µF )σ̂(τs0, Ŵ , Ŷ )∑
q

∫
dτLSM

qq̄ (τ, µF )σ̂(τs0, 0, 0)
. (4.4.9)

The likelihood L is defined as the product of Poisson probabilities in each bin,

L(n|Ŵ , Ŷ ) =
m∏
i=1

yi(Ŵ , Ŷ )ni

ni!
e−yi(Ŵ ,Ŷ ) , (4.4.10)

and the best-fit values of Ŵ , Ŷ are determined as the maximum-likelihood estimates.
The test statistics in the individual fits of Ŵ and Ŷ are the profile likelihood ratios
defined as

λ(Ŵ ) = −2 ln
(

L(n|Ŵ , 0)
L(n|Ŵ , 0)max

)
(4.4.11)

λ(Ŷ ) = −2 ln
(

L(n|0, Ŷ )
L(n|0, Ŷ )max

)
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and follow a χ2 distribution with ndof = 1. The 1σ and 2σ bounds are found by solving
the implicit equations λ(Ŵ ) = 1, 4 respectively.

PDF uncertainties can be included by taking the confidence level intervals on the
bounds given by the NNPDF Monte Carlo replicas, as it is explained in §4.3.3.

The results for the fits obtained by using SM PDFs in the K-factors, Eq. (4.4.9),
compared to those obtained by using SMEFT PDFs, Eq. (4.4.8), are displayed in
Fig. 4.4.7, with the corresponding bounds being provided in Table 4.4.2. We find
that inclusion of PDF uncertainties has a much smaller impact on the parabolic fit
than in the previous analysis and thus only the parabola including PDF uncertainties
is displayed. Secondly, we observe that the shift in the bounds that one has using
SM versus SMEFT PDFs is not entirely negligible. This finding indicates that it is
important to use consistent PDFs determined with the same settings as the theoretical
predictions in the partonic cross section. We can similarly recast the ATLAS search data
to constrain the scenario II Wilson coefficient CDµ

33 , finding the following constraints at
95% CL: (

CDµ
33 × 102

)
∈ [−1.6, 2.4] , (4.4.12)

in good agreement with the results reported in Eq. (4.4.6).
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Fig. 4.4.7. Comparison between the results of the parabolic fits to the ATLAS search
data [7] for Ŵ (left) and Ŷ (right panel) when using the SMEFT PDFs (χ2

eftp) as compared
to the SM PDF baseline (χ2

smp). The insets zoom on the region close to λ(Ŵ ), λ(Ŷ ) ≃ 0.



132 Parton Distributions in the SMEFT from high-energy Drell-Yan tails

SM PDFs SMEFT PDFs best-fit shift broadening

Ŵ × 104 (68% CL)
[−1.6, 0.6]

[−1.9, 0.5]
−0.2 +9%

[−1.6, 0.6] −0.2 +9%

Ŵ × 104 (95% CL)
[−2.7, 1.7]

[−3.1, 1.6]
−0.25 +7%

[−2.7, 1.7] −0.25 +7%

Ŷ × 104 (68% CL)
[−2.6, 1.5]

[−3.1, 1.4]
−0.3 +10%

[−2.6, 1.6] −0.35 +7%

Ŷ × 104 (95% CL)
[−4.7, 3.5]

[−5.3, 3.6]
−0.25 +9%

[−4.7, 3.6] −0.30 +7%
Table 4.4.2. The 68% and 95% CL bounds on the Ŵ and Ŷ parameters obtained from the
corresponding parabolic fits to the ATLAS search data of [7] when using either the SMEFT
PDFs or their SM counterparts. For the SM PDF results, we indicate the bounds obtained
without (upper) and with (lower entry) PDF uncertainties accounted for; the SMEFT PDF
bounds already include PDF uncertainties by construction. The fourth and fifth column
indicate the absolute shift in best-fit values and the percentage broadening of the EFT
parameter uncertainties when the SMEFT PDFs are consistently used instead of the SM
PDFs.

4.4.4 Overview of current constraints

In order to summarise the results obtained in this section, Fig. 4.4.8 displays the 95%
CL bounds derived on the EFT parameters Ŵ and Ŷ (in scenario I) and on CDµ

33 (in
scenario II), both from the high-mass DY cross section measurements (Table 4.4.1) and
from the ATLAS Z ′ search data (Table 4.4.2). These bounds are shown in the case of
theoretical calculations evaluated either with SM PDFs or with SMEFT PDFs, and in
the former case we indicate the results that account for PDF uncertainties (these are
included by construction for the SMEFT PDFs). To compare with previous works, we
also display the bounds derived in [8] for the Ŵ and Ŷ parameters from the ATLAS 8
TeV data and in [83] for the CDµ

33 coefficient from the same ATLAS Z ′ search data.
As discussed above, our main findings are that the consistent simultaneous deter-

mination of the PDFs together with the EFT parameters leads to a moderate increase
in the uncertainties (in this case, up to 10%) as well as to a small shift in their central
values. As we demonstrate in the next section, the interplay between PDFs and EFT
coefficients becomes much more marked in the case of the high-mass DY measurements
that will become available at the HL-LHC.
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Fig. 4.4.8. Overview of the results obtained in this section concerning the EFT parameters
Ŵ and Ŷ (in scenario I) and CDµ

33 (in scenario II). We compare the 95% CL bounds derived
in [8] with those obtained in this work from the high-mass DY cross section measurements
(Table 4.4.1) and from the ATLAS Z ′ search data (Table 4.4.2), in both cases displaying the
results obtained with either the SM or the SMEFT PDFs. In the former case, we indicate
the results that account for PDF uncertainties; these are included by construction for the
SMEFT PDFs.

4.5 Projections for the High-Luminosity LHC

The results presented in the previous section indicate that, given the available unfolded
Drell-Yan measurements, the impact of a simultaneous determination of the PDFs
together with the EFT parameters remains moderate. However, it is conceivable that
this interplay between PDFs and BSM effects in the high-energy tails of Drell-Yan
cross sections will become more significant once more data are accumulated. With this
motivation, we revisit the analysis of §4.4 now accounting for the impact of projected
High-Luminosity LHC pseudo-data generated for the present study. We demonstrate
that in the scenario under consideration, in which no other data apart from the high-
mass Drell-Yan constrain the large-x quark and antiquark distributions, a consistent
joint determination of PDFs is crucial for EFT studies at the HL-LHC. We will also
discuss how the inclusion of further LHC data, which can constrain the large-x region
without being affected by potential energy-growing new physics effects, can soften the
interplay observed in this study and disentangle new-physics effects.
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4.5.1 Generation of HL-LHC pseudo-data

Following the strategy adopted in [218] to estimate the ultimate PDF reach of the
HL-LHC measurements (see also [281, 282]), here we generate HL-LHC pseudo-data
for NC and CC high-mass Drell-Yan cross sections at

√
s = 14 TeV and for a total

integrated luminosity of L = 6 ab−1 (from the combination of ATLAS and CMS, which
provide L = 3 ab−1 each). For these projections, theoretical predictions are evaluated
at NNLO in QCD including NLO EW corrections, as is explained in detail in §4.3.2.
The PDF set used as an input to generate the theoretical prediction is the DIS+DY
baseline that was presented in §4.3.3.

For the generation of the NC pseudo-data, we adopt as reference the CMS measure-
ment at 13 TeV [260] based on L = 2.8 fb−1. The dilepton invariant mass distribution
mℓℓ is evaluated using the same selection and acceptance cuts of [260] but now with an
extended binning in the mℓℓ to account for the increase in luminosity. We assume equal
cuts for electrons and muons and impose |ηℓ| ≤ 2.4, plead

T ≥ 20 GeV, and psublead
T ≥ 15

GeV for the two leading charged leptons of the event. In the case of the CC pseudo-data,
the lack of unfolded measurements of the mT distribution at 13 TeV to be used as
reference forces us to base our projections on the ATLAS search for W ′ bosons in the
dilepton channel [283]. As in the case of the NC projections, theory predictions for the
mT distribution at high-mass are generated using the same selection and acceptance
cuts as in [283] but now using an extended coverage in mT .

Both in the case of NC and CC Drell-Yan cross sections, we restrict ourselves to
events with either mℓℓ or mT greater than 500 GeV. Otherwise, the total experimental
uncertainty would be limited by our modelling of the expected systematic errors
and thus our projections could become unreliable. Furthermore, we require that the
expected number of events per bin is bigger than 30 to ensure the applicability of
Gaussian statistics. Taking into account these considerations, our choice of binning
for the mℓℓ (mT ) distribution at the HL-LHC is displayed in Fig. 4.5.1 (Fig. 4.5.2),
with the highest energy bins reaching mℓℓ ≃ 4 TeV (mT ≃ 3.5 TeV) for neutral-current
(charged-current) scattering.

The percentage statistical and systematic uncertainties associated to the HL-LHC
pseudo-data are displayed in the lower panels of Figs. 4.5.1 and 4.5.2 and have been
estimated as follows. Let us denote by σth

i the theoretical prediction for the DY cross
section, including all relevant selection cuts as well as the leptonic branching fractions.
The expected number of events in this bin and the associated (relative) statistical
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Fig. 4.5.1. Top panels: comparison of the projected HL-LHC pseudo-data for high-mass
neutral-current Drell-Yan in the dielectron (left) and dimuon (right) final states as a function
of mℓℓ with the corresponding theory predictions obtained from the SM PDF baseline.
The theoretical predictions, generated according to Eq. (4.5.3), are accompanied by their
corresponding PDF uncertainties (green bars). Lower panels: the percentage statistical and
systematic uncertainty in each mℓℓ bin of the HL-LHC pseudo-data.
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Fig. 4.5.2. Same as Fig. 4.5.1 for charged-current Drell-Yan in bins of the transverse mass
mT .

uncertainty δstat
i are given by

N th
i = σth

i × L , δstat
i ≡ (δNi)stat

N th
i

= 1√
N th
i

. (4.5.1)

Note that this bin-by-bin relative statistical uncertainty is the same both at the level
of number of events and at the level of fiducial cross sections.
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The HL-LHC systematic uncertainties are also estimated from the same reference
measurements. If δsys

i,j denotes the jth relative systematic uncertainty associated to
the ith bin of the reference measurement, and if this bin contains N th

i events, then
for our projections we assume that the same systematic error associated to a bin
with a similar number of expected events will be given by fred,jδ

sys
i,j , where fred,j is the

expected reduction in systematic errors foreseen at the HL-LHC.2 This assumption
is justified since most systematic errors improve with the sample size thanks to e.g.
better calibration.

Adding in quadrature systematic uncertainties with the statistical error, the total
relative uncertainty for the ith bin of our HL-LHC projections is

δexp
tot,i =

(δstat
i

)2
+

nsys∑
j=1

(
fred,jδ

sys
i,j

)2
1/2

, (4.5.2)

where nsys indicates the number of systematic error sources. The central values for the
HL-LHC pseudo-data is then generated by fluctuating the reference theory prediction
by the expected total experimental uncertainty, namely

σhllhc
i ≡ σth

i

(
1 + λδexp

L + riδ
exp
tot,i

)
, i = 1, . . . , nbin , (4.5.3)

where λ, ri are univariate Gaussian random numbers, δexp
tot,i is the total (relative) ex-

perimental uncertainty corresponding to this specific bin (excluding the luminosity
and normalisation uncertainties), and δexp

L is the luminosity uncertainty, which is fully
correlated amongst all the pseudo-data bins of the same experiment. We take this
luminosity uncertainty to be δexp

L = 1.5% for both ATLAS and CMS, as done in
Ref. [218].

Here we adopt the baseline SM PDF set described in §4.4, which is denoted as
“DIS+DY”, to evaluate the σth

i cross sections entering Eq. (4.5.3). We have verified
that, both at the pre- and post-fit levels, the fit quality to the HL-LHC pseudo-data
satisfies χ2/nbin ≃ 1 in the case of the SM PDFs as expected. Furthermore, we assume
fred,j = 0.2 for all systematic sources, as done in the optimistic scenario of Ref. [218].
We note that more conservative values for the reduction of systematic errors, such as
fred,j = 0.5, are not expected to qualitatively modify our results. The reason is that,
as indicated by the bottom panels of Figs. 4.5.1 and 4.5.2, for the highest energy bins

2 The binning of the CC reference measurement, the ATLAS W ′ search, is much finer than for our
HL-LHC projections and hence we first match them by means of a weighted average.
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(which dominate the EFT sensitivity), specifically above mℓℓ ≈ 1.7 TeV and mT ≈ 1.5
TeV, the measurement will be limited by statistical uncertainties.

4.5.2 Impact on PDF uncertainties

From Figs. 4.5.1 and 4.5.2, one can observe that the PDF uncertainties in the SM PDF
baseline used to generate the pseudo-data are either comparable or larger than the
corresponding projected experimental uncertainties at the HL-LHC. Specifically, for
the highest mℓℓ bin of the NC distribution the PDF errors are twice the experimental
ones, while in the CC case the associated PDF errors become clearly larger than the
experimental ones starting at mT ≃ 2 TeV. This comparison suggests that one should
expect a significant uncertainty reduction once the HL-LHC pseudo-data is included in
the PDF fit.
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Fig. 4.5.3. Impact of the HL-LHC pseudo-data on the quark-antiquark luminosity Lqq̄ of
the SM PDF baseline fit as a function of mX . Left: the luminosities Lqq̄ for the DIS+DY
baseline and the corresponding fits including the HL-LHC pseudo-data, either only NC or
also with CC cross sections, presented as a ratio to the central value of the former. Right: the
relative PDF uncertainty in Lqq̄ (with the central value of the DIS+DY baseline as reference)
for the same fits.

To validate this expectation, Fig. 4.5.3 displays the impact of the HL-LHC pseudo-
data on the quark-antiquark luminosity Lqq̄ as a function of the final state invariant
mass mX at

√
s = 14 TeV. We compare Lqq̄ for the SM PDF baseline fit (DIS+DY)

with the same quantity from the corresponding fits including the HL-LHC pseudo-data,
either only NC or also with CC cross sections. The right panel displays the associated
relative PDF uncertainties. We find a significant reduction of the PDF uncertainties
affecting the quark-antiquark luminosity (and hence the Drell-Yan cross sections) in
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the high mass (mX ≳ 1 TeV) region once the HL-LHC pseudo-data constraints are
accounted for. For instance, at mX ≳ 2 TeV, PDF uncertainties on Lqq̄ decrease from
≃ 5% in the baseline down to ≃ 2.5% (≃ 1.5%) once the NC (NC+CC) HL-LHC
pseudo-data is included in the fit. The effect of the inclusion of HL-LHC projections
becomes more dramatic as mX increases. On the other hand, other partonic luminosities
such as the quark-quark and gluon-gluon ones are essentially unaffected by the HL-LHC
constraints. In terms of fit quality, the only noticeable effect is a mild improvement in
the χ2 of the high-mass DY datasets listed in Table 4.3.2.

4.5.3 PDF and EFT interplay at the HL-LHC

The finding that the projected HL-LHC pseudo-data has a significant impact on the
quark-antiquark PDF luminosity, summarised in Fig. 4.5.3, suggests that the interplay
between PDFs and EFT effects in the high-energy DY tails should become enhanced
as compared to the results reported in the previous section. With this motivation,
we first of all repeat the joint determination of PDFs and the Ŵ , Ŷ coefficients from
EFT scenario I presented in §4.4.1 now accounting for the constraints of the HL-LHC
pseudo-data. An important difference in this case is that the inclusion of CC data
lifts the flat direction in the (Ŵ , Ŷ ) plane, making a full two-dimensional fit possible.
Secondly, the availability of the HL-LHC pseudo-data allows us to assess the interplay
between the PDFs and the EFT coefficient CDµ

33 from benchmark scenario II, whose
analysis in §4.4.2 was restricted to fixed SM PDFs.

Scenario I. For the simultaneous determination of PDFs and the Ŵ , Ŷ coefficients
accounting for the constraints provided by the HL-LHC pseudo-data, we use 35 sampling
values of (Ŵi, Ŷi), 25 of which are equally spaced in either Ŵ ∈ (−1.6, 1.6) × 10−5

or Ŷ ∈ (−8,+8) × 10−5 (hence in steps of ∆Ŵ = 0.8 × 10−6 and ∆Ŷ = 4 × 10−6

respectively), and then 10 additional points along the diagonals. In order to assess the
robustness of the results, we added 12 more sampling values, 8 further away from the
origin and 4 more along the Ŵ = 0 and Ŷ = 0 axes, and verified that the confidence
level countours are stable upon their addition.

We find that the constraints on the (Ŵ , Ŷ ) parameters are completely dominated by
the HL-LHC projections and that current data exhibit a much smaller pull, consistent
with the findings of previous studies [8, 9]. Also, the χ2

eftp contour is more stable and
requires less replicas if only the HL-LHC projections are included in the computation of
the χ2. The corresponding marginalised bounds on Ŵ and Ŷ are reported in Table 4.5.1
using the same format as in Table 4.4.1.
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SM PDFs SMEFT PDFs best-fit shift broadening

Ŵ × 105 (68% CL)
[−0.7, 0.5]

[−4.5, 6.9]
1.3 850%

[−1.0, 0.9] 1.3 500%

Ŵ × 105 (95% CL)
[−1.0, 0.8]

[−8.1, 10.6]
1.4 940%

[−1.4, 1.2] 1.4 620%

Ŷ × 105 (68% CL)
[−1.8, 3.2]

[−6.4, 8.0]
0.1 190%

[−3.7, 4.7] 0.3 70%

Ŷ × 105 (95% CL)
[−3.4, 4.7]

[−11.1, 12.6]
0.1 190%

[−5.3, 6.3] 0.3 110%
Table 4.5.1. Same as Table 4.4.1 for the 68% CL and 95% CL marginalised bounds on
the Ŵ and Ŷ parameters obtained from the two-dimensional (Ŵ ,Ŷ ) fits that include the
HL-LHC pseudo-data for NC and CC Drell-Yan distributions. As in Table 4.4.1, for the
SM PDFs we indicate the bounds obtained without (upper) and with (lower entry) PDF
uncertainties accounted for.

From Table 4.5.1, one can observe how including high-mass data at the LHC both
in a fit of PDFs and in a fit of SMEFT coefficients and neglecting the interplay between
them could result in a significant underestimate of the uncertainties associated to the
EFT parameters. Indeed, the marginalised 95% CL bound on the Ŵ (Ŷ ) parameter
becomes looser once SMEFT PDFs are consistently used, with a broadening, defined in
Eq. (4.4.4), of 500% (110%), even once PDF uncertainties are fully accounted for. This
effect would have been even more marked if PDF uncertainties had not been accounted
for in EFT fits based on SM PDFs, where the same broadening factors would be 940%
and 190% respectively.

A further important question is whether the bounds obtained with SM PDFs appear-
ing on the left column of Table 4.5.1 would become more comparable to those obtained
from the simultaneous fit of PDFs and SMEFT coefficients, in case a conservative set
of PDF was used in the analysis based on SM PDFs. To address this question, in
Table 4.5.2 we display the bounds that are obtained using a PDF set that does not
include any of the high-mass Drell-Yan sets (neither the HL-LHC projections nor the
current datasets listed in Table. 4.3.2) and compare the bounds obtained using this set
of PDFs to those obtained consistently using SMEFT PDFs. We observe that, once
this set of conservative PDF is used as an input PDF set and the PDF uncertainty is
included in the computation of the bounds, the latter increases as compared to the
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SM cons. PDFs SMEFT PDFs best-fit shift broadening

Ŵ × 105 (68% CL)
[−1.0, 0.0]

[−4.5, 6.9]
1.7 1000%

[−4.0, 2.8] 1.8 70%

Ŵ × 105 (95% CL)
[−1.4, 0.4]

[−8.1, 10.6]
1.8 940%

[−4.3, 3.1] 1.9 150%

Ŷ × 105 (68% CL)
[2.1, 7.0]

[−6.4, 8.0]
-3.7 190%

[−3.4, 11.2] -3.6 -1%

Ŷ × 105 (95% CL)
[0.5, 8.5]

[−11.1, 12.6]
-3.7 200%

[−5.0, 13.7] -3.6 30%
Table 4.5.2. Same as Table 4.5.1 for the 68% and 95% CL marginalised bounds on the Ŵ
and Ŷ parameters obtained from the two-dimensional (Ŵ ,Ŷ ) fits that include the HL-LHC
pseudo-data for NC and CC Drell-Yan distributions. The input PDF set for the analysis
done using fixed SM PDFs (corresponding to the results displayed in the column “SM cons.
PDFs”) is a conservative PDF set that does not include any of the high-mass distributions or
the HL-LHC projections nor the Run I and Run II high-mass dataset listed in Table 4.3.2.
The limits obtained from the simultaneous fit of PDFs and Wilson coefficients (corresponding
to the results displayed on the column “SMEFT PDFs”) are the same as those in Table 4.5.1.

bounds in Table 4.5.1. As a result, the size of the bounds obtained by keeping fixed SM
PDFs is closer to the size obtained from the simultaneous fits, although still slightly
underestimated. At the same time, the shift in the best-fit becomes more marked.

Results are graphically displayed in Fig. 4.5.4, where the 95% confidence level
contours in the (Ŵ ,Ŷ ) plane obtained from the DIS+DY fits that include the high-
mass Drell-Yan HL-LHC pseudo-data when using either SM PDFs, SM conservative
PDFs or SMEFT PDFs are compared. All solid countours include PDF uncertainties,
while the dashed contours that do not include PDF uncertainties are also indicated to
visualise the impact of the inclusion of the PDF uncertainties.

To conclude, we should also emphasise that, while in this work we use pseudo-data
and hence the best-fit values are by construction unchanged, this would not necessarily
be the case in the analysis of real data, where improper treatment of PDFs could
result in a spurious EFT ‘signal’, or even missing a signal which is indeed present in
the data. A detailed study aimed at a precise definition of ‘conservative’ PDFs in a
more general scenario is beyond the scope of this paper and will be the topic of future
work; a thorough comparison of the consistent simultaneous approach, versus the use
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Fig. 4.5.4. The 95% confidence level contours in the (Ŵ ,Ŷ ) plane obtained from the
DIS+DY fits that include the high-mass Drell-Yan HL-LHC pseudo-data (both in the NC and
CC channels) when using either SM PDFs (blue) or conservative SM PDFs (green). In both
cases the ellipses are obtained by performing a parabolic fit to χ2

smp with fixed PDFs. PDF
uncertainties are included in the solid lines and not included in the dashed lines. The results
are compared to those obtained in a simultaneous fit, namely with SMEFT PDFs (orange).
In this case, the parabolic fit is performed to χ2

eftp by varying simultaneously the Wilson
Coefficients and the PDFs. The crosses indicate the best fits in the three cases discussed in
the text.

of conservative PDF sets, will be of particular interest in cases of EFT manifestations
of new physics.

The increased role that the interplay between PDFs and EFT coefficients will
play at the HL-LHC can also be illustrated by comparing the expected behaviour
of the quark-antiquark luminosity, displayed in Fig. 4.5.5, for the SMEFT PDFs
corresponding to representative values of the Ŵ and Ŷ parameters of benchmark
scenario I as compared to the SM PDFs. Note that the corresponding comparison
for Lqq̄ in the fits to available Drell-Yan data was displayed in Fig. 4.4.3. Indeed,
the central value of the quark-antiquark luminosity for SMEFT PDFs corresponding
to values of (Ŵi, Ŷi) selected along the grid used to derive Fig. 4.5.5 changes greatly,
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well outside the one-sigma error band of the SM PDFs, while the PDF uncertainties
themselves are unchanged. This change in central value of the large-x PDFs partially
reabsorbs the effects in the partonic cross section induced by the SMEFT operators
and leads to better χ2 values as compared to those obtained with the SM PDFs.
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Fig. 4.5.5. Same as Fig. 4.5.3, now comparing the quark-antiquark SM PDF luminosity in
the fits including the HL-LHC pseudo-data with those obtained in the SMEFT PDF fits for
representative values of the Ŵ and Ŷ parameters. The corresponding comparison in the case
of fits to available Drell-Yan data was shown in Fig. 4.4.3.

Even neglecting SMEFT PDF effects, we note that our marginalised bounds on
the Ŵ and Ŷ coefficients from HL-LHC pseudo-data using SM PDFs turn out to be
more stringent than those reported in [9] by around a factor of 4 for Ŵ and a factor
2 for (Ŷ ). This is due to a combination of factors. First of all we use the 13 TeV
measurements as reference to produce the HL projections. Furthermore we assume a
total integrated luminosity of L = 6 fb−1 (from the combination of ATLAS and CMS)
rather than 3 fb−1 as well as a more optimistic scenario concerning the reduction of
the experimental systematic uncertainties.

Fig. 4.5.6 then displays the Rχ2 estimator, defined in Eq. (4.4.5) and shown in
Fig. 4.4.4 for the case of available LHC data, now evaluated from the fits including the
HL-LHC pseudo-data. In this case, the m(max)

ℓℓ cut applies to mℓℓ for the neutral-current
distributions and to the transverse mass mT for the charged-current ones. As in the
case of Fig. 4.4.4, we observe an approximately monotonic growth of Rχ2 for the SM
PDFs arising from the energy-growing EFT corrections that dominate the high-energy
DY tails, an effect which is now rather larger thanks to the presence of the HL-LHC
pseudo-data. The most striking difference as compared to Fig. 4.4.4 is that now the
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SMEFT PDF curve is much flatter, indicating that EFT effects are being almost totally
reabsorbed into the PDFs.
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Fig. 4.5.6. Same as Fig. 4.4.4 now for the fits including the HL-LHC pseudo-data. Note
that in this case the m(max)

ℓℓ cut refers to the transverse mass mT for the charged-current
distributions.

The findings summarised by Fig. 4.5.6 demonstrate that, at the HL-LHC, EFT-
induced deviations could be indeed inadvertently "fitted away” into a PDF redefinition,
explaining the large broadenings reported in Fig. 4.5.5, and highlight the need to devise
novel strategies to disentangle the effects of PDFs and EFT contributions from the
high-energy tails of LHC cross-sections. Such strategies could exploit, for instance, the
availability of measurements sensitive to large-x PDFs but not to high scales, such as
forward electroweak gauge boson production by LHCb [218].

Scenario II. We now turn to present the corresponding results of the simultaneous
fits of the PDFs and the EFT coefficients including the HL-LHC pseudo-data for the
case of benchmark scenario II. As motivated in §4.2.2, a non-zero value of the CDµ

33

coefficient affects only the NC and CC muon final states, while the electron ones
remain described by the SM calculations. This property implies that, in fits presented
below, the EFT corrections modify only the shapes of the HL-LHC distributions in the
muon channel, the right panels in Figs. 4.5.1 and 4.5.2, but not those of the electron
pseudo-data.

Fig. 4.5.7 displays the values of ∆χ2 obtained for the SMEFT PDFs as a function
of the EFT parameter CDµ

33 from the joint fits that include the HL-LHC pseudo-data.
The sampling is constituted by 21 points uniformly distributed in CDµ

33 ∈ [−0.02, 0.02].
As in Fig. 4.4.1, the error bars indicate the uncertainties associated to the finite number
of Monte Carlo replicas used for each value of CDµ

33 . The profile in ∆χ2 exhibits a
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double minimum structure (bimodal distribution), explained by the fact that in this
scenario it is the quadratic rather than the linear terms in the EFT expansion that
dominate. The corresponding quartic polynomial fit using Eq. (4.4.2) can be seen to
successfully reproduce the ∆χ2 values obtained in this joint analysis. The right panel
of Fig. 4.5.7 then compares the polynomial fit obtained with the SMEFT PDFs with
the corresponding one when using instead fixed SM PDFs to determine the ∆χ2 values,
with the inset focusing on the region close to ∆χ2 ≃ 0. The associated 68% and 95%
CL bounds are then reported in Table 4.5.3, where we note that since the 68% CL
interval is disjoint we evaluate the shift and broadening only for the 95% CL bounds.
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Fig. 4.5.7. Left: the values of ∆χ2 obtained for the SMEFT PDFs as a function of CDµ
33

from the fits including the HL-LHC pseudo-data, together with the corresponding quartic
polynomial fit. Right: comparison of the polynomial fit obtained with SMEFT PDFs and
displayed in the left panel with its counterpart based on SM PDFs.

SM PDFs SMEFT PDFs best-fit shift broadening
CDµ

33 × 102 (68% CL) [−0.1, 1.1] [−0.3, 1.2] 0.06 25%
CDµ

33 × 102 (95% CL) [−1.0, 1.2] [−1.2, 1.4] 0.06 18%
Table 4.5.3. Same as Table 4.5.1, now for the CDµ

33 parameter from EFT benchmark
scenario II.

Inspection of Fig. 4.5.7 and Table 4.5.3 indicates that, even at the HL-LHC, the
interplay between PDFs and EFT coefficients remains moderate in this particular
scenario. Indeed, in contrast with the marked effects in scenario I (Fig. 4.5.4), where
the bounds on the Ŵ and Ŷ worsened by up to an order of magnitude when the
SMEFT PDFs were consistently used, in scenario II the obtained bounds on CDµ

33
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would only loosen by around 30%. The origin of this rather different behaviour can
be traced back to the fact that in scenario II the electron channel data do not receive
EFT corrections, and hence all the information that they provide makes it possible
to exclusively constrain the PDFs. The muon channel distributions then determine
the allowed range for CDµ

33 , restricted by the well-constrained large-x quarks and
antiquark PDFs from the electron data. This finding demonstrates how the availability
of measurements in separate leptonic final states is of utmost importance to test BSM
scenarios that account for violations of Lepton Flavour Universality.

In the same manner as in Fig. 4.5.5, Fig. 4.5.8 displays the comparison of the
quark-antiquark luminosities at

√
s = 14 TeV in the fits with HL-LHC pseudo-data

in the case of the SM PDFs and for the SMEFT PDFs for representative values of
CDµ

33 . Specifically, we show CDµ
33 = −0.004 and 0.012, chosen to lie at the boundary

of the 68% CL interval reported in Table 4.5.3. The result that the two values lead
to the same effect on Lqq̄ follows from the dominance of the quadratic EFT terms in
this scenario. One finds that the shift in the central values of the quark-antiquark
luminosity induced by a non-zero value of CDµ

33 is well within PDF uncertainties. This
is consistent with the result of Fig. 4.5.7 indicating that bounds on CDµ

33 obtained with
SM and with SMEFT PDFs are relatively similar in this scenario even after accounting
for the HL-LHC constraints.

102 103

mX (GeV)

0.95

1.00

1.05

Ra
tio

 to
 C

D 33
 =

 0
 (H

LL
HC

)

qq luminosity
s = 14 TeV

CD
33  = 0 (HLLHC) (68% c.l.)

CD
33  = -0.014 (HLLHC)

CD
33  = 0.014 (HLLHC)

102 103

mX (GeV)

0.00

0.05

0.10

0.15

0.20

Ra
tio

 to
 C

D 33
 =

 0
 (H

LL
HC

)

qq luminosity uncertainty
s = 14 TeV

CD
33  = 0 (HLLHC)

CD
33  = -0.014 (HLLHC)

CD
33  = 0.014 (HLLHC)

Fig. 4.5.8. Same as Fig. 4.5.5 now in the case of the simultaneous fits of the PDFs and the
CDµ

33 EFT parameter taking into account HL-LHC pseudo-data.
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4.6 Concluding discussion

In this Chapter we have presented a first simultaneous determination of PDFs and EFT
coefficients from high-energy LHC data, specifically from high-mass Drell-Yan cross
sections. Our analysis has considered available unfolded measurements, detector-level
searches based on the full Run II luminosity, and tailored HL-LHC projections. The
EFT interpretation of the Drell-Yan data is formulated in terms of two benchmark
scenarios, first a flavour universal one leading to modifications of the Ŵ and Ŷ

electroweak parameters [8], and second a flavour-specific scenario motivated by the
recent evidence for lepton flavour universality violation in B-meson decays [83].

The main findings of this work are summarised in Fig. 4.6.1. We demonstrate how,
for the analysis of all available unfolded Drell-Yan data, the consistent simultaneous
extraction of the PDFs together with the EFT parameters leads to a modest increase
in the uncertainties of the latter (up to 15%, in the case of the Ŵ and Ŷ parameters),
as well as to a shift in their central values by up to a third of a sigma. Furthermore,
while our results indicate that for current data the interplay between PDF and EFT
effects remains moderate, the impact of their cross-talk will become much larger at the
HL-LHC: using SM rather than SMEFT PDFs would lead to artificially precise bounds,
even mimicking new physics effects. This result indicates that including high-energy
data in PDF fits should be done with care, as PDFs can actually absorb the effects of
new physics.
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Fig. 4.6.1. Overview of the 95% CL bounds obtained in this work on the EFT parameters
Ŵ (left), Ŷ (middle), and CDµ

33 (right panel) based on either the SM PDFs or the SMEFT
PDFs. Both PDF and methodological uncertainties are accounted for in the bounds, when
available.

We have discussed estimators, such as shown in Fig. 4.4.4, which provide information
on the kinematic dependence of any possible deviation between the data and the SM
predictions, and the extent to which this can be reabsorbed into the PDFs. These
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represent a powerful diagnostic tool to separate QCD effects from genuine BSM
deviations. A complementary strategy to disentangle QCD effects from BSM effects
would be to account for the constraints on the large-x PDFs arising from other processes
for which EFT corrections can be neglected, such as forward W,Z production at LHCb.
This way the uncertainties associated to the PDFs at large-x would be reduced and
the indirect signal for new physics could be more easily disentangled. A detailed study
aimed at a definition of conservative PDFs in a more general scenario is beyond the
scope of this work, and will be the topic of future studies.

Exploiting the full potential of future precision measurements at the HL-LHC for
indirect BSM searches requires that we no longer neglect the interplay between PDFs
and EFT effects. The development of novel data interpretation frameworks capable of
accounting for this interplay is crucial as we move towards the HL-LHC. In Chapter 5
we will continue to study the potential of the HL-LHC to discover BSM physics.
Leaving behing the subtlety of indirect searches, we will investigate the potential of
the HL-LHC and other future colliders to directly detect new physics. In this context
we neglect the interplay with PDFs, this time searching for a clear ‘bump’ in the data
resulting from the direct on-shell production of a new particle.





Chapter 5

Leptoquarks at Future Hadron
Colliders

5.1 Introduction

As we saw in Chapter 2, working in the framework of the weak effective theory allows
us to interpret signs of new physics in rare B meson decays. Although individually
each measurement is discrepant from the SM at the level of only 2-3 σ, the addition
of new physics in the form of a scalar leptoquark (LQ) may improve the collective
description of these neutral current B anomalies (NCBAs) by a pull of 5.9 σ. The goal
of this Chapter is to investigate the prospects for detecting such a scalar LQ. Based
on Ref. [3], we will determine the sensitivity of future hadron colliders to LQ pair
production in the di-muon di-jets (µ+µ−jj) channel.

We first recall from Chapter 2 that in order to produce a new physics contribution
to the OLL operator of the weak effective theory, we may extend the SM by the scalar
S3 which couples to the SM quarks and leptons as follows:

LYukawa = −
√

2 dCLYdeeLS+4/3 − uCLYueeLS+1/3

− dCLYdννLS+1/3 +
√

2 uC
LYuννLS

−2/3 + h.c. .
(5.1.1)

Furthermore, we will specialise to LQs which solve the NCBAs, taking only nonzero
values of (Yde)32 and (Yde)22 as determined from the matching of LYukawa onto the weak
effective theory Lagrangian:

(Yde)32(Y ∗
de)22

m2
LQ

= CLL
4GF√

2
VtbV

∗
ts

e2

16π2 . (5.1.2)
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Our LQs contribute to Bs − B̄s mixing at one-loop order, as shown in Fig. 5.1.1. A
recent determination of the SM prediction for Bs − B̄s mixing is broadly in agreement
with the experimental measurement, and so upper bounds can be placed on the
LQ contribution. However, a recent determination [284] finds that this is not very
constraining for S3 leptoquarks that fit the NCBAs. Perturbative unitarity provides
the stronger constraint that mLQ < 68 TeV.

b s

s̄ b̄

µ

µ

S3 S3

12

Fig. 5.1.1. A scalar leptoquark will contribute to Bs − B̄s mixing at one-loop order.

A previous estimate of future collider sensitivity to S3 LQs consistent with the
NCBAs was made in Ref. [285], which projected current sensitivity to higher centre of
mass energies and luminosities. However, the sensitivity estimate had two important
approximations. The first was that experimental efficiency and acceptance did not
change with centre of mass energy. In fact, at large mLQ and at high energies (particu-
larly at the FCC-hh), the decay products from LQs will be highly boosted. This has
two effects: the muons will be pushed closer to the jets, meaning that more of them will
fail isolation criteria. Also, at higher energies, the muon momentum resolution is likely
to be very poor, since such hard muons can only be bent to a limited extent by the
magnets. This will also affect the signal efficiency from peak broadening. The second
approximation was that the LQs are produced exactly at threshold. This is likely to
introduce large uncertainties. We shall rectify these approximations in this Chapter by
performing a fast simulation of the signal and SM backgrounds, including the effects
of the detector response. The first of these approximations has already been found
to have non-trivial effects upon the predicted future hadron collider sensitivity of Z ′

explanations of the NCBAs [286, 78]. We expect, therefore, that the estimate in this
Chapter should be much more accurate than the previous pioneering determination in
Ref. [285].

Searches for LQ pair production with subsequent decays of each into a muon and a
jet have already been performed at the 13 TeV LHC. The ATLAS Collaboration set a
95% confidence level lower limit on mLQ of 1.05 TeV from 3.2 fb−1 of pp collisions [287].
This is a simple cut-based analysis, which we adopt in this work for estimating
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future hadron collider sensitivity. More recent experimental analyses were made more
sophisticated in order to squeeze more sensitivity out of them. The CMS Collaboration
maximise their sensitivity using a multi-dimensional optimisation of the final selection
for each mLQ in 36 fb−1 of delivered beam at the LHC [288], finding a 95% CL lower
bound of mLQ > 1.28 TeV. The ATLAS collaboration has also performed a search
in 36 fb−1 of 13 TeV pp collisions for LQs decaying to muons and jets. They utilise
differential cross section measurements and boosted decision trees to obtain a lower
bound of mLQ > 1.23 TeV. However, such a level of sophistication is unnecessary for
our purposes, where the uncertainties involved in estimating future collider sensitivities
(for example because we do not yet know the experimental design) are much larger than
the gain in sensitivity. Thus, following the much simpler methodology in Ref. [287] is
sufficient for our purposes. We also note that at the time of writing Ref. [3] (on which
this Chapter is based) ATLAS had not published their analysis of the full LHC Run II
data, using 139 fb−1 data to place limits of mLQ > 1.7 TeV on scalar LQ masses [133].
As a result, we include here projections for the Run II LHC in our future collider
studies, and will comment on the success of our projections with a comparision in §5.5.

Collider sensitivity to LQ pair production is limited by SM background rates.
Therefore, the estimation of such background rates is of vital importance to the
estimate of the sensitivity to LQ pair production. We begin in §5.2 by describing in
detail the methodology used to simulate these SM backgrounds. In §5.3 we discuss
the LQ signal used in our simulations and introduce the statistical methods we use to
quantify sensitivity. Finally, we present our projections in §5.4 before concluding in
§5.5.

5.2 Standard Model Backgrounds

5.2.1 Methodology

Consider the pair production of LQs and their decay to a µ+µ−jj final state. Following
previous searches for LQ pair production, we define the parameter mmin(µ, j) from the
kinematics of these four final state particles by finding the configuration of muon-jet
pairings which minimises the difference in invariant masses |m(µ1, j1) − m(µ2, j2)|
and choosing mmin(µ, j) = min[m(µ1, j1),m(µ2, j2)], where j1 and j2 are the hardest
two jets in an event. In an on-shell LQ pair production event this parameter will
approximate the LQ mass mLQ. We will simulate the distribution of the SM background
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in mmin(µ, j), selecting events containing exactly two muons with no charge requirement
and at least two jets with no flavour requirement.

We generate the SM background events at parton level in Madgraph5 [289]. These
events are then passed to Pythia8 [279] for the simulation of initial state radiation,
parton showering and hadronisation. Finally, the hadron-level events are passed to
Delphes3 [280] for detector simulation. We use the 5-flavour NNPDF2.3LO [165] parton
distribution function via LHAPDF6 [290] for all background simulations except for di-
boson production, for which the 4-flavour NNPDF2.3LO parton distribution function is
used. This choice is made to remove interference in di-boson production, as outlined
in more detail later in this Section.

Process definitions

There are four significant contributions to the SM background in the µ+µ−jj channel.
These are Drell-Yan (Z/γ∗ → µ+µ−), top pair production (tt̄), single top production in
association with a W boson (Wt) and di-boson production (W+W−), where top quarks
decay leptonically to muons. An example of the production of each component of the
background is shown in Fig. 5.2.1. Other sources of background include misidentified
muons from W+jets, single top production in the s-channel and t-channel, or multi-jet
events. These form a negligible component of the background in comparison and
therefore we treat Drell-Yan, top pair production, single top and di-boson production
as the only sources of background.

To contribute to the µ+µ−jj signature, Drell-Yan and di-boson production require
the addition of at least two jets from initial and final state QCD radiation. Similarly
at least one extra jet must be added to single top production. To account for this we
generate events from processes of a range of different jet multiplicities according to the
following definitions:

DY + 0,1,2,3 jets, tt̄+ 0,1 jets,
Wt+0,1 jets, W+W−+ 0,1,2 jets.

(5.2.1)

We include processes with less than two final state jets at parton level to account for the
possibility that sufficiently hard jets may be produced by the parton shower algorithm.
We use MLM matching [291] to match the final state partons generated from matrix
elements in Madgraph5 to those produced by parton showering in Pythia8. This
removes overcounting between multi-jet final states and accounts for the fact that while
soft and collinear jets are well described by the parton shower, the matrix elements
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are more suited to simulating hard and well-separated partons. MLM matching is
implemented in Madgraph5 by specifying a nonzero value of the jet cut-off xqcut to be
approximately 1/3 times a hard scale in the process for each component of the SM
background and for each collider. We confirm our choice of xqcut value in each case by
checking that the differential jet rate distributions are smooth and that observables
such as the total cross section are insensitive to changes in xqcut about the chosen
value.
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(c) Single top production: Wt
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(d) Diboson production: W+W−

Fig. 5.2.1. There are four contributions to the SM background of the µ+µ−jj signal. Here
we show a representative Feynman diagram for each process.

Interference

Interference arises between WW + 2 jets, Wt + 1 jet and tt̄ production: all three
processes may produce a WWbb̄ final state via tt̄ production. Ideally we would simulate
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all contributions to the WWbb̄ final state simultaneously, but this was found to be
very computationally difficult and impractical. Instead, we generate events from each
process separately and then combine them to produce the SM background. This means
we must define each process in our simulations in such a way that any overcounting is
removed.

A number of methods have been suggested to define Wt+1 jet production such that
large contributions from tt̄ diagrams are removed [292]. We use the diagram removal
method as it is the most straightforward to implement in Madgraph5 [293]. Let us
denote the amplitude for Wt+1 jet by AWt. We can write this as AWt = A1 +A2 where
A2 is the amplitude for all diagrams containing tt̄ production. Double counting arises
from the appearance of |A2|2 in |AWt|2 = |A1|2 + |A2|2 + 2Re(A†

1A2). Diagram removal
is implemented by setting A2 = 0 in our definition of the Wt+1 jet process, which
removes the double counting. Although this method also neglects the interference term
2Re(A†

1A2), it has been shown that the effect of this on observables is moderate and
that this method approximates Wt production well. We will validate this choice by
comparing our simulations to data in §5.2.2. The violation of gauge invariance in the
diagram removal method is found to have no observable effect [292].

The production of a W+W−jj final state in the di-boson channel features overcount-
ing as a result of interference with both tt̄ and Wt+1 jet production. This happens
only when the two jets originate from b quarks. In our simulations we remove this
interference by treating the b quarks as massive and neglecting them from the definitions
of the proton and jets i.e. by working in a 4-flavour scheme. This is the method used
by ATLAS in their simulations at 13 TeV [294]. 4-flavour parton distribution functions
are used. This removes all tt̄ and Wt+1 jet production from the di-boson channel,
but also neglects processes with initial and final state b quarks which do contribute
to di-boson production. A study of how well this 4-flavour scheme approximates the
full di-boson production cross section at centre of mass energies

√
s = 14, 100 TeV

was undertaken in Ref. [295] by comparing the leading order cross sections of di-boson
production in the 4 and 5-flavour schemes, where it was found that the difference is
negligible at 14 TeV and ∼ 5% at 100 TeV.

Detector simulations

To produce an accurate simulation of the SM background at each future collider, we
use Delphes3 to simulate the response of the detectors and the decay of short-lived
particles. Jets are clustered using the anti-kT clustering algorithm [296] with jet radius
R = 0.4. This value is chosen from the ATLAS analysis at 13 TeV [287] to reproduce
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their analysis as closely as possible. To mimic the response of different detectors at each
future collider we specify detector configurations as follows. The ATLAS configuration
is used in all simulations at 13 TeV. At 14 TeV and 27 TeV we use the Delphes3
HL-LHC configuration designed to reproduce the average response of the ATLAS and
CMS detectors at high energies and luminosities. Similarly in our simulations of the
100 TeV FCC-hh we use the FCC-hh configuration provided by Delphes3.

We maintain the default settings in our simulations except in the case of muon
isolation. Muon isolation is defined by finding the sum of the transverse momentum
pT of all objects within a cone of radius Rmax around a muon, excluding the pT of the
muon itself. If the sum satisfies psumT < pmax

T for fixed pmax
T , the muon is considered

isolated. At 13 TeV and 14 TeV we select only isolated muons with pmax
T = 0.2 GeV

and Rmax = 0.2, choosing these parameters to reproduce the 13 TeV ATLAS analysis.
At 27 TeV and 100 TeV we make no selection on the muon isolation criteria, following
the same reasoning as in [78]. This choice is made because the overall normalisation of
the SM background is found to be very dependent on the muon isolation criteria and
the specific selection made will likely vary in different future analyses. Relative to our
simulations, any selection on muon isolation at future experiments will only reduce the
SM background producing a better sensitivity to the LQ signal.

Event reweighting

We are interested in the search for TeV-scale LQs, which are expected to manifest
as a resonance at high mmin(µ, j). Producing a large number of events in the tail
of the mmin(µ, j) distribution is therefore necessary to achieve good statistics in this
region. We find that binning the generation of events in mmin(µ, j) at parton-level or
in parameters such as the dimuon invariant mass Mµµ and HT = pj1T + pj2T is inefficient
for producing a sufficient number of tail events. Instead we reweight the generation
of each event x by applying a bias b(x) ∝ s(x)5. For each SM background process
s(x) is defined at parton-level as the invariant mass of the final state muons and jets,
where we only include the minimum number of jets in the multi-jet process definitions
of Equation 5.2.1, accounting for jets originating from top quarks. For example, for
Drell-Yan we define s(x) as the invariant mass of the di-muon final state. All physical
observables and distributions shown in this Chapter have been obtained by unweighting
the events after parton showering and detector simulation, in order to remove the effect
of this bias.
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5.2.2 Validation of Standard Model background simulations

We first validate our methods by simulating the SM background at
√
s = 13 TeV for an

integrated luminosity L = 3.2 fb−1 and comparing with the ATLAS search for second
generation LQs at the same centre of mass energy and integrated luminosity [287].
We compare our simulations to the ATLAS data in two regions of phase space: the
preselection region and the signal region. Both are defined by cuts on pT , |η| and ∆R
designed to increase the significance of a LQ signal above the SM background and are
summarised in Table 5.2.1. All jet cuts are placed on the two hardest jets in the event,
denoted by j1, j2. The signal region is subject to further cuts on ST = pµ1

T +pµ2
T +pj1T +pj2T

and Mµµ. These significantly reduce features of the SM background due to soft jets
and W and Z boson resonances. In both the signal and preselection regions we also
reject muons falling in the range 1.01 < |η| < 1.1 as specified by the ATLAS analysis
to avoid potential pT mismeasurement in this range. A preliminary selection on muon
isolation is made at the level of detector simulation as outlined in §5.2.1.

Region pjT (GeV) pµT (GeV) |ηµ| |ηj| ∆Rµj ∆Rµµ Mµµ (GeV) ST (GeV)
Preselection > 50 > 40 < 2.5 < 2.8 > 0.4 > 0.3

Signal > 50 > 40 < 2.5 < 2.8 > 0.4 > 0.3 > 130 > 600
Table 5.2.1. Phase space cuts defining the preselection and signal regions at

√
s = 13 TeV.

All cuts are applied in the analysis after parton showering and detector simulation.

To efficiently simulate events in these regions of phase space, we generate events
subject to a subset of the phase space cuts. These are applied at parton-level in the
Madgraph5 run card and summarised in Table 5.2.2. We will refer to this subset as
generator cuts. The jet cut off xqcut required for MLM matching is found for each
process in the presence of the generator cuts, as outlined in §5.2.1. Note however that
we set the parameter auto_ptj_mjj = True for DY and di-boson production, allowing
the jet matching procedure to automatically set the cuts on pjT and Mj1j2 equal to the
chosen value of xqcut. We use xqcut = 30, 60, 60, 30 GeV for DY, top pair, single top
and di-boson production, respectively.

pj1T (GeV) pµT (GeV) |ηµ| |ηj| ∆Rµj ∆Rµµ Mµµ (GeV)
> 35 > 30 < 2.5 < 2.8 > 0.4 > 0.3 > 20 (preselection)

> 120 (signal region)
Table 5.2.2. Cuts applied at parton-level to efficiently simulate events at

√
s = 13 TeV.
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Fig. 5.2.2 shows the distribution of preselection events in the parameter Mµµ. The
Monte Carlo (MC) error on each bin is shown in grey and is computed from the MC
event weights wi by Erri =

√∑
w2
i . Systematic uncertainties are not included. Our

simulations are not in perfect agreement with the ATLAS data (simulations) shown in
black (green). This is expected because we generate all events at leading order, and
the dominant process in this region is tt̄ production which has large NLO corrections.
However, our simulations provide a good estimate of the order of magnitude of the SM
background in each bin.

Our methods are further validated in Fig. 5.2.3 which shows the distribution of
signal region events in the parameter mmin(µ, j). As in the preselection region, we
underestimate the SM background slightly by working only at leading order. However,
compared to the preselection region, this provides a less fair comparison as normalisation
factors have been applied to rescale to the ATLAS simulations in the signal region.
Overall we take this comparison as a validation of our methods for simulating the SM
background.
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Fig. 5.2.2. Validation plot showing our simulations of the Mµµ distribution of the SM
backgrounds in the search for the pair production of second generation LQs in the µ+µ−jj
channel at

√
s = 13 TeV, L = 3.2 fb−1 in the preselection region. We compare our simulations

to the ATLAS simulations and data for validation.
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Fig. 5.2.3. Validation plot showing our simulations of the mmin(µ, j) distribution of the SM
backgrounds in the search for the pair production of second generation LQs in the µ+µ−jj
channel at

√
s = 13 TeV, L = 3.2 fb−1 in the signal region. We compare our simulations to

the ATLAS simulations and data for validation.

5.2.3 Future collider Standard Model backgrounds

Collider pjT (GeV) pµT (GeV) |ηµ| |ηj| Mµµ (GeV) ST (GeV)
LHC > 50 > 40 < 2.5 < 2.8 > 130 > 600

HL-LHC > 50 > 40 < 2.5 < 2.8 > 130 > 600
HE-LHC > 100 > 80 < 4.0 < 4.0 > 260 > 1200
FCC-hh > 400 > 320 < 4.0 < 4.0 > 1000 > 4000

Table 5.2.3. Phase space cuts defining the signal regions in simulations of the 13 TeV LHC
and future colliders. All cuts are applied in the analysis after parton showering and detector
simulation.

Having validated our simulation methodology, we now turn to future colliders. We
generate the SM background at the LHC with the full Run II integrated luminosity (13
TeV, 140 fb−1) and at the three future colliders introduced in Chapter 2, with details
specified in Table 2.4.1. We define the signal region at each collider by a set of phase
space cuts based on the 13 TeV ATLAS analysis as follows. All angular separations ∆R
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are kept unchanged. For the LHC and HL-LHC we keep the same cuts on |η|, while at
the HE-LHC and FCC-hh these are increased to |η| < 4 to allow for a difference in
detector topologies at the future colliders. Cuts with dimensions of energy (pT , ST ,
Mµµ) are kept constant for the HL-LHC and scaled up by approximately the ratio of
centre of mass energies

√
s/(13 TeV) for the HE-LHC and FCC-hh simulations. These

signal region cuts are summarised in Table 5.2.3. As in our 13 TeV simulations, we
generate events subject to generator cuts applied at parton-level in the Madgraph5 run
card, summarised in Table 5.2.4. Table 5.2.5 specifies the values of xqcut used in MLM
matching for each component of the SM background.

Collider pj1T (GeV) pµT (GeV) |ηµ| |ηj| Mµµ (GeV)
LHC > 35 > 30 < 2.5 < 2.8 > 130

HL-LHC > 35 > 30 < 2.5 < 2.8 > 130
HE-LHC > 85 > 60 < 4.0 < 4.0 > 200
FCC-hh > 380 > 300 < 4.0 < 4.0 > 900

Table 5.2.4. Phase space cuts applied at parton-level in Madgraph5 to efficiently simulate
events in the signal region for the 13 TeV LHC and future colliders.

Figs. 5.2.4, 5.2.5, 5.2.6 and 5.2.7 show the resulting distributions of the SM back-
ground at the LHC, HL-LHC, HE-LHC and FCC-hh respectively. As before the MC
error is shown in grey and systematic uncertainties are not included.

Collider DY tt̄ Wt W+W−

LHC 30 60 30 30
HL-LHC 30 60 30 30
HE-LHC 45 120 120 60
FCC-hh 90 300 120 120

Table 5.2.5. Values of the jet cut-off parameter xqcut in GeV used in MLM matching of
multi-jet events at the 13 TeV LHC and future colliders. All jet matching parameters are
found in the presence of the generator cuts summarised in Table 5.2.4.



160 Leptoquarks at Future Hadron Colliders

0 250 500 750 1000 1250 1500
mmin(µ, j) [GeV]

100

101

102

103

104

E
ve

nt
s

p
er

b
in

LHC-RunII :
√
s = 13 TeV,L = 140 fb−1

tt̄

DY

WW

Wt

mLQ = 1.2 TeV

A
lla

na
ch

,C
or

b
et

t
an

d
M

ad
ig

an
20

20

Fig. 5.2.4. Predicted mmin(µ, j) distribution of the SM background and an example of a
LQ signal at the 13 TeV LHC with full Run II integrated luminosity of L = 140 fb−1. The
LQ signal corresponds to mLQ = 1.2 TeV and couplings chosen to fit the NCBAs as outlined
in §5.3.1, and has a statistical significance of 5σ relative to the SM background.
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Fig. 5.2.5. Predicted mmin(µ, j) distribution of the SM background and an example of a LQ
signal at the 14 TeV HL-LHC with L = 3 ab−1. The LQ signal corresponds to mLQ = 1.8 TeV
and couplings chosen to fit the NCBAs as outlined in §5.3.1, and has a statistical significance
of 7σ relative to the SM background.
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Fig. 5.2.6. Predicted mmin(µ, j) distribution of the SM background and an example of
a LQ signal at the 27 TeV HE-LHC with L = 15 ab−1. The LQ signal corresponds to
mLQ = 3.5 TeV and couplings chosen to fit the NCBAs as outlined in §5.3.1, and has a
statistical significance of 6σ relative to the SM background.
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Fig. 5.2.7. Predicted mmin(µ, j) distribution of the SM background and an example of
a LQ signal at the 100 TeV FCC-hh with L = 20 ab−1. The LQ signal corresponds to
mLQ = 11 TeV and couplings chosen to fit the NCBAs as outlined in §5.3.1, and has a
statistical significance of 3σ relative to the SM background.
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5.3 Projections of collider sensitivity

5.3.1 Leptoquark signal simulations

To find the significance of a LQ at mass mLQ relative to the simulated SM backgrounds,
we simulate the distribution of a LQ resonance in mmin(µ, j). We simulate LQ pair
production and decay into a µ+µ−jj final state at leading order1 in Madgraph5. We
work in a 5-flavour scheme using the 5-flavour NNPDF2.3LO [165] parton distribution
function, and correct for parton showering and detector effects using Pythia8 and
Delphes3 as before. We simulate LQs from the S3 LQ model provided by Ref.2 [302].

We specify LQ couplings as follows. For each mLQ the product of couplings
|(Yde)32(Y ∗

de)22| is fixed by fits to the NCBAs as given in Equation 5.1.2. We choose
(Yde)22 = (Yde)32 and set all other (Yde)ij to zero. This couples the LQ to bLµL and
sLµL pairs as required by the NCBAs. Following the conventions of Ref. [126], all
CKM and PMNS mixing occurs within the up and neutrino sector respectively i.e.
we set VdL

= VeL
= I in Equation 2.5.7. Our choice of couplings then corresponds to

setting (Yl)22 = (Yl)32 ̸= 0, inducing further couplings of the LQ to uLµL, bLνL, sLνL
and uLνL pairs where uL and νL denote the vectors of left-handed up-type quarks and
neutrinos respectively. These include CKM suppressed couplings to uLµL and cLµL

which will contribute to the muon-jet decay channel of the LQ, increasing the number
of events in the µ+µ−jj signal.

We account for these additional CKM and PMNS suppressed couplings when
calculating the theory predictions for σ× BR. The partial width of the decay LQ → lq

parametrised by the coupling ylq is given to leading order in αs by [303]

Γ = |ylq|2mLQ

16π . (5.3.1)

The branching ratios of the decays of each S3 component S
1
3
3 , S− 2

3
3 and S

4
3
3 into µj final

states (where j denotes all u, d, s, c, b quarks and antiquarks) are then given by
1The LQ pair production signal at hadron colliders was calculated some time ago at leading

order [297, 298]. Next-to-leading order effects [299, 300] and parton shower effects [301] on the signal
have also been studied.

2A link to the UFO model files can be found within this reference.
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BR(S
1
3
3 → µ+j) = |V21 + V31|2 + |V22 + V32|2

|V21 + V31|2 + |V22 + V32|2 + |V23 + V33|2 + 2|U21|2 + 2|U22|2 + 2|U23|2

= BR(S̄
1
3
3 → µ−j),

BR(S− 2
3

3 → µj) = 0,

BR(S
4
3
3 → µ+j) = BR(S̄

4
3
3 → µ−j) = 1.

(5.3.2)

Note that the branching ratios are independent of (Yde)32, (Yde)22, and the LQ mass
mLQ. This feature is model dependent, relying on our choice of (Yde)32 = (Yde)22 and
our choice to set all other (Yed)ij = 0. We calculate the value of BR(S

1
3
3 → µ+j) from

the central values of VCKM and UPMNS [304] assuming normal ordering of neutrino
masses. The pair production of scalar leptoquarks is dominated by gg → S3S̄3, as
discussed in Section 2.5.3. This interaction is independent of any leptoquark couplings
ylq. As a result, the pair production cross section σ is independent of (Yde)22, (Yde)32.

As outlined in §5.2.2 and §5.2.3 we generate events subject to the generator cuts in
Table 5.2.4 at parton-level, applying the full set of signal region phase space cuts from
Table 5.2.3 in the analyses. Examples of the predicted distributions of LQ events at
each future collider are included in Figs. 5.2.4, 5.2.5, 5.2.6 and 5.2.7, superimposed
over the SM backgrounds.

5.3.2 Statistical analysis

Each experiment consists of measurements of events in N bins of a histogram, denoted
by ni where i = 1, . . . , N . We find the expected number of background events bi and
signal events si in bin i from our MC simulations, and parametrise the signal present
in our data sample by the signal strength µ ∈ [0, 1]. The likelihood is defined by taking
the product of Poisson probabilities in each bin

L(µ, θ) =
N∏
i=1

(µsi + bi)ni

ni!
e−(µsi+bi), (5.3.3)

where θ denotes all nuisance parameters. The profile likelihood ratio is defined as
λ(µ) = L(µ, ˆ̂

θ)/L(µ̂, θ̂) where µ̂ and θ̂ are the maximum likelihood estimates of µ and
θ, and ˆ̂

θ is found by maximising the likelihood with fixed µ.
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Mass exclusion limits

Suppose the measured data ni show no fluctuations above the SM background bi. To
set exclusion limits on σ × BR we test the b+ µs hypothesis and find the maximum
value of µ compatible with the data. We quantify compatibility by computing the
p-value from the modified frequentist CLs method [305] and the test statistic qµ defined
by

qµ =
 −2lnλ(µ) µ̂ ≤ µ

0 µ̂ > µ.
(5.3.4)

The upper limit at 95% CL on µ, denoted by µlim, is then given by the value of
µ at which CLs = 0.05. We compute the CLs values using pyhf [306], a Python
implementation of HistFactory [307].

Note that, as discussed in §5.3.1, both σ and the branching ratio are independent
of LQ couplings ylq given our choice of model. As a result, σ × BR depends on the
LQ mass mLQ but not the LQ couplings ylq. We translate µlim into a limit on σ × BR
by defining (σ × BR)lim = µlim(σ × BR), and calculating (σ × BR)lim as a function of
mLQ. We then compare this quantity with the theoretical predictions (σ× BR)theory as
a function of mLQ. Any value of mLQ for which (σ × BR)theory > (σ × BR)lim can then
be excluded: at these values of mLQ, our predictions show that σ × BR is expected to
be larger than the upper limit we expect to observe. The point of intersection between
the curves (σ × BR)lim and (σ × BR)theory determines the mass sensitivity i.e. the
maximum mLQ that could be excluded at 95% CL at each future collider.

Discovery reach

Alternatively, suppose an excess of events is seen in the data ni. To find the significance
of such an observation we test the compatibility of the background-only hypothesis
µ = 0 with the data. The test statistic q0 is defined by

q0 =
 −2lnλ(0) µ̂ ≥ 0

0 µ̂ < 0.
(5.3.5)

The discovery reach of each future collider is found by determining, for each mLQ of
interest, the integrated luminosity L required for a p-value of CLs = 2.9 × 10−7 or
equivalently a statistical significance of 5σ.
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In determining the discovery and exclusion sensitivities, we work in the large sample
approximation and use the Asimov data set to calculate the median CLs [73].
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Fig. 5.3.1. Validation plot comparing our expected limits at 95% CL on σ × BR for LQ
pair production and decay into a µ+µ−jj final state at

√
s = 13 TeV, L = 3.2 fb−1 to the

expected limits obtained by ATLAS.

5.3.3 Validation

We validate the method of calculating exclusion limits by using the signal region data
generated at

√
s = 13 TeV, L = 3.2 fb−1 in Fig. 5.2.3 to place limits on LQs in the

range mLQ ∈ [500, 1400] GeV. The resulting limits on σ × BR as a function of mLQ are
shown in Fig. 5.3.1, excluding LQ masses up to approximately 1.15 TeV. This limit is
compared to the exclusion limits found by ATLAS, shown by the black dashed curve,
indicating sensitivity to LQ masses up to 1.05 TeV. Note that for the purposes of this
comparison only we generate events and compute the σ × BR from a model of second
generation LQs decaying into a µ−µ+cc̄ final state with coupling yµc =

√
0.01 × 4παem

from the minimal Buchmüller-Rückl-Wyler model [130], following the ATLAS 13 TeV
analysis. All other LQ events and values of σ × BR in this Chapter are found as
outlined in §5.3.1 and §5.4.1.

This shows that our methods have slightly overestimated the sensitivity to LQ.
This is to be expected from the fact that we have underestimated the SM background
and do not include systematic uncertainties in setting limits. However, as an estimate
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of the sensitivity this is a good approximation, and so we take this comparison as a
validation of our methods and proceed by using the same methods for future colliders.

5.4 Results

The resulting limits on σ × BR as a function of mLQ are shown in Figs. 5.4.1 and 5.4.2
for the LHC, HL-LHC, HE-LHC and FCC-hh at design integrated luminosities. We
compare our limits with theory predictions for σ × BR, shown by the blue curves, and
determine the mass to which each collider is sensitive from the point of intersection.
We see that while the sensitivity will be increased up to mLQ = 1.75 TeV and eventually
mLQ = 2.5 TeV by the LHC Run II and HL-LHC respectively, the HE-LHC and
FCC-hh have the potential to explore a much larger range of LQ parameter space,
excluding masses up to mLQ = 4.8 TeV and 13.5 TeV respectively.
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Fig. 5.4.1. Expected limits at 95% CL on σ × BR for the pair production of LQs and
decay into a µ+µ−jj final state at the LHC with full Run II integrated luminosity (left) and
the HL-LHC (right). Theory curves σNLO × BR are calculated for narrow width LQs with
couplings chosen to fit the NCBAs.

To further investigate the potential of future colliders to exclude high-mass LQs,
we scan over a range of integrated luminosities up to L = 3, 15 and 20 ab−1 for the
HL-LHC, HE-LHC and FCC-hh respectively and determine the mass sensitivity at 95%
CL for each. Similarly, we perform a scan over integrated luminosities and determine
the discovery reach of each future collider. These results are shown in Fig. 5.4.3.
In both plots the filled circles correspond to the design integrated luminosities of
L = 3, 15 and 20 ab−1. The highest mLQ that can be observed with a 5σ significance is
mLQ = 9.5 TeV: we predict that narrow width scalar LQs could be discovered at this
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Fig. 5.4.2. Expected limits at 95% CL on σ× BR for the pair production of LQs and decay
into a µ+µ−jj final state at the HE-LHC (left) and the FCC-hh (right). Theory curves
σNLO × BR are calculated for narrow width LQs with couplings chosen to fit the NCBAs.

mass assuming the FCC-hh operates at the full L = 20 ab−1. Similarly, the HE-LHC
and HL-LHC have the potential to observe narrow width scalar LQs of masses up to
mLQ = 3.6 TeV and 1.9 TeV respectively. Finally, we compute the discovery reach of
the LHC Run II with

√
s = 13 TeV, L = 140 fb−1 to be mLQ = 1.2 TeV, right on the

edge of the 95% exclusion limits already found by the 13 TeV LHC as discussed in §5.1.
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Fig. 5.4.3. Predicted 5σ discovery reach (left) and mass exclusion at 95% CL (right) of the
HL-LHC, HE-LHC and FCC-hh. Points correspond to the design integrated luminosities of
each future collider of L = 3, 15, 20 ab−1 respectively.
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5.4.1 Wide resonances

Before concluding, we note that the mLQ exclusion limits of Figs. 5.4.1 and 5.4.2 may
be applied to scalar LQ models which are not solutions to the NCBAs, as long as the
LQ width is sufficiently narrow. In general, if we depart from the NCBA limit the LQs
may acquire an appreciable and non-negligible width. We wish to estimate how big
the effect might be on the resulting sensitivity. Our SM background simulations and
statistical methods can be applied to determine the approximate change in sensitivity
to wider LQ resonances, where some couplings |Yql| may be large,3 with one important
caveat: we do not include interference between signal and background. Thus, our final
estimate of sensitivity will be an over-estimate because we may expect the signal to
be broadened further by signal-background interference effects. Our purpose however,
is just to see the approximate shift in sensitivity rather than to provide a true and
accurate calculation of the sensitivity itself. We shall see that the sensitivity is not
drastically changed by including large width effects, and we expect that this qualitative
conclusion holds once signal-background interference effects have been included.

The partial decay width of a LQ into a lepton l and quark q is related to the mass mLQ

and coupling Yql by Eq. 5.3.1. Given the choice of couplings in our signal simulations
as outlined in §5.3.1, we have so far only considered narrow LQ resonances satisfying
Γ/mLQ < 0.01. However, any narrow width LQ will still produce a wide resonance
in the distribution of mmin(µ, j) as shown in Figs. 5.2.4, 5.2.5, 5.2.6 and 5.2.7. This
is an effect of changes in the kinematics of the final state particles due to parton
showering and detector resolution, as well as the ambiguity in defining mmin(µ, j). For
narrow width LQs, the width of this resonance is determined only by the experimental
resolution Γres. By fitting a normal distribution to the resonances of Figs. 5.2.4 - 5.2.7
and approximating Γres by twice the standard deviation, we estimate the Γres to be
Γres = 0.1 mLQ. To investigate the effects of wide resonances we then simulate LQ
events with decay width Γ ≥ Γres. We do this by switching on the same couplings
(Yde)22 = (Yde)32 ̸= 0 as before, determining their values from Equation 5.3.1 for
benchmark values of Γ = 0.1, 0.2 and 0.5.

Fig. 5.4.4 (left) compares our simulations of the mmin(µ, j) distributions of large
width LQs at mLQ = 3.2 TeV and Γ/mLQ = 0.1, 0.2 and 0.5. These simulations are
performed assuming the HE-LHC collider i.e. assuming

√
s = 27 TeV, L = 15 ab−1.

Fig. 5.4.4 (right) shows the corresponding expected limits on σ × BR at 95% CL.
3If any of the |Yql| involving quarks from the first two families are large, single LQ production,

which is beyond the scope of the present Chapter, may also prove a profitable search channel [285, 308].
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production of wide LQs decaying into a µ+µ−jj final state at
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Fig. 5.4.5. Expected limits at 95% CL on σ × BR for the pair production of LQs with
large decay width Γ, decaying into a µ+µ−jj final state at

√
s = 14 TeV, L = 3 ab−1 (left)

and
√
s = 100 TeV, L = 20 ab−1 (right).

To provide a sample estimate of sensitivity we compare our limits to the values of
σLO × BR calculated for a wide LQ signal, as shown by the dashed curves.

Fig. 5.4.4 (left) shows that the distribution of signal events spreads out in mmin(µ, j)
with increasing Γ. We expect that the sensitivity to LQs is decreased as a result of
the signal events spreading out in this way rather than being peaked around a few
bins. This effect is seen in the increase in the upper limits on σ × BR with increasing
Γ in Fig. 5.4.4 (right). We can see from the intersection of the Γ/mLQ = 0.1 theory
curve (purple, dashed) with each set of expected limits (solid curves) that if the theory
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predictions for σ×BR were independent of LQ couplings (Yde)22 and (Yde)32, an increase
in LQ width from Γ/mLQ = 0.1 to Γ/mLQ = 0.5 would result in a loss of sensitivity
from approximately mLQ = 4.8 TeV to mLQ = 4 TeV. However, this effect is mitigated
by the fact that at such large couplings, pair production is no longer dominated by
gluon-gluon interactions. Instead, pair production via quark-lepton interactions has a
significant contribution to the total cross section. As a result, the theory prediction for
σ × BR depends strongly on the choice of couplings (Yde)22 and (Yde)32. This can be
seen by the overall increase in the number of signal events with Γ in Fig. 5.4.4 (left),
and by the large increase in the values of σ × BR with Γ in Fig. 5.4.4 (right). Overall
this leads to an increase in sensitivity to LQs with increasing Γ. A similar effect is seen
in our predictions for wide LQs at the HL-LHC and FCC-hh, as shown in Fig. 5.4.5.
Were we to include signal-background interference effects in the calculation, we expect
the sensitivity would be degraded. This leads us to conclude that the overall change in
sensitivity from the larger widths is not dramatic and would remain small were we to
include signal-background interference effects.

5.5 Concluding discussion

In this Chapter we have estimated the exclusion and discovery sensitivities of future
hadron colliders to LQ pair production for the case that each LQ decays to a muon and
a jet. Such a decay channel is motivated in part by the LQ solution to the NCBAs. It is
also motivated by the fact (regardless of the NCBAs) that muons are empirically robust
objects, which are good for tagging and beating down irreducible backgrounds. By
concentrating on LQ pair production (rather than single LQ production, for example)
we cover a large volume of model parameter space where LQs, being perturbatively
coupled, are narrow and the pair production cross section varies only with the LQ
mass mLQ. For such LQs, their production is dominated by production from glue-
glue interactions, their interactions with initial state quarks being negligible. This is
typically true for LQs that have a coupling-mass relation consistent with the NCBAs,
but we emphasise that our sensitivities extend beyond this coupling-mass relation more
generally, as discussed below.

The previous estimate of the exclusion sensitivity in Ref. [285] extrapolated LHC
search limits using two highly dubious approximations. The first approximation is
that experimental efficiency and acceptance would not change with centre of mass
energy, and the second that LQs are produced exactly at threshold. With respect to
the first point, at large mLQ and at high energies (particularly at FCC-hh), the decay
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products from LQs will be highly boosted resulting in muons collinear to the jets, and
therefore more muons failing isolation criteria. The muon momentum resolution is
also likely to be very poor at higher energies, since such hard muons will only be bent
to a limited extent by the magnets. This also affects signal efficiency due to peak
broadening. Secondly, the assumption that LQs are produced exactly at threshold is
likely to introduce large uncertainties.

Collider √
s [TeV] L [ab−1] 5σ discovery reach [TeV] Mass excluded at 95% CL [TeV]

LHC Run II 13 0.14 1.2 1.8
HL-LHC 14 3 1.9 2.5
HE-LHC 27 15 3.6 4.8
FCC-hh 100 20 9.5 13.5

Table 5.5.1. Summary of the expected 5σ discovery sensitivity and expected 95% CL
exclusion sensitivity to S3 for hadron colliders, from LQ pair production.

We rectify these two bad approximations in this Chapter by performing a fast
simulation of the signal and detector response. We summarise our expected discovery
and exclusion sensitivities in Table 5.5.1. Ref. [285] estimated that the HL-LHC could
exclude 2.2 TeV at 95% CL, to be compared with 1.8 TeV. The HE-LHC was estimated
to cover up to 4.1 TeV, but this was for a higher centre of mass energy (33 TeV) and a
different luminosity (15 ab−1), precluding a direct comparison. The FCC-hh exclusion
sensitivity was calculated at an integrated luminosity of 10 ab−1 to be 12.0 TeV, to be
compared with 12.5 TeV from our estimate (see Fig. 5.4.3). It is somewhat surprising
that the comparable estimates are so similar, since as we have argued, the old ones
were based on simple approximations. The results in Table 5.5.1 are on a much firmer
footing.

As mentioned in §5.1, at the time of writing Ref. [3] on which this Chapter is based,
the ATLAS search for scalar leptoquarks using 139 fb−1 of Run II data had not yet been
published [133]. By searching in the µ+µ−jj channel they exclude second generation
scalar LQs with masses up to mLQ = 1.7 TeV. This constraint can be compared with
our limit of 1.8 TeV shown in Table 5.5.1. Accounting for small differences arising
from the model dependence of the limits, these constraints are in agreement, providing
further validation of the methodology used in projections of the HL-LHC, HE-LHC
and FCC-hh.

Fig. 5.5.1 displays a summary of our projections for the mass exclusion limits of
the HL-LHC, HE-LHC and FCC-hh. The projections are shown as dashed vertical
lines, labelled by their respective future colliders. The fact that these projections are
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vertical, with no dependence on the value of |(Yde)32(Yde)22|, is a result of the fact that
the mass exclusion limits are independent of LQ couplings given our choice of LQ
model, as described in §5.3.2. If we had not assumed (Yde)32 = (Yde)22, or if we allowed
for nonzero (Yde)ij in general, the mass exclusion limits may have some dependence
on the LQ couplings. This is also true of the constraints from searches for the pair
production of scalar LQs by ATLAS and CMS shown in green. We compare these
constraints to the constraints coming from searches for the single production of scalar
LQs by CMS and a constraint from perturbative unitarity. We take our constraint
from single LQ production from the recast of a CMS search at 8 TeV, 20 fb−1 [131]
provided by Ref. [132]. Finally, in dark blue we indicate the values of couplings and
LQ mass favoured by fits to the NCBAs, taking the ±1σ range allowed by Eq. 2.5.9.
We see that although our projections indicate that a reasonable range of LQ parameter
space may be excluded by the FCC-hh, there remains a wide region at high LQ mass
which will not be explored. If a LQ exists at this high scale, we may have to rely on
indirect search methods for its detection.

Before concluding this Chapter, we note that the sensitivities phrased in terms of
LQ mass have a dependence on the the model, since different choices of LQ model
couplings may affect the BR of the muon-jet decay rate. However, all limits on σ× BR,
such as the dashed curves in Fig. 5.4.1, also apply to narrow width LQ models with
different (but still small) LQ couplings to fermions. Only when one or more of the
LQ couplings approaches the non-perturbative régime does the LQ width become
comparable to the experimental resolution, potentially affecting sensitivity. To cover
this case, we considered a wider LQ: see §5.4.1. Of and by itself, the width does not
change the sensitivity much. Increasing the width divided by mass of the LQ from 0.1
to 0.5 but keeping the cross section times branching ratio constant only results in a
10% degradation or so in FCC-hh mass reach, as the right-hand panel of Fig. 5.4.5
shows.
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Fig. 5.5.1. We summarise constraints on the LQ mass and the product of couplings
|(Yde)32(Yde)22| from searches for LQ single and pair production by ATLAS and CMS, as well
as constraints from perturbative unitarity. We overlay a curve indicating the LQ parameters
which best-fit the NCBAs, taking the ±1σ range of Eq. 2.5.9. These constraints are compared
to our projections for the mass sensitivity of the HL-LHC, HE-LHC and FCC-hh.





Chapter 6

Conclusions and future directions

We began this thesis by motivating the use of effective field theories in the search for
new physics beyond the Standard Model. Having observed no significant evidence for
new physics at the LHC so far, we are presented with a challenge: if new physics must
lie at high mass scales, how can we best interpret its effect on low energy observables?
Throughout this thesis we have demonstrated the use of effective field theories in
addressing this challenge.

The benefit of the model independence of an EFT comes at the price of a vast
number of Wilson coefficients which must be determined from measurements. This
task is undertaken in Chapter 3, in which we perform a global fit of 34 dimension-6
operators of the SMEFT to data involving the top, Higgs, diboson and electroweak
sectors. Although we detect no signs of new physics beyond the Standard Model, our
global analysis combines the top sector with measurements from the Higgs, diboson
and electroweak sectors for the first time, shedding light on their interplay. An analysis
of the correlation matrix indicates that between these sectors, there are a total of 22
correlations of magnitude greater than or equal to 0.22. This indicates that there is
a mild but non-negligible interplay between these sectors. Our ability to detect this
interplay comes as a result of the increase in precision in measurements of top and
Higgs processes from LHC Run II.

Since the publication of our analysis, a comparable global fit to the top, diboson
and Higgs sectors has been published by the SMEFiT collaboration [67]. A comparison
between these fits has been made in Ref. [309]. However, the differences we see in this
comparison may not be due to issues in the fit: as discussed in Chapter 2, different
choices such as the electroweak input scheme impact our results. An important and
interesting direction of future work is to provide tuned comparisons of these fits,
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benchmarking different fitting frameworks against one another. Doing so would provide
confidence in our fitting methodology, especially if we are to continue to rely on effective
field theories in the search for new physics at the HL-LHC.

We have demonstrated the use of a new public code, Fitmaker. Further work on
the Fitmaker code is in progress: we aim to make the code user friendly, expanding the
database regularly and updating the publicly available theory predictions to include UV
models matched to the SMEFT. The χ2 fitting methodology of Fitmaker is capable
of producing fast fits at linear order in the SMEFT coefficients. We benefit from
this speed by being able to redo each fit in interesting subspaces of the SMEFT, for
example in analysing subsets of operators relevant to specific UV models. However,
although the speed of the χ2 fitter is advantageous, this fitter is limited. Using the
nested sampling fitter allows us to relax many approximations: we can extend our
observables to depend on the Wilson coefficients at quadratic order, and the Gaussian
approximation of the likelihood is no longer required. We have demonstrated the use
of this nested sampler in a fit to Higgs data in Appendix B, and made use of it in
producing constraints on UV models in §3.7. A full fit to the 34 dimension-6 operators
of the SMEFT considered in our analysis is yet to be completed, requiring further
developments and tests of our implementation of the nested sampling code. We leave
this to future work.

Our ability to constrain the SMEFT in Chapter 3 is partially governed by the measure-
ments available to us. The Higgs sector provides an excellent example of this: we see a
marked increase in sensitivity resulting from the inclusion of STXS measurements of
Higgs production and decays from LHC Run II. This binned, differential information
has far more sensitivity to EFT effects compared to measurements of total cross sections.
Sensitivity to EFT coefficients could be further maximised by the use of observables
produced using unbinned multivariate analysis techniques, such as those first presented
in Ref. [310]. Here, ‘optimal observables’ are constructed specifically for EFT fits by
training a neural network to reconstruct a likelihood ratio. Making use of the likelihood
ratio as a test statistic is well-motivated by the Neyman Pearson Lemma [311]. These
neural networks are then used to analyse a dataset on an event-by-event basis. An
interesting line of future work would be to develop this methodology further such
that these observables could be incorporated into a global fit along with existing
measurements of cross sections and differential distributions.

In Chapter 4 we delved into the elusive nature of EFT effects, quantifying their
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interplay with the parton distribution functions in measurements of high-mass Drell-
Yan tails. By performing a simultaneous fit to the PDF and SMEFT coefficients,
we found a subtle interplay. The impact of this interplay on the constraints on
Wilson coefficients is moderate and within the PDF uncertainties, indicating that
our work in constraining the SMEFT thus far is safe: we have not invalidated any
previously-obtained constraints.

However, our work serves as a warning for the future: if we include high-mass
measurements in PDF fits, particularly those from the HL-LHC, we may amplify this
PDF and EFT interplay. Our projections show that by ignoring this effect, we risk
overconstraining the SMEFT. This work has important implications for global EFT
fits. As global fits incorporate increasing amounts of data, an overlap with the data in
PDF fits is inevitable. In this context, a simultaneous determination of the EFT and
PDFs is necessary.

An exciting and challenging direction for future work is to perform a study of
the PDF and EFT interplay in new data sectors, developing the tools for a truly
simultaneous global fit in the process. Jet data would provide a complementary dataset
to our Drell-Yan study. As we discussed in Chapter 3, dijet observables produce strong
constraints on the OG operator of the SMEFT. Jet observables are also important in
PDF fits, for example in constraining the gluon PDF. This line of future work does not
come without difficulties, however: the modifications to the PDF from the SMEFT
are more complex than in the case of Drell-Yan, with SMEFT operators producing
corrections to the DGLAP evolution equations.

It is important to acknowledge that although the work of Chapter 4 recommends
the use of simultaneous PDF and EFT fits in the future, these will not always be
computationally feasible. Alternative methods of accounting for the effects of the
PDF and EFT interplay are needed. In Chapter 4 we consider ‘conservative PDFs’,
incorporating only low-mass and on-shell DY observables as well as DIS observables
into the PDF fit. These are defined such that the assumption of the SM in the PDF
fit may be made less problematic, by excluding the high-mass data most sensitive to
the SMEFT. However, our projections show that using this definition of conservative
PDFs is not sufficient: our constraints on the SMEFT remain over-precise. Further
work is needed on the definition of conservative PDF sets.

Chapter 5 serves as a case study of the use of EFTs in the interpretation of signs of
new physics. Once a deviation has been observed, how do we proceed? Interpreting
the deviations observed in rare B meson decays in the weak effective field theory
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framework is just the first step. Recall the example of muon decay in the Fermi theory
of low-energy weak interactions in §2.1.2. We saw that by matching the low energy
EFT to the SM, the Wilson coefficient GF was related to the parameters of the SM
by 2

√
2GF = g2

L

2m2
W

. This indicates that measurements at low energy and the resulting
constraints on the Wilson coefficients can only provide information on ratios of the new
physics couplings and masses. Although a measurement of a nonzero Wilson coefficient
provides evidence for new physics, it does not fully characterise this new physics: the
direct measurement of the BSM particle is required to disentangle its parameters.
This is how we proceed in Chapter 5, studying the direct pair production of scalar
leptoquarks at future hadron colliders, as motivated by the neutral current B anomalies.
We estimate the sensitivity of the HL-LHC, HE-LHC and FCC-hh to leptoquarks in
the µ+µ−jj channel, finding that the FCC-hh could discover leptoquarks up to masses
of 9.5 TeV.

This work, and similar estimates of the future hadron collider sensitivity to Z ′

production [286, 78], are based on simple cut-based analyses searching for excesses in
distributions of kinematic parameters, such as mmin(µ, j). Many of the recent searches
for new physics by ATLAS and CMS use much more sophisticated analysis techniques.
As we discussed in Chapter 5, a recent search for scalar leptoquarks by ATLAS uses
boosted decision trees [312], and a search for Z’ particles by ATLAS uses a data-driven
method to estimate the SM background [313]. Including these analysis techniques is
beyond the scope of this work, especially as our estimates are much more dependent on
unknowns related to detectors at the FCC-hh which have not yet been built. However,
when creating projections for the near future such as the HL-LHC it would be interest-
ing to incorporate these techniques into our phenomenological analyses, particularly if
they are capable of maximising sensitivity to new physics: this can only strengthen
the case for future colliders.

Finally, we note that Chapter 5 is based on Ref. [3], published in 2019. Since then,
evidence for new physics in the neutral current B anomalies has grown: the most
recent measurement of RK showed a deviation from the SM with a significance of 3.1σ,
an increase from the previous 2.5σ. This is an intriguing development, generating
cautious excitement in the search for new physics beyond the Standard Model. We will
conclude this thesis on this positive note, in the hope that the methods and insights
presented here will contribute to the detection and interpretation of many more signs
of new physics yet to be observed.



Appendix A

Datasets

The following tables summarise the observables that have been encoded into the
Fitmaker database, some of which are used to produce the global fit discussed in
Chapter 3. Those that are not included in the final fit are shaded, as they are not
statistically independent from other data that we include.
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Diboson LEP & LHC nobs
Ref.

W+ W− angular distribution measurements at LEP II. 8
[314]

W+ W− total cross section measurements at L3 in the ℓνℓν,
ℓνqq & qqqq final states for 8 energies

24
[315]

W+ W− total cross section measurements at OPAL in the
ℓνℓν, ℓνqq & qqqq final states for 7 energies

21
[316]

W+ W− total cross section measurements at ALEPH in the
ℓνℓν, ℓνqq & qqqq final states for 8 energies

21
[317]

ATLAS W+ W− differential cross section in the eνµν channel,
dσ
dpT

ℓ1
, pT > 120 GeV overflow bin

1
[318]

ATLAS W+ W− fiducial differential cross section in the eνµν
channel, dσ

dpT
ℓ1

14
[184]

ATLAS W± Z fiducial differential cross section in the ℓ+ℓ−ℓ±ν
channel, dσ

dpT
Z

7
[186]

CMS W± Z normalised fiducial differential cross section in the
ℓ+ℓ−ℓ±ν channel, 1

σ
dσ
dpT

Z

11
[185]

ATLAS Zjj fiducial differential cross section in the ℓ+ℓ− chan-
nel, dσ

d∆ϕjj

12
[187]

Table A.0.1. Diboson measurements included in the Fitmaker database. Shaded datasets
are not included in the global fit of Chapter 3.

EW precision observables nobs
Ref.

Precision electroweak measurements on the Z resonance.
ΓZ , σ0

had., R0
ℓ , AℓFB, Aℓ(SLD), Aℓ(Pt), R0

b , R0
c A

b
FB, AcFB, Ab

& Ac

12
[319]

Combination of CDF and D0 W -Boson Mass Measurements 1
[320]

LHC run 1 W boson mass measurement by ATLAS 1 [14]
Table A.0.2. Electroweak precision measurements included in the Fitmaker database.
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LHC Run 1 Higgs nobs
Ref.

ATLAS and CMS LHC Run 1 combination of Higgs signal
strengths.
Production: ggF , V BF , ZH, WH & ttH
Decay: γγ, ZZ, W+W−, τ+τ− & bb̄

21
[321]

ATLAS inclusive Zγ signal strength measurement 1
[322]

Table A.0.3. Higgs Run 1 measurements included in the Fitmaker database.

LHC Run 2 Higgs (new) nobs
Ref.

ATLAS combination of signal strengths and stage 1.0 STXS in
H → 4ℓ including ratios of branching fractions to γγ, WW ∗,
τ+τ− & bb̄
Signal strengths|coarse STXS bins| fine STXS bins

16|19|25
[323]

CMS LHC combination of Higgs signal strengths.
Production: ggF , V BF , ZH, WH & ttH
Decay: γγ, ZZ, W+W−, τ+τ−, bb̄ & µ+µ−

23 [59]

CMS stage 1.0 STXS measurements for H → γγ.
13 parameter fit | 7 parameter fit

13|7
[324]

CMS stage 1.0 STXS measurements for H → τ+τ− 9
[325]

CMS stage 1.1 STXS measurements for H → 4ℓ 19
[326]

CMS differential cross section measurements of inclusive Higgs
production in the WW ∗ → ℓνℓν final state.
dσ
dnjet

∣∣∣ dσ
dpT

H

5|6
[327]

ATLAS H → Zγ signal strength. 1
[328]

ATLAS H → µ+µ− signal strength. 1
[329]

Table A.0.4. Higgs Run 2 measurements included in the Fitmaker database. Shaded
datasets are not included in the global fit of Chapter 3.
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Tevatron & Run 1 top nobs Ref.
Tevatron combination of differential tt forward-backward asym-
metry, AFB(mtt̄).

4 [330]

ATLAS tt̄ differential distributions in the dilepton channel.
dσ
dmtt̄

6 [331]

ATLAS tt̄ differential distributions in the ℓ+jets channel.
dσ
dmtt̄

∣∣∣ dσ
d|ytt̄|

∣∣∣ dσ
dpT

t

∣∣∣ dσ
d|yt| .

7|5|8|5 [332]

CMS tt̄ differential distributions in the ℓ+jets channel.
dσ
dmtt̄

∣∣∣ dσ
dytt̄

∣∣∣ dσ
dpT

t

∣∣∣ dσ
dyt

.
7|10|8 |10 [333,

334]
CMS measurement of differential tt charge asymmetry, AC(mtt̄)
in the dilepton channel.

3 [335]

ATLAS inclusive measurement tt charge asymmetry, AC(mtt̄)
in the dilepton channel.

1 [336]

ATLAS & CMS combination of differential tt charge asymme-
try, AC(mtt̄), in the ℓ+jets channel.

6 [337]

CMS tt̄ double differential distributions in the dilepton channel.
dσ

dmtt̄dyt

∣∣∣ dσ
dmtt̄dytt̄

∣∣∣ dσ
dmtt̄dp

T
tt̄

∣∣∣ dσ
dytdpT

t
.

16|16
|16|16

[338,
339]

ATLAS & CMS Run 1 combination of W -boson helicity frac-
tions in top decay. f0, fL & fR

3 [340]

ATLAS measurement of W -boson helicity fractions in top
decay. f0, fL & fR

3 [341]

CMS measurement of W -boson helicity fractions in top decay.
f0, fL & fR

3 [342]

ATLAS tt̄W & tt̄Z cross section measurements. σtt̄W |σtt̄Z 2 [196]
CMS tt̄W & tt̄Z cross section measurements. σtt̄W |σtt̄Z 2 [195]
ATLAS tt̄γ cross section measurement in the ℓ+ jets channel. 1 [343]
CMS tt̄γ cross section measurement in the ℓ+ jets channel. 1 [344]
ATLAS t-channel single-top differential distributions.
dσ
dpT

t

∣∣∣ dσ
dpT

t̄

∣∣∣ dσ
d|yt|

∣∣∣ dσ
d|yt̄

|
4|4|4|5 [345]

CMS s-channel single-top cross section measurement. 1 [346]
CMS t-channel single-top differential distributions.
dσ
dpT

t+t̄

∣∣∣ dσ
d|yt+t̄|

6 |6 [347]

CMS measurement of the t-channel single-top and anti-top
cross sections. σt |σt̄ |σt+t̄ |Rt.

1|1|1|1 [348]

ATLAS s-channel single-top cross section measurement. 1 [349]
CMS tW cross section measurement. 1 [350]
ATLAS tW cross section measurement in the single lepton
channel.

1 [351]

ATLAS tW cross section measurement in the dilepton channel. 1 [352]
Table A.0.5. Top Run 1 measurements included in the Fitmaker database. Shaded datasets
are not included in the global fit of Chapter 3.
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Run 2 top nobs
Ref.

CMS tt̄ differential distributions in the dilepton channel.
dσ
dmtt̄

6
[353,
354]

CMS tt̄ differential distributions in the ℓ+jets channel.
dσ
dmtt̄

10 [5]

ATLAS measurement of differential tt charge asymmetry,
AC(mtt̄).

5
[355]

ATLAS tt̄W & tt̄Z cross section measurements. σtt̄W |σtt̄Z 2
[197]

CMS tt̄W & tt̄Z cross section measurements. σtt̄W |σtt̄Z 1|1
[356]

CMS tt̄Z differential distributions.
dσ
dpT

Z

∣∣∣ dσ
d cos θ∗

4|4
[357]

ATLAS tt̄γ differential distribution.
dσ
dpT

γ

11
[358]

CMS measurement of differential cross sections and charge
ratios for t-channel single-top quark production.
dσ
dpT

t+t̄

∣∣∣ Rt

(
pTt+t̄

) 5|5
[194]

CMS measurement of t-channel single-top and anti-top cross
sections.
σt, σt̄, σt+t̄ &Rt.

4
[359]

CMS measurement of the t-channel single-top and anti-top
cross sections. σt |σt̄ | σt+t̄ |Rt.

1|1|1|1
[360]

CMS t-channel single-top differential distributions.
dσ
dpT

t+t̄

∣∣∣ dσ
d|yt+t̄|

4|4
[361]

ATLAS tW cross section measurement. 1
[362]

CMS tZ cross section measurement. 1
[363]

CMS tW cross section measurement. 1
[364]

ATLAS tZ cross section measurement. 1
[365]

CMS tZ (Z → ℓ+ℓ−) cross section measurement 1
[366]

Table A.0.6. Top Run 2 measurements included in the Fitmaker database. Shaded datasets
are not included in the global fit of Chapter 3.
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Run 2 top (continued) nobs
Ref.

ATLAS four-top search in the multi-lepton and same-sign
dilepton channels.

1
[367]

ATLAS four-top search in the single-lepton and opposite-sign
dilepton channels.

1
[368]

CMS four-top search in the multi-lepton and same-sign dilep-
ton channels.

1
[369]

CMS four-top search in the single-lepton and opposite-sign
dilepton channels.

1
[370]

CMS tt̄bb̄ cross section measurement in the all-jet channel. 1
[371]

CMS tt̄bb̄ cross section measurement in the dilepton channel. 1
[372]

Table A.0.7. Top Run 2 measurements (continued) included in the Fitmaker database.
Shaded datasets are not included in the global fit of Chapter 3.
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Numerical fits with nested
sampling

Throughout the global SMEFT analysis presented in Chapter 3, we make use of the
fitting procedure outlined in §3.2, in which we minimise a χ2 function and determine
the least-squares estimator for each coefficient ˆ⃗

C. This procedure has the advantage of
being analytic, as it is linearised in the coefficients C⃗, and therefore fast to implement.
However, it relies on a number of key assumptions: the linear approximation to
the SMEFT predictions µ(C⃗) must be accurate, and the experimental covariance
matrix V must be symmetrised. Even if these assumptions are satisfied and we can
write down a Gaussian likelihood L(C⃗|D) where D denotes the dataset, the analytic
fitting procedure excludes the possibility that a nontrivial prior π(C⃗) may lead to a
non-Gaussian posterior p(C⃗|D) through Bayes’ theorem: p(C⃗|D) ∝ L(C⃗|D)π(C⃗).

With this motivation, we implement in Fitmaker an option to constrain param-
eters numerically using the method of nested sampling. This is provided through
MultiNest [138], incorporated into our code using Pymultinest [373].

As in traditional Markov Chain Monte Carlo (MCMC) parameter estimation, nested
sampling is a method of sampling from the posterior distribution. MultiNest uses the
ellipsoidal nested sampling algorithm, described in more detail in [138], in which the
samples are drawn from ellipsoids in parameter space. As the algorithm progresses the
ellipsoids close in on the regions of high likelihood. Overlapping and distinct ellipsoids
allow for the possibility of degeneracies and multiple modes in the posterior respectively.
This is an advantage over traditional MCMC methods, in which the Markov chain may
get stuck and fail to explore more than one mode of the posterior. The importance of
this feature in the context of quadratic SMEFT contributions will be seen below.
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We apply nested sampling in §3.7 to find constraints on the 1-parameter UV models
in Table 3.7.1. In many of these models we are constraining a positive quantity |λ|2,
where λ denotes a coupling of the new field to the SM. Nested sampling allows us
to produce the constraints due to positivity bounds on |λ|2 using a Heaviside prior:
π(|λ|2 < 0) = 0. The constraints in Figure 3.7.1 are found in this way.

Fig. B.0.1. Samples produced by nested sampling, projected onto 2- and 1-dimensional
subspaces of the 7-dimensional parameter space. Along the diagonal we compare the
distributions found with and without quadratic SMEFT contributions in blue and purple,
respectively.
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As a proof-of-concept of the capabilities of nested sampling, we investigate in this
Section the effects of including quadratic contributions from dimension-6 operators
in SMEFT predictions from Higgs data. We perform a Higgs-only fit using just the
Run 2 signal strength measurements from ATLAS [323] and CMS [59], and constrain
7 operators: CH□, CHG, CHW , CHB, CτH , CtH and CbH . For the purpose of this
proof-of-concept fit, we take our SMEFT predictions from [374], rotating the SILH
basis operators into the Warsaw basis using the Rosetta code [40]. This fit differs from
the results in the main text: as well as the differences in the SMEFT predictions, we use
just a subset of the full dataset and use only signal strengths, not STXS measurements.

CHBox 102CHG CHW 101CHB 102C H CtH 102CbH
20

10

0

10

20

30
2  marginalised; Ci

(1 TeV)2
2

Linear SMEFT predictions
Incl. quadratic corrections

Fig. B.0.2. Marginalised 95 % credible intervals for each of the indicated operator coefficients
resulting from a fit to Higgs signal strength data using nested sampling. We compare the
effects of including quadratic contributions from dimension-6 operators (blue) to the case of
linearised SMEFT predictions (purple).

Figure B.0.1 shows the distribution of 30,000 samples produced by nested sampling
(with a sampling efficiency of 0.8 and an evidence tolerance of 0.5, taking approximately
1 hour). Each 2-dimensional distribution is a projection of the full 7-dimensional
posterior distribution onto a 2-parameter subspace. These plots highlight the non-
Gaussianity of the posterior distributions when quadratic contributions are included.
In particular, we see multiple modes in the distribution of CτH as well as highly skewed
distributions in CtH and CbH .

The histograms along the diagonal in Fig. B.0.1 show the distributions of samples
in each of the 7 parameters. Here we compare the results of nested sampling with and
without quadratic contributions in blue and purple respectively. We see that although
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the distributions are generally peaked close to the same value, the shapes of the
distributions differ, with the quadratic contributions leading to more asymmetric and
multimodal distributions. For example, the distribution of CHG is more skewed towards
the negative region when quadratic corrections are included, and CbH is much more
narrowly constrained than in the linear-only case. These differences in distributions
translate into differences in the marginalised 95 % credible intervals shown in Fig. B.0.2,
computed as highest posterior density intervals.

Although there are visible differences between the credible regions found in the
linear and quadratic SMEFT fits, they are sufficiently similar that one may consider
the linear approximation to be usefully robust. The most notable difference is in
CτH , in which a distinct second mode is found in the quadratic SMEFT fit, while the
first mode is in good agreement with the linear SMEFT fit. There is only one other
instance, namely CHG, where the mode in the quadratic fit lies outside the 95% CL
range found in the linear approximation, and only one instance, namely CbH , where
the size of the quadratic 95% credible interval is much smaller than the linear 95%
CL range. Apart from these exceptions, the ranges estimated in the linear fit are
encouraging approximations to the results from the quadratic fit. We note that a
global quadratic fit would require calculations of many currently unknown quadratic
operator contributions and, for consistency, a full treatment of the linear contributions
of dimension-8 operators as discussed in the Higgs sector in [170].
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Tables of numerical fit results

In this Appendix we share the numerical results of the global analysis of Chapter 3.

Table C.0.1 provides the numerical values of the individual and marginalised constraints
of Fig. 3.6.4 presented in terms of SMEFT coefficients (for Λ = 1 TeV) and scale Λ/

√
C.

Table C.0.2 uses the Fisher Information matrix to provide the relative constrain-
ing power of the datasets on each SMEFT coefficient taken individually, i.e. setting all
other coefficients to zero. For each SMEFT coefficient this provides an estimate of the
dataset which will dominate the constraint on this coefficient.

Finally, Table C.0.3 provides the coefficients of the eigenvectors found in the principal
component analysis of the global fit displayed in Fig. 3.6.11.



190 Tables of numerical fit results

Individual Marginalised
SMEFT Best fit 95% CL Scale Best fit 95% CL Scale
Coeff. [Λ = 1 TeV] range Λ√

C
[TeV] [Λ = 1 TeV] range Λ√

C
[TeV]

CHWB 0.00 [ -0.0043, +0.0026 ] 17.0 0.18 [ -0.36, +0.73 ] 1.4
CHD -0.01 [ -0.023, +0.0027 ] 8.8 -0.39 [ -1.6, +0.81 ] 0.91
Cll 0.01 [ -0.005, +0.019 ] 9.2 -0.03 [ -0.084, +0.02 ] 4.4
C

(3)
Hl 0.00 [ -0.01, +0.003 ] 12.0 -0.03 [ -0.13, +0.055 ] 3.3

C
(1)
Hl 0.00 [ -0.0044, +0.013 ] 11.0 0.11 [ -0.19, +0.41 ] 1.8

CHe 0.00 [ -0.015, +0.0071 ] 9.6 0.19 [ -0.41, +0.79 ] 1.3
C

(3)
Hq 0.00 [ -0.017, +0.012 ] 8.3 -0.05 [ -0.11, +0.012 ] 4.1

C
(1)
Hq 0.02 [ -0.1, +0.14 ] 2.9 -0.04 [ -0.27, +0.18 ] 2.1

CHd -0.03 [ -0.13, +0.071 ] 3.1 -0.39 [ -0.91, +0.13 ] 1.4
CHu 0.00 [ -0.075, +0.073 ] 3.7 -0.19 [ -0.63, +0.25 ] 1.5
CH□ -0.27 [ -1, +0.47 ] 1.2 -0.9 [ -3, +1.2 ] 0.69
CHG 0.00 [ -0.0034, +0.0032 ] 17.0 0.00 [ -0.014, +0.0086 ] 9.4
CHW 0.00 [ -0.012, +0.006 ] 11.0 0.12 [ -0.38, +0.62 ] 1.4
CHB 0.00 [ -0.0034, +0.002 ] 19.0 0.07 [ -0.09, +0.22 ] 2.5
CW 0.18 [ -0.071, +0.42 ] 2.0 0.15 [ -0.11, +0.4 ] 2.0
CG -0.46 [ -0.77, -0.14 ] 1.8 -1.4 [ -2.2, -0.72 ] 1.2
CτH 0.01 [ -0.015, +0.025 ] 7.1 0.01 [ -0.016, +0.028 ] 6.7
CµH 0.00 [ -0.0057, +0.005 ] 14.0 0.00 [ -0.0058, +0.005 ] 14.0
CbH 0.00 [ -0.016, +0.024 ] 7.1 0.01 [ -0.034, +0.052 ] 4.8
CtH -0.09 [ -1, +0.84 ] 1.0 1.5 [ -2.8, +5.7 ] 0.48
C

(3)
HQ 0.01 [ -0.032, +0.048 ] 5.0 -0.1 [ -0.67, +0.46 ] 1.3

C
(1)
HQ 0.01 [ -0.031, +0.049 ] 5.0 -0.01 [ -0.59, +0.58 ] 1.3
CHt 0.87 [ -1.2, +2.9 ] 0.7 6.6 [ +2, +11 ] 0.47
CtG -0.01 [ -0.1, +0.086 ] 3.2 0.36 [ +0.12, +0.6 ] 2.0
CtW 0.19 [ -0.12, +0.51 ] 1.8 0.23 [ -0.088, +0.55 ] 1.8
CtB -1.6 [ -4.5, +1.2 ] 0.59 -1.4 [ -5.2, +2.5 ] 0.51
C3,1
Qq 0.06 [ -0.043, +0.16 ] 3.2 0.05 [ -0.071, +0.17 ] 2.9

C3,8
Qq -1.2 [ -2.4, +0.036 ] 0.91 -6.8 [ -18, +4.5 ] 0.3

C1,8
Qq -0.12 [ -0.56, +0.31 ] 1.5 -0.65 [ -4.9, +3.6 ] 0.48

C8
Qu -0.6 [ -1.3, +0.06 ] 1.2 6.3 [ -2.5, +15 ] 0.34

C8
Qd -1.4 [ -2.9, +0.07 ] 0.83 1.8 [ -9.5, +13 ] 0.3
C8
tq -0.4 [ -0.85, +0.059 ] 1.5 -5.6 [ -13, +2.2 ] 0.36

C8
tu -0.45 [ -1.1, +0.23 ] 1.2 4.0 [ -11, +19 ] 0.26

C8
td -1.0 [ -2.5, +0.38 ] 0.83 -0.42 [ -12, +11 ] 0.29

Table C.0.1. Table of numerical results in Fig. 3.6.4 from the global fit to the electroweak,
diboson, Higgs and top data in the top-specific SU(2)2 × SU(3)3 scenario.
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Ci EWPO LEPWW Run 1 SS Run 2 SS STXS LHCWW WZ Zjj tt̄ Whel. tX tt̄V

CHWB 51 − 7 14 28 − − − − − − −
CHD 100 − − − − − − − − − − −
Cll 99 − − − − − − − − − − −
C

(3)
Hl 99 − − − − − − − − − − −

C
(1)
Hl 100 − − − − − − − − − − −

CHe 100 − − − − − − − − − − −
C

(3)
Hq 89 1 − − 2 − 6 − − − − −

C
(1)
Hq 99 − − − − − − − − − − −

CHd 99 − − − − − − − − − − −
CHu 98 − − − 1 − − − − − − −
CH□ − − 22 46 32 − − − − − − −
CHG − − 22 42 36 − − − − − − −
CHW − − 14 29 56 − − − − − − −
CHB − − 14 29 57 − − − − − − −
CW − 3 − − − − 13 84 − − − −
CG − − − − − − − − 43 − − 56
CτH − − 22 45 34 − − − − − − −
CµH − − 5 95 − − − − − − − −
CbH − − 19 35 47 − − − − − − −
CtH − − 21 45 34 − − − − − − −
C

(3)
HQ 99 − − − − − − − − − − −

C
(1)
HQ 100 − − − − − − − − − − −
CHt − − − − − − − − − − − 100
CtG − − 13 29 24 − − − 24 − − 9
CtW − − − − − − − − − 84 15 −
CtB − − − − − − − − − − − 100
C3,1
Qq − − − − − − − − − − 100 −

C3,8
Qq − − − − − − − − 87 − − 13

C1,8
Qq − − − − − − − − 82 − − 17

C8
Qu − − − − − − − − 91 − − 7

C8
Qd − − − 2 − − − − 92 − − 6
C8
tq − − − 1 − − − − 89 − − 10

C8
tu − − − − − − − − 96 − − 3

C8
td − − − 2 − − − − 92 − − 5

Table C.0.2. Relative constraining power in percent of different datasets on each coefficient
of the global fit individually. Entries below 1% are not displayed. ‘SS’, Whel. and tX refer to
Higgs signal strength, W -helicity fraction and single top data, respectively.
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2σ[Λ = 1TeV] Λ[TeV] Eigenvector

0.0021 22 +0.73CHB − 0.51CHW B − 0.37CHG + 0.22CHW − 0.07C(3)
Hl

− 0.06CbH

0.0036 17 −0.79CHG + 0.45CHW B + 0.30C(3)
Hl

− 0.17Cll + 0.15CHD − 0.10CbH − 0.09CHe + 0.09CµH

0.0042 15 +0.51CHB + 0.46C(3)
Hl

+ 0.46CHG + 0.35CHW B − 0.25Cll + 0.22CHD − 0.16CHe + 0.15CHW − 0.10CµH − 0.09C(3)
Hq

0.0054 14 +0.99CµH + 0.12CHG

0.0066 12 −0.75C(1)
Hl

+ 0.42CHe + 0.31C(3)
Hq − 0.23C(3)

Hl
+ 0.21CHW B + 0.14CHB − 0.12Cll + 0.11CHD + 0.08C(1)

HQ + 0.08C(3)
HQ +

0.06CHu

0.015 8.3 −0.56C(3)
Hq + 0.49CHe + 0.37C(3)

Hl
− 0.35CHW B − 0.26Cll − 0.19C(1)

Hl
− 0.18CHB − 0.10CHu − 0.10C(3)

HQ − 0.10C(1)
HQ +

0.07CHd + 0.06CHD − 0.05CHW − 0.05C(1)
Hq

0.019 7.3 −0.62CHe − 0.51C(1)
Hl

− 0.50CHD − 0.23Cll − 0.14C(3)
Hq − 0.13CHW B − 0.07CτH − 0.07CHB + 0.06C(3)

Hl

0.019 7.2 −0.96CτH + 0.27CbH

0.03 5.8 −0.52C(3)
HQ − 0.52C(1)

HQ + 0.48C(3)
Hq − 0.34CbH + 0.17C(3)

Hl
− 0.16Cll − 0.14CHW B − 0.13CτH − 0.09CHB + 0.06CHd

0.035 5.3 +0.88CbH − 0.27C(3)
HQ − 0.27C(1)

HQ + 0.24CτH + 0.12C(3)
Hq − 0.10CHG

0.057 4.2 −0.85Cll + 0.29C(1)
Hl

− 0.26C(3)
Hl

+ 0.18C(3)
Hq + 0.17C(3)

HQ + 0.17C(1)
HQ − 0.11CHW B + 0.07CbH − 0.07CHB

0.086 3.4 −0.60CHW − 0.43C(3)
Hl

− 0.37C(3)
Hq + 0.31CHB − 0.24C(3)

HQ + 0.23CHW B − 0.22C(1)
HQ − 0.13CbH − 0.11Cll + 0.09CHu +

0.09C(1)
Hq + 0.07C3,1

Qq − 0.07CHD + 0.06C(1)
Hl

0.1 3.2 −0.98C3,1
Qq − 0.17CHW + 0.08C(3)

HQ

0.11 3 +0.66CHW − 0.39C(3)
Hl

− 0.37C(3)
Hq − 0.21C(1)

HQ + 0.20CHD − 0.20C(3)
HQ + 0.19CHu − 0.18C3,1

Qq + 0.15C(1)
Hq − 0.14CHB +

0.12CHW B − 0.10CHe − 0.07CbH + 0.07CW − 0.07CHd

0.14 2.7 +0.93CtG + 0.30CG + 0.12C1,8
Qq + 0.11C8

tq + 0.07C8
Qu + 0.06C8

tu

0.2 2.2 +0.97C(1)
Hq + 0.13C(3)

Hl
− 0.08CHD − 0.08CHd + 0.08C(3)

HQ + 0.07C(1)
HQ

0.25 2 −0.99CW + 0.07CHu

0.28 1.9 −0.92CHu + 0.24CHD − 0.19C(3)
Hl

+ 0.13CHd − 0.12CHe − 0.08C(3)
HQ − 0.08C(1)

Hl
− 0.07C(1)

HQ − 0.06CW + 0.05C(1)
Hq

0.31 1.8 +0.57C1,8
Qq − 0.53C8

tq + 0.39C8
tu − 0.37C8

Qu + 0.21C3,8
Qq + 0.17C8

td − 0.16C8
Qd

0.32 1.8 +1.00CtW

0.38 1.6 +0.82CG −0.35CtG +0.27C8
tq +0.24C1,8

Qq +0.15C8
Qu +0.10CHt +0.09C8

tu +0.08C8
Qd −0.06CHBox +0.06CtH +0.05C8

td

0.51 1.4 +0.97CHd + 0.17CHu + 0.10C(3)
HQ + 0.09C(1)

Hq − 0.06C(3)
Hl

+ 0.05CHD

0.59 1.3 −0.49C8
tq − 0.47C1,8

Qq + 0.43CG − 0.39C8
Qu − 0.31C8

tu − 0.17C8
Qd − 0.15C8

td − 0.14C3,8
Qq + 0.07CHt − 0.07CHBox +

0.06CtH + 0.06C(3)
HQ − 0.05C(1)

HQ

0.77 1.1 +0.70C(1)
HQ − 0.69C(3)

HQ + 0.11CG − 0.09C3,1
Qq + 0.06CHd − 0.06C1,8

Qq − 0.05CHt

1.1 0.96 +0.59CHBox −0.58CHD +0.29CHe +0.27CHW B +0.23CHW −0.19CHu +0.14C(1)
Hl

−0.10CtH +0.09CHt +0.08CHd +
0.08CHB − 0.07C3,8

Qq − 0.06C(1)
HQ

1.7 0.78 −0.64C3,8
Qq + 0.51C1,8

Qq − 0.40C8
tu + 0.29CHt − 0.16C8

td − 0.12C8
Qu − 0.12CHBox − 0.12CG + 0.08C(1)

HQ − 0.07C(3)
HQ −

0.06CtB + 0.05CHD

2.1 0.7 +0.73CHBox +0.44CHD −0.31CtH −0.22CHe −0.20CHW B −0.19CHW +0.12CHu −0.11C(1)
Hl

+0.10CG −0.06CtB −
0.06C8

Qu − 0.06CHB

2.8 0.6 +0.85CtB − 0.31CHt − 0.20C8
Qd + 0.19C8

Qu + 0.17CtH − 0.16C3,8
Qq + 0.13CHBox − 0.11C8

tq − 0.10C8
tu + 0.09C1,8

Qq

3.4 0.54 −0.71CHt − 0.45CtB + 0.40CtH + 0.16C1,8
Qq − 0.14C8

tu + 0.13CHBox + 0.13C8
Qu − 0.13C3,8

Qq − 0.12C8
tq − 0.10C8

td +
0.06C8

Qd + 0.06CG

4.4 0.48 +0.82CtH + 0.46CHt + 0.25CHBox + 0.10CHD + 0.09C8
tu − 0.09CG + 0.07C3,8

Qq + 0.07C8
tq − 0.06C8

Qd

9.0 0.33 +0.55C8
Qu − 0.46C8

td − 0.40C8
Qd + 0.36C3,8

Qq − 0.26C8
tq + 0.19CHt − 0.19C8

tu + 0.15C1,8
Qq − 0.13CtH − 0.12CtB

9.6 0.32 +0.70C8
td − 0.40C8

Qd + 0.39C8
Qu − 0.31C3,8

Qq − 0.21CtB − 0.17C8
tq − 0.13C1,8

Qq + 0.11CHt

13.0 0.28 +0.75C8
Qd − 0.48C8

tq + 0.33C8
Qu + 0.18CHt + 0.16C8

td − 0.16C8
tu + 0.09CtB

21.0 0.22 +0.69C8
tu − 0.50C3,8

Qq − 0.41C8
td + 0.20C8

Qu − 0.18C1,8
Qq − 0.17C8

tq + 0.06C8
Qd

Table C.0.3. Components of the eigenvectors found in the principal component analysis of
the global fit displayed in Fig. 3.6.11. Components with coefficients of magnitude less than
0.05 are omitted.



Appendix D

Detailed SM PDF comparisons

In this appendix we present detailed comparisons between different sets of SM PDFs
to complement the discussions in §4.3 of Chapter 4. To begin with, we compare
the baseline SM PDF of this work, based on DIS+DY data, with the recent global
NNPDF3.1_str fit obtained in the context of the proton strangeness study of [12].
Fig. D.0.1 is the counterpart of Fig. 4.3.3, now displaying the gluon, singlet, up,
anti-up, down, and anti-down quark PDFs at Q = 100 GeV both for the baseline SM
PDF (labelled “DIS+DY”) and for the global NNPDF3.1_str determination.

We observe an overall good compatibility between our DIS+DY baseline and the
NNPDF3.1_str global fit, with PDFs in agreement at the one-sigma level in all cases
except for the quark singlet Σ in the region 0.01 ≲ x ≲ 0.1. As discussed in §4.3.3, the
new high-mass DY data included in this analysis as compared to [12] are responsible
for the bulk of the differences observed in Fig. D.0.1, both in terms of central values
and uncertainties, for the quark and anti-quark PDFs. Specifically, the upwards
shift in the central values of the quark and anti-quark PDFs in this x-region for the
DIS+DY baseline as compared to the NNPDF3.1_str determination is consistent with
the comparisons in Fig. 4.3.3 illustrating the impact of the high-mass Drell-Yan data in
the fit, and the same applies for the associated reduction of the quark and anti-quark
PDF uncertainties.

As is well known, the PDF uncertainties on the gluon become rather enlarged
in the DIS+DY baseline due to the lack of information from the top and jet cross
sections. However, this does not impact the results of the present joint PDF and EFT
interpretation, given that gluon-induced contributions to inclusive Drell-Yan processes
enter only starting at NLO. Furthermore, we also find somewhat larger uncertainties
in the strangeness of the DIS+DY baseline as compared to NNPDF3.1_str due to the
missing constraints from the NOMAD neutrino dimuon cross sections. All in all, with
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the exception of gluon-initiated processes, we can conclude that the DIS+DY baseline
to be used in this work is competitive with a full-fledged global PDF determination.
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Fig. D.0.1. Same as Fig. 4.3.3 comparing the baseline SM PDF set used in this work
(labelled “DIS+DY”) with the global NNPDF3.1_str determination.

Next, we display in Fig. D.0.2 the corresponding comparison between the baseline
SM PDF set based on DIS and DY data (dubbed "DIS+DY”) with the same fit but
only including DIS structure functions. Note that the comparison between the PDF
uncertainties in these two fits was already displayed in the lower panels of Fig. 4.3.3.
One can observe how in general there is excellent consistency between the two fits.
Indeed, PDFs are in agreement at the one-sigma level except for very specific cases,
such as the up quark PDF at x ≃ 0.05, but even there the differences are at most at
the 1.5σ level. The very marked reduction of PDF errors is also appreciable in the
DIS+DY fit as compared to the DIS-only fit, highlighting the importance of the DY
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data in the global PDF fit to constrain the light quark and antiquark PDFs in a broad
range of x.

Finally, in Fig. D.0.3 we compare the PDF luminosities in the DIS+DY baseline
with those from the same fit excluding all the data of the high-mass DY datasets
listed in Table 4.3.2. The corresponding comparisons at the PDF level was shown in
Fig. 4.3.3

We focus on the gluon-gluon, quark-antiquark, and quark-quark luminosities at
√
s = 14 TeV as a function of the invariant mass mX of the produced final state,

and display both the luminosity ratio to the reference as well as the relative PDF
uncertainties in each case.

Again, one finds that the high-mass DY measurements constrain the luminosities
in the range 100 GeV ≲ mX ≲ 2 TeV, consistent with the kinematic coverage in mℓℓ of
the data used in the fit. Their main effects are a reduction of the qq̄ uncertainty for mX

between 500 GeV and 2 TeV and an upwards (downwards) shift in the central values
of the qq̄ (gg) luminosities within this mX region. The uncertainty of Lqq is barely
changed and its central value is shifted within 1σ PDF uncertainties once the high-mass
Drell-Yan datasets of Table. 4.3.2 are included in the fit. This comparison further
highlights how the high-mass DY data provide useful information for constraining
the PDF luminosities and in turn the high-pT processes relevant for both direct and
indirect BSM searches at the LHC.
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Fig. D.0.2. Same as the upper panels of Fig. 4.3.3 comparing now the baseline SM PDF set
used in this work (labelled “DIS+DY”) with the corresponding DIS-only fit. Note that the
comparison between the PDF uncertainties in these two fits was already displayed in the
lower panels of Fig. 4.3.3.
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Fig. D.0.3. The gluon-gluon, quark-antiquark, and quark-quark luminosities at
√
s = 14

TeV as a function of mX for the DIS+DY baseline and for the same fit excluding the all
the datapoints in the high-mass DY experimental sets listed in Table. 4.3.2. The top panels
display the ratio of luminosities to the central value of the DIS+DY baseline, while the
bottom panels compare the relative PDF uncertainties in each case.



Appendix E

Fit quality for SM and SMEFT
PDFs

In this appendix, we provide detailed information about the PDF fit quality of Chapter 4,
quantifying fit quality by the figure of merit used in the fits: the χ2 per data point,
defined in Eq. (4.3.5) and evaluated with the t0 prescription described in Ref. [272]. We
will do this both for the SM PDFs based on different datasets and for the SMEFT PDFs
from the fits with the baseline dataset and for different values of the EFT parameters
Ŵ and Ŷ .

Dataset NNPDF3.1 This work

ATLAS 7 TeV mee ≤ 200 GeV no cuts
ATLAS 8 TeV not included yℓℓ < 1.68 (for mℓℓ ≥ 1000 GeV)

CMS 7 TeV
mµµ ≤ 200 GeV yµµ ≤ 2.2 (for all mµµ)

yµµ ≤ 2.2 yµµ < 1.5 (for mµµ ≥ 850 GeV)

CMS 8 TeV not included no cuts
CMS 13 TeV not included no cuts

Table E.0.1. The kinematic cuts applied to the high-mass Drell-Yan datasets listed in
Table 4.3.2, compared to those used in NNPDF3.1.

For completeness, we also provide here the χ2 values obtained when using NNPDF3.1_str
as the input PDF set, with all other settings such as the partonic matrix elements
unchanged. Note that here the kinematical cuts are slightly different as compared
to [12], the differences being summarised in Table E.0.1. The rationale behind having
different cuts is that in this work we include electroweak corrections to the high-mass
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DY cross sections, thus the mℓℓ ≤ 200 GeV restriction applied in NNPDF3.1 is not
necessary anymore. With the current cuts, essentially all high-mass DY data points can
be included in the fits. The exception is a subset of points from the CMS 7 TeV and
ATLAS 8 TeV datasets, where we restrict ourselves to the tree-level kinematic condition
|yℓℓ| ≤ ln(

√
s/mℓℓ). The reason is that our calculation of the EFT corrections is based

on tree-level SM cross sections which must satisfy this requirement. Furthermore, for
the CMS 7 TeV dataset the last rapidity bin is excluded for all mµµ bins, since it is
found to deviate from the SM predictions by a large amount suggesting the need to
account for threshold resummation effects [375]. Henceforth, here we evaluate the
predictions based on NNPDF3.1_str for the same set of kinematical cuts as in this
work.

Table E.0.2 summarises the values of the χ2 for the baseline SM PDF fit labelled
“DIS+DY” compared to the most recent NNPDF global fit NNPDF3.1_str, as well as
for the corresponding fits based on reduced datasets, namely the DIS-only fit and the
fit excluding the high-mass DY data. The entries in italic indicate the datasets that do
not enter the corresponding fit. We observe that the quality of the description of the
DIS data is similar across all fits considered. As far as hadronic data are concerned, we
observe that the fit quality of the LHCb data slightly deteriorates when the high-mass
Drell-Yan data are included. Also, the description of the CMS 13 TeV invariant mass
distribution in the combined electron and muon channels is not optimal, even after
including the data in the fit. However, the overall χ2 is statistically equivalent to the
most recent NNPDF3.1 set.

Then in Table E.0.3 we list again the χ2 values in the SM PDF fit (same as the
“DIS+DY” column of Table E.0.2) and compare them with those obtained with the
SMEFT PDFs for the same representative values of Ŵ and Ŷ parameters as used
in §4.4.2, see also the PDF-level comparisons in Fig. G.0.1. Clearly the theoretical
predictions are computed consistently, namely the partonic cross sections of the SM
baseline "DIS+DY" are computed in the SM, while the partonic cross section of the
other columns are augmented by the SMEFT contributions of the corresponding
operators.

First of all, we observe that as expected the addition of the EFT corrections does
not affect the description of the DIS structure functions. Differences are also small for
the low-mass and on-shell DY data, and slightly larger for the HM measurements. For
instance, the χ2 to the high-mass Drell-Yan datasets is 1.471 for Ŵ = 0.0006 to be
compared with 1.478 for the SM PDFs. In any case, the differences at the level of χ2
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Dataset ndat

χ2/ndat (SM PDFs)
This work Reference

DIS-only DIS+DY(noHM) DIS+DY NNPDF3.1_str

SLAC 67 1.032 0.807 0.780 0.772
BCDMS 581 1.150 1.222 1.230 1.229
NMC 325 1.320 1.347 1.378 1.346
CHORUS 832 1.058 1.188 1.228 1.191
NuTeV 76 0.796 0.642 0.684 0.703
HERA inclusive 1145 1.238 1.250 1.242 1.264
HERA charm 37 1.654 1.433 1.445 1.424
HERA bottom 29 1.304 1.328 1.326 1.343

Total DIS 3092 1.172 1.217 1.230 1.225

E886 σd
DY/σ

p
DY 15 49.94 0.484 0.484 0.509

E886 σp
DY 89 1.306 1.061 1.094 1.064

E605 σp
DY 85 2.682 0.972 0.982 1.006

CDF dσZ/dyZ 29 1.796 1.443 1.460 1.459
D0 dσZ/dyZ 28 0.650 0.595 0.602 0.594
D0 W → µν asy. 9 6.729 1.411 1.488 1.582

ATLAS W,Z 2010 30 1.353 0.817 0.866 0.846
ATLAS low-mass Z → ee 6 1.038 0.985 0.949 0.995
ATLAS W,Z 2011 61 6.077 1.704 1.681 1.760
ATLAS W + c rapidity 22 0.497 0.469 0.468 0.487
ATLAS Z pT 92 1.110 0.989 0.942 1.029
ATLAS pT,W in W+jets 32 2.074 1.574 1.690 1.567

CMS W asy. 22 5.362 1.291 1.287 1.292
CMS σW +c 7 TeV 5 0.555 0.495 0.478 0.505
CMS σW ++c/σW −+c 7 TeV 5 2.526 1.826 1.687 1.710
CMS Z pT 28 1.289 1.336 1.296 1.354
CMS W → µν rapidity 22 5.022 1.006 1.070 1.077
CMS W + c rapidity 13 TeV 5 0.638 0.661 0.658 0.671

LHCb Z → µµ 9 2.440 1.630 1.652 1.676
LHCb W,Z → µ 7 TeV 29 13.62 2.032 2.209 2.136
LHCb Z → ee 17 1.273 1.118 1.124 1.114
LHCb W,Z → µ 8 TeV 30 8.835 1.496 1.769 1.475

Total DY (excl. HM) 670 4.185 1.166 1.191 1.193

ATLAS DY high-mass 7 TeV 13 2.261 2.014 1.885 1.945
ATLAS DY high-mass 8 TeV 46 1.393 1.227 1.181 1.215
CMS DY high-mass 7 TeV 117 1.603 1.617 1.589 1.584
CMS DY high-mass 8 TeV 41 0.796 0.891 0.805 0.838
CMS DY high-mass 13 TeV 43 1.837 1.981 2.013 1.952

Total DY (HM-only) 260 1.510 1.514 1.478 1.480

Total 4022 1.733 1.258 1.243 1.266

Table E.0.2. The values of the χ2 per data point for the baseline SM PDF fit, labelled
“DIS+DY”, and for the corresponding fits based on reduced datasets. Here Eq. (4.3.5) is
evaluated using the t0 prescription. We also include the results obtained using NNPDF3.1_str
with the kinematic cuts used in this work and summarised in Table E.0.1. Values in italics
indicate datasets that do not enter the corresponding fit.
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between the SM and SMEFT PDFs are reasonably small, consistent with the finding
that the best-fit values of the Ŵ and Ŷ parameters are close to the SM expectation.
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Dataset ndat
χ2/ndat

SM Ŵ =
0.0006

Ŵ =
−0.0008

Ŷ =
0.0012

Ŷ =
−0.0006

SLAC 67 0.780 0.806 0.798 0.763 0.833
BCDMS 581 1.230 1.223 1.224 1.228 1.227
NMC 325 1.378 1.349 1.346 1.377 1.364
CHORUS 832 1.228 1.233 1.223 1.230 1.237
NuTeV 76 0.684 0.698 0.651 0.706 0.655
HERA inclusive 1145 1.242 1.247 1.244 1.243 1.245
HERA charm 37 1.445 1.440 1.431 1.433 1.416
HERA bottom 29 1.326 1.324 1.314 1.330 1.323

Total DIS 3092 1.230 1.229 1.224 1.230 1.231

E886 σd
DY/σ

p
DY 15 0.484 0.454 0.475 0.513 0.458

E886 σp
DY 89 1.094 1.067 1.060 1.075 1.049

E605 σp
DY 85 0.982 1.025 1.013 1.005 1.032

CDF dσZ/dyZ 29 1.460 1.446 1.452 1.459 1.463
D0 dσZ/dyZ 28 0.602 0.604 0.600 0.602 0.603
D0 W → µν asy. 9 1.488 1.464 1.517 1.507 1.536

ATLAS W,Z 2010 30 0.866 0.875 0.869 0.868 0.863
ATLAS low-mass Z → ee 6 0.949 0.960 0.964 0.949 0.952
ATLAS W,Z 2011 CC 46 1.837 1.921 1.899 1.893 1.864
ATLAS W,Z 2011 CF 15 1.254 1.264 1.269 1.260 1.253
ATLAS W + c rapidity 22 0.468 0.470 0.445 0.478 0.460
ATLAS Z pT 92 0.942 0.973 0.967 0.951 0.978
ATLAS pT,W in W+jets 32 1.690 1.675 1.737 1.640 1.697

CMS W e asy. 11 0.838 0.829 0.827 0.856 0.825
CMS W µ asy. 11 1.736 1.747 1.746 1.760 1.735
CMS σW +c 7 TeV 5 0.478 0.483 0.487 0.471 0.501
CMS σW ++c/σW −+c 7 TeV 5 1.687 1.686 1.728 1.678 1.735
CMS Z pT 28 1.296 1.280 1.276 1.293 1.273
CMS W → µν rapidity 22 1.070 1.054 1.088 1.031 1.048
CMS W + c rapidity 13 TeV 5 0.658 0.671 0.680 0.654 0.695

LHCb Z → µµ 9 1.652 1.648 1.662 1.651 1.645
LHCb W,Z → µ 29 2.209 2.165 2.176 2.161 2.257
LHCb Z → ee 17 1.124 1.139 1.129 1.130 1.143
LHCb W,Z → µ 30 1.769 1.773 1.748 1.741 1.823

Total DY (excl. HM) 670 1.191 1.199 1.198 1.192 1.202

ATLAS DY high-mass 7 TeV 13 1.885 2.090 1.643 2.127 1.781
ATLAS DY high-mass 8 TeV 46 1.181 1.230 1.243 1.247 1.181
CMS DY high-mass 7 TeV 117 1.589 1.585 1.553 1.598 1.577
CMS DY high-mass 8 TeV 41 0.805 0.793 0.833 0.820 0.787
CMS DY high-mass 13 TeV 43 2.013 1.876 2.203 1.881 2.064

Total DY (HM-only) 260 1.478 1.471 1.497 1.486 1.473

Total 4022 1.243 1.244 1.242 1.245 1.247

Table E.0.3. Same as Table E.0.2, now comparing the χ2 values (computed using the t0
prescription, as above) of the SM PDFs with those of the SMEFT PDFs for different values of
the Ŵ and Ŷ parameters in benchmark scenario I, specifically those displayed in Figs. 4.4.3
and G.0.1.





Appendix F

Validation of the SMEFT K-factors

As described in Sect. 4.3.2, in this work the effect of the dimension-six SMEFT
operators considered in the two benchmark scenarios is accounted for at the level of
cross sections via the K-factor approach, Eq. (4.3.10). In this appendix, we provide
further details about the calculation and validation of these EFT K-factors. Specifically,
we compare the numerical values for these K-factors, which have been obtained using
SMEFTsim [164, 376] interfaced with MadGraph5_aMC@NLO, with the analytic
calculation presented in [83].

Drell-Yan distributions. As demonstrated in Ref. [83], in the case of the dilepton
mℓℓ distribution in neutral-current Drell-Yan, one can derive the following analytic
expression(

dσ

dmℓℓ

)
SMEFT

=
(
dσ

dmℓℓ

)
SM

×
∑
q,ℓ Lqq̄(m2

ℓℓ/s,mℓℓ)|Fqℓ(mℓℓ, ϵ
qℓ)|2∑

q,ℓ Lqq̄(m2
ℓℓ/s,mℓℓ)|Fqℓ(mℓℓ, 0)|2 , (F.0.1)

where Fql(mll, ϵ
qℓ) represents a form factor that depends on the values of the SMEFT

coefficients

Fqℓ(mℓℓ, ϵ
qℓ) = δij

e2QqQℓ

m2
ℓℓ

+ δij
gqZg

ℓ
Z

m2
ℓℓ −m2

Z + imZΓZ
+ δij

ϵqℓ

v2 . (F.0.2)

One can then match the Warsaw-basis parametrisation of Eq. (4.2.3) to the contact
terms ϵqℓijkl ≡ ϵqℓδijδkl in the above equation, where i, j (k, l) are the quark (lepton)
flavour indices. There are four combinations for quarks q = uL, uR, dL, dR and two
combinations for charged leptons ℓ = eL, eR relevant for the description of the neutral-
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current Drell-Yan process. Specifically, the matching is

ϵuLeL = Ŵ + 1
3t

2
θŶ , ϵuReL = 4

3t
2
θŶ , ϵdLeL = −Ŵ + 1

3t
2
θŶ , ϵdReL = −2

3t
2
θŶ ,

ϵuLeR = 2
3t

2
θŶ , ϵuReR = 8

3t
2
θŶ , ϵdLeR = 2

3t
2
θŶ , ϵdReR = −4

3t
2
θŶ ,

(F.0.3)
where tθ is the tangent of the Weinberg angle. We confirm these results using the
modified form of the Feynman propagator for W 3 and B fields following directly from
Eq. (4.2.1). In the unbroken phase, where ŝ ≫ m2

W , this simply amounts to the
replacement 1/p2 → 1/p2 − Ŷ /m2

W for B and 1/p2 → 1/p2 − Ŵ/m2
W for W 3 in the

Standard Model calculation of pp → ℓ+ℓ−. Note that there are two diagrams at the
leading order with W 3 and B vector bosons propagating in the s-channel.

An analogous expression involving the transverse mass mT can be derived in the
CC case. These K-factors can be matched to the experimental data kinematics by
integrating over the suitable ranges in mℓℓ (mT ) and rapidity yℓℓ (yℓ).

1D distributions. For the benchmarking between the analytical and numerical
calculations, we use the relation between the Ŵ coefficient and the c(3)

lq coefficient in the
Warsaw basis, c(3)

lq = −ŴΛ2/v2, where Λ is the SMEFT cut-off and v is the Higgs vev.
We set Λ = 1 TeV and determine v using the (αEW ,mZ , GF ) input scheme. We set mZ

and GF using their PDG values: mZ = 91.1876 GeV and GF = 1.1663787×10−5 GeV−2,
and set αEW = 1/127.951. These values yield v = 246.22 GeV for the Higgs vev.

Fig. F.0.1 displays the comparison of the SMEFT K-factors, Eq. (4.3.10), linearised
in the EFT parameters, between the numerical and the analytical approaches for
a representative value of Ŵ = −10−3 (c(3)

lq = 1.65 × 10−2) and the kinematics of
the ATLAS 7 TeV DY data. The label “cuts” indicates that we impose acceptance
requirements of pℓT ≥ 25 GeV and |ηℓ| ≤ 2.5 in the numerical (SMEFTsim) calculation
on the final-state leptons; these cuts cannot be applied in the analytical calculation.
The right panel shows the relative difference in these K-factors, with the analytical
calculation as a reference.

From this comparison we observe, first of all, the perfect agreement between the
analytical and numerical K-factors in the case of no acceptance cuts, and second,
that the acceptance cuts on the leptonic variances leave the K-factor value essentially
unchanged. Furthermore, we have verified that the same level of agreement in the
calculation of the EFT K-factors between the numerical and analytical approaches is
obtained in the case of the Ŷ parameter, as well as once the quadratic EFT corrections
are accounted for. In addition, the calculation of the EFT K-factors for the neutral
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Fig. F.0.1. Left: comparison of the SMEFT K-factors, Eq. (4.3.10), linearised in the
EFT parameters, between the numerical and the analytical approaches for Ŵ = −10−3

and the kinematics of the ATLAS 7 TeV DY data. The label “cuts” indicates that we
impose acceptance requirements of pℓT ≥ 25 GeV and |ηℓ| ≤ 2.5 in the numerical (SMEFTsim)
calculation. Right: relative difference in the K-factors shown in the left panel taking the
analytical calculation as a reference.

current DY pseudo-data used in the HL-LHC projections of Sect. 4.5 has been validated
by ensuring that the analytical and SMEFTsim calculations are in perfect agreement.

As discussed in [83], far above the Z peak it is sufficient to include higher-order
corrections to the SM cross section in Eq. (F.0.1) to achieve good theoretical accuracy
in the SMEFT, due to the (approximate) factorisation of higher-order QCD corrections
in this region. We also note that renormalisation group evolution effects [29, 30] are
not required in this calculation, since for the operators considered in our benchmark
scenarios the corresponding anomalous dimensions are either Yukawa-suppressed or
suppressed by NLO electroweak contributions.

2D distributions. In Drell-Yan datasets such as the CMS 7 TeV data of [259], the
measurement is presented as a double-differential distribution in the dilepton invariant
mass mℓℓ (or equivalently τ = m2

ℓℓ/s) and rapidity |yℓℓ|. Also in this case, bin-by-bin
EFT K-factors can be computed using the prescription of Eq. (4.3.10). Fig. F.0.2
displays the same comparison as in Fig. F.0.1 (also for Ŵ = −10−3) now for the
EFT K-factors for the double-differential Drell-Yan cross sections in mℓℓ and |yℓℓ|,
for the highest mℓℓ bin of the ATLAS 7 TeV DY measurement. Note that we only
compute these K-factors for the |yℓℓ| that satisfy the LO kinematics. As in the case of
the 1D distributions, we find good agreement between the analytical and numerical
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Fig. F.0.2. Same as Fig. F.0.1 (also for Ŵ = 10−3) for the EFT K-factors for the double-
differential Drell-Yan cross sections in mℓℓ and |yℓℓ|, for the highest mℓℓ bin of the CMS 7
TeV DY measurement. We only compute K-factors for |yℓℓ| satisfying LO kinematics.

calculations, with differences well below the absolute magnitude of the K-factors, and
also that the impact of the acceptance cuts in the leptonic variables is negligible.

EFT K-factors for CC Drell-Yan at the HL-LHC. The left panel of Fig. F.0.3
displays the EFTK-factor for high-mass charged-current DY production at the HL-LHC
as a function of mT , the transverse mass of the neutrino-lepton pair, for a parameter
value of Ŵ = −10−3. We find rather large EFT corrections, with K-factors as large
as KEFT ≃ 5 for the highest mT bin. To validate this SMEFTsim-based calculation, we
show a comparison between kEFT and the linear k-factor kRicci et. al provided by the
authors of [9]. In the right panel we plot the relative k-factor kEF T

kRicci et.et
− 1, finding

good agreement between the two calculations.

Effect of varying PDFs in the computation of the SMEFT K-factors. The
SMEFT K-factors in Eq. (4.3.9) are precomputed before the fit using a reference SM
PDF set and then kept fixed. Here, we quantitatively assess the effect of varying the
input NNLO PDF in Eqns. (4.3.7) and (4.3.8).

We will first spell out the approximation made when using SMEFT K-factors,
and then assess its impact. For definiteness, consider corrections from a non-zero
Ŵ coefficient. Denote the partonic cross section by σ̂SMEFT = σ̂SM + Ŵ σ̂Ŵ and let
LSMEFT denote the luminosity calculated with SMEFT PDFs. The total cross section
for Ŵ ̸= 0 is given by

σ(Ŵ ) = (σ̂SM + Ŵ σ̂Ŵ )ij ⊗ LSMEFT,ij (F.0.4)
= σ̂SM,ij ⊗ LSMEFT,ij + Ŵ σ̂Ŵ ,ij ⊗ LSMEFT,ij,
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Fig. F.0.3. Left: the EFT K-factor for high-mass charged-current DY production at the
HL-LHC as a function of mT , the transverse mass of the neutrino-lepton pair, for Ŵ = −10−3.
Right: the same quantity, now compared to the corresponding k-factors provided by the
authors of [9].

where we sum over the partons i, j. By using the SMEFT K-factor approach we
approximate Eq. (F.0.4) as

σ(Ŵ ) ≈ σ̂SM,ij ⊗ LSMEFT,ij

(
1 + Ŵ

σ̂Ŵ ,ij ⊗ LSM,ij

σ̂SM,ij ⊗ LSM,ij

)
(F.0.5)

= σ̂SM,ij ⊗ LSMEFT,ij +Wσ̂SM,ij ⊗ LSMEFT,ij

(
σ̂Ŵ ,ij ⊗ LSM,ij

σ̂SM,ij ⊗ LSM,ij

)
.

Note that the first term of Eqs. (F.0.4) and (F.0.5) are equal, thus we can express the
approximation as

σ̂Ŵ ,ij ⊗ LSMEFT,ij

σ̂SM,ij ⊗ LSMEFT,ij
≈
σ̂Ŵ ,ij ⊗ LSM,ij

σ̂SM,ij ⊗ LSM,ij
, (F.0.6)

or, equivalently, as

RŴ (SMEFT) ≈ RŴ (SM) (F.0.7)

whereR is defined in Eqns. (4.3.7) and (4.3.8) and is computed either with SMEFT PDFs
or fixed SM PDFs. In what follows we test whether R(SM) is a good approximation
for R(SMEFT), taking each of the coefficients of Scenario I and II at a time.

We will first consider Scenario I and the Ŵ parameter. We use the PDFs including
HL-LHC pseudodata and calculate RŴ for the HL-LHC NC Drell-Yan bins outlined in
Section 4.5. In Fig. F.0.4 we observe that, using fixed SM PDFs in the computation of
RŴ yields a 2% deviation in the highest invariant mass bin. In the same figure we assess
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the impact of these differences on the SMEFT K-factors themselves, KŴ = 1 + ŴRŴ ,
calculated at each of the benchmark points Ŵ = ±4 · 10−5 and we observe that the
difference at the level of the observable is completely negligible, at the permil level.
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Fig. F.0.4. The impact of the SMEFT PDFs on RW (above) and the SMEFT K-factor
K = 1 + ŴRW (below) calculated at the Scenario I benchmark points Ŵ = ±4 · 10−5.

In the case of the Ŷ parameter we observe a rather larger deviation in the highest
invariant mass bin, which reaches to 4%, as shown in Fig F.0.5. However, as in the
case of Ŵ , the impact of these discrepancies on the SMEFT K-factors, calculated at
each of the benchmark points Ŷ = ±1.2 · 10−4, thus on the observable is below the
percent level, which is still negligible compared to the experimental and theoretical
uncertainties associated to the last bin if the invariant mass distribution.

Finally, we turn to Scenario II, in which we expect to observe the largest deviation
between our approximation, based on using fixed SM PDFs in the computation of
the SMEFT K-factors, and the full calculation. This is expected because we include
both the linear and quadratic terms in the EFT expansion, and because of the
flavour non-universal structure of Scenario II. Here we will denote the K-factor by
K = 1 + CDµ

33 R
lin + (CDµ

33 )2Rquad and calculate the dependence of each Rlin, Rquad on
the SMEFT PDFs. We observe a 10% deviation in the computation of R in the highest
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Fig. F.0.5. Same as Fig. F.0.4, in the case of Ŷ parameter.

invariant mass bin, as shown in Fig F.0.6. However, the impact of such differences
on the actual SMEFT K-factors, thus on the observables, calculated at each of the
benchmark points CDµ

33 = ±0.014, is still at the percent level, which is acceptable
compared to the experimental and theoretical uncertainties.
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Fig. F.0.6. The impact of the SMEFT PDFs on Rlin, Rquad (above) and the SMEFT
K-factor K = 1 + CDµ33 R

lin + (CDµ33 )2Rquad (below) calculated at the Scenario II benchmark
points CDµ33 = ±0.014.



Appendix G

Flavour dependence of the SMEFT
PDFs

In §4.4 of Chapter 4, when discussing the results of the joint PDF and EFT fits
to available Drell-Yan cross-section data, we presented the comparison between the
SM and SMEFT PDFs in benchmark scenario I for different values of the Ŵ and
Ŷ parameters in terms of the partonic luminosities, Fig. 4.4.3. In this appendix we
present the corresponding comparisons between SM and SMEFT PDFs at the level of
individual PDF flavours. Fig. G.0.1 displays a comparison between the SM and the
SMEFT PDFs at Q = 100 GeV for representative values of the Ŵ (upper) and of Ŷ
(lower panels) parameters. The values of Ŵ and Ŷ are chosen to be close to the upper
and lower limits of the 95% CL intervals reported in Table 4.4.1. The error band in the
SM PDFs corresponds to the 68% CL PDF uncertainty, while for the SMEFT PDFs
only the central values are shown.

In all cases, one finds that the EFT-induced shifts on the PDFs are smaller than
their uncertainties, though in some cases these shifts can represent up to one-third of a
standard deviation. In particular, the up and down antiquarks in the region x ≳ 10−2

are the PDF flavours most affected by the EFT effects. This finding can be understood
from the fact that the NC Drell-Yan cross section is proportional to the uū and dd̄

combinations at leading order, but the up and down quark PDF are already well
constrained by lower-energy DIS measurements. Furthermore, we have verified that
the PDF uncertainties themselves are unchanged in the SMEFT fits. The results of
Fig. G.0.1 are consistent with those of Table 4.4.1 and demonstrate that, with current
data, the interplay between EFT effects and PDFs in the high-mass Drell-Yan tails is
appreciable but remains subdominant as compared to other sources of uncertainty.
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Fig. G.0.1. Comparison between the SM and the SMEFT PDFs at Q = 100 GeV, displayed
as ratios to the central value of the SM PDFs, for representative values of the Ŵ (upper) and
of Ŷ (lower panels) parameters. We show the gluon, the total quark singlet, the up quark
and antiquark, and the down quark and antiquark PDFs. The values of Ŵ and Ŷ are chosen
to be close to the upper and lower limits of the 95% CL intervals reported in Table 4.4.1.
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