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Abstract

For an elliptic curve E admitting a p-isogeny φ : E→ Ê we calculate the Cassels-Tate pairing on S(φ̂)(Ê/K)×
S(φ̂)(Ê/K) using a pushout form. We calculate examples in the p = 3 case of type µ3-nonsplit, Z/3Z-
nonsplit and generic 3-isogeny. In the p = 5 case, we calculate examples on curves with a rational
5-torsion point. We use this pairing to search for high-rank curves in families of elliptic curves having
torsion group isomorphic to either Z/9Z or Z/12Z, and discover two new curves of rank 4 in the for-
mer case. We also show how to use the pushout form method to calculate the pairing on S(p)(E/K)×
S(φ)(E/K).

In the course of our calculations, many norm equations needed to be solved. We give a new algorithm for
solving norm equations in cubic extensions. This algorithm is shown always to terminate when the base
field is Q.
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Chapter 1

Introduction

Let E be an elliptic curve over some number field K. By the Mordell-Weil theorem, the rational points
E(K) form a finitely generated abelian group. The number of points needed to generate the nontorsion
part of E(K) is called the rank. Determining the rank of E(K) is a nontrivial problem, and there is no
known algorithm that will compute E(K) in all cases. In this thesis, we are mainly concerned with deter-
mining upper bounds on the ranks of various elliptic curves over Q.

Because working with E(K) directly is problematic, we also consider the Tate-Shafarevich group X(E/K),
introduced by Lang, Tate and Shafarevich in [LT58, Sha59]. This is a group associated to E consisting of
the set of torsors of E which have points everywhere locally. It is known that X(E/K) is torsion, and it
is conjectured that it is a finite group. Cassels showed that if it is finite, then its order is a square [Cas62].
This is not the case in general. In [PS98], Poonen and Stoll show that in the case of A an abelian variety,
X(A/K) is not always a square, even when A is the Jacobian of a curve over a number field. In the proof
of the Mordell-Weil theorem, the rank is bounded by considering E(K)/nE(K) for any n≥ 2. The upper
bound found in this way can be improved whenever we find that X(E/K) contains nontrivial n-torsion.

We will thus want to calculate the Selmer group S(n)(E/K), which consists of all n-coverings of E that
have points everywhere locally. It is part of the following short exact sequence.

0−→ E(K)/nE(K)−→ S(n)(E/K)−→X(E/K)[n]−→ 0

For certain E, it is possible to calculate S(n)(E/K) indirectly by considering some isogeny φ : E → Ê
of degree n and using the Selmer groups associated to it. Calculations to compute these various Selmer
groups are known as descent calculations.

In our case, we will be considering the n-isogeny

φ : E −→ Ê

with dual φ̂ : Ê → E such that φ ◦ φ̂ = [n], the multiplication-by-n map. The Selmer group S(φ)(E/K)
consists of all φ -coverings of Ê that have points everywhere locally and is part of the following short
exact sequence

0−→ Ê(K)/φE(K)−→ S(φ)(E/K)−→X(E/K)[φ ]−→ 0.

We will follow Cassels [Cas62] and define a pairing

< , >: X(E/K)×X(E/K)−→Q/Z

9



10 CHAPTER 1. INTRODUCTION

with the property that y ∈X(E/K) is in the image of φ̂ : X(Ê/K)→X(E/K) if and only if y pairs
trivially with every element in the kernel of φ : X(E/K)→X(Ê/K). This pairing is called the Cassels-
Tate pairing. It lifts naturally to a pairing on Selmer groups, which is what we will be computing in this
thesis. This allows us to turn a φ -descent calculation into a full n-descent, thus potentially improving the
upper bound on the rank.

Many others have worked on computing the Cassels-Tate pairing, and we name some results here. The
first was Cassels [Cas59, Cas62]. He not only defined the pairing but computed it in a numerical example.
He showed that the curve given by

C : x3 + y3 +5610z3 = 0

contained no rational points other than (1,−1,0) by considering a 3-isogeny φ : C→ Ĉ and computing the
pairing on S(φ)(C/Q). Cassels used the pairing in [Cas98] to turn a 2-descent into a 4-descent. Donnelly
has implemented the Cassels-Tate pairing between 2-coverings fully in MAGMA [Don]. For p = 3 or 5,
the pairing on the p-Selmer group of an elliptic curve E/Q with E[p] ∼= µp×Z/pZ was calculated in
[Fis03]. In [Cas64], Cassels uses the Cassels-Tate pairing to show that for some elliptic curves E/Q the
3-part of X(E/Q) can be arbitrarily large. Bölling in [Böl75] and McGuinness in [McG82] used the
pairing on X(E/Q)[2] to demonstrate that there are elliptic curves E defined overQ such that the 2-rank
of X(E/Q)[2] is arbitrarily large.

Chapter 2 contains all the background information pertaining to descent calculations we will need. This
chapter also contains formulae for bounding the rank. We pay most attention to the case of descent by
3-isogeny, as this will be the main focus of this thesis.

Chapter 3 defines the Cassels-Tate pairing, giving two definitions, both of which define the same pairing.
The most important definition is the pushout function definition, for this is the definition we have used to
write a program to compute the pairing in a variety of cases when E admits certain kinds of 3-isogeny.
Section 3.5 gives equations for the pushout form that is used. Unfortunately, many of the forms had very
large coefficients, therefore we omit them from most of the examples in this thesis. Instead, we provide
the necessary parameters to plug into these formulae.

During the course of our calculations, we came across many norm equations of the form NL/K(ξ ) = b,
where L is a cubic extension of some number field. K. For most of the interesting examples we wanted
to calculate, the MAGMA function NormEquation was insufficient for our purposes. Chapter 4 therefore
contains an algorithm inspired by [Cre99]. When K = Q, we have an algorithm that we have proved
always terminates. For extensions of large discriminant, the gains made by this algorithm are consider-
able, often giving an answer when NormEquation failed to terminate at all. The algorithm involves an
iterative procedure whereby we associate a binary cubic form to the norm equation. This form is then
reduced according to some definition of what a ‘reduced’ cubic looks like, and the result is used to set
up a new norm equation to solve, this time over a smaller field extension. We have also implemented the
algorithm for K a small imaginary quadratic extension of Q. We cannot prove that it works in all cases,
but we have used it successfully nonetheless in examples.

In Chapter 5, we demonstrate two of the methods that were defined in Chapter 3 to compute the Cassels-
Tate pairing. The difference between them depends mostly on whether one wants to find local points on
the elliptic curve E itself or on the coverings of E. We choose to continue with one of these methods in
Chapter 6, in which we apply our methods to three families of elliptic curves. Section 6.1 demonstrates
that at present there is no known example of an elliptic curve with torsion group Z/3Z and rank greater
than 13. The goal in Sections 6.2 and 6.3 is to find new high rank curves in two families. We were partly
successful in this, as we found many new curves with torsion group Z/9Z and rank 3, and a few curves
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with rank 4, which is the highest rank in this family so far.

In Chapter 7, we explore further methods for refining the upper bound on the rank. This is done by
calculating the Cassels-Tate pairing on the Selmer groups S(φ)(E/Q)× S(3)(E/Q) in order to turn the
3-descent into a 3φ -descent. This method is then applied to one of the candidates for high rank curves we
found in Chapter 6.

Chapter 8 shows how our calculations can be generalised to p = 5, in the case that we have an elliptic
curve with a rational torsion point of order 5. Although we can do some examples, the greatest bottleneck
in our computations is in solving norm equations, and unfortunately we were not able to generalise the
work done in Chapter 4.

1.1 Selmer’s Famous Example
As a motivating example, we consider three methods to see that Selmer’s famous example

F(x1,x2,x3) = 3x3
1 +4x3

2 +5x3
3 = 0 (1.1)

violates the Hasse principle. First we show this by a direct calculation, as done by Selmer in [Sel51].
Next we consider a 2-descent, and finally we use the material to be covered in this thesis.

Selmer’s Method

We show that (1.1) has points everywhere locally but no global solution, as done by Selmer in [Sel51].
First we note that if there is a global solution, then there must be a solution with the following pairwise
coprime integers.

GCD(x1,x2) = GCD(x1,x3) = GCD(x2,x3) = 1 (1.2)

We now need to show that there is a local solution for every prime p. For any prime p dividing one of the
coefficients of F , the following table gives a point P modulo p that lifts to a local point in Qp.

p P (mod p)
2 (1,0,1) (mod 2)
3 (0,2,2) (mod 3)
5 (3,1,0) (mod 5)

In all other cases, we can lift any solution of F(x1,x2,x3)≡ 0 (mod p) to a solution inQp. This is because
at least one of the following must be nonzero modulo p.

∂F
∂x1

= 9x2
1

∂F
∂x2

= 12x2
2

∂F
∂x3

= 15x2
3 (1.3)

Thus we need only find a solution to F(x1,x2,x3)≡ 0 (mod p) for every remaining p.

By the Hasse-Weil bound, for any curve C of genus g we have

#C(Fp)≥ p+1−2g
√

p.

Thus any smooth curve of genus 1 will always contain an Fp point. The following is an overview of
Selmer’s method to arrive at this same conclusion.
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If p≡−1 (mod 3), every element of (Z/pZ)× is a cubic residue, thus a suitable solution always exists.

If p ≡ 1 (mod 3), the situation is more complicated. If p = 7, we can Hensel lift (1,1,0) (mod 7) to
a solution in Q7. If p > 7 the elements of (Z/pZ)× fall into one of three classes: the class of cubic
residues A or one of the two classes of nonresidues A′ and A′′. The rules of multiplication are given by
the following table.

A A′ A′′

A A A′ A′′

A′ A′ A′′ A
A′′ A′′ A A′

If two of the coefficients of F fall into the same class, then we can easily find a solution. For example, if
3 and 4 are in the same class, then we find that 33·x3

1 +32·4·x3
2 ≡ 0 (mod p) must have a solution as we

must have 32·4 ∈ A. Thus we need only consider the case that 3,4 and 5 all lie in different classes. Thus
we need to show that there exist a,a′,a′′ in the three different classes such that

a+a′ = a′′ (mod p). (1.4)

To do this, we add 1 to each element of A. Denote by α,β ,γ the number of elements that end up in
A,A′,A′′ respectively. Define α ′,β ′,γ ′ by adding 1 to each element of A′ and noting how many elements
end up in A,A′,A′′ respectively. Define α ′′,β ′′,γ ′′ similarly. Thus we find

α
′+β

′+ γ
′ = α

′′+β
′′+ γ

′′ =
p−1

3
, (1.5)

the number of elements in each class. However, because −1 ∈ A, we find

α +β + γ =
p−1

3
−1. (1.6)

For any element a′ ∈ A′ such that a′ = 1+a for some a ∈ A, we have that −a = −a′+1. We know that
−a ∈ A and −a′ ∈ A′, thus we have α ′ = β . Multiplication by (−a′)−1, which lies in A′′, gives us an
element of A′′ which is the sum of 1 with another element of A′′, thus

β = α
′ = γ

′′

and by a similar argument we find

γ = β
′ = α

′′.

Thus from (1.5) and (1.6) we find

γ
′ = β

′′ = α +1≥ 1.

Thus a′′ = 1+a′ for at least one pair a′,a′′, which is what we were looking for in (1.4). We have shown
there exists a local solution for every p.

Now we show there is no global solution. By a simple rescaling, we see that (1.1) has a rational solution
if

C : X3 +6Y 3 = 10Z3 (1.7)
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has some nontrivial integer solution for pairwise coprime X ,Y,Z. Let K =Q(α) where α3 = 6. Then K
has class number 1 and (1.7) decomposes into

(X +Y α)(X2−XY α +Y 2
α

2) = (α−2)3(α−1)(α2−2α +1)(Z)3.

Assume there is some prime ideal p such that p|(X +Y α) and p|(X2−XY α +Y 2α2). Since X2−XY α +
Y 2α = (X +Y α)2− 3XY α we also find p|(3XY α). If p|(3), then because p|(Z)3 we must have 3|Z
which implies 3|X , contradicting the coprimality of X and Z. If p|Y , then we must also have p|X , vio-
lating the pairwise coprime property. Similarly, if p|X , we must have either p|Y or p|(α), thus we find
that we must have p|(α). It follows that we must have p= p2 = (α−2), the only prime ideal lying over 2.

We have that 5 splits into two ideals, (5) = p5p25 = (α−1)(α2−2α +1). Looking at (1.7) modulo 5, we
see X ≡ −Y mod 5, so p5|(X +Y α). If also p25|(X +Y α), then 5|X and 5|Y , contradicting the relative
coprime condition. Thus p25|(X2−XY α +Y 2α2). Thus far we have

(X +Y α) = p2p5I1

(X2−XY α +Y 2
α

2) = p2
2p25I2

with I1, I2 coprime and coprime to 10, and therefore cubes. Writing (X +Y α) = (α−2)(α−1)β 3uk for
u = 1− 6α + 3α2 the fundamental unit, k ∈ {0,1,2} and β a generator of I1. Because 1− 6α + 3α2 =
(2−α)3

2 , we can rewrite this as

X̂ + Ŷ α = (α−2)(α−1)β̂ 3

where X̂ = 2kX and Ŷ = 2kY and some β̂ . Let β̂ = A+Bα +Cα2, with 3 - GCD(A,B,C), else X and Y
will not be coprime. Then equate the coefficients of α2 to obtain

0 = A3 +6B3 +36C3 +36ABC−9(A2B+6AC2 +6B2C)+6(AB2 +A2C+6BC2).

We easily see 3|A, from which we get 6B3 ≡ 0 (mod 9) so also 3|B. From this it follows that 36C3 ≡
0 (mod 27), so 3|C, giving a contradiction. Thus there are no nontrivial rational solutions to (1.1).

Two Descent

We follow the procedure outlined in [Sil08, Proposition X.1.4] to calculate a 2-descent. There is an action
of µ3 on (1.1) given by xi 7→ ζ i

3xi, and taking the quotient gives us the elliptic curve

E : y2 = x3 +302. (1.8)

Any rational point on (1.1) also gives a rational point on E. The torsion group is E(Q)tors = {O,(0,30),(0,−30)},
and no rational points on (1.1) correspond to these points. If we can show that E/Q has rank 0, then we
will have shown that (1.1) has no rational points.

Let K =Q(ζ3,β ) where β 3 = 30. The class number of K is 9. Then E is given by

E : y2 = (x+β
2)(x+ζ3β

2)(x+ζ
2
3 β

2). (1.9)

Let S be the set of places of K lying over the bad primes of E, which are {2,3,5}, and let

K(S,2) = {b ∈ K×/(K×)2 | ordv(b)≡ 0 (mod 2) for all v /∈ S}.
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Then we have an injective homomorphism

E(K)/2E(K)−→ K(S,2)×K(S,2)

given by

ψ : P = (x,y) 7−→


(x+β 2,x+ζ3β 2) if x 6=−β 2,−ζ3β 2(
ζ3 +1,β 2(ζ3−1)

)
if x =−β 2(

β 2(1−ζ3),−ζ3
)

if x =−ζ3β 2

(1,1) if P = O.

Let (b1,b2)∈K(S,2)×K(S,2) be a pair that is not the image of one of the three points O,(−β 2,0),(−ζ3β 2,0).
Then (b1,b2) is the image of a point

P = (x,y) ∈ E(K)/2E(K)

if and only if the equations

b1z2
1−b2z2

2 = β
2(1−ζ3) (1.10)

b1z2
1−b1b2z2

3 = β
2(1−ζ

2
3 )

have a solution (z1,z2,z3) ∈ K××K××K. The torsion group E(K)tors is generated by the two points

S =
(
(ζ3 +1)β 2,0

)
T =

(
2ζ3β

2,90
)

and the only torsion points over Q are (0,±30). By considering all possible pairs (b1,b2), of which there
are a finite number and checking local solubility of the system (1.10), we find that the image of ψ is
generated by only the two points 〈ψ(S),ψ(T )〉. Thus there are no nontorsion points of E over K, and by
extension there are no nontorsion points of E over Q. Thus E(Q)∼=Z/3Z.

Cassels-Tate Pairing

The third method is the one we shall be employing in this thesis, therefore we give only a brief summary
of the result here. Let E be the elliptic curve given in (1.8). Let φ : E → Ê be a 3-isogeny with kernel
generated by (0,30), and φ̂ : Ê→ E its dual. Descent by 3-isogeny yields

S(φ)(E/Q) = 〈1〉 ⊂Q(ζ3)
×/(Q(ζ3)

×)3

S(φ̂)(Ê/Q) = 〈2,3,5〉 ⊂Q×/(Q×)3.

The element 30∈ S(φ̂)(Ê/Q) corresponds to the torsion point (0,30). Computing the Cassels-Tate pairing
on S(φ̂)(Ê/Q)×S(φ̂)(Ê/Q)→Z/3Z gives us the following matrix.

2 3 5
2 0 2 1
3 1 0 1
5 2 2 0

This matrix has rank 2. Thus we have two nontrivial elements of X(Ê/Q)[φ̂ ], and the rank of E is 0.
This is precisely the calculation carried out by Cassels in [Cas59] on a slightly different curve.
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1.2 Notation
This section contains a summary of the notation used throughout this thesis.

We let K denote a number field, and K its algebraic closure. The ring of integers of K will be denoted by
OK . We will use L and M to denote extensions of K, not necessarily Galois. F will be used to denote an
arbitrary infinite field. We let µn ⊂ K denote the nth roots of unity, generated by ζn, a primitive nth root
of unity. We let the places of K be denoted by MK . For v a place of K, we have Kv the completion of K in
the v-adic topology. We let GK = Gal(K/K), the absolute Galois group of K and GL/K = Gal(L/K). We
also let H1(K,−) = H1(GK ,−) to simplify notation.

We will denote an elliptic curve by E/K, being a smooth projective curve of genus 1 with a specified
rational point O ∈ E(K) which functions as the identity of the group law. Let Etors denote the torsion
subgroup of E. For φ : E → Ê an isogeny of degree n we let E[φ ] denote its kernel, φ̂ its dual, and
Ê is the elliptic curve isogenous to E. We write [n] : E → E for the multiplication-by-n map. We let
en : E[n]×E[n]→ µn be the Weil pairing as defined in [Sil08, III.8]. We also have eφ : E[φ ]× Ê[φ̂ ]→ µn,
the Weil pairing as defined in [Sil08, Exercise 3.15] or Section 3.1.

Let #S denote the cardinality of a set S. For A any abelian group, we let A[n] denote the n-torsion. For
elements a0,a1,a2, . . . ∈ A, we denote by 〈a0,a1,a2, . . .〉 the subgroup of A generated by these elements.
For a ring R, we let R× denote the group of invertible elements under multiplication. The empty set is
given by /0, and the trivial group will be denoted either by 0 or by 〈1〉.

If D is a division algebra over a field F , we denote by Mn(D) the ring of n× n matrices over D. The
identity matrix is denoted by In. The general linear group, special linear group and projective linear
group over F are denoted by GLn(F), SLn(F) and PGLn(F), as usual.
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Chapter 2

Descent

Let K be a number field, and E/K an elliptic curve. In this chapter, we will present a few of the basic
facts about elliptic curves as well as the descent procedure.

2.1 The Mordell-Weil Theorem
In this section we follow mostly [Sil08]. The most famous theorem concerning elliptic curves is surely
the Mordell-Weil theorem.

Theorem 2.1.1 (Mordell-Weil Theorem). Let E be an elliptic curve and K a number field. Then the
group E(K) is finitely generated.

The Mordell-Weil theorem tells us that the Mordell-Weil group E(K) is of the following form

E(K)∼= E(K)tors×ZrE

where the torsion subgroup E(K)tors is finite and the nonnegative integer rE is called the rank of E. In
this chapter we set out the basic theoretical underpinnings that has been put in place to try and compute rE .

The torsion group is easily computed. In fact, Merel ([Mer96]) showed that for any given number field,
there are only a finite number of possible torsion groups.

Theorem 2.1.2 (Merel). For every integer d ≥ 1 there is a constant N(d) such that for all number fields
K/Q of degree at most d and all elliptic curves E/K we have

|Etors(K)| ≤ N(d).

In the case K =Q, we have a theorem by Mazur giving us all the possible torsion groups.

Theorem 2.1.3 (Mazur). Let E/Q be an elliptic curve. Then the torsion subgroup Etors(Q) of E(Q) is
isomorphic to one of the following fifteen groups:

Z/NZ with 1≤ N ≤ 10 or N = 12,
Z/2Z×Z/2Z with 1≤ N ≤ 4

Further, each of these groups occurs as the torsion group for some elliptic curve E/Q.

The Mordell-Weil theorem is proved in two steps, namely a height argument and the weak Mordell-Weil
theorem.

17
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Theorem 2.1.4 (Weak Mordell-Weil Theorem). Let m≥ 2 be an integer. Then

E(K)/mE(K)

is a finite group.

The Mordell-Weil theorem is now proved using the following descent theorem.

Theorem 2.1.5 (Descent Theorem [Sil08]). Let A be an abelian group. Suppose that there exists a
(height) function

h : A→R

with the three properties

1. Let Q ∈ A. Then there is a constant c1 depending on A and Q such that h(P+Q)≤ 2h(P)+ c1

2. There are an integer m≥ 2 and a constant c2 depending on A such that h([m]P)≥m2h(P)−c2 for
all P ∈ A.

3. For all constants c3, the set {P ∈ A | h(P)≤ c3} is finite.

Suppose further that for the integer m in part 2, the quotient group A/mA is finite. Then A is finitely
generated.

The Mordell-Weil theorem is proved by choosing any suitable height function and applying the descent
theorem. Thus we see that if we want to compute generators for E(K), we need instead only compute
generators for E(K)/mE(K).

2.2 A Geometric Interpretation of the Cohomology Groups
In this section, we review the well-known theory of descent by p-isogeny and give a geometric inter-
pretation of the various cohomology groups we encounter. We follow [Sil08], but other references are
available as what follows is very well known. As we saw in the previous section, we are interested in
calculating generators for the nontorsion part of E(K). In fact, we actually constrain ourselves to a more
modest goal in this thesis, namely bounding, or if possible finding, the number of such generators. This
section sets up the method by which this may be done.

We saw in the previous section that it is sufficient to find generators for the finite group E(K)/mE(K)
for any integer m ≥ 2. It is therefore natural to consider the multiplication-by-m map [m], which is an
example of an isogeny of degree m2.

Definition 2.2.1. Let E1 and E2 be elliptic curves. An isogeny from E1 to E2 is a morphism

φ : E1→ E2

defined over K satisfying φ(O) = O . Two elliptic curves are isogenous if there is an isogeny from E1 to
E2 with φ(E1) 6= {O}.

From [Sil08, Theorem II.2.3] we know that such a morphism must be surjective on K-points. We obtain
from φ the injection of function fields

φ
∗ : K(E2)→ K(E1)
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and the degree of φ is the degree of the finite extension K(E1)/φ ∗(K(E2)). For any isogeny φ : E → Ê
of degree m, there is some isogeny φ̂ : Ê → E, called the dual isogeny to φ , such that φ̂ ◦φ = [m]. It is
often easier to compute Ê(K)/φ(E(K)) and E(K)/φ̂(Ê(K)) than it is to compute E(K)/mE(K), and in
fact we still obtain the information we want. For by [Sil08, X.4.7], if φ is defined over K there exists the
elementary exact sequence

0→ E(K)[φ ]→ E(K)[m]→ Ê(K)[φ̂ ]→ Ê(K)

φ(E(K))

φ̂−→ E(K)

mE(K)
→ E(K)

φ̂(Ê(K))
→ 0. (2.1)

Thus knowing the other groups in this sequence allows us to compute generators for E(K)/mE(K). To
find out more about Ê(K)/φ(E(K)) we find a short exact sequence containing it.

For any nonzero isogeny φ : E→ Ê defined over K we have an exact sequence of GK-modules

0→ E[φ ]→ E
φ−→ Ê→ 0. (2.2)

By taking Galois cohomology, we obtain the following long exact sequence

0→ E(K)[φ ]→ E(K)
φ−→ Ê(K)

δ−→ H1(K,E[φ ])→ H1(K,E)
φ−→ H1(K, Ê) (2.3)

and from this we obtain the fundamental short exact sequence

0→ Ê(K)/φ(E(K))
δ−→ H1(K,E[φ ])→ H1(K,E)[φ ]→ 0. (2.4)

The group we are interested in appears here as the first term. To understand it, we must understand the
rest of this short exact sequence.

The last group H1(K,E)[φ ] is the easiest to understand, and we give a geometric interpretation. Every
element in H1(K,E) can be understood as a certain twist of E called a torsor.

Definition 2.2.2. Let E/K be an elliptic curve. A torsor for E is a pair (T,µ) where T/K is a smooth
curve and

µ : T ×E→ T

is a simple transitive algebraic group action of E on T .

Two torsors T1 and T2 are equivalent if there is an isomorphism θ : T1 → T2 defined over K that is
compatible with the action of E on T1 and T2. The collection of equivalence classes of torsors for E/K is
called the Weil-Chatelet group for E/K and is denoted by WC(E/K). A torsor T is in the trivial class if
and only if T (K) 6= /0. Any torsor T is in fact a twist of E.

Definition 2.2.3. Let C/K be a smooth projective curve. A twist of C/K is a smooth curve C′/K that is
isomorphic to C over K.

Let (T,µ) be a torsor for E. Fix P0 ∈ T and let θ : E → T , with θ(P) = P0 +P. We want to show that θ

is in fact an isomorphism over K. For any σ ∈ GK/K with Pσ
0 = P0, we have

θ(P)σ = (P0 +P)σ = Pσ
0 +Pσ = P0 +Pσ = θ(Pσ )

and so θ is defined over K(P0), and deg(θ) = 1 by the simple transitivity of the action. Thus by [Sil08,
Corollary II.2.4.1], θ is an isomorphism as required.
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Therefore there is an isomorphism θ−1 : T → E defined over K such that the cocycle σ(θ−1)θ is an
element of the translation subgroup of Aut(E), the automorphisms of E. The bijection between WC(E/K)
and H1(K,E) can be explicitly given as

{T/K} 7→ {σ 7→ Pσ
0 −P0}

where the braces indicate the equivalence class and cohomology class respectively. The trivial class of
torsors is thus identified with translation by O . Thus the third group of (2.4) is the φ -torsion of WC(E/K).

The second group of (2.4) can also be interpreted geometrically, which we do along the lines of [CFO+08].
We will show that the elements of H1(K,E[φ ]) can be seen as certain twists of E with additional data.

Definition 2.2.4. Let φ : E→ Ê be an isogeny of elliptic curves, defined over K, and φ̂ : Ê→ E its dual.

1. A covering of Ê is a pair (C,π) where C is a smooth projective curve and π : C→ Ê is a non-
constant morphism.

2. An isomorphism of coverings (C1,π1) ∼= (C2,π2) is an isomorphism of curves θ : C1
∼=−→ C2 with

π1 = π2 ◦θ .

3. A φ -covering (C,π) is a twist of (E,φ).

The φ -coverings (C,π) of Ê can be identified with H1(K,E[φ ]) up to isomorphism in the same way as
before. Let τ : (C,π)

∼=−→ (E,φ) be defined over K. We associate to (C,π) the cocycle σ(τ)τ−1, which is
an element of H1(K,Aut(E,φ)). Let θ : E → E be an automorphism of (E,φ). Then φ = φ ◦θ and so
φ ◦ (θ −1) = 0. Therefore θ −1 is a nonsurjective morphism, which means it must be constant by [Sil08,
II.2.3]. Therefore θ must be translation by a φ -torsion point and we have associated to (C,π) an element
of H1(K,E[φ ]) obtaining a bijection

{(C,π)}/∼=←→ H1(K,E[φ ]).

From this point onwards, assume that [K :Q]< ∞. Now that we have a geometric interpretation for both
the cohomology groups appearing in (2.4), we want to replace them with certain finite groups. This is
done by considering the local version for each v ∈MK . For each such v, we fix an embedding K ⊂ Kv and
a decomposition group Gv ⊂ GK . Following the same construction as before, we obtain the short exact
sequence

0→ Ê(Kv)/φ(E(Kv))
δv−→ H1(Kv,E[φ ])→ H1(Kv,E)[φ ]→ 0 (2.5)

for every place v ∈ MK . Replacing the third group by the Weil-Chatelet group, we are naturally led to
consider the following large commutative diagram.

0 // Ê(K)/φ(E(K))
δ //

��

H1(K,E[φ ])
γ //

��

WC(E/K)[φ ] //

��

0

0 // ∏v∈MK Ê(Kv)/φ(E(Kv))
{δv} // ∏v∈MK H1(Kv,E[φ ])

{γv} // ∏v∈MK WC(E/Kv)[φ ] // 0

Seeing as we are interested in knowing the size of Ê(K)/φ(E(K)), this means we would like to compute
the image of the map δ or, equivalently, the kernel of the map γ . Computing ker(γ) comes down to
calculating whether certain torsors of E have a K-rational point, which is usually a difficult problem.
However, computing ker(γv) for each v is much easier. For by Hensel’s lemma, if a curve has a point over
some finite ring OKv/Me

v , for some easily computable integer e and Mv a maximal ideal, then it can be
lifted to a point over Kv. This is therefore a finite computation. These considerations prompt the following
definitions.
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Definition 2.2.5. Let φ : E/K → Ê/K be an isogeny. The φ -Selmer group of E/K is the subgroup of
H1(K,E[φ ]) defined by

S(φ)(E/K) = ker

{
H1(K,E[φ ])→ ∏

v∈MK

WC(E/Kv)

}
.

The Shafarevich-Tate group of E/K is the subgroup of WC(E/K) defined by

X(E/K) = ker

{
WC(E/K)→ ∏

v∈MK

WC(E/Kv)

}
.

Thus the Selmer group S(φ)(E/K) consists of the φ -coverings of Ê that have points everywhere locally,
and the Shafarevich-Tate group X(E/K) corresponds to the group of torsors under E that have points
everywhere locally. These groups form a short exact sequence.

0→ Ê(K)/φ(E(K))
δφ−→ S(φ)(E/K)→X(E/K)[φ ]→ 0. (2.6)

Computing the Selmer group S(φ)(E/K) is referred to as calculating a φ -descent or, if deg(φ) = p, doing
a descent by p-isogeny. It is well known that Selmer groups are finite [Sil08, Theorem X.4.2] and we will
see in Section 2.7 exactly how they are used in rank estimates.

2.3 Interpreting the First Cohomology Groups Using Étale Alge-
bras

In this section, let φ : E → Ê be an isogeny of degree p, where p is a prime. Let φ̂ : Ê → E be its dual.
Previously, we interpreted the Selmer groups S(φ)(E/K) and S(p)(E/K) as geometric objects. In this
section, we express them as subquotients of the unit groups of certain étale algebras, as is done in [SS03].
We have S(φ)(E/K) ⊂ H1(K,E[φ ]) and S(p)(E/K) ⊂ H1(K,E[p]), so these are the cohomology groups
we are interested in. In fact, in this section we can work with any infinite field F rather than just the
number field K.

Definition 2.3.1. An étale algebra D over any infinite field F is the finite product

D∼= D1× . . .×Dn

where Di is a finite separable field extension of F for each i.

Let D = D⊗F F where F is a separable closure of F .

From the Kummer sequence

0→ µp(D)→ D×
[p]−→ D×→ 0 (2.7)

we obtain the following long exact sequence.

0→ µp(D)→ D×
[p]−→ D×→ H1(F,µp(D))→ H1(F,D×). (2.8)

By a generalisation of Hilbert’s theorem 90, we know that H1(F,D×) = 0. Thus we obtain the Kummer
isomorphism

κ : H1(F,µp(D))
∼=−→ D×/(D×)p. (2.9)
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More abstractly, an étale algebra D corresponds to a finite étale scheme X over F . We can therefore
interpret D as the functions from points X(F) into F . Similarly, D corresponds to the subset of Galois-
invariant functions, D× the Galois-invariant functions into F×, and µp(D) the functions into µp.

Let ψ denote either the p-isogeny φ or the multiplication-by-p map [p], with ψ̂ its dual. Let X denote a
Galois-invariant subset of Ê[ψ̂] \ {O} that generates Ê[ψ̂], and D the étale algebra corresponding to X .
Let

wψ : E[ψ]→ µp(D) (2.10)
R 7→ (P 7→ eψ(R,P))

where eψ is the Weil pairing, defined in Section 3.1 for the p-isogeny case and in [Sil08, Section III.8]
in the multiplication-by-p case. Because X spans Ê[ψ̂], and eψ is nondegenerate and bilinear, wψ is
injective. We now define the induced map

wψ : H1(F,E[ψ])→ H1(F,µp(D)). (2.11)

By applying κ ◦wψ to H1(F,E[ψ]), we thus obtain a group homomorphism of H1(F,E[ψ]) into D×/(D×)p.
Of course, for this course of action to be successful in giving a concrete description of H1(F,E[ψ]), we
must show that wψ is injective, and then find its image. There are two cases we are interested in in this
thesis.

1. Let ψ denote some p-isogeny φ , so X = E[φ ]\{O} and we consider H1(F,E[φ ]).

2. Let ψ be the multiplication-by-p map, so X = E[p]\{O} and we consider H1(F,E[p]).

The Case ψ is a p-isogeny

This first case is much simpler than the second. Let φ : E→ Ê be a p-isogeny and φ̂ : Ê→ E its dual. Let
A2 and A1 denote the étale F-algebras corresponding to E[φ ]\{O} and Ê[φ̂ ]\{O} respectively. We see
that A1 has degree p−1 over F and dim(µp(A1)) is p−1. Before proceeding, we need some notation.

Notation 2.3.2. Let M be a finite dimensional Fp-vector space with linear GL2(Fp)-action. Then we
write M(t) with t ∈ Z/(p− 1)Z for the subspace of M on which a matrix αI, with α ∈ F×p , acts as
multiplication by α t .

For any such a finite dimensional Fp-vector space M, we have that

M = M(0)⊕M(1)⊕·· ·⊕M(p−2).

The map wφ then gives an isomorphism wφ : E[φ ]
∼=−→ µp(A1)

(1). Thus by [SS03, Lemma 5.2], we find

H1(F,E[φ ])∼= ker(g−σg : A×1 /(A
×
1 )

p→ A×1 /(A
×
1 )

p) (2.12)

where g is a primitive root mod p and σg is the corresponding automorphism of A1/F . In the interpretation
of an element of A×1 as a function χ of Ê[φ̂ ], the automorphism σg is given by (σgχ)(P) = χ(g ·P).
Notation 2.3.3. Let L = F(α) for some α /∈ F such that α2 ∈ F. Let G = GL/F = 〈τ〉. Let V = L×/(L×)p

for some odd prime p. Then we denote by V± the ±-eigenspace for the action of G on V .

Example 2.3.4. (i) Assume that E[φ ]∼= µ3. Then we obtain from the standard Kummer isomorphism
(2.9) that H1(F,µ3)∼= F×/(F×)3.

(ii) Assume that E[φ ]∼=Z/3Z and ζ3 /∈ F . Then we have A1 ∼= L = F(ζ3). Let Gal(L/F) = 〈τ〉 be the
Galois group of L over F . There are two eigenspaces for the action of Gal(L/F) on L×/(L×)3, and
we find H1(F,Z/3Z)∼=

(
L×/(L×)3

)−.
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The Case ψ is the multiplication-by-p Map

We make use of [DSS00]. Let A be the étale algebra corresponding to X = E[p] \ {O}. Recall the
interpretation of A as maps from X to F , and extend all maps to let O 7→ 1. Thus we obtain

A× = {ε : E[p]→ F× | ε(O) = 1}

Let L = F(E[p]) and G = GL/F . Choosing a basis for E[p], we can view G as a subgroup of GL2(Fp).

Proposition 2.3.5. wp is injective.

Proof. By Section 3 of [DSS00], the problem is reduced to showing that its restriction

wp : H1(G,E[p])→ H1(G,µp(A))

is injective. Thus if p - #G then we see quickly that wp is injective. For since the orders of G and E[p] are
then coprime, we have H1(G,E[p]) = 0.

If p | #G, then Lemmas 4, 5 and 6 of [DSS00] show that wp is injective.

We are now interested in finding the image of κ ◦wp. First we need some more definitions. Let A+ denote
the étale subalgebra of A corresponding to the orbits in E[p] \ {O} of Z = F×p I, where I is the identity
matrix in GL2(Fp). Then A is an extension of degree p−1 of A+, and the automorphism group of A/A+

is cyclic of order p−1.

Let E[p]∨=Hom(E[p],Z/pZ). Then we identify the set E[p]∨\{O}with the affine lines in E[p] missing
the origin in the following way.

l←→ ε ⇐⇒ l = {P ∈ E[p] | ε(P) = 1}.

We let B denote the étale algebra corresponding to this set of affine lines. We have a map u given by

u : µp(A)−→ µp(B)

ε 7−→

(
l 7→∏

P∈l
ε(P)

)
which induces a map u

A×/(A×)p = H1(F,µp(A))
u−→ H1(F,µp(B)) = B×/(B×)p.

Making u explicit, we need to define D as the étale algebra corresponding to the set of all pairs (P, l) ∈
(E[p]\{O})× (E[p]∨ \{O}) such that P ∈ l. Then it can be shown that u is induced by the composition
ND/B ◦ iD/A : A→ B where iD/A is the inclusion A→ D and ND/B the norm from D to B.

The following corollary follows from [SS03, Proposition 5.8] and gives a complete characterisation of
H1(F,E[p]).

Corollary 2.3.6. [SS03] We have

H1(F,E[p])∼= ker(g−σg : A×/(A×)p→ A×/(A×)p)∩ker(u)

where u is the map induced by u on H1, and g is a primitive root mod p, with σg the corresponding
automorphism of A/A+.

As before, we interpret the elements of A× as functions χ on E[p], and the automorphism σg is given by
(σgχ)(P) = χ(g ·P).
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2.4 Descent by 3-Isogeny
In this section, we follow mainly [Top91]. To compute a descent by p-isogeny for p > 3, we refer to
[MS13].

To admit an isogeny φ of degree 3, the elliptic curve E must have some point S of order 3 defined over
K with gS = 〈S〉, stable under the action of GKs/K , to serve as a generator of the kernel of φ . We can
give E/K by a Weierstrass equation y2 = f (x), with f a degree 3 polynomial. In this case, gS will be
{O,S,−S} where S = (α,β ) and −S = (α,−β ). The Galois invariance implies that α ∈ K and β 2 ∈ K.
We can now do a change of coordinates to send α 7→ 0. By using the duplication formula and setting
2T =−T we obtain an equation for E of the form

E : y2 = x3 +Ax2 +Bx+C

where B2 = 4AC. Thus we obtain for E an equation of the form

E : y2 = x3 +∆(εx+η)2

for integers ε,η and ∆. The isogenous curve is obtained by dividing out by the subgroup gS. We obtain
[CP09]

Ê : x3 + ∆̂(ε̂x+ η̂)2

where ∆̂ =−3∆, ε̂ = ε and η̂ = 27η−4ε3∆

9 . The isogeny φ is given by

φ(P) =
(

x3 +4∆((ε2/3)x2 + εηx+η2)

x2 ,
y(x3−4∆η(εx+2η))

x3

)
.

The points of order 3 on E are generated by S = (0,η
√

∆) and T = (β ,
√

∆(εβ+3η)√
−3

), where β is a root of

the cubic ψ(x) = 3x3 +4ε2∆x2 +12εη∆x+12η2∆. The kernel of φ is generated by S.

Recall that we have interpreted the elements of S(φ)(E/K) to be the isomorphism classes of φ -coverings
of Ê that have points everywhere locally. From [CP09] we obtain the following equations for these φ -
coverings. If ∆ = 1, an element of S(φ)(E/K) can be represented by some u ∈ K×/(K×)3 or by the
φ -covering

Cu : uX3 +
1
u

Y 3 +2ηZ3−2εXY Z = 0. (2.13)

If ∆ 6= 1, then by equation (2.12) with g = −1 an element of S(φ)(E/K) can be represented by some
u∈ (K(

√
∆)×/(K(

√
∆)×)3)− (see Definition 2.3.3), so NK(

√
∆)/K(u)∈ (K

×)3. Let Gal(K(
√

∆)/K) = 〈τ〉.
With v = v1 + v2

√
∆, we substitute the following into (2.13).

u = v2
τ(v)

ε = ε
√

∆

η = η
√

∆.

Let Y =− 1
vτ(v)Y to obtain

C′v : 2ε
√

∆XY Z + vX3− τ(v)Y 3 +
2η
√

∆

vτ(v)
Z3 = 0. (2.14)
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Via the change of coordinates

X → X−
√

∆Y

Y → X +
√

∆Y

Z→ Z

we obtain

Cv : 2v2X3 +2∆v1Y 3 +
2η

v2
1−∆v2

2
Z3 +6v1X2Y +6v2∆XY 2 +2ε(X2Z−∆Y 2Z) = 0. (2.15)

Finding a K-rational point on Cv is equivalent to finding a K(
√

∆)-rational point on C′v. Thus an el-

ement u ∈
(

K(
√

∆)×/(K(
√

∆)×)3
)−

is an element of S(φ)(E/K) if and only if Cv is everywhere lo-
cally soluble. To compute a descent by 3-isogeny, we can find in [Top91] or [CP09] a finite set in(

K(
√

∆)×/(K(
√

∆)×)3
)−

in which all Selmer elements must lie. By checking local solubility for each
candidate, we can then determine the Selmer group.

2.5 Diagrams for the 3-Isogeny Case
We focus again on the 3-isogeny case. The action of GK on E[3] factors through a subgroup G of
GL2(Z/3Z). It is known that GL2(Z/3Z) has 16 subgroups up to conjugacy, only 8 of which can
occur when K = Q. Excepting for C8, all other subgroups of GL2(Z/3Z) are contained in SL2(Z/3Z)
and thus do not occur because ζ3 /∈Q. If we have Gal(E[3])∼=C8, then the degree 4 subfield of Q(E[3])
must be totally real, which is impossible since ζ3 ∈ Q(E[3]). The 8 occurring subgroups are labelled as
in the MAGMA function ThreeTorsionType. The table below gives generators for G in each case.

label generators for G order

Generic
(

1 1
0 1

)
,

(
1 0
0 2

)
,

(
2 1
1 0

)
48

2Sylow
(

1 0
2 2

)
,

(
0 2
1 0

)
16

Generic3Isogeny
(

1 0
0 2

)
,

(
2 0
0 2

)
,

(
1 1
0 1

)
12

dihedral
(

1 0
0 2

)
,

(
0 2
1 0

)
8

Z/3Z-nonsplit
(

1 0
0 2

)
,

(
1 1
0 1

)
6

mu3-nonsplit
(

2 0
0 1

)
,

(
1 1
0 1

)
6

Diagonal
(

2 0
0 1

)
,

(
1 0
0 2

)
4

mu3+Z/3Z
(

1 0
0 2

)
2
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We will concentrate on just a few of these. The Cassels-Tate pairing for curves of type µ3 +Z/3Z was
calculated in [Fis03], and we refer to Section 2.6.2 for a brief overview. In this thesis we encounter
mostly curves of type Z/3Z-nonsplit and µ3-nonsplit. In this section, we give some important diagrams
and theorems for use in examples later.

In this section, we shall frequently encounter the second cohomology group. To understand these groups,
we introduce the Brauer group, first introduced by R. Brauer in [Bra28, Bra30], for which we give the ref-
erences [NSW08, GS06]. This is a group dealing with central simple algebras, that is, finite dimensional
K-algebras with centre K and without nontrivial two-sided ideals. We say a central simple K-algebra A
splits over an extension L/K if A⊗K L∼= Mn(L) for some n. There are many good background references
for such algebras, such as [BO13].

Example 2.5.1. A special case of a central simple algebra is a cyclic algebra. Let L/K be a cyclic Galois
extension of degree m with Galois group GL/K = G. Let χ : G

∼=−→ Z/mZ, a character of G, and let σ be
such that χ(σ) = 1. Then for any a ∈ K× we can define the K-algebra

(χ,a) =
m−1⊕
i=0

eiL

generated by the single element e subject to the relations

em = a

λe = eλ
σ for all λ ∈ L.

The algebra (χ,a) is known as a cyclic algebra.

Definition 2.5.2. Two central simple K-algebras A and A′ are called Brauer equivalent if A⊗K Mm(K)∼=
A′⊗K Mm′(K) for some m,m′ > 0.

Thus we are led to consider the following definition.

Definition 2.5.3. The Brauer group Br(K) of a field K is the set of all Brauer equivalent classes [A] of
central simple K-algebras A, endowed with the multiplication

[A] · [B] = [A⊗K B].

We can also define the Brauer group Br(L/K) of K relative to L for some finite Galois extension L/K as
the kernel of the restriction homomorphism

resK
L : Br(K)−→ Br(L)

A 7−→ [A⊗K L].

If we let L/K run through all finite Galois extensions of K, then we have

Br(K) =
⋃
L

Br(L/K).

In fact, it needs to be proved that Br(L/K) and Br(K) are groups at all, which is done in [GS06, Propo-
sition 2.4.8]. The following theorem makes the connection between Brauer groups and the second coho-
mology group.



2.5. DIAGRAMS FOR THE 3-ISOGENY CASE 27

Theorem 2.5.4 ([GS06, Theorem 4.4.7]). Let K be a field, L/K a finite Galois extension and Ks a sepa-
rable closure of K. Let G be the Galois group GL/K . There exist natural isomorphisms of abelian groups

Br(L/K)∼= H2(G,L×)

and
Br(K)∼= H2(K,K×s ).

If L/K is a Galois extension of degree n, then each element of the relative Brauer group Br(L/K) has
order dividing n. Hence Br(K) is a torsion abelian group [GS06, Corollary 4.4.8]. The following two
corollaries are crucial in understanding our methods in the rest of this chapter.

Corollary 2.5.5 ([GS06, 4.4.9]). For each positive integer m prime to the characteristic of K we have a
canonical isomorphism

Br(K)[m]∼= H2(K,µm).

(Recall that µm denotes the group of mth roots of unity in a separable closure Ks of K equipped with its
canonical action.)

Proof. From the Kummer exact sequence

1−→ µm −→ K×s
[m]−→ K×s −→ 1

we obtain the following section of the associated long exact sequence

H1(K,K×s )−→ H2(K,µm)−→ H2(K,K×s )−→ H2(K,K×s ).

The first group is trivial by Hilbert’s Theorem 90. The last map is multiplication by m, therefore the
corollary follows.

Corollary 2.5.6 ([GS06, 4.4.10]). For a cyclic Galois extension L/K there is a canonical isomorphism

Br(L/K)∼= K×/NL/K(L
×).

In the following subsections, we explore three of the possible isogeny cases and make certain cohomology
groups explicit.

2.5.1 µ3-nonsplit
When we are in the µ3-nonsplit case, the action of GK on E[3] factors through the subgroup G consisting
of all matrices of the form (

∗ ∗
0 1

)
.

We choose generators S,T ∈ E[3] and σ ,τ ∈ G such that

σ(S) = S τ(S) = 2S

σ(T ) = S+T τ(T ) = T

thus σ ↔
(

1 1
0 1

)
and τ ↔

(
2 0
0 1

)
. Define the following fields

M = K(E[3])
L1 = K(S) = K(ζ3)

L2 = K(T )



28 CHAPTER 2. DESCENT

with [M : K] = 6, [L1 : K] = 2 and [L2 : K] = 3. Thus we have the following diagram

M
〈σ〉

}}
}}
}}
}} 〈τ〉

AA
AA

AA
AA

C3

L1

2 AA
AA

AA
A L2

3}}
}}
}}
}

K

S3

where L1 = K(ζ3) and M = K(ζ3,
3
√

β ) for some β ∈ L1. In fact, because τ is represented by a diagonal
(and therefore diagonalizable) matrix, the basis of the space it operates on can be given by eigenvectors.
Thus we can find one generator, S, whose coordinates lie in the negative eigenspace and one generator,
T , whose coordinates lie in the positive eigenspace of L1. We can therefore find β ∈K with L2 = K( 3

√
β ).

Let φ be the 3-isogeny whose kernel is generated by S, and ι the inclusion map. From the exact sequence
of GK-modules

0→ E[φ ] ι−→ E[3]
φ−→ Ê[φ̂ ]→ 0

we obtain the following long exact sequence by taking Galois cohomology.

Z/3Z→ H1(K,E[φ ]) ι∗−→ H1(K,E[3])
φ∗−→ H1(K, Ê[φ̂ ])→ H2(K,E[φ ])

In this case, we have E[φ ]∼= µ3 and Ê[φ̂ ]∼=Z/3Z. Recall from Example 2.3.4 that we have H1(K,µ3)∼=
K×/(K×)3 and H1(K,Z/3Z) ∼= (L×1 /(L

×
1 )

3)−. We have also seen in Corollary 2.5.5 that H2(K,µ3) ∼=
Br(K)[3]. The following lemma gives an explicit way of expressing the elements of H1(K,E[3]).

Lemma 2.5.7. The group H1(K,E[3]) is isomorphic to the subgroup H of pairs (a,b) in L×1 /(L
×
1 )

3×
L×2 /(L

×
2 )

3 satisfying

NL2/K(b) ∈ (K×)3 and
σ(b)
ab
∈ (M×)3.

Proof. We must satisfy the conditions of Corollary 2.3.6.

There are 3 orbits for the action of GK on E[3] \ {O}, with representatives S,T,−T . From Section 2.3,
we see that H1(K,E[3]) ⊂ A×/(A×)3 where A ∼= L1×L2×L2. Any element in H1(K,E[3]) represented
by (a,b,b′) will have b′ = b2 (mod )(L×2 )

3, thus we can represent the element as (a,b) ∈ L×1 /(L
×
1 )

3×
L×2 /(L

×
2 )

3.

By Corollary 2.3.6, the element (a,b) must lie in ker(g−σg), for g some primitive root mod 3, and σg
the corresponding automorphism of A. Thus in this case, g = 2. The associated automorphism σ2 sends
S 7→ 2S and T 7→ 2T . Thus

(2−σ2)(a,b) =
(

a2

τ(a)
,

b2

b′

)
=

(
a2

τ(a)
,

b2

b2

)
and we find that we must have NL1/K(a) ∈ (K×)3. This condition follows from the two conditions men-
tioned in the lemma, because

NM/L2

(
σ(b)
ab

)
=

NL2/K(b)
NL1/K(a)b3 ∈ (L×2 )

3.
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The second part of Corollary 2.3.6 involves finding the kernel of some map u, which we make explicit in
this case as follows. The set E[3]∨\{O} of affine lines in E[3] missing the origin form three orbits under
GK , represented by

(T,S+T,−S+T ),(−T,S−T,−S−T ),(−S,−T,S+T ). (2.16)

The first two orbits contain just one line each, the third contains six lines, thus the étale algebra corre-
sponding to E[3]∨\{O} is B∼= K×K×M. Let D be the étale algebra corresponding to the set of all pairs
(P, l) ∈ (E[3] \ {O})×E[3]∨\{O}. Then u(a,b) is given by the inclusion of (a,b) into D, followed by
the norm from D into B, given by the three representatives given in (2.16). Thus we must have

(T,S+T,−S+T )←→bσ(b)σ2(b) ∈ (K×)3

(−T,S−T,−S−T )←→b2
σ(b)2

σ
2(b)2 ∈ (K×)3

(−S,−T,S+T )←→a2b2
σ(b) ∈ (M×)3

We see that we must therefore have NL2/K(b) ∈ (K×)3 and σ(b)
ab ∈ (M×)3. From Corollary 2.3.6, we

see that H1(K,E[3]) consists of the intersection of ker(u) with ker(2−σ2), thus H1(K,E[3]) ∼= H, as
required.

Thus we obtain the following diagram.

Ê[φ̂ ]

∼=
��

∆1 // H1(K,E[φ ])

∼=
��

ι∗ // H1(K,E[3])

∼=
��

φ∗ // H1(K, Ê[φ̂ ])

∼=
��

∆2 // H2(K,E[φ ])

∼=
��

Z/3Z
δ1 // K×/(K×)3 f // H

g // (L×1 /(L
×
1 )

3)−
δ2 // Br(L1)

+

(2.17)

The vertical isomorphisms are all given either by the theory in Section 2.3 or by Lemma 2.5.7. The map
δ1 sends 1 to a Kummer generator for M/L1. The map δ2 sends a to the cyclic algebra (χ,a) where
χ : GM/L1

∼= 1
3Z/Z is the isomorphism fixed by sending σ 7→ 1. Any element a ∈ S(φ̂)(Ê/K), lying in

H1(K,Z/3Z), necessarily lies in the image of the map φ∗. By the explicit description of δ2(a) as a cyclic
algebra, and Corollary 2.5.6, we see that lifting a to H1(K,E[3]) amounts to solving a norm equation in
the cyclic Galois extension M/L1. This can be a computationally heavy task, and we explore improve-
ments to this calculation for cubic extensions in Chapter 4.

We are left with determining the maps f and g. We claim that

f : b 7→ (1,b)
g : (a,b) 7→ a.

Of course, we now need to prove that these are the correct choices to make, which is done in the following
theorem.

Theorem 2.5.8. The diagram (2.17) is commutative.

Proof. We have chosen generators S and T for E[3], where E[φ ] = 〈S〉 and the Weil pairing e3 gives
e3(S,T ) = ζ3. We also have K(T ) = K( 3

√
β ) for some β ∈ K. Let Ŝ generate Ê[φ̂ ] such that φ(T ) = Ŝ.

Let the isomorphism ε̂ : Ê[φ̂ ]∼=Z/3Z be given by Ŝ 7→ 1 and the isomorphism ε : E[φ ]∼= µ3 by S 7→ ζ3.
Then ∆1(Ŝ) corresponds to the cohomology class in H1(K,E[φ ]) given by the 1-cocycle ξ with

ξρ = ρ(T )−T.
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Under the isomorphism H1(K,E[φ ])∼= H1(K,µ3), this becomes the 1-cocycle ξ with

ξρ =
ρ( 3
√

β )
3
√

β
.

By the Kummer isomorphism, we have(
ρ 7→

ρ( 3
√

β )
3
√

β

)
←→ β ∈ K×/(K×)3.

The map δ1 sends 1 to a Kummer generator for M/L1, which is precisely the β above, thus the first square
commutes.

We prove now that f makes the square it is in commute. Let us consider a cocycle class ξ ∈H1(K,E[φ ]).
As before, using the isomorphism ε : E[φ ]∼= µ3 and the Kummer isomorphism yields

(ρ 7→ ρ(T )−T )←→

(
ρ 7→

ρ( 3
√

β )
3
√

β

)
←→ β ∈ K×/(K×)3.

The map f then gives us (1,β ) ∈ H. We have NL1/K(1), NL2/K(β ) ∈ (K×)3 and σ(β )
β

= β

β
= 1 ∈ (M×)3

as required. Following Section 2.3 and using the Weil pairing, we define the map

E[φ ] ι−→E[3]
w3−→Maps({±S},µ3)×Maps({T,T ±S},µ3) = µ3(L1)×µ3(L2)

S 7−→S 7−→ (P 7→ e3(S,P))× (P 7→ e3(S,P)) = (1,ζ3).

So if ξ maps ρ 7→ rSS, then {w3 ◦ ι ◦ξ} maps ρ 7→ (1,ζ rS
3 ). The Kummer isomorphism gives us

κ : H1(K,µ3(L1)×µ3(L2))
∼=−→ L×1 /(L

×
1 )

3×L×2 /(L
×
2 )

3(
ρ 7→

(
ρ(a′)

a′
,

ρ(b′)
b′

))
←→ ((a′)3,(b′)3).

Thus (
ρ 7→

(
ρ(1)

1
,

ρ( 3
√

β )
3
√

β

))
←→ (1,β )

and we see that f is indeed the correct function to take.

Now we prove that g makes the square it is in commute. Let {ξ} ∈ H1(K,E[3]) and recall that we have

E[3]
φ−→ Ê[φ̂ ] ε̂−→Z/3Z

T,±S+T 7→ Ŝ 7→ 1(mod 3).

For R ∈ E[3], let R = rSS + rT T . Thus if ξ maps ρ 7→ R, then ε ◦ φ ◦ ξ ∈ H1(K,Z/3Z) maps ρ 7→
rT (mod 3). The Kummer isomorphism gives us

(ρ 7→ rT )←→ α ∈
(
L×1 /(L

×
1 )

3)−
where rT is given by ζ

rT
3 = ρ( 3√α)

3√α
. Going the other way, κ(w3 ◦ ξ ) is such that if ξ maps ρ 7→ R then

κ(w3 ◦ ξ ) maps ρ 7→ (ζ rT
3 ,∗), and by the Kummer isomorphism we obtain (α,∗), for the same α as
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above. We then apply g to ‘forget’ the second term given by ∗, and g is indeed the correct map to take.

Finally we come to the last square. Let ξ be a 1-cocycle in H1(K, Ê[φ̂ ]) corresponding to α ∈ (L×1 /(L
×
1 )

3)−

under the Kummer isomorphism. Let ξ : ρ 7→ ξρ Ŝ. Then we have φ(ξρ T ) = ξρ Ŝ and we define aρ,µ =
ξρ T +ρ(ξµ T )−ξρµ T ∈ 〈S〉= E[φ ] for all ρ,µ ∈G. We can also see aρ,µ as an element of µ3 under the
isomorphism S 7→ ζ3. Then by [Rot10, Theorem 9.140], ∆2(ξ ) is given by the crossed product algebra
(M,G,a). This algebra is defined as the vector space over M with basis all symbols {uρ | ρ ∈G} such that
uid = α and multiplications given by βuρ = uρ ρ(β ) and uρ uµ = aρ,µ uρµ . To show that this is in fact the
cyclic algebra δ2(α) = (χ,α), we need to show that u3

σ ≡ α (mod (L×1 )
3). We have u3

σ = aσ ,σ aσ2,σ uid
by the law of multiplication. Then we see that

aσ ,σ aσ2,σ = 3ξσ S+3ξσ T = O 7→ 1

from which the result follows and the square commutes.

The following lemma makes the lift from H1(K, Ê[φ̂ ]) to H1(K,E[3]) explicit.

Lemma 2.5.9. Let E be an elliptic curve of the µ3-nonsplit variety. Let a ∈
(
(L1)

×/(L×1 )
3
)− where

L1 = Q(ζ3), and a ∈ ker(δ2). We also have M = Q(E[3]) = Q(ζ3,
3
√

β ) and L2 = Q( 3
√

β ), for some
β ∈Q. Let ξ ∈M be such that NM/L1(ξ ) = a. Then a global lift of a to H1(K,E[3]) can be given by (a,b)
where

b =
σ2τ(ξ )σ(ξ )

σ2(ξ )στ(ξ )
.

Proof. We easily see that this b satisfies all requirements of Lemma 2.5.7.

2.5.2 Z/pZ-nonsplit

We are mostly interested in the p = 3 case, but we handle this case in a more general way because the
case p = 5 will turn up in Chapter 8. Let p be an odd prime, then E has a point of order p over K. In
this case, the action of GK on E[p] factors through the subgroup G of GL2(Z/pZ) where G consists of
all matrices of the form (

1 ∗
0 ∗

)
.

The following gives a basis for G

σ ↔
(

1 1
0 1

)
τ ↔

(
1 0
0 g

)
where g is a primitive root of (Z/pZ)×, therefore τ p−1 = σ p = id. Thus we can give a basis S,T of E[p]
such that

σ(S) = S τ(S) = S

σ(T ) = S+T τ(T ) = gT

and

ep(S,T ) = ζp
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where ep is the Weil pairing. We observe that

στ(T ) = gS+gT

τσ
g(T ) = gS+gT

thus στ = τσg. Let L1 = K(ζp) and M = K(T ), a degree p(p−1) extension of K. Let L2 be the subfield
of M fixed by τ .

M
〈σ〉

p
}}
}}
}}
}} 〈τ〉

p−1 AA
AA

AA
AA

L1

〈τ〉

p−1

AA
AA

AA
A L2

p

}}
}}
}}
}

K

(2.18)

We have that E[φ ] = 〈S〉 and Ê[φ̂ ] = 〈Ŝ〉where φ(T ) = Ŝ. We have isomorphisms ε : E[φ ]→Z/pZ given
by S 7→ 1 (mod p) and ε̂ : Ê[φ̂ ]→ µp given by Ŝ 7→ ζp.

Lemma 2.5.10. The group H1(K,E[p]) is isomorphic to the subgroup H of pairs (a,b) in K×/(K×)p×
M×/(M×)p such that

bg

τ(b)
∈ (M×)p

NM/L1(b) = bσ(b)σ2(b) · · ·σ p−1(b) ∈ (L×1 )
p

and

aiNM/L2(σ
i(b)) = ai

σ
i(b)τσ

i(b)τ2
σ

i(b) · · ·τ p−2
σ

i(b) ∈ (M×)p

for each i ∈ {1, · · · p−1}.

Proof. Once again, we must satisfy the conditions of Corollary 2.3.6.

There are p orbits for the action of GK on E[p]\{O}, with representatives iS for i ∈ {1 . . . p−1}, and T .
From Section 2.3, we therefore have H1(K,E[p])⊂ A×/(A×)p where

A∼= K×·· ·×K︸ ︷︷ ︸
p−1

×M.

Any element in H1(K,E[p]) represented by (a1,a2, . . . ,ap−1,b) will have ai ≡ ai
1 mod (K×)p, thus we

can represent the element as (a,b) ∈ K×/(K×)p×M×/(M×)p.

The first condition of Corollary 2.3.6 is that the element (a,b) must lie in ker(g−σg), where g is some
primitive root mod p and σg is the associated automorphism of A. We have

(g−σg)(a,b) =
(

ag

ag ,
bg

τ(b)

)
thus giving the first condition of the lemma.
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The second condition of Corollary 2.3.6 involves finding the kernel of some map u, made explicit in the
following way. The set E[p]∨ \{O} consists of the affine lines in E[p] missing the origin. To define the
associated étale algebra, we need to know what these lines look like. From [SS03], we know that we have
p2− 1 lines missing the origin. Each such line is given by the set of p points {X} satisfying one of the
following equations for i ∈ {1, . . . , p−1}, where ep is the Weil pairing.

ep(S, X) = ζ
i
p

ep(T, X) = ζ
i
p

ep(S+T, X) = ζ
i
p

ep(2S+T, X) = ζ
i
p

...

ep((p−1)S+T, X) = ζ
i
p

We now find the Galois orbits of these lines. They are given by the following. First there is one orbit of
size p−1 containing all the lines with

ep(S, X) = ζ
i
p. (2.19)

Then we have p−1 orbits of size p, each represented by a line given by {X} such that

ep(T, X) = ζ
i
p. (2.20)

for some i. Thus the étale algebra B associated to E[p]∨ \{O} is given by

B∼= L1×L2×·· ·×L2︸ ︷︷ ︸
p−1

.

Let D be the étale algebra corresponding to the set of all pairs (P, l)∈ (E[p]\{O})×(E[p]∨ \{O}). Then
the map u is given by the inclusion of (a,b) into D, followed by the norm from D into B, given by one
representative from each of the orbits in (2.19) and (2.20). Thus the first orbit, given by all lines {X} such
that ep(S,X) = ζ i

p contains the following representative, giving the following condition.

(T,S+T,2S+T, . . . ,(p−1)S+T )←→ bσ(b)σ2(b) . . .σ p−1(b) = NM/L1(b) ∈ (L×1 )
p

Similarly, the other orbits each contain a representative given by the line {X} such that ep(T,X) = ζ i
p for

some i, leading to the following condition.

(iS, iS+T, iS+2T, . . . , iS+(p−1)T )←→ ai
σ

i(b)τσ
i(b) . . .τ p−2

σ
i(b) = aiNM/L2(σ

i(b)) ∈ (L×2 )
p

From Corollary 2.3.6, we know that H1(K,E[p]) consists of the intersection of ker(g−σg) with ker(u),
thus we have proved that H1(K,E[p])∼= H, as required.

The situation we are in is illustrated by the following diagram. For the last term of the first row, we note
that because L1 contains µp, that we can choose an isomorphism µp ∼=Z/pZ by sending ζp 7→ 1 to obtain
H2(L1,Z/pZ) ∼= H2(L1,µp). This isomorphism depends on the choice of ζp and the details and proof
can be found in [GS06, Proposition 4.7.1]. Restricting L1 to K yields the following Brauer group.

0

��

// H1(K,E[φ ])� _

��

ι∗ // H1(K,E[p])

∼=
��

φ∗ // H1(K, Ê[φ̂ ])

∼=
��

// H2(K,E[φ ])� _

ResL1/K

��
0

δ1 // L×1 /(L
×
1 )

p f // H
g // K×/(K×)p δ2 // Br(L1)

(2.21)
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The maps δ1, δ2, f and g are defined as before for sequence (2.17). Of course, this is only useful to us if
we have the following theorem.

Theorem 2.5.11. The diagram 2.21 is commutative.

The proof of this theorem is very similar to proving that (2.17) is commutative. Once again, by the
description of δ2 and Corollary 2.5.5, the lifting of a ∈ H1(K,µp) to H1(K,E[3]) amounts to solving a
norm equation. The following lemma makes explicit the lift from H1(K, Ê[φ̂ ]) to H1(K,E[p]).

Lemma 2.5.12. Let E be an elliptic curve of the Z/pZ-nonsplit variety. Let a ∈ K×/(K×)p such that
a ∈ ker(δ2). We have L1 = Q(ζp), M = Q(E[p]) = Q(ζp,

p
√

β ) and L2 = Q(
p
√

β ) for some β ∈ Q. Let
ξ be such that NM/L1(ξ ) = a, and let η = NM/L2(ξ ). Then a global lift to H1(K,E[3]) can be given by
(a,b) where

b =
σ (η) ·σ2 (η)2 · · · · ·σ

p−1
2 (η)

p−1
2

σ p−1 (η) ·σ p−2 (η)2 · · · · ·σ
p+1

2 (η)
p−1

2

.

Proof. We must satisfy the conditions of Lemma 2.5.10. For the first condition we get, up to pth powers

bg

τ(b)
=

∏
p−1
i=1 σ i(η)ig

∏
p−1
j=1 σ jg−1

(η) j
.

Whenever we have i = jg−1, then we must also have j = ig, and thus the terms in the denominator and
numerator cancel out, and the first condition of Lemma 2.5.10 is satisfied. The other conditions can also
be shown to be satisfied as follows.

bσ(b)σ2(b) . . .σ p−1(b) = 1

ai
σ

i(b)τσ
i(b)τ2

σ
i(b) . . .τ p−2

σ
i(b) =

(ai)p

(ξ τ(ξ )τ2(ξ ) . . .τ p−2(ξ ))ip for i≤ p−1
2

ai
σ

i(b)τσ
i(b)τ2

σ
i(b) . . .τ p−2

σ
i(b) =

(ξ τ(ξ )τ2(ξ ) . . .τ p−2(ξ ))p(p−i)

(ap−i−1)p for i≥ p+1
2

Therefore in the p = 3 case, we choose b = σ(ξ )στ(ξ )
σ2(ξ )τσ(ξ )

.

2.5.3 Generic 3-Isogeny
Let E be an elliptic curve of type Generic3Isogeny. By Section 2.4, we can write E in the form

E : y2 = x3 +∆(εx+η)2

with ε,η ,∆ ∈ Z. The action of GK on E[3] factors through the subgroup G of GL2(Z/3Z) where G
consists of all matrices of the form (

∗ ∗
0 ∗

)
.

We pick the following generators for G

σ ↔
(

1 1
0 1

)
τ ↔

(
1 0
0 2

)
δ ↔

(
2 0
0 2

)
.
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We choose generators S,T ∈ E[3] such that

σ(S) = S τ(S) = S δ (S) = 2S

σ(T ) = S+T τ(T ) = 2T δ (T ) = 2T

We observe that σ3 = τ2 = δ 2 = id and

τσ = σ
2
τ σδ = δσ τδ = δτ.

Define the fields

M = K(E[3]) = K(ζ3,
√

∆,β )

L1 = K(S) = K(
√

∆)

L2 = K(T ) = K(
√
−3∆,β )

L3 = K(
√
−3∆)

L4 = K(β )

L5 = K(ζ3,β )

with [M : K] = 12, [L1 : K] = 2 and [L2 : K] = 6. Let L6 be the subfield of M fixed by 〈στ〉. Here,
β 3 ∈ K(ζ3), however we can show that in fact we can find β 3 ∈ K. Because δτ =

(
2 0
0 1

)
is represented

by a diagonal matrix and has two distinct eigenvalues, the basis of the space it operates on can be given
by eigenvectors. Thus we have one generator, S, whose coordinates lie in the negative eigenspace of
K(ζ3), and one generator, T , whose coordinates lie in the positive eigenspace of K(ζ3). Thus we have the
following diagram.

M
〈σ〉

}}
}}
}}
}}
〈δτ〉

〈δ 〉

@@
@@

@@
@@

〈στ〉,2

M′

〈τ〉

L2

〈σ〉 2

@@
@@

@@
@@

L5

〈τ〉

L6

L1

2

〈δ 〉 BB
BB

BB
BB

L3

2

L4

3}}
}}
}}
}}

K

6

(2.22)

Let φ : E → Ê be the 3-isogeny with kernel generated by S. The analogue of Lemma 2.5.7 can now be
given.

Lemma 2.5.13. The group H1(K,E[3]) is isomorphic to the subgroup H of pairs (a,b) in L×1 /(L
×
1 )

3×
L×2 /(L

×
2 )

3 satisfying

NL1/K(a) ∈ (K×)3, NL2/L3(b) ∈ L×3 /(L
×
3 )

3 and abδσ(b) ∈ L×6 /(L
×
6 )

3

Proof. We must satisfy the two conditions of Corollary 2.3.6.

There are 2 orbits for the action of GK on E[3]\{O}, with representatives S,T . From Section 2.3, we see
that H1(K,E[3])⊂ A×/(A×)3 where A∼= L1×L2.
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By Corollary 2.3.6, the element (a,b) must lie in ker(2−σ2) for σ2 the automorphism sending S 7→ −S
and T 7→ −T . Thus

(2−σ2)(a,b) =
(

a2

δ (a)
,

b2

τ(b)

)
.

We must therefore have aδ (a) = NL1/K(a) ∈ (K×)3, as well as bτ(b) = bδ (b) = NL2/L4(b) ∈ (L
×
4 )

3. This
final condition depends on the other conditions of the lemma, for

NM/L5
(abδσ(b))2σ

(
NM/L5

(abδσ(b))
)

σ2
(
NM/L5

(abδσ(b))
) = bδ (b) mod (L×4 )

3.

The second part of Corollary 2.3.6 involves finding the kernel of some map u, which we make explicit
as follows. The set E[3]∨ \ {O} of affine lines in E[3] missing the origin form two orbits under GK ,
represented by

(T,S+T,−S+T ),(S,T,−S−T ). (2.23)

The first orbit contains two lines, the second contains six lines, thus the étale algebra corresponding to
E[3]∨ \ {O} is B ∼= L3 × L6. Let D be the étale algebra corresponding to the set of all pairs (P, l) ∈
(E[3] \ {O})× (E[3]∨ \ {O}). Then U(a,b) is given by the inclusion of (a,b) into D, followed by the
norm from D into B, given by the two representatives (2.23). Thus we have

(T,S+T,−S+T )←→ bσ(b)σ2(b) = NL2/L3(b) ∈ (L×3 )
3

(S,T,−S−T )←→ abδσ(b) ∈ (L×6 )
3.

From Corollary 2.3.6, we see that H1(K,E[3]) consists of the intersection of ker(2−σ2) with ker(u), thus
H1(K,E[3])∼= H, as required.

The analogue to diagram (2.17) can now be given as

0

��

// H1(K,E[φ ])� _

��

ι∗ // H1(K,E[3])

∼=
��

φ∗ // H1(K, Ê[φ̂ ])

∼=
��

// H2(K,E[φ ])� _

ResL3/K

��
0

δ1 // L×3 /(L
×
3 )

3 f // H
g // (L×1 /(L

×
1 )

3)−
δ2 // Br(L3)

(2.24)

Once again we need the following theorem.

Theorem 2.5.14. The diagram (2.24) is commutative.

The proof of this theorem is very similar to proving that (2.17) is commutative, therefore we omit it here.
Once again, by the description of δ2 and Corollary 2.5.5, the lifting of a ∈ H1(K, Ê[φ̂ ]) to H1(K,E[3])
amounts to solving a norm equation over M/M′. The following lemma makes this lift explicit.

Lemma 2.5.15. Let E : y2 = x3 +∆(εx+η)2 be an elliptic curve with a generic 3-isogeny. Let M, M′,
L1, . . . ,L6 be defined as in Diagram (2.22). Let σ , δ and τ be as in Section 2.5.3. Let a ∈ (L×1 /(L

×
1 )

3)−

such that a ∈ ker(δ2). Let ξ ∈M be such that NM/M′(ξ ) = a. Then a global lift of a to H1(K,E[3]) can
be given by (a,b) where

b =
τσ(ξ )δσ(ξ )σ(ξ )δτσ(ξ )

ξ δτ(ξ )στ(ξ )δσ2(ξ )

Proof. Remembering that τ(a) = a, we easily check all the conditions of Lemma 2.5.13.
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2.6 Practical ways of Computing Certain Selmer groups
Let φ : E → Ê be a p-isogeny and φ̂ : Ê → E its dual. The computational algebra software package
MAGMA [BCP97] has an inbuilt function ThreeIsogenySelmerGroups which can of course be used to
calculate the Selmer groups attached to φ and φ̂ in the case when φ ◦ φ̂ = [3]. However, in some cases,
we can speed up the calculation or we want to consider some p-isogeny where p 6= 3. We consider two
such cases here.

2.6.1 Case of a Rational p-Torsion Point
Let E[φ ] ∼= Z/pZ and Ê[φ̂ ] ∼= µp. Then S(φ)(E/K) consists of all elements x ∈ H1(K,E[φ ]) such that
xv ∈ Im(δφ ,v), where δφ ,v is the local version of the map δφ from exact sequence (2.3).

We consider the elliptic curves E = Eλ with

p = 3, Eλ : y2 + xy+λy = x3

p = 5, Eλ : y2 +(1−λ )xy−λy = x3−λx2. (2.25)

As we see from [Fis03] and Proposition 8.0.1, these are the universal families of elliptic curves over K
with (0,0) a point of order p. The isogenous curves Êλ are given by [Vél71] to be

p = 3, Êλ : y2 + xy+λy = x3−5λx−λ (7λ +1)

p = 5, Êλ : y2 +(1−λ )xy−λy = x3−λx2−5λ (λ 2 +2λ −1)x−λ (λ 4 +10λ
3−5λ

2 +15λ −1).
(2.26)

The images of the local connecting maps are given in the following propositions.

Proposition 2.6.1 ([Fis03, Proposition 1.2]). Let p = 3. If ordv(λ )≥ 0 then

Im(δv) =

 K×v /(K×v )3 if ordv(λ )> 0,
O×v /(O×v )3 if λ (27λ −1) 6≡ 0 (mod v)
1 if 27λ −1≡ 0 (mod v).

If ordv(λ )< 0 and v - 3 then

Im(δv) =

{
O×v /(O×v )3 if 3 | ordv(λ )
〈λ 〉 otherwise.

Proposition 2.6.2 ([Fis03, Proposition 1.4]). Let p = 5. Then

Im(δv) =


K×v /(K×v )5 if ordv(λ ) 6= 0
O×v /(O×v )5 if λ (λ 2−11λ −1) 6≡ 0 (mod v)
1 if λ 2−11λ −1≡ 0 (mod v) and v - 5.

2.6.2 Split Torsion
In this section, we recall some rank bounds which will be used in Chapter 6 when we search for high
rank curves. Following [Fis03], we now take only K =Q. Let p = 3 or 5 and let Y (p) be the open subset
of the modular curve X(p) obtained by deleting the cusps. Consider the elliptic curves parametrised by
Y (p). The Q-points of Y (p) correspond to the classes of triples (E,S,T ) where E/Q is an elliptic curve,
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S,T ∈ E[p], ep(S, T ) = ζp and S ∈ E(Q). We make a choice of coordinate t on X(p) by using equations
(2.26) to write

p = 3, E = Êt3/27 (2.27)

p = 5, E = Êt5 .

where Êλ is given by (2.26). We then have E[p]∼= µp×Z/pZ as a Galois module, and we have the two
isogenies

E
φ−→ E ′

E
ψ−→ E ′′

where φ is the isogeny with kernel generated by 〈T 〉 and ψ is the isogeny with kernel generated by 〈S〉.
From Section 3.1 of [Fis03], we now obtain the following definitions and theorem.

When p = 3, for t 6= 0,1 we define

P = {v prime | ordv(t/3)> 0}

Q =

{
v prime |

(
t2 + t +1≡ 0 (mod v) and v≡ 1 (mod 3)

)
or (v = 3 and ord3(t +1) 6= 0)

}
R =

{
v prime | (t−1≡ 0 (mod v) and v≡ 1 (mod 3))

or (v = 3 and t ≡ 1 or 4 (mod 9))

}
.

When p = 5, for t 6= 0 we define

P = {v prime | ordv(t) 6= 0}

Q =

{
v prime |

(
(t +1)5 +1

)(
(t−1)5 + t5

)
(t +2)(2t−1)

≡ 0 (mod v) and v≡ 1 (mod 5)

}

R =

{
v prime |

(
t2− t−1≡ 0 (mod v) and v≡ 1 (mod 5)

)
or (p = 5 and t ≡ 3 (mod 5))

}
.

For every prime v ∈Q∪R, we can choose nontrivial characters

χv : (Z/vZ)×→Z/pZ if v 6= p,

χp : (Z/p2Z)×→Z/pZ.

For v ∈Q, these characters must be carefully chosen as follows. In the v = p = 3 case, we define

χ3 : (Z/9Z)× −→Z/3Z (2.28)

2 7−→
{

1 if ord3(t +1)< 0
2 if ord3(t +1)> 0. (2.29)

Otherwise, we have v ≡ 1 (mod p). We may choose ζ ∈ (Z/vZ)× an element of order p. In the p = 3
case, we have some µ ∈ (Z/3Z)× such that t ≡ ζ µ (mod v). In the p = 5 case, we write φ = 1+ζ +ζ 4

for the golden ratio, with Φ its conjugate. Then we have some µ ∈ (Z/5Z)× such that t ≡ ζ µ Φ (mod v)
or t ≡ ζ µ Φ (mod v). The character we choose must then be given by

χv : (Z/vZ)× −→Z/pZ (2.30)

x 7−→ x
v−1

p followed by ζ
µ 7−→ 1.
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The v = p = 5 case does not occur. The characters χv for v ∈ Q are called compatible, if they are all
chosen to be the same scalar multiple of characters (2.30) and (2.28).

Define the following notation.

[A ] =
{

θ ∈Q×/(Q×)p | ordv(θ)≡ 0 (mod p) for all v /∈A
}

< B >=
{

χ ∈ Hom(GQ,Z/pZ) | χv is unramified for all v /∈B
}

[A ,B] = (χq(p))p∈A ,q∈B.

From [Fis03] we now obtain the following theorem concerning the Selmer groups we are interested in.

Theorem 2.6.3. For E, Ê,φ , φ̂ defined as in this section, and P,Q,R as defined above, we obtain the
following.

S(φ)(E/Q) = {x ∈ [P] | xv = 0 for all v ∈Q∪R}

S(φ̂)(Ê/Q) = {x ∈< Q∪R >| xv = 0 for all v ∈P}

These methods of calculating Selmer groups will be used in Chapters 6 and 8.

Following [Fis03], we can also use the definitions made so far to give some upper bounds on the rank
of E. The following theorem gives three such upper bounds, known as the Selmer ranks. They are
obtained by computing the Cassels-Tate pairing on S(φ)(E/Q)× S(φ̂)(Ê/Q), S(ψ)(E/Q)× S(ψ̂)(Ê/Q),
and S(3)(E/Q). These will be used in Chapter 6 when we look for high rank elliptic curves in certain
families.

Theorem 2.6.4 ([Fis03]). Let p = 3 or 5 and let E ∼= Et as in (2.27). Let φ be the isogeny with kernel
generated by 〈T 〉 and ψ the isogeny with kernel generated by 〈S〉. Define the matrices

Ξφ =
(
[P,Q] [P,R]

)
Ξψ =

(
[P,R]
[Q,R]

)

Ξp =

 0 [P,Q] [P,R]
−[P,Q]T [Q,Q]− [Q,Q]T [Q,R]
−[P,R]T −[Q,R]T 0

 .

Then we have three rank estimates for E(Q) given by

rφ = |P|+ |Q|+ |R|−1−2· rank(Ξφ )

rψ = |P|+ |Q|+ |R|−1−2· rank(Ξψ)

rp = |P|+ |Q|+ |R|−1− rank(Ξp).

2.7 Rank Estimates
In this section, we see how we may use the information contained in this chapter to give an upper bound on
the rank of an elliptic curve. This will be used in Chapters 6 and 7, where we search for high rank curves.
Our references are [Cre12, Fis14, Ser79]. Let φ : E→ Ê be an isogeny of degree p, and φ̂ : Ê→E its dual.
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By the exact sequence (2.1) we obtain the following formula describing the rank of E. Consider all the
groups as being Fp-vector spaces.

rank(E(K)) = dim
Ê(K)

φ(E(K))
+dim

E(K)

φ̂(Ê(K))
−dim E(K)[φ ]−dim Ê(K)[φ̂ ] (2.31)

Therefore our task is now to determine as accurately as possible the values of dim Ê(K)
φ(E(K)) and dim E(K)

φ̂(Ê(K))
.

Using exact sequence (2.6), we could approximate dim Ê(K)
φ(E(K)) by the number of generators of S(φ)(E/K),

and we could even determine it exactly if we knew which elements of S(φ)(E/K) are mapped to nontrivial
elements of X(E/K)[φ ]. From exact sequence (2.6) and formula (2.31) we therefore obtain the following
formula for the rank rE of E.

prE =
|S(φ)(E/K)|· |S(φ̂)(Ê/K)|

|E(K)[φ ]|· |Ê(K)[φ̂ ]|· |X(E/K)[φ ]|· |X(Ê/K)[φ̂ ]|
(2.32)

We are left with determining which elements of S(φ)(E/K) are mapped to nontrivial elements of X(E/K)[φ ].
We will need the following tool to help us do so. In [Cas62], Cassels constructed an alternating bilinear
pairing

< , >: X(E/K)×X(E/K)→Q/Z (2.33)

which can be used to improve the upper bound on the rank of an elliptic curve. It is called the Cassels-Tate
pairing and will be explored in great detail in Chapter 3. It has several important properties.

Theorem 2.7.1. Let φ , φ̂ and E, Ê be as above. Then the following two properties hold.

1. < φ(x),y >=< x, φ̂(y)> for all x ∈X(E/K) and y ∈X(Ê/K).

2. y ∈X(E/K) is in the image of φ̂ : X(Ê/K)→X(E/K) if and only if < x,y >= 0 for all x in the
kernel of φ : X(E/K)→X(Ê/K).

Because of exact sequence (2.6), we see that it makes sense to evaluate the pairing on elements of Selmer
groups. We shall be using this pairing to compute upper bounds on ranks of elliptic curves throughout
this thesis. Usually we will be in the following situation. Let M̂ denote the matrix representing the
Cassels-Tate pairing on Sφ̂ (Ê/K). Then we have

prE ≤ |S(φ)(E/K)|· |S(φ̂)(Ê/K)|
|E(K)[φ ]|· |Ê(K)[φ̂ ]|· pRank(M̂)

. (2.34)

We can go even further. We now construct a sequence of ‘Selmer groups’, all of which contain ei-
ther Ê(K)/φ(E(K)) or E(K)/φ̂(Ê(K)), to help us make use of (2.31). Let S1 = S(φ)(E/K) and Ŝ1 =

S(φ̂)(Ê/K). Define Si as follows

• if i is even, i = 2n, and Si = Im
(

S(pn)(Ê/K)→ S1

)
• if i is odd, i = 2n+1 and Si = Im

(
S(pnφ)(E/K)→ S1

)
.

The subspaces Ŝi are defined in the same way, swapping over the roles of E and Ê. Then we have the
following inclusions

Ê(K)

φ(E(K))
⊂ ·· · ⊂ S3 ⊂ S2 ⊂ S1 = S(φ)(E/K) (2.35)

E(K)

φ̂(Ê(K))
⊂ ·· · ⊂ Ŝ3 ⊂ Ŝ2 ⊂ Ŝ1 = S(φ̂)(Ê/K). (2.36)
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The Cassels-Tate pairing (3.6) now induces the following pairings, as taken from [Fis14].

Theorem 2.7.2 ([Fis14, Theorem 2.1]). Let m≥ 1 be an integer.

1. If m is odd then there are alternating pairings

θm : Sm×Sm→ Fp and θ̂m : Ŝm× Ŝm→ Fp

with kernels Sm+1 and Ŝm+1.

2. If m is even then there is a pairing
θm : Sm× Ŝm→ Fp

with left kernel Sm+1 and right kernel Ŝm+1.

Thus by doing a descent by p-isogeny and calculating Cassels-Tate pairings, we obtain ever more accurate
bounds on the dimensions of Ê(K)/φ(E(K)) and E(K)/φ̂(Ê(K)). The rest of this thesis will be devoted
to calculating the Cassels-Tate pairing in a variety of settings. The next chapter is devoted entirely to
defining the pairing and proving its most important properties. The theorems in this section were used in
Chapter 6 to give rank upper bounds for large numbers of elliptic curves.
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Chapter 3

The Cassels-Tate Pairing

In this chapter, we discuss the main object of study of this thesis, namely the Cassels-Tate pairing. We
shall first discuss the Weil pairing definition, as used by Cassels in his original papers [Cas59, Cas62],
and then move on to an alternative definition, which we will be using for most of this thesis. There are
computational reasons for preferring one definition over another.

3.1 The Weil Pairing Definition

Let K be a number field, and p a prime. Let E/K be an elliptic curve admitting a p-isogeny. Thus we
have

E
φ−→ Ê

φ̂−→ E

where φ̂ ◦φ = [p], the multiplication-by-p map. In this section we construct the Cassels-Tate pairing on
part of the Tate-Shafarevich group X(Ê/K), and prove some fundamental results about it.

Theorem 3.1.1. There is an alternating bilinear pairing

X(Ê/K)×X(Ê/K)→Q/Z

whose kernel is the subgroup of infinitely divisible elements.

There are various ways of defining this pairing. The first definition we consider defines the pairing on
part of X(Ê/K) and is one of the definitions considered by Poonen and Stoll in [PS98]. As an abstract
group, E[φ ] ∼= Z/pZ, therefore we can choose some T ∈ E[φ ] that generates the whole group. In order
to define the Weil pairing we will need the following result.

Proposition 3.1.2 ([Sil08, III.3.5]). Let E be and elliptic curve and let A = ∑nP(P) ∈Div(E). Then A is
a principal divisor if and only if

∑
P∈E

nP = 0 and ∑
P∈E

[nP]P = O.

Applying Proposition 3.1.2 to our case, there exists a function f ∈ K(E) such that

div( f ) = p · (T )− p · (O).

43



44 CHAPTER 3. THE CASSELS-TATE PAIRING

Now we take T̂ ∈ Ê such that φ̂(T̂ ) = T . Then there also exists a function g ∈ K(Ê) such that

div(g) = φ
∗(T )−φ

∗(O) (3.1)

= ∑
R∈Ê[φ̂ ]

(T̂ +R)− (R).

We easily verify that the functions f ◦ φ̂ and gp have the same divisor, namely

div( f ◦ φ̂) = div(gp) = p ·

 ∑
R∈Ê[φ̂ ]

(T̂ +R)

− p ·

 ∑
R∈Ê[φ̂ ]

(R)

 .

Therefore by multiplying by a suitable constant in K×, we can assume that

f ◦ φ̂ = gp.

Now we take S ∈ Ê[φ̂ ] to be a φ̂ -torsion point. Then for any point X ∈ Ê, we have

g(X +S)p = f (φ̂(X)+ φ̂(S)) = f (φ̂(X)) = g(X)p.

Thus, considered as a function of X , the function g(X+S)
g(X) takes its values in µp. It is also a constant

function because the morphism

Ê→ P1, S 7→ g(X +S)
g(X)

is not surjective. Therefore, we can now define the Weil pairing to be the following.

Definition 3.1.3. The Weil pairing is defined as

eφ : E[φ ]× Ê[φ̂ ]→ µp

where eφ (T,S) =
g(X+S)

g(X) and X ∈ E is any suitable point.

This pairing is bilinear, alternating, nondegenerate and Galois invariant. These properties can be proved
in a similar way as is done in [Sil08, Proposition III.8.1].

To define the global pairing in Theorem 3.1.1 we need a local pairing called the local Tate pairing. Let
Kv denote the localisation of K at some place v, then the Weil pairing induces a cup product

∪ : H1(Kv,E[φ ])×H1(Kv, Ê[φ̂ ])→ H2(Kv,E[φ ]⊗ Ê[φ̂ ])

where (ξ ∪η)(σ ,τ) = ξ (σ)⊗η(τ)σ by the definition of the cup product. We now want to replace the
final group with something more manageable. From the Weil pairing, we know that E[φ ]⊗ Ê[φ̂ ] ∼= µp,
therefore for non-archimedean places v we can apply the invariant map invKv : Br(Kv)→Q/Z from local
class field theory [CF67]. For v a finite place, the final group can therefore be replaced by the following:

H2(Kv,E[φ ]⊗ Ê[φ̂ ])∼= H2(Kv,µp)∼=
1
p
Z/Z

and thus we obtain a pairing map.
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Definition 3.1.4. The local Tate pairing is defined as

<,>v,eφ
: H1(Kv,E[φ ])×H1(Kv, Ê[φ̂ ])→Q/Z

given by < x,y >v,eφ
= invKv{eφ (ξ (σ),η(τ)σ )} where x = {ξ (σ)}σ and y = {η(τ)}τ .

We can now define the global Cassels-Tate pairing. This pairing is defined on

X(Ê/K)×X(Ê/K)→Q/Z.

Let x,y ∈X(Ê/K). We shall define the pairing only in the special case that y ∈X(Ê/K)[φ̂ ], thus by the
exact sequence

0→ E(K)/φ̂(Ê(K))→ S(φ̂)(Ê/K)→X(Ê/K)[φ̂ ]→ 0 (3.2)

we can lift y to some element η in the Selmer group S(φ̂)(Ê/K). This is one of the elements we will use
in the pairing. We need a lemma to proceed with the definition.

Lemma 3.1.5. For any x ∈X(Ê/K), we can find some lift x1 ∈ H1(K,E) such that φ(x1) = x.

Proof. From the short exact sequence

0−→ E[φ ]−→ E
φ−−→ Ê −→ 0

we take Galois cohomology in both the global and local case to obtain the following exact sequences.

Ê(K)
δφ //

��

H1(K,E[φ ])
ιφ //

��

H1(K,E)
φ //

��

H1(K, Ê) //

��

H2(K,E[φ ])

��
∏v Ê(Kv)

{δφ ,v}// ∏v H1(Kv,E[φ ])
{ιφ ,v}// ∏v H1(Kv,E)

φ // ∏v H1(Kv, Ê) // ∏v H2(Kv,E[φ ])

(3.3)

We know that x is locally trivial, thus it maps to 0 in H2(Kv,E[φ ]). If we can show that it is also mapped
to 0 in H2(K,E[φ ]), then it belongs to the image of φ .

By making a finite extension L/K of degree n, prime to p, we can ensure that E[φ ]∼= µp over L, thus we
have H2(L,E[φ ])∼= Br(L)[p]. Let v be a place of K. Then we have the following commutative diagram.

H2(K,E[φ ]) Res //

loc1

��

H2(L,E[φ ])∼= Br(L)[p]

loc2

��

Cor // H2(K,E[φ ])

loc1

��
H2(Kv,E[φ ])

Res // ⊕w|vH2(Lw,E[φ ])∼=⊕w|vBr(Lw)[p]
Cor // H2(Kv,E[φ ])

(3.4)

By global class field theory, the following exact sequence holds for any number field L.

0−→ Br(L)−→
⊕

w
Br(Lw)

∑ invw−−−→Q/Z−→ 0 (3.5)

Thus the map loc2 in (3.4) is injective. We also know that Cor◦Res= [n] [GS06, Proposition 3.3.7]. We
will now show that loc1 is also injective. For any u∈H2(Kv,E[φ ]), there is a unique χ ∈H2(L,E[φ ]) such
that loc2(χ) = Res(u). Thus because GCD(p,n) = 1, Cor(χ) is the unique lift of n·u to H2(K,E[φ ]). We
have therefore shown that loc1 is injective, therefore x is in the kernel of H1(K, Ê)→ H2(K,E[φ ]) and
there exists x1 ∈ H1(K,E) such that φ(x1) = x.
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We also know that because x is in X(Ê/K), it is locally trivial, so by the exact complex (3.3) we can find
some element ξv ∈ H1(Kv,E[φ ]) such that −ξv and x1 have the same image in H1(Kv,E). The pairing is
now defined as follows.

Definition 3.1.6 (Weil pairing definition of the Cassels-Tate pairing). Let x∈X(Ê/K) and y∈X(Ê/K)[φ̂ ].
The Cassels-Tate pairing is defined as

< x,y >CT= ∑
v∈MK

< ξv,ηv >v,eφ
(3.6)

where < , >v,eφ
is the local Tate pairing from Definition 3.1.4. The element ξv is as described above, and

ηv is the localisation of η , obtained from lifting y to some element η in the Selmer group S(φ̂)(Ê/K).

The following theorems establish this definition as a legitimate and useful one.

Theorem 3.1.7. The Cassels-Tate pairing is independent of the choices of x1, ξv and η made during its
construction.

Proof. From (3.5), it follows that the local Tate pairing in Definition 3.1.4 satisfies a product formula.
Thus if a ∈ H1(K,E[φ ]) and b ∈ H1(K, Ê[φ̂ ]) then we have

∑
v
< av,bv >v,eφ

= 0. (3.7)

If we make a different choice for x1, say x′1, then x′1 differs from x1 by an element in the image of

H1(K,E[φ ])
ιφ−→ H1(K,E).

Because η is an element of H1(K, Ê[φ̂ ]), it follows from the product formula that the choice of x1 does
not influence the Cassels-Tate pairing.

From an instance of Tate local duality [Ser02, Theorem 2.5.2], we know that im δφ ,v and im δ
φ̂ ,v are exact

annihilators with respect to the local Tate pairing. We have η ∈ H1(K, Ê[φ̂ ]) such that it is in ker ι
φ̂ ,v for

all places v, thus it lies in im δ
φ̂ ,v. If we change the choice of ξv, it must be by an element in the kernel of

ιφ ,v, which is the image of δφ ,v. Thus it does not matter for the local pairing which choice of ξv we make.

To show that the choice of η also does not influence the outcome, we need to define another local pairing,
which is due to Tate. From Proposition 3.1.2 we get the exact sequence

0−→ Kv(E)×/K×v
div−→ Div0(E) sum−−→ E −→ 0

and take Galois cohomology to obtain

H1(Kv,E)
δ−→ H2(Kv,Kv(E)×/K×) div−→ H2(Kv,Div0(E))

The local pairing is now defined as

E(Kv)×H1(Kv,E)−→Q/Z

(x,y)v 7−→ −inv f (x)

where sum(x) = x and f = δ (y). By [Fis03, Proposition 2.1], if η ∈ H1(Kv, Ê[φ̂ ]) with δ
φ̂ ,v : x 7→ a and

ι
φ̂ ,v : η 7→ y then < a,η >v,eφ

= (x,y)v. By (3.5), the pairing ( , )v also satisfies a product formula. If we
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change the choice of η , say to η ′, then η ′ differs from η by an element in the image of δ
φ̂

. Thus there
exists some P ∈ E(K) such that η ′ = η +δ

φ̂
(P). This changes the pairing (3.6) by

∑
v
(ξv,δφ̂

(P))v = ∑
v
(x1,P)v.

Since x1 and P are both global elements, the product formula for ( , )v gives us that ∑v(x1,P)v = 0. Thus
the Cassels-Tate pairing is independent of the choice of η .

It looks at the moment as though the pairing is given by an infinite sum. This is not the case, as we
will show later in Proposition 3.3.6, for a variation of the definition. The following theorem is a very
well-known result, and we refer to [Fis03, Theorem 2] for a proof.

Theorem 3.1.8. The Cassels-Tate pairing in Definition 3.1.6 is an alternating bilinear pairing whose
kernel is the subgroup of infinitely divisible elements.

The following theorem is part of the proof of Theorem 3.1.8, and we include it here to highlight this
result.

Theorem 3.1.9 ([Fis03, Theorem 3]). Let φ : E → Ê be an isogeny of elliptic curves over K. Then
x ∈X(Ê/K) belongs to the image of φ : X(E/K)→X(Ê/K) if and only if < x,y >CT= 0 for all
y ∈X(Ê/K)[φ̂ ].

The Cassels-Tate pairing lifts naturally to a pairing

S(φ̂)(Ê/K)×S(φ̂)(Ê/K)−→Q/Z

whose kernel is the image of S(p)(E/K). The description of this kernel follows directly from Theorem
3.1.9. For the explicit calculations we shall be doing later, we need a slight modification of the definition
in this case. We must replace (3.3) by the version coming from the short exact sequence

0−→ E[φ ]−→ E[p]
φ−−→ Ê[φ̂ ]−→ 0

of which we take Galois cohomology in both the global and local cases to obtain the following exact
sequences.

Ê(K)[φ̂ ]
δφ //

��

H1(K,E[φ ])
ιφ //

��

H1(K,E[p])
φ //

��

H1(K, Ê[φ̂ ]) //

��

H2(K,E[φ ])

��
∏v Ê(Kv)[φ̂ ]

{δφ ,v}// ∏v H1(Kv,E[φ ])
{ιφ ,v}// ∏v H1(Kv,E[p])

φ // ∏v H1(Kv, Ê[φ̂ ]) // ∏v H2(Kv,E[φ ])
(3.8)

The analogue of Lemma 3.1.5 is then the following.

Lemma 3.1.10. For any x ∈ S(φ̂)(Ê/K), we can find some lift x1 ∈ H1(K,E[p]) such that φ(x1) = x.

Proof. The proof is very similar to that of Lemma 3.1.5 and is therefore omitted.

We then find some ξv ∈ H1(Kv,E[φ ]) such that ξv and x1 have the same image in H1(Kv,E[p]), and the
rest of the definition of the Cassels-Tate pairing remains the same. Thus the Cassels-Tate pairing can be
used to determine which elements of S(φ̂)(Ê/K) can be lifted to elements of S(p)(E/K). This allows us to
turn a descent by p-isogeny into a full p-descent, and thus potentially improves rank estimates of elliptic
curves. In Chapter 6, we shall use it in just this way to search for high rank curves in families of elliptic
curves with prescribed torsion groups.
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3.2 Computing the Local Pairing
In Section 3.1, we saw that to compute the Cassels-Tate pairing, we must take the sum over a number of
local Tate pairings. In this section, we will show how such local pairings may be explicitly computed.

In this section, let p be some prime, K a global field with µp ⊂ K, and v some place of K. Let us fix
some chosen root of unity ζp. Recall from local class field theory that for any local field Kv we have the
invariant map

invKv : Br(Kv)−→Q/Z.

Let E/K be an elliptic curve and φ : E → Ê an isogeny of degree p, with φ̂ : Ê → E its dual such that
φ ◦ φ̂ = [p]. We seek to compute explicitly the local Tate pairing from Definition 3.1.4. Let E[φ ] = 〈S〉
and Ê[φ̂ ] = 〈T̂ 〉 such that the Weil pairing (see Definition 3.1.3) gives eφ (S, T̂ ) = ζp. By making some
extension Lw/Kv of degree n prime to p, we can ensure that E[φ ]∼= µp and Ê[φ̂ ]∼= µp, and we choose these
isomorphisms such that we keep invariant eφ (S, T̂ ) = ζp. We then have H1(Lw,E[φ ])∼= H1(Lw, Ê[φ̂ ])∼=
L×w/(L

×
w )

p. This leads us to consider the following diagram. Note that the vertical restriction maps depend
on the isomorphisms chosen earlier.

< , >v,eφ
: H1(Kv,E[φ ])

Res

��

∪ H1(Kv, Ê[φ̂ ])

Res

��

// H2(Kv,µp)
invKv //

Res
��

1
pZ/Z

n
��

{ , }v : L×w/(L
×
w )

p ∪ L×w/(L
×
w )

p // H2(Lw,µp)
invLw // 1

pZ/Z

(3.9)

From [CF67, Proposition IV.7.9(iii)], we know that

Res(a∪b) = Res(a)∪Res(b)

for all a ∈ H1(Kv,E[φ ]) and b ∈ H1(Kv, Ê[φ̂ ]). From [CF67, Theorem VI.1.3], we find

invLw ◦Res = n· invKv .

Remark 3.2.1. Thus whenever we must extend Kv to Lw, this has the effect of multiplying our final
solution by n. Because n is prime to p, we can recover the desired solution.

We now proceed to define the Hilbert norm residue symbol, and show how it may be used.

Definition 3.2.2. Let µp ⊂ K, where K is some global field. For a,b ∈ K×, and v any prime of K, let G
be the Galois group for the Kummer extension K( p

√
a)/K. The Hilbert norm residue symbol is defined as

(a,b)v =
( p
√

a)ψv(b)

p
√

a

where ψv : K×v → Gv is the local Artin map associated with the extension K( p
√

a)/K.

The first thing we need is that this definition coincides with the cup product construction in (3.9).

Proposition 3.2.3. ζ
p·{a,b}v
p = (a,b)v

Proof. This follows from [Ser79, Proposition XIV.2.6].
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Remark 3.2.4. Let K = Q(µp) for some prime p, and v a prime that splits over K, not necessarily
completely, thus giving us (v) = P1 · . . . ·Pn. Then there are n embeddings of ζp into Qv(µp), each one
corresponding to one of the primes Pi. If we choose some primitive root of unity ζp, we can define the
map

Indζp(ζ
′
p) = u

where u ∈ 1
pZ/Z such that ζ

pu
p = ζ ′p. Let ζ

(Pi)
p correspond to the choice of prime Pi. Then Ind

ζ
(Pi)
p
◦

( , )Pi does not depend on the choice of ζp, and therefore the pairings at Pi and P j will be the same for
all i, j ∈ {1, . . . ,n}. Therefore we need only calculate one such pairing and multiply it by n. Thus in the
case p = 3, any prime v with v = 1 (mod 3) splits and we multiply the final answer obtained at P1 by 2.

Thus we are now able to compute all local pairings. We simply extend the field K if necessary, and use
the Hilbert norm residue symbol in our calculations. To make this calculation explicit, we need to define
one more symbol.

Definition 3.2.5. Let K be a global field with µm ⊂ K for some natural number m. Let p be a prime ideal
such that m and p are coprime. Then the power residue symbol

(
a
p

)
is defined as the unique mth root of

1 such that (
a
p

)
≡ a

Np−1
m (mod p).

The following propositions serve to make this calculation completely explicit.

Proposition 3.2.6. Let K be a global field with µm⊂K. Let a,b∈K×, and v a place of K. Let S denote the
set of primes of K consisting of the archimedean ones together with those dividing p. Then the following
properties hold.

1. (a,b)v(a,c)v = (a,bc)v

2. (a,b)v = 1 if either a or b ∈ (K×v )m.

3. (a,b)v = 1 if b is a norm for the extension Kv( m
√

a)/Kv.

4. (a,b)v = 1 if a+b ∈ (K×v )m, in particular (a,−a)v = 1 = (a,1−a)v.

5. (a,b)v(b,a)v = 1.

6. If v 6∈ S, then (a,b)v =
( c

v

)
where c = (−1)valv(a)valv(b)avalv(b)b−valv(a).

Proof. The proof of these statements is given by [Gra03, Proposition II.7.1.1].

The previous proposition can be used to compute (a,b)v explicitly whenever v - p. We now turn to the
case that v | p, for which we follow [CF67, Exercise 2]. Let K = Q(ζp). Then p is totally ramified in
K and λ = 1− ζp generates the prime ideal corresponding to the unique prime v of K lying over p. We
define the group of units

Ui =
{

x ∈ K×v | x≡ 1(mod λ
i)
}

, i = 1,2, . . .

The image of ηi = 1−λ i then generates Ui/Ui+1, which is cyclic of order p, and the image of λ generates
K×v /(K×v )pU1. Because we have that Up+1 ⊂ (K×v )p, it follows that the elements

λ ,ζp = η1,1−λ
2 = η2, . . . ,1−λ

p = ηp

generate K×v /(K×v )p. These generators are independent, because the order of this group must be p2/|p|v =
p1+p. The following properties now hold.
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Proposition 3.2.7. For ηi defined before, the following properties hold.

1. (ηi,η j)v = (ηi,ηi+ j)v(ηi+ j,η j)v(ηi+ j,λ )
− j
v for all i, j ≥ 1

2. if i+ j ≥ p+1, then (a,b)v = 1 for all a ∈Ui and b ∈U j

3. (ηi,λ )v =

{
1 if 1≤ i≤ p−1
ζp if i = p

Proof. Because η j +λ jηi = ηi+ j, we have 1− η j
ηi+ j

= λ jηi
ηi+ j

. Thus

1 =

(
η j

ηi+ j
,1−

η j

ηi+ j

)
v
=

(
η j

ηi+ j
,

λ jηi

ηi+ j

)
v

=
(
η j,λ

j
ηi
)

v

(
1

ηi+ j
,λ j

ηi

)
v

(
η j,

1
ηi+ j

)
v

= (η j,ηi)v (λ ,ηi+ j)
j
v (ηi,ηi+ j)v (ηi+ j,η j)v

and we have proved part 1. Part 2 follows from part 1 and the observation that ηi+ j is in the trivial class
for i+ j ≥ p+1.

The first p−1 cases of part 3 are trivial, because (ηi,λ )
i
v = (1−λ i,λ i)v = 1, thus (ηi,λ )v = 1 in these

cases. For the final case, we observe that if we can show that the extension Kv( p
√

ηp)/Kv is unramified,

then we can use [CF67, Proposition VI.2.5.2] to conclude that (ηp,λ )v =
( p√ηp)

Fval(λ )

p√ηp
where F is the

Frobenius associated to the extension Kv( p
√

ηp)/Kv. We know that val(λ ) = 1, thus the desirable result
emerges. Let ηp = α p, and write α = 1+ λx. We see that x is a root of the polynomial f (X) such
that f (X) = X p−X + 1 (mod pv). Thus f ′(x) ≡ −1 6= 0 (mod pv), and by [CF67, Proposition 1.7.1], it
follows that Kv(x) = Kv(α) is an unramified extension of Kv.

From Proposition 3.2.7 we obtain a matrix with entries given as powers of our specified root of unity ζp.
We instead give a matrix with entries given in Z/pZ, where ζp corresponds to 1. In the p = 3 case, we
use the following matrix.

λ η1 η2 η3

λ 0 0 0 −1
η1 0 0 1 0
η2 0 −1 0 0
η3 1 0 0 0

Table 3.1: Matrix for computing local pairing in p = 3 case.

In the p = 5 case, we use the following matrix.
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λ η1 η2 η3 η4 η5

λ 0 0 0 0 0 −1
η1 0 0 −1 1 1 0
η2 0 1 0 2 0 0
η3 0 −1 −2 0 0 0
η4 0 −1 0 0 0 0
η5 1 0 0 0 0 0

Table 3.2: Matrix for computing local pairing in p = 5 case.

3.3 The Pushout Function Definition
The definition of the Cassels-Tate pairing we describe in this section will be the most useful to us, com-
putationally speaking. Let x,y ∈X(Ê/K) as before, where we have a p-isogeny φ .

E
φ−→ Ê

φ̂−→ E, φ̂ ◦φ = [p]

Let T ∈ E[φ ] and T̂ ∈ Ê[φ̂ ] be generators of these groups, and denote by A2 and A1 the étale algebras
attached to E[φ ]\{O} and Ê[φ̂ ]\{O}, respectively, as is done in Section 2.3.

We seek to compute the Cassels-Tate pairing < x,y >CT. Once again, we define the Cassels-Tate pairing
on these elements only in the case that φ̂(y) = 0. The first ingredient we need for this alternative definition
is another local pairing. Recall from Section 2.3 that we have the group homomorphisms

wφ : H1(K,E[φ ])−→ A×1 /(A
×
1 )

p

w
φ̂

: H1(K, Ê[φ̂ ])−→ A2
×/(A2

×)p (3.10)

where

im(wφ ) = ker(g−σg) (3.11)

for g a primitive root mod p and σg the corresponding automorphism of A1.

Let η ∈ S(φ̂)(Ê/K) be an element that maps to y, which exists by the exact sequence (3.2). For every
place v of K, we have A1⊗K Kv = A1,v, and the local analogue of (3.10) is a map wφ ,v that makes the
following diagram commute.

wφ : H1(K,E[φ ]) �
� //

Resv

��

A×1 /(A
×
1 )

p

��
wφ ,v : H1(Kv,E[φ ])

� � // A×1,v/(A
×
1,v)

p

Similarly, a map w
φ̂ ,v : H1(K, Ê[φ̂ ]) ↪→ A×2,v/(A

×
2,v)

p also exists. Let [ , ]v denote the pairing induced by
< , >v,eφ

on the images of wφ ,v and w
φ̂ ,v. As in (3.7), this pairing satisfies a product formula

∑
v∈MK

[a,b]v = 0 for all a ∈ im(wφ ) and b ∈ im(w
φ̂
). (3.12)
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Introducing the Pushout Function

For x ∈X(Ê/K), let C be a torsor under Ê representing x. For each O 6= Ŝ ∈ Ê[φ̂ ], let DŜ be a divisor
corresponding to Ŝ under the isomorphism of Galois modules sum: Pic0(C)∼= Ê. Because C is everywhere
locally soluble, by [Cas62, Lemma 7.1] we can choose the divisors DŜ such that the map Ŝ 7→DŜ is Galois
equivariant. Since sum(p·DŜ) = p· Ŝ =O , we can use Proposition 3.1.2 to conclude that there are rational
functions fŜ ∈ K(C) with div( fŜ) = p·DŜ. Using Hilbert’s Theorem 90, we can scale the fŜ such that f =
(Ŝ 7→ fŜ). is Galois equivariant. Then f is an element of A1(C)=A1⊗K K(C)=MapK(Ê[φ̂ ]\{O},K(C)).

Definition 3.3.1. The function f thus constructed is called a pushout function for x.

This definition of the pushout function, together with the definition of the local pairing [ , ]v are used in
the following definition of the Cassels-Tate pairing. It is a nontrivial task to prove that this definition
matches Definition 3.1.6. This will be done in Theorem 3.3.5.

Definition 3.3.2 (Pushout function definition of the Cassels-Tate pairing). For x ∈X(Ê/K) and y ∈
X(Ê/K)[φ ], the Cassels-Tate pairing can be given by

< x,y >= ∑
v∈MK

[ f (Pv),wφ̂
(η)]v

where [ , ]v is the local pairing induced on im (wφ ,v)× im (w
φ̂ ,v) by the local Tate pairing < , >v,eφ

from Definition 3.1.4. We let C/K be a torsor under Ê representing x, and define f = (Ŝ 7→ fŜ) by the
construction given above. For each place v of K we choose a local point Pv ∈C(Kv) such that the poles
and zeroes of the rational functions fŜ are avoided.

The first thing we must show is the following.

Theorem 3.3.3. Definition 3.3.2 is well-defined.

The following lemma will help us to prove this theorem.

Lemma 3.3.4. Let f ∈ A1(C) as above. After multiplying f by a suitable element of A×1 , there exists
r ∈ A1(C) such that

σg( f )
f g = rp. (3.13)

The proof of this lemma is very similar to that of [FN14, Lemma 1.2].

Proof. Since sum(DgT −gDT ) = O , we can choose r ∈ A1(C) satisfying

div(rT ) = DgT −gDT

thus (3.13) holds up to scalars. From Lemma 3.1.5, we have that for x ∈ H1(K, Ê) there exists some
x1 ∈ H1(K,E) such that φ(x1) = x. Let C and C1 be the covering curves corresponding to the classes x
and x1 respectively. Then there is a commutative diagram

C1

∼=/K
��

π // C

∼=/K
��

E
φ // Ê
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where π is a morphism defined over K, and the vertical maps are isomorphisms defined over K. For
Ŝ ∈ Ê[φ̂ ]\{O}, there exists S ∈ E[p] such that φ(S) = Ŝ. Let BS be the divisor corresponding to S under
the isomorphism of Galois modules sum: Pic0(C1) ∼= E. Because C1 is everywhere locally soluble, we
can choose the BS such that the map S 7→ BS is Galois equivariant. Then

φ
∗(AŜ) = ∑

P∈E[φ ]
BS+P

and sum
(
∑P∈E[φ ] BS+P

)
= O , so there exists F ∈ A1(C1) with div(FS) = π∗DŜ. We now scale f and r

so that

π
∗ f = F p and π

∗r =
σg(F )

F g .

The condition (3.13) now follows.

We can now prove that Definition 3.3.2 is well-defined.

Proof of Theorem 3.3.3. We must show is that f (Pv) is in the image of wφ ,v and is therefore a valid
argument for [ , ]v. This follows from Lemma 3.3.4 and the description of im(wφ ) in (3.11). By [Sha98,
Theorem 2.3] evaluating f on degree 0 divisors yields elements in the image of the connecting map δ

φ̂ ,v.
As in the proof of Theorem 3.1.7, Tate local duality then gives us that this definition is independent of
choice of Pv ∈C(Kv). The pairing is also independent of the choice of scaling of f , by the product formula
(3.12).

We would also like to see that this definition which looks a bit different from Definition 3.1.6 is actually
the same. The following proof is a slight modification of that in [FN14].

Theorem 3.3.5. The pushout function definition 3.3.2 and the Weil pairing definition 3.1.6 of the Cassels-
Tate pairing are the same.

Proof. If we have C and C1 corresponding to classes x and x1 in H1(K, Ê) and H1(K,E) respectively,
with φ(x1) = x, then we have a commutative diagram

C1

��

π // C

��
E

φ // Ê

where π is a φ -covering of C, which is a morphism defined over K. As in the proof of Lemma 3.3.4
we may scale f ∈ A1(C) such that π∗ f = F p for some F ∈ A1(C1). C is everywhere locally soluble,
therefore at all places v of K we have a φ -covering πv : C1,v→C defined over Kv with C1,v(Kv) 6= /0. In
fact, each such πv is the twist of π : C1→C by some ξv ∈H1(Kv,E[φ ]), and we have π∗v f = wφ ,v(ξv)F

p
v

with Fv ∈ A1. This ξv was used in the Weil pairing definition, which said that the pairing was calculated
by

∑
v∈MK

< ξv,bv >v,eφ

so what we want to show is that wφ (ξv)≡ f (Pv) mod (A×1,v)
p and the proof will be complete.

Let Pv ∈ πv(C1,v(Kv)), not a pole or a zero of f , which must exist because C1,v(Kv) contains infinitely
many points. Because πv is a twist of π , we have the following commutative diagram
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C1,v
πv //

ψ

��

C

C1
π // C

where ψ is an isomorphism defined over Kv.

We have that ξv is represented by a cocycle (σ 7→ ξσ ,v) where ψσ ψ−1 describes translation by ξσ ,v ∈E[φ ].
Let the following map be induced by the Weil pairing

w : E[φ ]→ µp(A1v).

We have that ψ∗F = γFv for some γ ∈ A1
×
v . By Definition 3.1.3, we see that

w(ξσ ,v)F = (ψσ
ψ
−1)∗F =

σ(γ)

γ
F

thus w(ξσ ,v) =
σ(γ)

γ
and so ξv can be expressed as γ p mod (A×1,v)

p, as we saw in Section 2.3. We also
have π∗v f = γ pF p

v , from which it follows that γ p ≡ f (Pv) mod (A×1,v)
p, which completes the proof.

Definition 3.3.2 uses an infinite sum, but only a certain finite set of primes need be considered. The
following is an analogue of [FN14, Lemma 1.5]. Denote by Ov ⊂ A1,v the product of valuation rings of
this product of fields, and lv for the product of residue fields. Let kv be the residue field for Kv.

Proposition 3.3.6. Let C/K and f ∈ A1(C)× be defined as in Definition 3.3.2. If v - p∞ is a prime of good
reduction for C, and f reduces modulo v to f̃ ∈ lv(C̃)× then

f (Pv) ∈ im(wφ ◦δφ ,v)

for all Pv ∈C(Kv) avoiding the zeroes and poles of the fŜ.

By Tate local duality [Ser02, Theorem 2.5.2], it follows from this theorem that the only primes we need
to consider are those for which this proposition does not hold, which is a finite set.

Proof. It is sufficient to prove the proposition for just one choice of Pv, by the proof of Theorem 3.3.3.

If the residue kv is large enough, then there is some P̃v ∈ C̃(kv) avoiding the zeroes and poles of the f̃Ŝ and
we can lift this P̃v to Pv ∈C(Kv). We also know that f (Pv) is a unit, thus

f (Pv) ∈ im(wφ )∩O×v /(O
×
v )

p.

We know that im(δφ ,v) is the unramified subgroup of H1(Kv,E[φ ]) [SS03, Proposition 3.2], and that
O×v /(O

×
v )

p is the kernel of the map

(A1⊗K Kv)
×/{pth powers} −→ (A1⊗K Knr

v )×/{pth powers}.

Thus we find f (Pv) ∈ im(wφ ◦δφ ,v), as required.

Should we find that kv is too small, we can make an unramified extension of degree coprime to p to
sufficiently enlarge it.
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Example 3.3.7. Let E be the Cremona curve 200907b1, and thus given by

E : y2 = x3−3(10x+28)2.

Let L1 =Q(ζ3), L2 =Q(β ) where β 3 = 1063. Then we have that the torsion group E[3] = 〈S,T 〉 where

S = (0,−56ζ3−28)

T = (4/3β
2 +40/3β +400/3,−40/3β

2−400/3β −4252/3)

Let φ be the isogeny from E→ Ê where Ê : y2 = x3 +(30x+4252)2 with kernel generated by 〈S〉. Then
we have the following Selmer groups.

S(φ)(E/Q) = 〈1063〉 ⊂Q×/(Q×)3

S(φ̂)(Ê/Q) = 〈ζ3,−21ζ3−14〉 ⊂ (L×1 /(L
×
1 )

3)−

An initial rank estimate would therefore be 2. The generators of S(φ̂)(Ê/Q) can be expressed as covering
curves as follows using either Section 2.4 or Section 3.5.

S(φ̂)(Ê/Q) covering curve

ζ3 x3−3x2y+10x2z−10xyz+ y3 +10y2z+7z3 = 0

−7ζ3−21 x3 +10xy2−10xyz+10xz2− y3−6y2z+9yz2− z3 = 0

For each pushout function f , we have instead found a cubic form f1 such that f = f1
x3 . We call f1 a pushout

form, and an example of suitable pushout forms is given in the following table. Sections 3.4 and 3.6 will
deal with how to compute these forms. They may however be independently checked by seeing that f1

x3

does indeed lie in the function field of the associated covering curve, and that div
(

f1
x3

)
= 3·D for some

divisor D.

S(φ̂)(Ê/K) pushout forms

ζ3
3699x3−1392x2y−239x2z+105xy2−499xyz+2460xz2−135y3−1049y2z

+1218yz2 +11z3

−7ζ3−21
1823x3 +5372x2y−14017x2z−12963xy2−6651xyz+8178xz2 +2272y3

+11634y2z+5652yz2−637z3

The primes we must consider is the set {3,7,1063} of bad primes of E, as discussed in Proposition 3.3.6.
In this case, the pushout forms contributed one extra prime so the set of primes we must consider is given
by

P = {2,3,7,1063}.

We chose the following local points on our covering curves

S(φ̂)(Ê/K) mod 24 mod 34 mod 74 mod 10634

ζ3 (15 : 0 : 1) (46 : 0 : 1) (1481 : 0 : 1) (403603745881 : 0 : 1)
−7ζ3−21 (11 : 0 : 1) (56 : 0 : 1) (1396 : 0 : 1) (811757475299 : 0 : 1)

We thus find f (Pv) ∈Q×p /(Q×p )3 for p ∈ P. Section 3.2 and Definition 3.3.2 can now be used. By filling
in these points in the pushout forms, we obtain the following elements.
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S(φ̂)(Ê/K) mod 24 mod 34 mod 74 mod 10634

ζ3 13 27 1431 976506231161
−7ζ3−21 13 20 123 1105975650698

We now use the theory in Section 3.2 to compute the local pairings. The prime 2 is inert in L1, the primes
7 and 1063 split. In all three cases, we will use part 6 of Proposition 3.2.6 to compute the pairing. The
following table gives the necessary information for the prime 2.

(a,b)2 val2(a) val2(b) c
( c

2

)
(ζ3,13)2 0 0 1 0

(−7ζ3−21,13)2 0 0 1 0

Thus the local pairing in this case is represented by the zero matrix.

Because both of the primes 7 and 1063 split in L1, we first choose one prime lying over each one. Thus
we find the prime p7 = 3ζ3+1 lying over 7 and p1063 =−3ζ3−34 lying over 1063. The following tables
give us the necessary information for these primes.

(a,b)p7 valp7(a) valp7(b) c
(

c
p7

)
(ζ3,1431)p7 0 0 1 0
(ζ3,123)p7 0 0 1 0

(−7ζ3−21,1431)p7 1 0 1
1431 2

(−7ζ3−21,123)p7 1 0 1
123 2

(a,b)p1063 valp1063(a) valp1063(b) c
(

c
p1063

)
(ζ3,976506231161)p1063 0 0 1 0
(ζ3,1105975650698)p1063 0 1 ζ3 0

(−7ζ3−21,976506231161)p1063 0 0 1 0
(−7ζ3−21,1105975650698)p1063 0 1 −7ζ3−21 0

The local pairing in both these cases is obtained by multiplying the pairings in the table by 2, as described
by Remark 3.2.4. Thus we obtain the following matrices for these local pairings.

Q7 ζ
3 −
7ζ

3
−

21

ζ3 0 0
−7ζ3−21 1 1

Q1063 ζ
3 −
7ζ

3
−

21

ζ3 0 0
−7ζ3−21 0 0

We now move on to the final prime, 3, which is completely ramified in L1. We must use Proposition 3.2.7
to compute this local pairing. Each of the elements being used lies in one of the classes generated by
〈λ ,η1,η2,η3〉. The following table indicates which class each element is in.

element class element class
ζ3 η1 27 1

−7ζ3−21 η1η3 20 η2
2 η2

3
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Using Table 3.1 we thus obtain the following matrix for the local pairing at 3.

Q3 ζ
3 −
7ζ

3
−

21

ζ3 0 2
−7ζ3−21 0 2

We add together the four matrices of the local pairings to obtain the following matrix for the Cassels-Tate
pairing.

<,>CT ζ
3 −
7ζ

3
−

21

ζ3 0 2
−7ζ3−21 1 0

Thus we see that rank(E(Q)) = 0 and X(Ê/Q)[φ̂ ]∼= (Z/3Z)2.

3.4 Computing the Pushout Function
In the previous section, we encountered the pushout function definition of the Cassels-Tate pairing. This
definition will be used in the calculations in Chapters 5-8 of this thesis, therefore in this section and the
next we will show how to calculate such pushout functions.

First we recall the definition of a pushout function. Let E
φ−→ Ê be an n-isogeny as usual, for some in-

teger n. Let x ∈ S(φ̂)(Ê/K) be represented as a φ̂ -covering curve C of E. As we saw before, E[φ ] is
cyclic therefore we let T be a generator for it and A a divisor on C of degree 0 whose class maps to T
under the isomorphism sum: Pic0(C) ∼= E. Then a pushout function f is a rational function on C with
div( f ) = n·A. In practice, we have C given as a curve in Pn2−1, and we find a degree n form f1 in some
variables x1, . . . ,xn with f = f1

xn
1
. This form f1 is what we have called a pushout form. Of course, it makes

no difference whether we use the pushout form or the pushout function in Definition 3.3.2.

Consider some x ∈ S(φ̂)(Ê/K) given as some φ̂ -covering curve C of E. The first step in computing a
pushout form is to lift x to some element of H1(K,E[n]), as is explored in Section 2.5. This lift requires
the solving of a norm equation, as is explained in Section 2.5. This is potentially a very computationally
heavy step to take, which is why Chapter 4 deals separately with the issue.

In what follows in this section, we are working towards a concrete realisation of the elements of H1(K,E[n]),
given in Definition 3.4.1. We then build towards Proposition 3.4.11, which is a very useful tool in calcu-
lating the pushout forms we need. We follow a series of three papers [CFO+08, CFO+09, CFO+12].

3.4.1 Two Concrete Realisations of H1(K,E[n])

Let R be the Galois equivariant maps from E[n] to K.

R = MapsK(E[n],K)
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In fact, as in Section 2.3, R is an étale algebra isomorphic to the product

R∼= L1× . . .×Lt

where each Li represents a GK-orbit in E[n]. We will also use R = R⊗K K = Maps(E[n],K).

The Weil pairing en : E[n]×E[n]→ µn gives us an injection

w : E[n](K) ↪→ R× = Map(E[n](K),K×). (3.14)

Thus for every T ∈ E[n], we obtain a homomorphism w(T ) : E[n]→ K×. We now define ∂ : R× →
(R⊗K R)× by setting

(∂α)(T1,T2) =
α(T1)α(T2)

α(T1 +T2)
. (3.15)

We take Galois cohomology of the following exact sequence

0→ E[n] w−→ R× ∂−→ ∂R×→ 0 (3.16)

to obtain
0→ E(K)[n] w−→ R×→ (∂R×)GK → H1(K,E[n])→ H1(K,R×)

and by Hilbert’s Theorem 90, the last group in this sequence is trivial, thus we obtain an isomorphism

H1(K,E[n])∼= (∂R×)GK/∂R×. (3.17)

We can now define two group homomorphisms.

Definition 3.4.1. Let ξ ∈ H1(K,E[n]), then by Hilbert’s Theorem 90 there exists some γ ∈ R× such that
w(ξσ ) =

σ(γ)
γ

. Then we define

w1 : H1(K,E[n])−→ R×

(R×)n

w2 : H1(K,E[n])−→ (R⊗R)×

∂R×

with

w1(ξ ) = α (mod (R×)n) where α = γ
n (3.18)

w2(ξ ) = ρ (mod ∂R×) where ρ = ∂γ. (3.19)

The map w1 is in fact the composite of the two maps

H1(K,E[n]) w∗−→ H1(K,µn(R))
κ−→ R×/(R×)n

where w∗ is induced by the map w from (3.14) and κ is the Kummer isomorphism. Before proceeding,
we must show the following.

Lemma 3.4.2. Definition 3.4.1 is well defined.
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Proof. We first note that α = γn and ρ = ∂γ are Galois invariant, and therefore belong to R× and (R⊗R)×

respectively. If we make a different choice for ξ , say ξ ′, then ξ ′ differs from ξ by some coboundary, say
σ 7→σ(T )−T . Then we find γ ′= γw(T ). Because w(T )n = 1 and ∂ (w(T ))= 1, we have w1(ξ )=w1(ξ

′)
and w2(ξ ) = w2(ξ

′). If we multiply γ by an element of R×, the effect is to multiply α and ρ by elements
in (R×)n and ∂R×, respectively. Thus w1 and w2 are well defined.

The homomorphisms in Definition 3.4.1 have the following important property.

Lemma 3.4.3. The homomorphism w2 from Definition 3.4.1 is injective, and the homomorphism w1 is
injective in the case that n is prime.

Proof. We know that w1 is injective for prime n by Proposition 2.3.5. In general, w1 is not injective. Be-
cause w2 consists simply of the isomorphism (3.17) composed with the natural inclusion (∂R×)GK/∂R× ↪→
(R⊗R)×/∂R×, we know that w2 is also injective.

Using Definition 3.4.1, we can express ξ ∈ S(n)(E/K) as either some α ∈ R×/(R×)n or some ρ ∈
(R⊗R)×/∂R×. Usually, we will have it in the form α . To compute a pushout form, we will be us-
ing Proposition 3.4.11, which uses the form ρ . Therefore, given α , we want to be able to calculate a
suitable ρ . We can extend sequence (3.16) to the complex

0→ E[n] w−→ R× ∂−→ (R⊗R)× ∆−→ (R⊗R⊗R)× (3.20)

where ∆ is given by

(∆ρ)(T1,T2,T3) =
ρ(T1,T2)ρ(T1 +T2,T3)

ρ(T1,T2 +T3)ρ(T2,T3)
.

Then the following lemma gives a characterisation of the image of w2.

Notation 3.4.4. Let Sym2
K(R) denote the subalgebra of symmetric functions

Sym2
K(R) = {ρ ∈ R⊗K R | ρ(T1,T2) = ρ(T2,T1) for all T1,T2 ∈ E[n]}

Lemma 3.4.5 ([CFO+08, Lemma 3.5]). The image of w2 is

im(w2) =
{

ρ ∈ Sym2
K(R)

× | ∆ρ = 1
}
/∂R×

It also follows that for any ρ ∈ im(w2) that ρ = ∂γ for some γ ∈ R×.

We refer to [CFO+08] for the proof of this lemma. The following lemma follows from the definitions and
tells us how to compute ρ from α .

Lemma 3.4.6 ([CFO+08, Lemma 3.8]). Let α(R×)n belong to the image of w1. Then there exists ρ ∈
Sym2(R)× with

1. ∂α = ρn,

2. α(T ) = ∏
n−1
i=0 ρ(T, iT ) for all T ∈ E[n],

3. ∆ρ = 1.

Moreover, if ρ ∈ Sym2
K(R)

× satisfies conditions 2 and 3, then ρ corresponds to α .
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Proof. Let γ be such that γ(T )n = α(T ) for T ∈ E[n], and let

ρ(T1,T2) =
γ(T1)γ(T2)

γ(T1 +T2)
. (3.21)

Then we have

ρ(T1,T2)
n =

γ(T1)
nγ(T2)

n

γ(T1 +T2)n =
α(T1)α(T2)

α(T1 +T2)

= ∂α(T1,T2)

and
n−1

∏
i=0

ρ(T, iT ) =
γ(T )nγ(O)γ(T ) · · ·γ((n−1)T )

γ(O)γ(T ) · · ·γ((n−1)T )

= α(T )

proving conditions 1 and 2. We also have

(∆ρ)(T1,T2,T3) =
γ(T1)γ(T2)γ(T1 +T2)γ(T3)γ(T1 +T2 +T3)γ(T2 +T3)

γ(T1 +T2)γ(T1 +T2 +T3)γ(T1)γ(T2 +T3)γ(T2)γ(T3)

= 1

proving condition 3. Conversely, if ρ ∈ Sym2
K(R)

× satisfies conditions 2 and 3, then by Lemma 3.4.5 it
lies in the image of w2 and so there exists some γ ∈ R× with ρ = ∂γ . It follows from condition 2 that
α = γn.

If Sym2
K(R) contains no nontrivial nth roots of unity, then it is very easy to compute ρ from α . We simply

let ρ be the unique nth root of ∂α . In other cases, some choice is involved. The first thing we want to
know is how much choice we have. Let Γ be the set of all maps γ : E[n]→ µn satisfying

γ(σT1)γ(σT2)

γ(σ(T1 +T2))
= σ

(
γ(T1)γ(T2)

γ(T1 +T2)

)
for all σ ∈ GK and T1,T2 ∈ E[n]. Then, from the Weil pairing (compare (3.16)) we obtain an exact
sequence of GK-modules

0→ E[n] w−→ Γ
∂−→ ∂Γ→ 0.

Lemma 3.4.7. The image of ∂ is given by

∂Γ =

{
ρ ∈ im(w2) |

n−1

∏
i=0

ρ(T, iT ) = 1 for all T ∈ E[n]

}
.

Proof. By Lemma 3.4.5 every ρ ∈ im(w2) can be written as ρ = ∂γ for some γ ∈ R×. It therefore follows
that ∏

n−1
i=0 ρ(T, iT ) = γ(T )n, which is 1 in this case.

Given some α ∈ R× in the image of w1, we want to find some ρ ∈ im(w2) such that ∆ρ = 1. The number
of such ρ is #(∂Γ) = #Γ

n2 . Thus to compute a ρ from an α , we proceed as follows. First we find all nth
roots of ∂α in Sym2

K(R). Then, we use conditions 2 and 3 of Lemma 3.4.6 to reduce the size of this set
until there are only #(∂Γ) choices left. Every ρ in this set satisfies conditions 2 and 3 of that lemma, and
we can choose any one of them. In Section 8.1, we show how to calculate ρ in the case of an elliptic
curve E having a rational 5-torsion point.
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3.4.2 Method for Computing the Pushout Form
In this section, we will consider ξ ∈ H1(K,E[n]) as a geometric object. Recall from Definition 3.4.1 that
we already have two concrete expressions for ξ given by

w1(ξ ) = α ∈ R×

(R×)n w2(ξ ) = ρ ∈ (R×R)×

∂R×
. (3.22)

These expressions for ξ will occur throughout this section, and we can move freely between them.

Let en : E[n]×E[n]→ µn be the Weil pairing, and let Ti ∈ E[n](K). By Proposition 3.1.2 there exists a
rational function GTi ∈ K(E)× with divisor

div(GTi) = [n∗](Ti)− [n∗](O) = ∑
n·P=Ti

(P)− ∑
n·Q=O

(Q)

and the property that GTi(P+Tj) = en(Tj,Ti)GTi(P) for all Ti,Tj ∈ E[n] and P ∈ E, as long as both sides
are defined. We can make the choice such that G : Ti→ GTi is Galois equivariant, and interpret G as an
element of R(E)× = MapK(E[n],K(E)×).

By Proposition 3.1.2, there also exists for every Ti ∈ E[n](K) a rational function FTi ∈ K(E)× with

div(FTi) = n(Ti)−n(O).

By comparing divisors, we see that we can scale FTi so that FTi ◦ [n] = Gn
Ti

. We can now define F ∈
R(E)× = MapK(E[n],K(E)×) as F : Ti 7→ FTi , a Galois invariant map. Then F induces a well-defined
maps

F : E(K)\E[n]→ R×/(R×)n

P 7→ (FT1(P), . . . ,FTj(P))

for T1, . . . ,Tj representatives of the orbits of E[n] under the action of the Galois group GK . We can extend
F to divisors on E with support disjoing from E[n] by defining

F

(
∑
P

nP(P)

)
= ∏

P
F(P)nP .

Then for a principal divisor A = div(h) we find by Weil reciprocity

FTi(A) = FTi(div(h)) = h(div(FTi))

=
h(Ti)

n

h(O)n

and so F(div(h)) ∈ (R×)n. We then obtain the well-defined homomorphism

F̃ : E(K)∼= Pic0(E/K)→ R×/(R×)n. (3.23)

Let δ be the connecting homomorphism obtained by taking Galois cohomology of

0→ E[n]→ E
[n]−→ E→ 0

giving

. . .→ E(K)
δ−→ H1(K,E[n])→ H1(K,E)→ . . .

By [CFO+08, Remark 1.15] δ (P) is given by the n-covering (E, tP ◦ [n]), where tP is the translation-by-P
map.
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Proposition 3.4.8. Recall the map w1 from Definition 3.4.1. Then the composition w1 ◦ δ : E(K)→
R×/(R×)n is given by F̃ from (3.23).

This is a very well-known fact and we refer to [CFO+12, Proposition 2.3] for proof. The following
corollary will be useful to us in later calculations.

Corollary 3.4.9. Let n = 3, and let E[3] = 〈S,T 〉. Then the tangents at S and T have divisors 3(S)−3(O)
and 3(T )−3(O), respectively, and can therefore be used in the evaluation of the map F̃.

Proof. In Section 2.4, we saw that we can write E : y2 = x3 +∆(εx+η)2 with S =
(

0,η
√

∆

)
and T =(

β ,
√

∆(εβ+3η)√
−3

)
for β the root of the cubic ψ(x) = 3x3 +4ε2∆x2 +12εη∆x+12η2∆. The tangent at S is

given by

L : y− ε
√

∆x−η
√

∆ = 0

Homogenizing and using the equation for E, we see that we have

Y − ε
√

∆X−η
√

∆Z
Z

=
X3

(Y + ε
√

∆+η
√

∆Z)Z2
.

Because neither Z nor Y +ε
√

∆+η
√

∆Z vanish at S, we see that L has a triple zero at S. We also have that
the ideal MO of functions vanishing at O is generated by X and Z where ordO(X) = 1 and ordO(Z) = 3,
thus L has a pole of order 3 at O . We therefore have div(L) = 3(S)− 3(O), as required. A similar
argument, but more complicated, can be made for T , which we omit here.

We now move on to the actual calculation we want to do in this section. Consider ξ ∈ H1(K,E[n])
and its associated representatives α and ρ given in (3.22). Let the associated twist of the trivial n-
covering [n] : E → E be given by π . The n-covering π : D→ E represents an element of S(n)(E/K) if
and only if D is everywhere locally soluble. In [CFO+09], equations for D are found by embedding
D ↪→ Pn2−1. To do this, we first write P(R) for the projective space associated to the K-vector space R.
Thus P(R) = Proj(K[R]) where K[R] = ⊗d≥0Symd(R∗) for R∗ the dual of R, is the ring of polynomial
functions on R. We also define R = Spec(K[R]), the spectrum of K[R]. Define also the following rational
function.

r(T1,T2)(P) =


1 if T1 = O or T2 = O
x(P)− x(T1) if T1 +T2 = O and T1 6= O
y(P)+y(T1+T2)
x(P)−x(T1+T2)

−λ (T1,T2) otherwise.
(3.24)

The following proposition defines some rational functions GTi,D in a very similar way to how we defined
GTi earlier.

Proposition 3.4.10 ([CFO+09, Proposition 3.5]). Given D and ρ as above, there are rational functions
GTi,D ∈ K(D), indexed by Ti ∈ E[n](K), such that

1. The divisor of GTi,D is

div(GTi,D) = ∑
π(P)=Ti

(P)− ∑
π(Q)=O

(Q) = π
∗(Ti)−π

∗(O).

2. The map Ti 7→ GTi,D is GK-equivariant.
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3. The functions GTi,D are scaled so that

r(T1,T2)(π(P)) = ρ(T1,T2)
GT1(P)GT2(P)

GT1+T2(P)
.

We denote by zT the coordinate function on R ×Spec(K) Spec(K(T )) given by evaluating at T , thus
zT (α) = α(T ) for α ∈ R. Over L = K(E[n]), these coordinate functions are defined. The zT can now
be used as a set of coordinates on P(R). We also fix a Weierstrass equation for E, and by λ (T1,T2) we
denote the slope of the line between the points T1 and T2 (the tangent line if T1 = T2).

From part 3 of Proposition 3.4.10 we obtain the relation

r(T1,T2)(π(P))zOzT1+T2 = ρ(T1,T2)zT1 zT2 . (3.25)

The desired embedding is now obtained by forming the scheme maps

gD : D→ P(R)∼= Pn2−1

by sending P ∈ D(K) to the class of the map (Ti 7→ GTi(P)). The following proposition gives us the
equations we are looking for. The quadrics mentioned in it are formed of differences between relations
(3.25).

Proposition 3.4.11 ([CFO+09, Proposition 3.7]). Given a Weierstrass equation for E and an element ρ ∈
H1(K,E[n]), with corresponding n-covering π : D→ E, we can explicitly compute a set of n2(n2−3)/3
linearly independent quadrics over K which define the image of

gD : D→ P(R)∼= Pn2−1

Enlarging K if necessary to ensure that E[n](K) = E[n](K), the zT are coordinate functions on R, and the
defining quadrics can be split into two groups as follows. For all T1,T2 ∈ E[n](K)\{O}, we have

(x(T1)− x(T2))z2
O +ρ(T1,−T1)zT1z−T1 −ρ(T2,−T2)zT2z−T2 = 0

and for all T11,T12,T21,T22 ∈ E[n](K)\{O} such that

T11 +T12 = T21 +T22 = T 6= O,

we have
(λ (T21,T22)−λ (T11,T12))zOzT −ρ(T11,T12)zT11 zT12 +ρ(T21,T22)zT21 zT22 = 0

Denote by ID the ideal generated by the quadrics in this proposition.

We can now show how to use Proposition 3.4.11 to construct pushout forms for the elements of S(φ̂)(Ê/K).
Taking Galois cohomology of

0−→ E[φ ]−→ E[n]
φ−→ Ê[φ̂ ]−→ 0

we obtain

Ê(K)[φ̂ ]−→ H1(K,E[φ ])−→ H1(K,E[n])−→ H1(K, Ê[φ̂ ])

which becomes, when we consider Selmer groups

Ê(K)[φ̂ ]−→ S(φ)(E/K)−→ S(n)(E/K)−→ S(φ̂)(Ê/K).

Thus given ξ ∈ S(n)(E/K) and its associated n-covering D, there exists some element η ∈ S(φ̂)(Ê/K) and
its associated φ̂ -covering C, through which the map D→ E factors.
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Assume now that n = p, a prime, and let E[p] be generated by S and T such that the kernel E[φ ] is
generated by S. Then C can be obtained by quotienting out D by the translation-by-S map µS. The
function GTi,D in Proposition 3.4.10 can be seen as the function g in the definition of the Weil pairing in
(3.1). Thus for any point P ∈ D(K),

GTi,D(µS(P))
GTi,D(P)

= ep(Ti,S).

The only GTi,D that are invariant under the action of µS are therefore those where Ti = mS for m ∈
{0, . . . , p− 1}. Thus C is given by the generators of the ideal ID from Proposition 3.4.11 with all terms
except those involving zO ,zS, . . .z(p−1)S eliminated. We shall denote the ideal obtained thus by IC.

We now want to find a pushout form on C. By the construction of the Weil pairing in Section 3.1, if we
can find a Kummer generator for the function field extension K(D)/K(C), then this generator will have
all the properties we are looking for. Thus we are seeking a linear form g such that g does not lie in the
eigenspace invariant under the action of µS, but gp does. Also we want g to be invariant under the action
of the Galois group elements associated to µS. If we let

g = σ0(a)zT +σ1(a)zS+T + . . .+σp−1(a)z(p−1)S+T

with a any element and σi elements of the Galois group such that σi(T ) = iS+ T , then g has all the
properties we just described and gp gives a pushout form. By choosing a anything we like we can now
express gp in terms of zO ,zS, . . .z(p−1)S using the quadrics that make up the generators of the ideal ID. We
have always chosen a = 1 in this thesis as we could find no other element that gave better pushout forms.
The cases p = 3 and p = 5 are calculated in Sections 3.5 and 8.2, respectively.
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3.5 The Pushout Form in the General 3-Isogeny Case

In this section, we consider computing the pushout form in the general case that an elliptic curve E admits
a 3-isogeny. We use the method outlined in the previous section. As in Section 2.4, let E be given by

E : y2 = x3 +∆(εx+η)2. (3.26)

The points of order dividing 3 are generated by E[3] = 〈S,T 〉 where

S = (0,η
√

∆)

T =

(
β ,

√
∆(εβ +3η)√
−3

)

and β is a root of

f (x) = x3 +
4
3

ε
2
∆x2 +4εη∆x+4η

2
∆.

Let G be the subgroup of GL2(Z/3Z) through which the action of GK on E[3] factors. We consider only
the case that f is irreducible here, therefore we restrict ourselves to the cases that E is of type generic
3-isogeny, Z/3Z-nonsplit or µ3-nonsplit (see Section 2.5). Let σ be such that it permutes the roots of
f and σ(T ) = S+T . We label the points of E[3] as follows. For computational reasons we choose that
inverses should be numbered with consecutive numbers.

T0 = O

T1 = S = (0,η
√

∆) T5 =−S+T = (σ2(β ),

√
∆(εσ2(β )+3η)√

−3
)

T2 =−S = (0,−η
√

∆) T6 = S−T = (σ2(β ),−
√

∆(εσ2(β )+3η)√
−3

)

T3 = T = (β ,

√
∆(εβ +3η)√
−3

) T7 = S+T = (σ(β ),

√
∆(εσ(β )+3η)√

−3
)

T4 =−T = (β ,−
√

∆(εβ +3η)√
−3

) T8 =−S−T = (σ(β ),−
√

∆(εσ(β )+3η)√
−3

)

Let λ (Ti,Tj) be the slope of the line between Ti and Tj, with λ (Ti,Ti) the slope of the tangent line at Ti.
Let such a tangent line be given by y = λ (Ti,Ti)x+ ci. The various λ ’s and ci’s can easily be computed
and depend on ε , η , ∆ and β .

Let R be the étale algebra corresponding to E[3] \ {O}. Let x ∈ H1(K,E[3]) be represented by α ∈
R×/(R×)3 and by ρ ∈ (R⊗ R)×/∂R×, as explained in Definition 3.4.1. Recall that there exists γ ∈
R× such that α = γ3 and ρ = ∂γ . The ideal from Proposition 3.4.11 is generated by the following 27
quadrics. To ease notation, let λi j = λ (Ti,Tj), the slope between two points, αi = α(Ti), γi = γ(Ti), and
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ρi, j = ρ(Ti,Tj) as defined in Section 3.4. We also let zTi = zi.

β z2
0 +ρ34z3z4−ρ12z1z2 (3.27)

σ
2(β )z2

0 +ρ56z5z6−ρ12z1z2 (3.28)

σ(β )z2
0 +ρ78z7z8−ρ12z1z2 (3.29)

(λ36−λ22)z0z1−ρ22z2
2 +ρ36z3z6 (3.30)

(λ47−λ22)z0z1−ρ22z2
2 +ρ47z4z7 (3.31)

(λ58−λ22)z0z1−ρ22z2
2 +ρ58z5z8 (3.32)

(λ38−λ11)z0z2−ρ11z2
1 +ρ38z3z8 (3.33)

(λ45−λ11)z0z2−ρ11z2
1 +ρ45z4z5 (3.34)

(λ67−λ11)z0z2−ρ11z2
1 +ρ67z6z7 (3.35)

(λ15−λ44)z0z3−ρ44z2
4 +ρ15z1z5 (3.36)

(λ27−λ44)z0z3−ρ44z2
4 +ρ27z2z7 (3.37)

(λ68−λ44)z0z3−ρ44z2
4 +ρ68z6z8 (3.38)

(λ18−λ33)z0z4−ρ33z2
3 +ρ18z1z8 (3.39)

(λ26−λ33)z0z4−ρ33z2
3 +ρ26z2z6 (3.40)

(λ57−λ33)z0z4−ρ33z2
3 +ρ57z5z7 (3.41)

(λ17−λ66)z0z5−ρ66z2
6 +ρ17z1z7 (3.42)

(λ23−λ66)z0z5−ρ66z2
6 +ρ23z2z3 (3.43)

(λ48−λ66)z0z5−ρ66z2
6 +ρ48z4z8 (3.44)

(λ14−λ55)z0z6−ρ55z2
5 +ρ14z1z4 (3.45)

(λ28−λ55)z0z6−ρ55z2
5 +ρ28z2z8 (3.46)

(λ37−λ55)z0z6−ρ55z2
5 +ρ37z3z7 (3.47)

(λ13−λ88)z0z7−ρ88z2
8 +ρ13z1z3 (3.48)

(λ25−λ88)z0z7−ρ88z2
8 +ρ25z2z5 (3.49)

(λ46−λ88)z0z7−ρ88z2
8 +ρ46z4z6 (3.50)

(λ16−λ77)z0z8−ρ77z2
7 +ρ16z1z6 (3.51)

(λ24−λ77)z0z8−ρ77z2
7 +ρ24z2z4 (3.52)

(λ35−λ77)z0z8−ρ77z2
7 +ρ35z3z5 (3.53)

3.5.1 Calculating the Covering Curve

The 27 quadrics above describe a 3-covering of E. In Section 3.4.2, we described a method to obtain
equations for the associated φ̂ -covering of E, through which this 3-covering factors. We calculated this
equation before, in Section 3.4, where we calculated the covering curve Cv in (2.15). We will now show
that we obtain the same equation by eliminating the variables z3, . . .z8 from the ideal above.
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From equations (3.27), (3.31), (3.34), (3.36) and (3.37) we obtain the following.

1
β
(λ27−λ15)z0(3.27)+

ρ12

β
z2(3.31)− ρ12

β
z1(3.34)+

ρ34

β
z4(3.36)− ρ34

β
z4(3.37)

= (λ27−λ15)z3
0 +

ρ11ρ12

β
z3

1−
ρ12ρ22

β
z3

2 +
ρ12

β
(λ15−λ27 +λ47−λ22 +λ11−λ45)z0z1z2

Similarly, we obtain the following two terms

1
σ2(β )

(λ23−λ17)z0(3.28)+
ρ12

σ2(β )
z2(3.30)− ρ12

σ2(β )
z1(3.35)+

ρ56

σ2(β )
z6(3.42)− ρ56

σ2(β )
z6(3.43)

= (λ23−λ17)z3
0 +

ρ11ρ12

σ2(β )
z3

1−
ρ12ρ22

σ2(β )
z3

2 +
ρ12

σ2(β )
(λ17−λ23 +λ36−λ22 +λ11−λ67)z0z1z2

and
1

σ(β )
(λ25−λ13)z0(3.29)+

ρ12

σ(β )
z2(3.32)− ρ12

σ(β )
z1(3.33)+

ρ78

σ(β )
z8(3.48)− ρ78

σ(β )
z8(3.49)

= (λ25−λ13)z3
0 +

ρ11ρ12

σ(β )
z3

1−
ρ12ρ22

σ(β )
z3

2 +
ρ12

σ(β )
(λ13−λ25 +λ58−λ22 +λ11−λ38)z0z1z2.

Adding all three together gives us the following:

(λ27−λ15 +λ23−λ17 +λ25−λ13)z3
0 +ρ11ρ12

(
1
β
+

1
σ(β )

+
1

σ2(β )

)
z3

1

−ρ12ρ22

(
1
β
+

1
σ(β )

+
1

σ2(β )

)
z3

2 +ρ12

(
1
β
(λ15−λ27 +λ47−λ22 +λ11−λ45)

+
1

σ2(β )
(λ17−λ23 +λ36−λ22 +λ11−λ67)+

1
σ(β )

(λ13−λ25 +λ58−λ22 +λ11−λ38)

)
z0z1z2 = 0

(3.54)

From the fact that β is a root of ψ(x) = 3x3 +4ε2∆x2 +12εη∆x+12η2∆ we get that

βσ(β )σ2(β ) =−4η
2
∆

βσ(β )+βσ
2(β )+σ(β )σ2(β ) = 4εη∆

β +σ(β )+σ
2(β ) =−4

3
ε

2
∆.

Using these facts, we find that equation (3.54) simplifies to

−2ε
√

∆z3
0−

ε

η
γ

3
1 z3

1 +
ε

η
γ

3
2 z3

2−2
ε2

η

√
∆γ1γ2z0z1z2 = 0 (3.55)

which we multiply by − η

εγ1γ2
and send z2 7→ −z2 to obtain

2ε
√

∆z0z1z2 +
2η
√

∆

γ1γ2
z3

0 +
γ2

1
γ2

z3
1 +

γ2
2

γ1
z3

2 = 0.

In the case that ∆ = 1, we find that γ2 =
1
γ1

, and therefore we obtain the equation we found in (2.13). In

the case that ∆ 6= 1, we can let α1 = v2τ(v) for some v = v1 + v2
√

∆, giving us γ1γ2 = vτ(v) and

C′v : 2ε
√

∆z0z1z2 +
2η
√

∆

vτ(v)
z3

0 + vz3
1− τ(v)z3

2 = 0

which is the same as the equation we found in (2.14).
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3.5.2 Calculating the Pushout Form
The pushout form is calculated as described in Section 3.4. First we create a cubic of the proper divisor:

(z3 + z5 + z7)
3 = z3

3 + z3
5 + z3

7 +3z2
3z5 +3z3z2

5 +3z2
5z7 +3z5z2

7 +3z2
3z7 +3z3z2

7 +6z3z5z7 (3.56)

We now proceed to substitute in the appropriate terms. For example, to get rid of the z2
3z5 term, we use

the following obtained by multiplying equation (3.39) by z5.

ρ33z2
3z5 = ρ18z1z5z8 +(λ18−λ33)z0z4z5

We now substitute in z5z8 =
ρ22
ρ58

z2
2 +

(λ22−λ58)
ρ58

z0z1 from equation (3.32) and z4z5 =
ρ11
ρ45

z2
1 +

(λ11−λ45)
ρ45

z0z2
from equation (3.34) to obtain the following.

z2
3z5 =

(
(λ18−λ33)ρ11

ρ45ρ33
+

(λ22−λ58)ρ18

ρ58ρ33

)
z0z2

1 +
(λ18−λ33)(λ11−λ45)

ρ45ρ33
z2

0z2 +
ρ18ρ22

ρ58ρ33
z1z2

2

We obtain similarly for the other ‘mixed’ terms

z3· (3.46) : z3z2
5 =

(
(λ28−λ55)ρ22

ρ36ρ55
+

(λ11−λ38)ρ28

ρ38ρ55

)
z0z2

2 +
(λ28−λ55)(λ22−λ36)

ρ36ρ55
z2

0z1 +
ρ28ρ11

ρ38ρ55
z2

1z2

z7· (3.45) : z2
5z7 =

(
(λ14−λ55)ρ11

ρ67ρ55
+

(λ22−λ47)ρ14

ρ47ρ55

)
z0z2

1 +
(λ14−λ55)(λ11−λ67)

ρ67ρ55
z2

0z2 +
ρ14ρ22

ρ47ρ55
z1z2

2

z5· (3.52) : z5z2
7 =

(
(λ24−λ77)ρ22

ρ58ρ77
+

(λ11−λ45)ρ24

ρ45ρ77

)
z0z2

2 +
(λ24−λ77)(λ22−λ58)

ρ58ρ77
z2

0z1 +
ρ24ρ11

ρ45ρ77
z2

1z2

z7· (3.40) : z2
3z7 =

(
(λ26−λ33)ρ22

ρ47ρ33
+

(λ11−λ67)ρ26

ρ67ρ33

)
z0z2

2 +
(λ26−λ33)(λ22−λ47)

ρ47ρ33
z2

0z1 +
ρ26ρ11

ρ67ρ33
z2

1z2

z3· (3.51) : z3z2
7 =

(
(λ16−λ77)ρ11

ρ38ρ77
+

(λ22−λ36)ρ16

ρ36ρ77

)
z0z2

1 +
(λ16−λ77)(λ11−λ38)

ρ38ρ77
z2

0z2 +
ρ16ρ22

ρ36ρ77
z1z2

2

(3.57)

We now tackle the final z3z5z7 term. We want to express it as the trace of some expression, therefore we
will need three different ways of writing it. From equation (3.41) we obtain

ρ57z3z5z7 = ρ33z3
3 +(λ33−λ57)z0z3z4.

Substituting in from equation (3.27) gives us

z3z5z7 =
ρ33

ρ57
z3

3 +
(λ33−λ57)ρ12

ρ34ρ57
z0z1z2 +

(λ57−λ33)β

ρ34ρ57
z3

0. (3.58)

Similarly, starting with equations (3.47) and (3.53) respectively we get

z3z5z7 =
ρ55

ρ37
z3

5 +
(λ55−λ37)ρ12

ρ56ρ37
z0z1z2 +

(λ37−λ55)σ
2(β )

ρ56ρ37
z3

0 (3.59)

z3z5z7 =
ρ77

ρ35
z3

7 +
(λ77−λ35)ρ12

ρ78ρ35
z0z1z2 +

(λ35−λ77)σ(β )

ρ78ρ35
z3

0. (3.60)

Combining the three equations (3.58), (3.59) and (3.60) equally gives us

6z3z5z7 =
2ρ33

ρ57
z3

3 +
2ρ55

ρ37
z3

5 +
2ρ77

ρ35
z3

7 +2ρ12

(
(λ33−λ57)

ρ34ρ57
+

(λ55−λ37)

ρ56ρ37
+

(λ77−λ35)

ρ78ρ35

)
z0z1z2

+2
(
(λ57−λ33)β

ρ34ρ57
+

(λ37−λ55)σ
2(β )

ρ56ρ37
+

(λ35−λ77)σ(β )

ρ78ρ35

)
z3

0 (3.61)
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Now all that is left are the cubed terms z3
3, z3

5 and z3
7. To substitute for these, we need Proposition 3.4.8. Let

li be the tangent line at Ti ∈ E[3]. Then div(li) = 3(Ti)−3(O), and therefore we have y−λiix−ci = αiz3
i

for all i ∈ {1, . . . ,8}. In particular, we have

y−λ33x− c3 = α3z3
3

y−λ55x− c5 = α5z3
5 (3.62)

y−λ77x− c7 = α7z3
7

and

y−λ11x− c1 = y−
√

∆(εx+η) = α1z3
1 (3.63)

y−λ22x− c2 = y+
√

∆(εx+η) = α2z3
2. (3.64)

Multiplying(3.63) and (3.64) together gives

(
y−
√

∆(εx+η)
)(

y+
√

∆(εx+η)
)
= x3 = α1α2z3

1z3
2

or, after homogenizing

x = ρ12z0z1z2. (3.65)

By adding the equations we get for y

y =
1
2
(α1z3

1 +α2z3
2). (3.66)

Substituting (3.65) and (3.66) into (3.62) and homogenizing, we get the following

z3
3 =

α1

2α3
z3

1 +
α2

2α3
z3

2−
λ33ρ12

α3
z0z1z2−

c3

a3
z3

0

z3
5 =

α1

2α5
z3

1 +
α2

2α5
z3

2−
λ55ρ12

α5
z0z1z2−

c5

a5
z3

0 (3.67)

z3
7 =

α1

2α7
z3

1 +
α2

2α7
z3

2−
λ77ρ12

α7
z0z1z2−

c7

a7
z3

0
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These cubics also lie in the ideal generated by the quadrics in the previous section. By substituting into
(3.56) the results from (3.57), (3.61) and (3.67) we get the following equation for the pushout form.

z3
0

{
2β (λ57−λ33)

ρ34ρ57
+

2σ2(β )(λ37−λ55)

ρ56ρ37
+

2σ(β )(λ35−λ77)

ρ78ρ35
− c3(ρ57 +2ρ33)

α3ρ57

−c5(ρ37 +2ρ55)

α5ρ37
− c7(ρ35 +2ρ77)

α7ρ35

}
+z3

1

{
α1(ρ57 +2ρ33)

2α3ρ57
+

α1(ρ37 +2ρ55)

2α5ρ37
+

α1(ρ35 +2ρ77)

2α7ρ35

}
+z3

2

{
α2(ρ57 +2ρ33)

2α3ρ57
+

α2(ρ37 +2ρ55)

2α5ρ37
+

α2(ρ35 +2ρ77)

2α7ρ35

}
+z2

0z1

{
3(λ26−λ33)(λ22−λ47)

ρ47ρ33
+

3(λ28−λ55)(λ22−λ36)

ρ36ρ55
+

3(λ24−λ77)(λ22−λ58)

ρ58ρ77

}
+z0z2

1

{
3(λ18−λ33)ρ11

ρ45ρ33
+

3(λ14−λ55)ρ11

ρ67ρ55
+

3(λ16−λ77)ρ11

ρ38ρ77
+

3(λ22−λ58)ρ18

ρ58ρ33

+
3(λ22−λ47)ρ14

ρ47ρ55
+

3(λ22−λ36)ρ16

ρ36ρ77

}
+z2

0z2

{
3(λ18−λ33)(λ11−λ45)

ρ45ρ33
+

3(λ14−λ55)(λ11−λ67)

ρ67ρ55
+

3(λ16−λ77)(λ11−λ38)

ρ38ρ77

}
+z0z2

2{
3(λ28−λ55)ρ22

ρ36ρ55
+

3(λ26−λ33)ρ22

ρ47ρ33
+

3(λ24−λ77)ρ22

ρ58ρ77
+

3(λ11−λ67)ρ26

ρ67ρ33

+
3(λ11−λ38)ρ28

ρ38ρ55
+

3(λ11−λ45)ρ24

ρ45ρ77
}

+z2
1z2

{
3

ρ26ρ11

ρ67ρ33
+3

ρ28ρ11

ρ38ρ55
+3

ρ24ρ11

ρ45ρ77

}
+z1z2

2

{
3

ρ18ρ22

ρ58ρ33
+3

ρ14ρ22

ρ47ρ55
+3

ρ16ρ22

ρ36ρ77

}
+z0z1z2

{
−ρ12λ33(ρ57 +2ρ33)

α3ρ57
− ρ12λ55(ρ37 +2ρ55)

α5ρ37
− ρ12λ77(ρ35 +2ρ77)

α7ρ35

}
(3.68)

This is a rather nasty formula, and we would like to simplify it if possible. We saw in Section 3.4.2 that
one way to do so would be to consider the form (χz3 +σ2(χ)z5 +σ(χ)z7)

3 for some χ instead of (3.56).
We might also rescale (3.68) and add multiples of the covering curve in whose function field this pushout
form lies, computed in Section 3.5.1. We found no way of using either of these procedures that simplified
this formula. We might also use relations between the λ ’s such as that in the following lemma.

Lemma 3.5.1 ([CFO+09, Lemma 4.2]). Let T1,T2,T3 ∈ E[3]\{O} with T1 +T2 +T3 = O . Then

λ (T1,T2) =
1
3

3

∑
i=1

λ (Ti,Ti).

Using this lemma, we would find λ23 = λ26 = λ36 = 1
3 (λ22 +λ33 +λ66). This however does not seem

to give anything much simpler either, simply yielding a formula using different λ ’s, but no simpler. The
final method is to use ρ relations. In the following sections, we make the ρ’s explicit and eliminate them
from the formula, sacrificing generality for a little more simplicity.
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3.5.3 µ3-nonsplit

In this case, E is of the form (3.26) with ∆ = −3. Consider u ∈ S(φ̂)(Ê/Q). Let K = Q, L1 = Q(ζ3),
L2 =Q(β ) and M =Q(ζ3,β ) where β is a root of x3−4ε2x2−12εηx−12η2. Let G be the subgroup of
GK through which the action of GK on E[3] factors. We have E[3] = 〈S,T 〉 where S generates the kernel
of φ , and thus

S = (0,η
√
−3) T = (β ,εβ +3η)

and τ,σ ∈ G such that

τ(S) =−S τ(T ) = T

σ(S) = S σ(T ) = S+T.

From (3.55), we find that the covering curve is given by

Cu : 2η
√

∆z3
0 +uz3

1− τ(u)z3
2 +2ε

√
∆ρ12z0z1z2 = 0. (3.69)

Let C ∈Q be such that NL1/Q(u) =C3 and let ξ be such that NM/L1(ξ ) = u. Then from Lemma 2.5.9 we

find d = τσ(ξ )σ(ξ )
σ2(ξ )στ(ξ )

such that

α1 = α(S) = u α5 = α(−S+T ) = σ
2(d)

α2 = α(−S) = τ(u) α6 = α(S−T ) = σ
2(d)2

α3 = α(T ) = d α7 = α(S+T ) = σ(d)

α4 = α(−T ) = d2
α8 = α(−S−T ) = σ(d)2

We now explicitly find ρ , as explained in Section 3.4.1. This means dealing with cube roots of unity. At
the end of Section 3.4.1, we saw that we have #(∂Γ) choices for ρ , which in this case is 3. There are 21
orbits for the action of GK on E[3]×E[3], with representatives listed in the following table. Recall that
there exists γ ∈ R× with α = γ3 and ρ = ∂γ , and write γP for γ(P). The column in the table labelled ‘in
γ’ expresses the element ρ(T1,T2) as a product of the γP. Notice that we have γ−T = γ2

T . We use that ρ is
symmetric and ρ(O,Ti) = 1 for all Ti ∈ E[3]. There are three choices still to make, namely

1. y = γSγ−S, a cube root of NL1/K(α1) =C3.

2. w = γT γS+T γ−S+T , a cube root of NL2/K(d) = 1.

3. t = γS+T
γSγT

, a cube root of σ(d)
ud .



72 CHAPTER 3. THE CASSELS-TATE PAIRING

# (T1,T2) T1 +T2 in γ ρ # (T1,T2) T1 +T2 in γ ρ

1 (O,O) O γO 1 12 (T,−T ) O γT γ−T d

2 (S,O) S γO 1 13 (−T,T ) O γ−T γT d

3 (T,O) T γO 1 14 (S+T,−T ) S γS+T γ−T γT
γSγT

dt

4 (−T,O) −T γO 1 15 (−T,S+T ) S γ−T γS+T γT
γSγT

dt

5 (O,S) S γO 1 16 (S−T,−S−T ) T γS−T γ−S−T γ−T
γT γ−T

w2

d

6 (O,T ) T γO 1 17 (S+T,−S+T ) −T γS+T γ−S+T γT
γ−T γT

w
d

7 (O,−T ) −T γO 1 18 (−S,S+T ) T γ−SγS+T γS
γT γS

yt

8 (S,S) −S γ2
S

γ−S
u
y 19 (S,−S−T ) −T γ−S−T γ3

S
γ−T γ2

S
ut2

9 (−T,−T ) T
γ2
−T
γT

d 20 (S+T,−S) T γS+T γ−SγS
γT γS

yt

10 (T,T ) −T γ2
T

γ−T
1 21 (−S−T,S) −T γ−S−T γ3

S
γ−T γ2

S
ut2

11 (S,−S) O γSγ−S y

We now use Lemma 3.4.6 to reduce the number of choices here. Because of the symmetry condition, we
have ρ(S,−S) = ρ(−S,S), thus we must choose y such that y = τ(y), giving us y = C. The symmetry
condition also gives us ρ(S+T,−S+T ) = ρ(−S+T,S+T ) thus we must choose w such that w

d = τ(v)
τ(d) .

Of course, d is invariant under τ , so we have w = τ(w), and so w = 1. This leaves three choices for t, all
of which are permitted. We have

t3 =
σ(d)
ud

=
τ(ξ )σ2(ξ )στ(ξ )

uξ τσ(ξ )2σ2(ξ )

=
C3σ2(ξ )3

u3τσ(ξ )3

and so, summarizing, we make the following choices. Note that taking t = ζ i
3t for some i is equally valid.

y =C w = 1 t =
Cσ2(ξ )

uτσ(ξ )

Let us now simplify the coefficient for the z3
0 term of (3.68). We have

ρ34ρ57 = ρ56ρ37 = ρ78ρ35 = γ3γ5γ7
ρ33

α3ρ57
=

ρ55

α5ρ37
=

ρ77

α7ρ35
= γ3γ5γ7

and

ρ34ρ57 = ρ(T,−T )ρ(−S−T,S+T ) =
dτ(w)
τ(d)

= 1.

Therefore the coefficient of z0 becomes

Ξ = TrM/L1

(
2β (λ57−λ33)− c3

(
2+

1
d

))
. (3.70)
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Similarly, we obtain

Π = TrL2/Q

(
1+

1
2d

)
Σ =

3u
C

TrM/L1

(
τ(ξ )

ξ
(λ28−λ55)(λ22−λ36)

)
ϒ = 3C TrM/L1

(
ξ

τ(ξ )
(λ16−λ77 +λ22−λ36)

)
(3.71)

Φ = 3uTrM/L1

(
τ(ξ )

ξ

)
Ψ =−C TrM/L1

(
λ33

(
2+

1
d

))
where the pushout form is given by

Ξz3
0 +Π

(
uz3

1 + τ(u)z3
2
)
+Σz2

0z1 + τ(Σ)z2
0z2 +ϒz0z2

1 + τ(ϒ)z0z2
2 +Φz2

1z2 + τ(Φ)z1z2
2 +Ψz0z1z2. (3.72)

We can substitute

z0 = Z

z1 = X−
√
−3Y

z2 = X +
√
−3Y

to give us a covering curve and pushout form defined over Q. We can now give an example of computing
pushout forms.

Example 3.5.2. Let E : y2 = x3− 3(4x+ 28)2, with Cremona reference 24003d1. This curve admits a
3-isogeny φ and the isogenous curve Ê is given by Ê : y2 = x3 + (12x+ 508)2. Thus E[φ ] ∼= µ3 and
Ê[φ̂ ] ∼= Z/3Z as Galois modules and we are in the µ3-nonsplit case as defined in Section 2.5. Let
L1 =Q(ζ3), L2 =Q(β ) and M =Q(ζ3,β ) where β 3 = 127. Let GM/Q be generated by 〈τ,σ〉 such that
we have the following diagram.

M
<τ>

AA
AA

AA
AA

<σ>

}}
}}
}}
}}

L1

2 AA
AA

AA
A L2

3}}
}}
}}
}

K

We then have E[3] = 〈S,T 〉, where 〈S〉 is the kernel of the isogeny φ and

S = (0,56ζ3 +28)

T =

(
4
3

β
2 +

16
3

β +
64
3
,

16
3

β
2 +

64
3

β +
508
3

)
.

By doing a descent by 3-isogeny we obtain

S(φ̂)(Ê/Q) = 〈ζ3,−14ζ3 +7〉.

From Section 2.5.1 we know that these generators are both norms for the extension M/L1, so for u ∈
S(φ̂)(Ê/Q) there exists ξ ∈M such that ξ σ(ξ )σ2(ξ ) = a. The table below contains a ξ for each generator
of S(φ̂)(Ê/Q), as well as the element d that we need to construct pushout forms.
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u ξ d

ζ3
1
9 (−547ζ3−92)β 2 + 1

9 (659ζ3−2282)β + 1
9 (10508ζ3 +13795) − 2

9 β 2− 17
9 β + 136

9

−14ζ3 +7 1
3 (−812ζ3−262)β 2 + 1

3 (−4082ζ3−1318)β + 1
3 (−20513ζ3−6622) 886

7 β 2 + 1710
7 β − 30981

7

We have the following covering curves, obtained from (3.69).

S(φ̂)(Ê/K) covering curve

ζ3 x3−3x2y+8x2z−9xy2 +3y3 +24y2z+56z3 = 0

−14ζ3 +7 −14x3 +84x2y+56x2z+126xy2−84y3 +168y2z+56z3 = 0

We have the following pushout forms, obtained from (3.72).

S(φ̂)(Ê/K) pushout forms

ζ3
−3623x3−22185x2y−74736x2z+17811xy2−27324xyz+22716xz2 +19485y3

−175500y2z+170100yz2 +3485696z3

−14ζ3 +7
657932511x3 +2961301698x2y−4624071108x2z−5919560811xy2 +5015304xyz

+6662208xz2−2956132422y3−13859226756y2z−10232208yz2 +34704241748z3

The divisor on each pushout form f1 is given by div
(

f1
x3

)
= 3 ·H f − 3 ·H, where the following table

contains H f for each generator.

S(φ̂)(Ê/K) H f

ζ3
( 1

181 (111α2−42α−1568) : α : 1
)

−14ζ3 +7
( 1

711671 (−1294842γ2 +337764γ +2523106) : γ : 1
)

where we have

111α
3−36α

2−2397α +62 = 0 3884526γ
3 +2043γ

2−11353386γ−1977814 = 0.

thus we see that these are indeed pushout forms.

3.5.4 Z/3Z-nonsplit

In this case, E is of the form (3.26) with ∆ = 1. Consider u ∈ S(φ̂)(Ê/Q). Let L1 = Q(ζ3) and M =
Q(ζ3,β ) where β is a root of x3 + 4

3 ε2x2 +4εηx+4η2. Let G be the subgroup of GK through which the
action of GK on E[3] factors. We have E[3] = 〈S,T 〉 where S generates the kernel of φ , and thus

S = (0,η) T =

(
β ,

(εβ +3η)√
−3

)
and τ,σ such that

τ(S) = S σ(S) = S

τ(T ) = 2T σ(T ) = S+T.
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Let ξ be such that NM/L1(ξ ) = u. From (3.55) the covering curve is given by

Cu : u2X3−uY 3 +2ηZ3 +2εuXY Z = 0. (3.73)

Then from Lemma 2.5.12 we get d = σ(ξ )στ(ξ )
σ2(ξ )τσ(ξ )

and let

α1 = u2
α5 = τσ(d)

α2 = u α6 = σ
2(d)

α3 = τ(d) α7 = στ(d)

α4 = d α8 = σ(d)

Once again, we make ρ explicit as explained in Section 3.4.1. By the discussion at the end of that section,
the choice of ρ is unique in this case. There are 21 orbits for the action of GK on E[3]×E[3], with
representatives listed in the following table. Recall that there exists γ ∈ R× with α = γ3 and ρ = ∂γ ,
and write γP for γ(P). The column labelled ‘in γ’ expresses the element ρ(T1,T2) as a product of the γP.
Notice that we have γ2

−S = γS. There are three choices of cube roots to make in the table, namely the
following.

1. v = γS+T
γSγT

, a cube root of σ(d)
α1d .

2. w = γT γ−T , a cube root of NM/L2(d) = 1.

3. y = γT γS+T γ−S+T , a cube root of NM/L1(d) = 1.

# (T1,T2) T1 +T2 in γ ρ # (T1,T2) T1 +T2 in γ ρ

1 (O,O) O γO 1 12 (T,S) S+T γSγT
γS+T

1
v

2 (S,O) S γO 1 13 (S,T ) S+T γSγT
γS+T

1
v

3 (−S,O) −S γO 1 14 (S+T,−S) T γS+T γ−SγS
γT γS

uv

4 (T,O) T γO 1 15 (−S,S+T ) T γSγ−SγS+T
γSγT

uv

5 (O,S) S γO 1 16 (T,T ) −T γ3
T

γT γ−T

τ(d)
w

6 (O,−S) −S γO 1 17 (−S+T,S+T ) −T γT γ−S+T γS+T
γT γ−T

y
w

7 (O,T ) T γO 1 18 (S+T,−S+T ) −T γ−S+T γS+T γT
γT γ−T

y
w

8 (S,S) −S γ3
S

γSγ−S
u 19 (−T,T ) O γ−T γT w

9 (S,−S) O γSγ−S u 20 (−T,S+T ) S γT γ−T γS+T
γSγT

vw

10 (−S,S) O γSγ−S u 21 (−T,−S+T ) −S γ−T γ−S+T γSγ3
T γS+T

γ−SγSγ3
T γS+T

wy
uvτ(d)

11 (−S,−S) S
γ3
−S

γSγ−S
1

We now use Lemma 3.4.6 to reduce the number of choices here down to just one unique choice. Because
of the symmetry condition, we have ρ(−T,T ) = ρ(T,−T ) and so w = τ(w), meaning that w = 1. We
also have ρ(−T,S+ T ) = ρ(S+ T,−T ) and so we find vw = στ(vw), so v = στ(v). This condition
gives us v = 1

σ2(ξ )τσ(ξ )
. From condition 3 of the lemma, we see that ρ(S,S+ T )ρ(−S+ T,S+ T ) =

ρ(S,−S−T )ρ(S+T,S+T ), giving that y = σ(v)στ(d)
στ(v) . Summarizing, we get

v =
1

σ2(ξ )τσ(ξ )
w = 1 y = 1.
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Let us now simplify the coefficient of the z2
1z2 term of (3.68).

ρ28ρ11

ρ38ρ55
=

ρ(−S,−S−T )ρ(S,S)
ρ(T,−S−T )ρ(−S+T,−S+T )

=
τσ(uv)·u·τ(v)du·σ2(w)

τ(wy)·τσ(d)
= uξ τ(ξ ).

We can find the other coefficients to find the pushout form given as

Ξz3
0 +Π(u2z3

1 +uz3
2)+ϒz2

0z1 +Ψz0z2
1 +Φz2

0z2 +Θz0z2
2 +Λz2

1z2 +Γz1z2
2 +Ωz0z1z2 (3.74)

where

Ξ = TrM/L1

(
2β (λ57−λ33)− c3

(
2+

1
τ(d)

))
Π = TrM/L1

(
1+

1
2τ(d)

)
ϒ = 3TrM/L1 (ξ τ(ξ )(λ28−λ55)(λ22−λ36))

Ψ = 3u2TrM/L1

(
1

ξ τ(ξ )
(λ16−λ77 +λ22−λ36)

)
Φ = 3uTrM/L1

(
1

ξ τ(ξ )
(λ16−λ77)(λ11−λ38)

)
(3.75)

Θ = 3TrM/L1 (ξ τ(ξ )(λ28−λ55 +λ11−λ38))

Λ = 3uTrM/L1 (ξ τ(ξ ))

Γ = 3u2TrM/L1

(
1

ξ τ(ξ )

)
Ω =−uTrM/L1

(
λ33

(
2+

1
τ(d)

))
All these coefficients lie in L1, as required.

Example 3.5.3. Let E : y2 = x3 +(x+ 1)2, with Cremona reference 92a1. Let φ be the isogeny with
kernel generated by S, where

S = (0,1)

T =

(
β ,

β +3√
−3

)
and β satisfies β 3+ 4

3 β 2+4β +4 = 0. A descent by 3-isogeny gives us that S(φ̂)(Ê/Q) = 〈2〉. We choose
to use u = 2·36 because it gives a simpler pushout form. To construct a pushout form, we need

ξ =
9
2

β
2

d =
1
81

(−68ζ3−114)β 2 +
1

27
(−80ζ3−24)β +

1
27

(−59ζ3 +21)

which we can fill in in the recipe in this section, giving us the covering curve

C2 : 22·312x3 +22·36xyz−2·36y3 +2z3 = 0
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and pushout form

f1 =(−2783322ζ3 +16641612)x3 +2484432x2y+(186624ζ3 +268272)x2z+279936xy2

+(22870ζ3 +44992)xyz+(−1248ζ3−1380)xz2 +(−1909ζ3 +11414)y3

+(1136ζ3 +2470)y2z+(−114ζ3 +208)yz2 +
1

729
(−10177ζ3 +7964)z3.

We see that

div
(

f1

x3

)
=3·

(
1

18978
(16848ζ3 +6163)γ2 +

1
56934

(−1363ζ3−3248)γ +
1

56934
(−17ζ3−377) : γ : 1

)
−3·(0 :

1
9

: 1)−3·(0 :
1
9

ζ3 : 1)−3·(0 :
1
9
(−ζ3−1) : 1)

where 206769γ3 +(18357ζ3− 7221)γ2 +(3158ζ3 + 391)γ + 1
81 (−5515ζ3− 40295) = 0, showing f1 is

indeed a pushout form.

3.5.5 Generic 3-Isogeny

In this case, E if of the form (3.26) with ∆ 6= 1,−3. Consider u ∈ S(φ̂)(Ê/Q). Let L1 = Q(
√

∆), L2 =
Q(
√
−3∆,β ) and M =Q(

√
−3,
√

∆,β ) where β is a root of x3 + 4
3 ε2∆x2 +4εη∆x+4η2∆. Let G be the

subgroup of GK through which the action of GK on E[3] factors. We have E[3] = 〈S,T 〉 where

σ(S) = S τ(S) = S δ (S) = 2S

σ(T ) = S+T τ(T ) = 2T δ (T ) = 2T.

Let ξ ∈ L2 be such that NL2/L1(ξ ) = u, and let C ∈ Q be such that NL1/Q(u) =C3. From Lemma 2.5.15

we obtain d = τσ(ξ )δσ(ξ )σ(ξ )δτσ(ξ )
ξ δτ(ξ )στ(ξ )δσ2(ξ )

and the following holds. Note that d = δτ(d).

α1 = δ (u) α5 = δσ
2(d)

α2 = u α6 = σ
2(d)

α3 = δ (d) α7 = δσ(d)

α4 = d α8 = σ(d)

Once again, we make ρ explicit, as explained in Section 3.4.1, the end of which tells us that there is a
unique choice of ρ in this case. There are 13 orbits for the action of GK on E[3]×E[3], with representa-
tives listed in the following table. Recall that there exists γ ∈ R× with α = γ3 and ρ = ∂γ , and write γP
for γ(P). The column in the table labelled ‘in γ’ expresses the element ρ(T1,T2) as a product of the γP.
There are four choices to make, namely the following.

1. t = γSγ−S, a cube root of NL1/Q(u) =C3.

2. v = γS+T
γSγT

, a cube root of δσ(d)
δ (u)δ (d) .

3. w = γT γS+T γ−S+T , a cube root of NL2/L3(δ (d)) = 1.

4. y = γT γ−T , a cube root of NL2/L4(d).
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# (T1,T2) T1 +T2 in γ ρ # (T1,T2) T1 +T2 in γ ρ

1 (O,O) O γO 1 8 (S,T ) S+T γSγT
γS+T

1
v

2 (S,O) S γO 1 9 (T,S) S+T γSγT
γS+T

1
v

3 (T,O) T γO 1 10 (T,T ) −T γ3
T

γT γ−T

δ (d)
y

4 (O,S) S γO 1 11 (−T,T ) O γT γ−T y

5 (O,T ) T γO 1 12 (S+T,−S+T ) −T γS+T γ−S+T γT
γ−T γT

w
y

6 (S,S) −S γ3
S

γSγ−S

δ (u)
t 13 (S+T,−T ) S γT γS+T γ−T

γSγT
vy

7 (S,−S) O γSγ−S t

We use Lemma 3.4.6 to reduce the choices here. By the symmetry condition, we have ρ(S,−S) =
ρ(−S,S), therefore t = δ (t) and t = τ(t), and we must have t =C. We also have ρ(−T,T ) = ρ(T,−T ),
and so y = τ(y). From ρ(S+T,−T ) = ρ(−T,S+T ), giving us vy = στ(vy). Finally, we have ρ(S+
T,−S+T ) = ρ(−S+T,S+T ), thus w

y = δτ(w)
δτ(y) . These conditions ensure that we must make the following

choices.

t =C v =
Cσ2(ξ )τ(ξ )

uδσ(ξ )δτσ(ξ )
(3.76)

w = 1 y =
τσ(ξ )δσ(ξ )σ(ξ )δτσ(ξ )

C2 (3.77)

The covering curve associated to u can be obtained from (3.55).

Cu : δ (u)z3
1−uz3

2 +2η
√

∆z3
0 +2εC

√
∆z0z1z2 = 0 (3.78)

As we did in earlier sections, we can now rewrite the pushout form from (3.68) as follows

Ξz3
0 +Π

(
δ (u)z3

1 +uz3
2
)
+Φz2

0z1 +δτ(Φ)z2
0z2 +Ψz0z2

1 +δτ(Ψ)z0z2
2 +ϒz2

1z2 +δτ(ϒ)z1z2
2 +Ωz0z1z2

(3.79)

where H = δτ(ξ )δσ2(ξ )
ξ στ(ξ )

and

Ξ = TrM/M′

(
2β (λ57−λ33)− c3

(
2+

1
δ (d)

))
(3.80)

Π = TrM/M′

(
1+

1
2δ (d)

)
(3.81)

Φ =
3u
C

TrM/M′ (H·(λ26−λ33)(λ22−λ47)) (3.82)

Ψ =
3Cδ (u)

u
TrM/M′

(
1
H
·(λ16−λ77 +λ22−λ36)

)
(3.83)

ϒ = 3uTrM/M′ (H) (3.84)

Ω =−CTrM/M′

(
λ33

(
2+

1
δ (d)

))
(3.85)

Via the substitution

z0 = Z

z1 = X +
√

∆Y

z2 = X−
√

∆Y
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we obtain a covering curve over Q and a pushout form over Q(
√
−3∆).

Example 3.5.4. Let E be the elliptic curve given by

E : y2 = x3 +2(x+1)2

where E[3] = 〈S,T 〉 with S = (0,−
√

2) and T = (β ,
√

2
(
− 1

3 β 2 +(− 1
3 ζ3− 5

9 )β + 10
9 ζ3− 7

9

)
), with β

satisfying β 3 + 8
3 β 2 + 8β + 8 = 0. Then E admits an isogeny φ : E → Ê of degree 3, with kernel 〈S〉.

We obtain the Selmer group S(φ̂)(Ê/Q) = 〈−1+
√

2〉 ⊂ Q(
√

2)×/(Q(
√

2)×)3. Let M = Q(β ), and we
find ξ such that NM/Q(

√
2)(ξ ) =−1+

√
2. We find ξ = 1

2 (18
√

2+27)β 2 +(15
√

2+15)β +61
√

2+77.

Then the covering curve associated to −1+
√

2 found using (3.78) is given by

C−1+
√

2 :−2x3−6x2y−2x2z−12xy2−4y3 +4y2z+2z3 = 0

and the pushout form is given by

f1 =(1140
√
−6−1879)x3 +(6840

√
−6−7962)x2y+(1417

√
−6−7072)x2z+(6840

√
−6−7866)xy2

+(1072
√
−6+2376)xyz+(−136

√
−6+1228)xz2 +(4560

√
−6−7324)y3 +(−1258

√
−6+18080)y2z

+(140
√
−6−1552)yz2 +1/9(−47153

√
−6+17784)z3.

We see that

div
(

f1

x3

)
=3·

(
1

34925
(−30872

√
−6−43936)α2

1 +
1

104775
(25441

√
−6−89592)α1

+
1

104775
(17371

√
−6−149152) : α1 : 1

)
−3·(0 : α2 : 1)

where 492768α3
1 +(11664

√
−6− 9864)α2

1 +(−178008
√
−6+ 97560)α1 + 16424

√
−6+ 135897 = 0

and α3
2 −α2

2 −
1
2 = 0, showing that f1 is indeed a pushout form.

3.6 Other Methods of Computing Pushout Forms
In this section we take a different approach to finding pushout forms, which can also be used to simplify
pushout forms already calculated. This method is used in Chapter 7.

Let C ⊂ Pn−1 be a genus 1 normal curve of degree n defined over a number field K and assume that
C is everywhere locally soluble. Let E be the Jacobian of C, and as before we have an isomorphism
sum: Pic0(C)∼= E. The hyperplane section of C is a degree n effective K-rational divisor H on C, defined
up to linear equivalence. Solving the following problem for a certain point P is equivalent to finding a
pushout form on C.

Problem 3.6.1. Given C ⊂ Pn−1 a genus 1 normal curve of degree n with hyperplane section H, and a
point P ∈ E(K), find equations for an embedding C ↪→ Pn−1 whose image is a genus 1 normal curve of
degree n with hyperplane section H ′ such that sum(H ′−H) = P.

Recall the construction of a pushout form given in the discussion prior to Definition 3.3.1. Let O 6= Ŝ ∈
Ê[n], DŜ a divisor corresponding to Ŝ under sum: Pic0(Ê)∼= Ê and extend K to include the coordinates of
Ŝ. Then we saw that there exists fŜ ∈ K(Ê) with div( fŜ) = n·DŜ. By solving Problem 3.6.1 with P = T̂ ,
we obtain DŜ in the form H ′−H, which allows us to compute fŜ. Denote by K[x1, . . . ,xn]d the space of
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homogeneous polynomials of degree d, and let L (A) be the Riemann-Roch space for a divisor A. From
[BL04, Theorem 7.3.1], we have that for any d ≥ 1 the following map is surjective

K[x1, . . . ,xn]d −→L (d·H)

f 7−→ f
g(x1, . . . ,xn)d

where g is a linear form corresponding to H. Letting d = n, and assuming that H =C∩{x1 = 0}, we can
write f in the form f1/xn

1 where f1 is a degree n form meeting C in divisor n·H ′.

In the case that C is a smooth plane cubic and n = 3, a solution to Problem 3.6.1 is given in [FN14] of
which we give a brief overview. The curve C can be embedded into P2 using either the linear system |H|
or the linear system |H ′|. Using both embeddings gives a map

C −→ P2×P2

whose image is defined by three bi-homogeneous forms of degree (1,1). The coefficients can be put into
a 3× 3× 3 cube. By observing that this cube consists of three 3× 3 matrices M1, M2 and M3, we then
have the following ternary cubic.

F(x,y,z) = det(xM1 + yM2 + zM3) (3.86)

By slicing the cube in three different ways, we obtain three different such ternary cubics. It can then be
shown, as is done in [Ng95, Theorem 1], that two of these define the image of C under the embeddings
corresponding to H and H ′, and an isomorphism between these plane cubics is given by the 2× 2 mi-
nors of the matrix of linear forms in (3.86). Thus we are in the case of Problem 3.6.1 and can compute
a pushout form. The goal therefore becomes to compute suitable matrices M1,M2,M3. Unfortunately,
this method does not seem to generalise to any case with n > 3, as it relies on many properties of such
3×3×3 cubes, therefore we will not pursue it here and refer to [FN14] for details.

This method can also be used to simplify pushout forms already obtained. Say that we have some pushout
form f with div( f ) = n·A . Then we may replace f with f ′ having div( f ′) = n·A′, if we have A linearly
equivalent to A′. Explicitly, we follow the following method. Let E be an elliptic curve, φ : E → Ê an
isogeny of degree n, and C ⊂Pn−1 a covering curve corresponding to some element of the Selmer group
S(φ)(E/K). Assume we have some pushout form f1 such that f1

xn
1
∈ K(C). Then div

(
f1
xn

1

)
= n·H f − n·H

with n·H f and n·H linearly equivalent divisors. We will be seeking some new divisor Hg, which must be
linearly equivalent to H f , and will be simpler than H f .

We have the standard embedding

υ : C
|H f |
↪−−→ Pn−1.

given by υ = (υ1, . . . ,υn). In MAGMA, this embedding is given by the function DivisorMap. Each υi
is given by a homogeneous polynomial of degree n in the variables x1, . . . ,xn. Let N be the number of
monomials of degree n. Then we have

υi = χi,1xn
1 +χi,2xn−1

1 x2 +χi,3xn−1
1 x3 + . . .+χi,Nxn

n.

Then we can construct the n×N matrix of coefficients M = (χi, j)i∈{1,...n}, j∈{1...N}. This matrix corre-
sponds to a lattice L of dimension n and degree N with basis the rows of M and standard Euclidean inner
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product. We can now use all available methods to simplify the basis of this lattice. For example, we used
MAGMA’s PureLattice to find the pure lattice Lnew = (Q⊗L)∩Zn, which generates the same subspace
in Qn as L, but has a simpler basis matrix. We can further reduce this basis by using the LLL algorithm
[LLL82].

The new basis of L corresponds to a different embedding of ϒ : C ↪→ Pn−1. Let Mnew be the matrix with
rows the new basis vectors of L, so we have Mnew = (ωi, j)i∈{1,...n}, j∈{1...N}. Thus ϒ = (ϒ1, . . . ,ϒn) where

ϒi = ωi,1xn
1 +ωi,2xn−1

1 x2 +ωi,3xn−1
1 x3 + . . .+ωi,Nxn

n.

This new embedding corresponds to some divisor Hg which is linearly equivalent to H f . Thus n·Hg and
n·H are also linearly equivalent and we can find, using the MAGMA function IsLinearlyEquivalent,
some g ∈L (n·H) such that n·Hg = n·H +div(g). We have found a new pushout form g, which should
be simpler than f because it corresponds to a simpler and more attractive basis for the lattice L. We may
simplify g further if necessary, by adding or subtracting multiples of the equation of C, which of course
does not alter the divisor of g.

We finish this chapter by continuing Example 3.5.2, and simplifying the pushout forms found there. In
Chapter 7, we describe a new way to solve Problem 3.6.1 for P ∈ E[3] and use the solution to turn a
3-descent into a 3φ -descent.

Example 3.6.2. We now continue Example 3.5.2 from the previous section. Recall that we had found
some pushout forms, but they had rather large coefficients. We now employ the tactics discussed in this
section to simplify them further.

For every pushout form f1 from Example 3.5.2, we have that div
(

f1
x3

)
= 3·H f −3·H. The following table

gives H f , as well as some linearly equivalent divisor Hg, which we found by the procedure given above.

S(φ̂)(Ê/K) H f Hg

ζ3
( 1

181 (111α2−42α−1568) : α : 1
) (

β 2 +4β −4 : β : 1
)

−14ζ3 +7
( 1

711671 (−1294842γ2 +337764γ +2523106) : γ : 1
) (

4δ 2−6δ −2 : δ : 1
)

where we have

111α
3−36α

2−2397α +62 = 0 β
3 +4β

2−11β +10 = 0

3884526γ
3 +2043γ

2−11353386γ−1977814 = 0 8δ
3−10δ

2−6δ −1 = 0.

We obtain the following new pushout forms by following the procedure outlined above.

S(φ̂)(Ê/K) pushout forms

ζ3 x3 +36x2y+224x2z−339xy2 +414xyz−806xz2−734y3−66y2z+4350yz2−44z3

−14ζ3 +7 264x3−423x2y+372x2z+399xy2−1200xyz+280xz2 +178y3−204y2z−480yz2 +348z3

In bigger examples, the reduction in coefficient size is often more dramatic than in this small example.
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Chapter 4

Improving Norm Equation
Calculations

Let K be a number field and L/K a cubic field extension. Let OK be the ring of integers of K. To calculate
pushout forms, there are norm equations to solve of the form

NL/K (ξ ) = x (4.1)

where x is some element of K and ξ ∈ L is to be determined. The computer algebra software pack-
age MAGMA [BCP97] has an inbuilt function NormEquation to solve such equations using a method
described in [Coh00, Section 7.5] and [Sim02]. This method involves computing a set of primes S con-
sisting of the primes dividing the ideal xOK together with the primes generating the relative class group
Cl(L/K). Computing the class group can be a very laborious thing to do if the discriminant of L is large.
In this chapter, we discuss modifications made to improve these calculations based on methods from
[Cas71].

In this chapter, we will be encountering many cubic extensions, so we quickly recall an important fact
about cubic field extensions here. Assume we have a cubic extension of K given by L = K( 3√b) with
b ∈ K. Then we can represent any element of L in the following manner.

A+B 3√b+C 3√b
2
=

α +β
3√b

γ +δ
3√b

(4.2)

α = AB−C2b β = B2−AC

γ = B δ =−C

This works unless B = C = 0, which is of course a trivial case. The idea in this chapter is to change
the problem such that we are computing norms over smaller cubic extensions. The method will closely
resemble that used in [CR02] in which solutions are sought to conics of the form

X2−aZ2 = bY 2. (4.3)

Assuming |a|< |b|, we find a solution (x0,z0) to X2−aZ2 ≡ 0 (mod b) such that x2
0 + |a|z2

0 is as small as

possible. We then set t = x2
0−az2

0
b , and write t = t1t2

2 with t1 squarefree. Under certain conditions, we will

83
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have |t1|< |b| and if (x1,y1,z1) is a solution to X2−aZ2 = t1Y 2, then

(x,y,z) = (x0x1 +az0z1, t1t2y1,z0x1 + x0z1)

will be a solution to (4.3). This process can then be iterated, swapping the roles of a and b if necessary to
ensure |a|< |b|. We will see in this chapter how this process can be adapted for our purposes.

4.1 Basic Concepts of Reduction
Let K =Q. This section is concerned with finding small solutions to binary cubic polynomials. To do so,
we recall the concept of a reduced form. Following the same procedure as is laid out in [Cre99] we define
the concept of reduction in the case of binary quadratic polynomials. We then define the concept of a
reduced form in the binary cubic case by associating a quadratic form to every cubic form and defining
the cubic to be reduced if the quadratic is.

Let F be some binary quadratic form in R[X ,Y ], and ∆(F) its discriminant.

F(X ,Y ) = aX2 +bXY + cY 2 (4.4)

∆(F) = b2−4ac

The group SL2(Z) acts on R[X ,Y ] via

F(X ,Y ) ·
(

α β

γ δ

)
= F(αX +βY,γX +δY ).

The discriminant ∆(F) is invariant under this action. It will sometimes be convenient to associate to the
homogeneous polynomial F the inhomogeneous polynomial f (X) = F(X ,1) = aX2 +bX + c.

Definition 4.1.1. The binary quadratic polynomial (4.4) is positive definite if a > 0 and ∆(F)< 0.

If F is positive definite, then the roots of the polynomial f (X) = F(X ,1) must be a pair of complex
conjugates z,z, one of which lies in the upper half plane

H = {z ∈ C | Im(z)> 0} .

A positive definite form F remains positive definite under the action of SL2(Z). Thus we can speak of an
orbit of F under this action.

Definition 4.1.2. The form F(X ,Y ) = aX2 +bXY + cY 2 is reduced if

|b| ≤ a≤ c. (4.5)

Equivalently, F is reduced if its root z lies in the fundamental region

FQ =

{
z | z ∈ H, |z| ≥ 1, −1

2
≤ Re(z)≤ 1

2

}
.

Thus to every positive definite quadratic form F(X ,Y ), we can associate a point in the upper half plane,
namely its root z. The action of SL2(Z) on H is generated by the elements

M× =

(
0 −1
1 0

)
Mω =

(
1 ω

0 1

)
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for ω ∈ Z. Every positive definite form is equivalent to a reduced form under this action. This reduced
form is unique unless one of the inequalities in (4.5) is an equality, in which case there are two reduced
forms differing only in the sign of b. Of course, we can eliminate this ambiguity by demanding b > 0 in
this case.

We now consider a binary cubic form

F(X ,Y ) = aX3 +bX2Y + cXY 2 +dY 3. (4.6)

We want to define a notion of ‘reduced’ as in the quadratic case. The only invariant of F is the discriminant

∆(F) = b2c2−4ac3−4b3d−27a2d2 +18abcd.

We now proceed differently, depending on the sign of ∆(F). If ∆(F)> 0, we follow [Cre99]. By consid-
ering the Hessian matrix of F , we are naturally led to consider the Hessian covariant

h(X) = (b2−3ac)X2 +(bc−9ad)X +(c2−3bd).

Unless ∆(F) > 0, h(X) is not definite. In the following sections, we will have to consider only binary
cubics with negative discriminant, therefore the Hessian will not be an appropriate quadratic form to as-
sociate to F and this is the last time we shall see it in this thesis.

If ∆(F)< 0, then F has one real root α and a pair of complex roots β ,β . Following Belabas [Bel97], and
Mathews and Berwick [Mat12] we define the positive definite form

Q(F) = (X−β )(X−β ). (4.7)

There are other forms we could choose, some of which are discussed in [Cre99], however this is the
simplest option, and is sufficient for our purposes. We are led to the following definition.

Definition 4.1.3. A binary cubic form (4.6) is Minkowski-reduced if the positive definite form Q(F) in
(4.7) is reduced in the sense of Definition 4.1.2.

Various other notions of ‘reduced’ have been used. Cremona [Cre99] and Julia [Jul17] use the following
covariant of F

J2(X) = h0X2 +h1X +h2

where

h0 = 9a2
α

2 +6abα +6ac−b2

h1 = 6abα
2 +6(b2−ac)α +2bc

h2 = 3acα
2 +3(bc−3ad)α +2c2−3bd

which leads to an improved bound on |a| in the reduced cubic.

Recall that we are interested in the reduction of binary cubics in so far as it allows us to compute small
solutions. Thus we are led to consider the following, proved by Davenport in 1945 [Dav45].

Theorem 4.1.4 ([Cas71, Section II.5.4, Theorem IX]). If f (X ,Y ) is a binary cubic form with discriminant
D = ∆( f )< 0, then there are integers (U,V ) 6= (0,0) such that

| f (U,V )| ≤
∣∣∣∣ D
23

∣∣∣∣ 1
4
.
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If, further, f (X ,Y ) is Minkowski-reduced in the sense of Definition 4.1.3, then

min{| f (1,0)|, | f (0,1)|, | f (1,−1)|, | f (1,−2)|} ≤
∣∣∣∣ D
23

∣∣∣∣ 1
4
,

with equality only when
f (X ,Y ) = A(X3 +X2Y +2XY 2 +Y 3).

Thus by reducing a cubic form, we can easily find a point such that the form evaluated at that point
satisfies a certain useful upper bound.

4.2 Improving the Norm Equation in the Case K =Q

Let K =Q. Say that we have a,b∈Z such that we know there exists ξ ∈Q( 3√b) such that N
Q( 3√b)/Q(ξ ) =

a. This section will be concerned with how to compute this element ξ without resorting to the MAGMA
function NormEquation. The goal will be to change the norm equation to be solved into one with smaller
a and b, thus making it simpler. In this case, we will show that in fact we can reduce to the case |a|= 1.

Let ξ be given in the form α+β
3√b

γ+δ
3√b

. Then

a = N
Q( 3√b)/Q(ξ ) =

α3 +bβ 3

γ3 +bδ 3

from which it follows that

aγ
3 +abδ

3 = α
3 +bβ

3 (4.8)

and so we obtain

Va,b = {x3
1 +ax3

2 +bx3
3 +abx3

4 = 0} ⊂ P3 (4.9)

which must contain a point over Q.

Theorem 4.2.1. Let a,b ∈Z. Then the following are equivalent

1. a is a norm for Q( 3√b)/Q.

2. b is a norm for Q( 3
√

a)/Q.

3. a2b is a norm for Q( 3
√

a+b)/Q.

4. a2b is a norm for Q( 3
√

a−b)/Q.

5. Va,b(Q) 6= /0.

Proof. We have already shown that 1 and 5 are equivalent by the calculation (4.8), unless γ = δ = 0. We
see from (4.2) that this only happens when a is a perfect cube in Q, which is a trivial case. The symmetry
in 5 also shows that 2 and 5 are equivalent.

We now prove that 3 is equivalent to 2. First let b be a norm for Q( 3
√

a)/Q. We know that a+b
a = 1+ b

a is

a norm for Q( 3
√

b
a )/Q. Using the equivalence of 1 and 2, we see that a is a norm for Q( 3

√
b
a )/Q if and
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only if b
a is a norm for Q( 3

√
a)/Q. We are assuming that b is a norm for Q( 3

√
a)/Q and of course a is

trivially a norm in this extension. Thus a is norm for Q( 3
√

b
a )/Q giving us that a+b is as well, meaning

that b
a is a norm for Q( 3

√
a+b)/Q, as required. The converse is given by following this construction in

the opposite direction. A very similar argument can be made using a−b instead of a+b, thus giving us
that 4 is also equivalent to 2.

Theorem 4.2.1 is the first ingredient in our norm equation calculation. The next ingredient relies on the
theory presented in Section 4.1. We will create a binary cubic form with suitable properties along the
same lines as was done in [CR02] for binary quadratics.

Using Theorem 4.2.1, we can swap over the roles of a and b. Without loss of generality, assume that
|a|< |b|, and let b = b1b2

2 with b1 squarefree. Assume both a and b are cubefree. Let p be a prime divisor
of b1. We know that if Va,b in (4.9) has a global solution, it must surely also have a local solution over
Qp. Such a local solution would satisfy the equation x3

1 + ax3
2 = 0 (mod p). If x2 = 0 (mod p), then we

also have x1 = 0 (mod p). Substituting b = pb′, x1 = px′1 and x2 = px′2 into (4.9), we find

p2(x′1)
3 +ap2(x′2)

3 +b′x3
3 +ab′x3

4 = 0 (mod p)

and so we have x3
3 + ax3

4 = 0 (mod p). We can repeat this argument until we have some x3
i + ax3

j =

0 (mod p) but x j 6= 0 (mod p). Thus there exists cp ∈ Z such that a ≡ c3
p mod p for each such p. The

Chinese Remainder Theorem then gives us c ∈Z such that a≡ c3 mod b1, which we need for the follow-
ing construction.

Consider the following form with integer coefficients

F(X ,Y ) =
1
b1

(
(cX +b1Y )3−aX3) ∈Z[X ,Y ] (4.10)

which has discriminant ∆(F) = −27a2b2
1. This discriminant is always negative, which allows us to use

the theory from the previous section, and in particular Theorem 4.1.4. Thus there exist coprime U,V ∈Z
such that

|F(U,V )| ≤
(

27
23

) 1
4
|a|

1
2 |b1|

1
2 . (4.11)

We observe that

NQ( 3√a)/Q(b2((cU +b1V )− 3
√

aU)) = b1b3
2F(U,V )

= bb2F(U,V ).

The norm is multiplicative, so if we can find some element η such that NQ( 3√a)/Q(η) = b2F(U,V ) we
will have found ξ such that NQ( 3√a)/Q(ξ ) = b.

Of course, ideally we want |b2F(U,V )| < |b| or this procedure does not help us reduce the size of b.
Using (4.11), it would therefore suffice to have√

27
23
|a|< |b|.

The following algorithm can now be used to solve a norm equation.
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Algorithm 4.2.2. Input: Two positive integers a,b such that b is a norm for Q( 3
√

a)/Q.
Output: A list of elements (a,b) at each iterative step such that b is a norm for Q( 3

√
a)/Q and |anew| ≤ a.

Initialization: If a = c3a′ for some c, let a← a′. If b < a, swap the roles of a and b to ensure |a| < |b|.
Then iterate the following steps.

1. If b = c3b′ for some c, let b← b′.

2. Create the binary cubic form F from (4.10).

3. Reduce F to some Fred by associating it to a positive definite form Q(F) from (4.7).

4. Use the second part of Theorem 4.1.4 to find a minimizing Ured,Vred of Fred.

5. Find (U,V ), the minimizing point of F from (Ured,Vred).

6. If |b2F(U,V )|< |b|, let anew← a and bnew← b2F(U,V ). Else let anew← |b|−|a| and bnew← a2b,
which implements 3 and 4 from Theorem 4.2.1.

7. If bnew < anew then set a← bnew and b← anew. Else let a← anew and b← bnew.

Repeat until |a|= 1.

If we keep track of all manipulations of a and b throughout this algorithm, we can then reconstruct a
suitable element to solve the norm equation N

Q( 3√b)/Q(ξ ) = a.

It does not seem a simple matter to give a rigorous complexity result, even if we assume that we always

have
√

27
23 |a| < |b| at each step and that therefore we always have |b2F(U,V )| < |b| in step 6 of the

algorithm. All we can guarantee in that case is that the new b will be smaller than the old b, but nothing
further about the speed at which it decreases. We can however prove the following weaker result.

Theorem 4.2.3. Algorithm 4.2.2 always terminates.

Proof. We prove this theorem by showing that |a| must always reduce to 1. Every iteration, there are
three possibilities for what happens to a.

1. a gets swapped with b. This only happens if |b|< |a|, therefore this reduces |a|.

2. |a| reduces but |b| increases. This can only happen if
√

27
23 |a| ≥ |b|> |a| and no suitable U,V were

found in step 4. We then get |anew|= |b|− |a| ≤
√

27−
√

23√
23
|a|< |a|.

3. |a| stays the same. This happens when step 5 is successful, but |bnew| > |a|. This cannot happen
every iteration as then we would always have b decreasing but never being smaller than |a|. Within
a finite number of steps we must end up in one of the previous cases.

The following examples show the reduction process in action. The first example is also small enough to
show the solution to the norm equation we obtained using this method.

Example 4.2.4. Let a = 5115287721793 and b = 99954. Running our algorithm gives the following
iterations.
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Iteration a b c U V
1 5115287721793 99954
2 5115287721793 3702
3 3702 5115287721793 2399117156730 −355138 166563
4 3702 31329471 27262989 −886 771
5 3702 167665 25153 20 −3
6 3702 −175
7 −175 3702 3671 −1 1
8 −175 8
9 −175 1

10 1 −175

By keeping track each step of the way, we thus find that NQ( 3√a)/Q

(
u+v 3√a
w+y 3√a

)
= b where

u = 28002397299114135 v = 4553858177529
w =−239644398893060 y = 99680056606

Example 4.2.5. Let a = 475943754398 and b = 14497437270391604137562043. Of course, we would
not want to compute class groups or units in either Q( 3

√
a) or Q( 3√b), since MAGMA fails to compute

these at all in this case. Running our algorithm gives the following iterations. In this case, for the sake
of brevity we have left out the steps swapping the roles of a and b or removing cubes until the final few
steps.

Iteration a b c U V
1 475943754398 14497437270391604137562043 13040996527027402990871081 -22566991816 20299867929
2 475943754398 1305019405624780313 562103019023909274 8920801 -3842402
3 475943754398 -203142301070862 124241776114472 52984 32405
4 475943754398 1176907695860 126982936082 -3939 1700
5 177059691796 475943754398 397192350374 -1801 1503
6 135001895302 177059691796 106344009 133 -54
7 135001895302 -31559584862 10741940314 -379 -129
8 22345195257 135001895302 117731257899 5847 -5099
9 22345195257 -33082287218 12577646905 -3009 -1144

10 -2202230654 22345195257 22961431 -64 29
11 -949205271 -2202230654 273883861 394 49
12 -402541684 -949205271 593561816 -387 -242
13 -402541684 464089212 4082573 60 -19
14 43371174 -402541684 61403307 -59 -36
15 -10368786 43371174 791616 19 -17
16 -1547861 -10368786 1847347 174 31
17 -807372 -1547861 14706 -15 -7
18 570269 -807372 13694 5 3
19 -53829 570269 318431 77 -43
20 19453 -53829 4311 7 5
21 -6747 19453 53 1 0
22 -6747 2744
23 -6747 1
24 1 -6747

In this case, the solution is simply too large to present here, however running the algorithm takes very
much less time than a second, thus clearly an improvement. In this thesis, we are not overly concerned
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with the size of the solutions we obtain via this method, however this would definitely be a point to
improve on.

The following table gives a comparison between our method and the standard one implemented in
MAGMA. It is not intended as anything other than a rough indication of how useful this method is
practically speaking. We use version 2.21-1 of MAGMA. Initial values for a and b were randomly gen-
erated as follows. We randomly selected any a,b0,b1,b2 ∈ Z using MAGMA’s Random function, and let
b = NQ( 3√a)/Q(b0 +b1

3
√

a+b2
3
√

a2
). We always ensured that |a|< |b|, swapping their roles if necessary

to achieve this, and then used two methods to find some ξ such that NQ( 3√a)/Q(ξ ) = b.

The column ‘NormEquation’ gives the time needed in seconds it took for that function to calculate a
solution. It occurred occasionally that NormEquation was unable to calculate the class group and units,
and NormEquation terminated with an error message. This we put down to too large a choice of a, and
is marked in the table with DNT, standing for ‘Did Not Terminate’.

The column ‘Reduction’ gives the time needed in seconds to run the reduction algorithm described by
Algorithm 4.2.2, including the time needed to construct the actual solution. We make use of MAGMA’s
inbuilt reduction software. The solution generated by our method is usually very large, and therefore the
various manipulations involved in constructing it are very costly in terms of memory. Unfortunately, we
were not able to find a solution to this problem, and for our purposes the size of the final solution to the
norm equation was immaterial.

a b NormEquation Reduction
70235621210581 −275004457462859405453170864819110257469526365557 13.780 0.430
22679366817707 35315421098556821593458619430514676482303111606 13.260 22.280
67587097421358 −149684739697675736569074185812171 DNT 0.090
−44425602641492 −1299644021886824591936646323481361 19.140 0.090
85037766826631 3843074025831131090459133934496314 21.170 0.380
2397945053545 4625165745928210140817270392176 13.940 0.110
4350672676449 8243666947244690416104861197501487 DNT 43.740
1587779723503 99087131077430168884026620000 DNT 9.010
−6071170898514 3587718922662132297093864646256 20.790 0.560
−1135264462975 1288825400769835281105114288 DNT 0.030
−3848271226757 −1097183375014053814098707036970 DNT 0.090
1619769021285 63988240880515662976030972692 DNT 62.810
−9129186073582 2730951913186624976744322253003 DNT 12.620

4.3 Modifications of the Theory of Reduction for K any Number
Field

We now want to let the base field K be any number field with L some cubic extension of K. We will
modify the methods discussed in Section 4.1 to solve norm equations of the form

NL/K(ξ ) = x.

If K is totally real, it still makes sense to speak of positive definite forms as in Definition 4.1.1. However,
if K is imaginary, we need a new definition. Many references are available for the theory discussed in this
section. We followed mostly [SC02, Cas71, EGM98].
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Definition 4.3.1. The set of positive definite binary Hermitian forms, denoted by H(C), are of the form

Q(X ,Y ) = a|X |2 +bXY +bXY + c|Y |2

= a(|X− tY |+u2|Y |2)

with a,c,u > 0 and b, t ∈ C.

The discriminant of such a form is given by

∆(Q) = 4(ac−|b|2) ∈R>0.

Also, the upper half plane is no longer sufficient to characterise these forms.

Definition 4.3.2. Upper hyperbolic space is defined as

H3 = {(z,r)|z ∈ C,r ∈R>0}.
We fix an embedding OK ↪→ C. An action of SL2(OK) on this upper half-space is given by(

α β

γ δ

)
· (z,r) =

(
(αz+β )(γz+δ )+αγr2

|γz+δ |2 + |γ|2r2 ,
r

|γz+δ |2 + |γ|2r2

)
.

To each positive definite binary Hermitian form Q in H(C), we can thus associate a point z(Q) = (t,u) ∈
H3 with t,u such as given in Definition 4.3.1. There is an action of SL2(OK) on H(C), which corresponds
to the action on H3, given by

Q(X ,Y ) ·
(

α β

γ δ

)
= Q(αX +βY,γX +δY ).

The discriminant of Q is invariant under this action. The action of SL2(OK) on H3 is generated by

M× =

(
0 −1
1 0

)
Mω =

(
1 ω

0 1

)
where ω ∈ OK and

M×(z,r) =
(
−z

|z|2 + r2 ,
r

|z|2 + r2

)
Mω(z,r) = (z+ω,r).

The action is covariant on z(Q) by which we mean that for each g ∈ SL2(OK) we have

z(Q ·g) = g−1(z(Q))

where the action of g is as given above. Each SL2(OK) orbit in H3 then has a unique representative
in some fundamental region F . The calculation of such fundamental regions is a nontrivial task and is
partially dealt with in [Mor13, Lin05, EGM98]. We only give two examples here.

Definition 4.3.3. Let K =Q(i) or Q(
√
−3). Let

BK =
{
(z,r) ∈H3 | |cz+d|2 + |d|2r2 ≥ 1 for all coprime c,d ∈ OK

}
FQ(i) =

{
z ∈ C | 0≤ |Re(z)| ≤ 1

2
, 0≤ Im(z)≤ 1

2

}
FQ(√−3) =

{
z ∈ C | 0≤ Re(z)≤ 1

2
, −
√

3
3

Re(z)≤ Im(z)≤
√

3
3

(1−Re(z))

}
.

The fundamental region for K is then defined to be

FK = {(z,r) ∈BK | z ∈ FK} .
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In this case, MAGMA does not have reduction software available yet, therefore we implemented the
method ourselves. The method used to reduce a point (z,r) ∈ H3 to some point in the fundamental
region is the following. If z is not within bounds, we act on (z,r) by some suitable Mω . If z is within
bounds but r is not, we act by M×. Thus we proceed until we have found the reduced point. This leads us
naturally to the following definition.

Definition 4.3.4. We say a positive definite binary Hermitian form with coefficients lying in K is reduced
with respect to K if the point associated to it lies in the proper fundamental domain.

Let
F(X ,Y ) = a0X3 +a1X2Y +a2XY 2 +a3Y 3

be a binary cubic with ai ∈K and a0 6= 0. We also let f (X) = F(X ,1) as before. We follow [SC02], which
cites various results by Julia [Jul17]. There are once again various ways of assigning a suitable point in
either the upper half plane H or upper half space H3 to it.

If F is real with a single real root, Belabas [Bel97] uses the unique root in the upper half plane, whereas
Cremona [Cre99] uses the point t +ui where t and u are given by solving

3

∑
j=1

t j(X−α jY )(X−α jY ) = (X− tY )2 +u2Y 2

where α j are the roots of F and the t j are carefully chosen.

For real cubics F with three real roots, we follow [Jul17] and associate to it the positive definite form

Q0(F)(X ,Y ) =
3

∑
j=1

1
| f ′(α j)|2

(X−α jY )2

The case we are most interested in however will be the case where F is a complex form. After all, we
shall be most interested in adjoining a cube root of unity to Q, hence K = Q(

√
−3). For F a complex

form, we define the positive definite Hermitian form

Q0(F)(X ,Y ) =
3

∑
j=1

|X−α jY |2

| f ′(α j)|2
. (4.12)

Definition 4.3.5. Let F be a complex binary cubic with coefficients lying in K. Then we say F is reduced
with respect to K if the associated positive definite binary Hermitian form Q0(F) given by (4.12) is
reduced in the sense of Definition 4.3.4.

4.4 Improving the Norm Equation when K is a Number Field with
Class Number 1

In this section, we discuss the changes that need to be made to Algorithm 4.2.2 to allow us to use it in a
more general setting. First, we see that Theorem 4.2.1 holds over general number fields K. All we need
to supply now is an analogue of the construction of the cubic (4.10), which we do for number fields K
with class number 1.

Assume we have a,b ∈ OK such that b is a norm for the extension K( 3
√

a)/K. Without loss of generality,
assume that |NK/Q(a)| < |NK/Q(b)| and the ideal (b) is a cubefree product of prime ideals. Let (b) =
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(b1)(b2)
2. Then, as was done in Section 4.2, we can now find c ∈ OK such that a ≡ c3 mod (b1). We

consider the binary cubic form

F(X ,Y ) =
1
b1

(
(cX +b1Y )3−aX3) ∈ OK [X ,Y ]. (4.13)

This binary cubic can be reduced using the theory from the previous section. If we can find some U,V ∈
OK such that F(X ,Y ) takes some small value, then we may observe that, as before

NK( 3√a)/K(b2
(
(cU +b1V )− 3

√
aU
)
) = b1b3

2F(U,V )

∈ (b)(b2F(U,V )).

What we would like to be true at this point is

|NK/Q(b2F(U,V ))|< |NK/Q(b)|

for then we would be able to define an iterative procedure as in Algorithm 4.2.2. Although it seems likely
there exists some constant CK such that we can find U,V ∈ OK with

|NK/Q(F(U,V ))| ≤CK

√
|NK/Q(ab1)|

a true analogue to Theorem 4.1.4 is lacking. For number fields of small discriminant, we have had some
success in employing this method, and we present some examples in the next section. In no case however
do we avoid using MAGMA’s NormEquation altogether. The best we were able to do is to reduce the
sizes of a and b somewhat, thus giving an easier field to calculate class group and units over.

4.5 Examples
Example 4.5.1. Let K =Q(i), and take a = 4423i+18397 and b =−8611600044i+4398890071.

In the first step, we let b = b1b2
2 where

b1 =−8611600044i+4398890071
b2 = 1

First we form the cubic F from (4.13)

(−843084371702584553354824531802095008718742697431i

−430655795990166465374980595521426130789723852546)X3

+1312857958728842851678465656259587047427X2Y

+(540447297247165795374275967996i−276065799341870044953369676539)XY 2

+(−75762963857949526248i−54809421461078416895)Y 3

which we reduce to

(496735i−119333)X3 +(−410556i−251460)X2Y

+(283011i+690831)XY 2 +(163053307i+318733432)Y 3.



94 CHAPTER 4. IMPROVING NORM EQUATION CALCULATIONS

In an attempt to find small solutions to this reduced cubic, we evaluate at the units of K and find that
(i,−i) gives a smaller solution than anything else we tried. This translates into the solution (U,V ) on F
given by

U =13289i+55162
V =119348489996606i+28682661485346.

Thus we have reduced the problem to

a = 4423i+18397
b = b2F(U,V )

=−161863005i−317910474.

In the following tables, we show the iterations of the algorithm in this example. The first table gives the
values of a and b at each step, as well as the operation carried out. The second table gives the values of c,
U and V whenever relevant. Of course, if a step involves swapping a and b or any other manipulation not
involving the cubic F , no such values need be given.
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Iteration a b Operation
1 4423i+18397 −161863005i−317910474
2 4423i+18397 −11077211i+8864955
3 4423i+18397 100594i+641863
4 4423i+18397 −107577i+105828
5 4423i+18397 19133i−39085
6 4423i+18397 −34534i+16836
7 4423i+18397 −5565i−18477
8 −1142i−80 −4781548804374i−4986421854330 anew = a+b, bnew = a2b
9 −1142i−80 −51218262489i+2441992664676
10 −1142i−80 18454839i−124828522
11 −1142i−80 38490i+70033
12 −1142i−80 519i+1624
13 −1142i−80 2216i−3246
14 −1142i−80 278i+1370
15 −1142i−80 273i−412
16 −1142i−80 686i+92
17 686i+92 −1142i−80 anew = b, bnew = a
18 −456i+12 517656824i+181118368 anew = a+b, bnew = a2b
19 −456i+12 858641i−468288
20 −456i+12 32148i−9984
21 −456i+12 −10533i−5541
22 −456i+12 −4910i−6984
23 −456i+12 −3381i+4149
24 −456i+12 −1628i−1162
25 −456i+12 −1629i−939
26 −456i+12 −332i−478
27 −456i+12 −540i−188
28 84i+200 114265152i+33155136 anew = a−b, bnew = a2b
29 84i+200 13941i+22563
30 84i+200 −1422i+3594
31 84i+200 1254i−543
32 84i+200 −398i+86
33 84i+200 121i+78
34 84i+200 222i−74
35 84i+200 −74i−37
36 84i+200 −34i−10
37 −34i−10 84i+200 anew = b, bnew = a
38 −34i−10 29i−71
39 −34i−10 100i−10
40 −34i−10 −143i−23
41 −34i−10 100i−10
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Iteration c U V
1 20919352752326754303 13289i+55162 119348489996606i+28682661485346
2 −i−5394272038577216 3284i+1337 35078603365i+40546225814
3 −73187635361206 −93i−90 662237906i−84474409
4 122477567466 177i+68 30979925i+17830704
5 −i−2998327298 −66i−41 1500364i−363545
6 −2633254 4i+4 −5745i+926
7 54485546 −8i−30 16892i−86429

10 −i−1632680 30i+1 −1593i−3219
11 3i+260930819033420 −3696i+1866 6996223891i−4934858508
13 −1432644 −16i+9 15109i−3111
14 1034489 −8i−11 −2408i+6743
16 −76276 3i+4 727i+259
20 1579 2i+1 −25i−4
22 −21718806 52i+45 −28497i+122214
23 −765972 −12i+32 −3459i−5064
24 3090684 5i+6 4427i+862
25 −443801 −8i+13 −462i−6758
26 −144066 15i+5 242i+1187
27 −44 −1 2i
30 −472 2i+1 −4i−30
32 50507 −7i+14 −372i−443
34 228 −1 7i+3
36 11i−65 −3i+2 −2i−2
39 1374 −5i+4 56i−100
40 −i+195 i−5 −6i+19
41 354 6i−4 −12i−13

At this point, when we carried on for three more iterations, we failed to improve the situation any further,
thus we terminated here and used MAGMA’s function NormEquation. Using NormEquation without any
reductions takes 1.64 seconds. The final norm equation after 38 iterations took 0.31 seconds. However,
in this particular case we were no better off. Due to issues with memory use, the entire procedure took
7.07 seconds. This was a consistent problem, because the solutions we generate are usually very large, in
this case several pages long. Thus the overall gains are either not as great as in the K =Q case, or indeed
nonexistent as in this example.

Example 4.5.2. Let K =Q(ζ3), and we seek ξ such that NK( 3√a)/K(ξ ) = b where

a = 5241592208466ζ3 +9258597461771
b =−1871ζ3 +2918.

In the first step, we swap the roles of a and b. In the second step, we let b = b1b2
2 where

b1 = 5241592208466ζ3 +9258597461771
b2 = 1.
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The cubic F from (4.13) is given by

(−1910488633417798517643265408976494441812252642141172344394728287ζ3

+1464143445654423213494306548756343203168638519793901902992345091)X3

+2466190525937721469930788771107943669834714913638843X2Y

+(450855290339480696557943624444189030718ζ3 +796377795285373177099824473254360886733)XY 2

+(69585295754032436593033416ζ3 +58247338079260924604383285)Y 3

which reduces to

(−14088991ζ3 +177488443)X3 +(46530588ζ3−225776838)X2Y

+(169335189ζ3 +110615553)XY 2 +(−25046927ζ3 +162160023)Y 3.

By considering the units of OK , we find a small solution at (−ζ3,−ζ3− 1), giving the following small
solution (U,V ) on F .

U = 279323ζ3−518217
V =−2350986297336096581ζ3 +273823865257468289

Thus we have reduced the problem to

a =−1871ζ3 +2918
b = b2F(U,V )

=−172649809ζ3−120578644

The following table gives the values of a and b after each iteration, together with all unusual operations.
The second table gives the values of c, U and V at all relevant steps. Once again, we stopped and used
NormEquation when we failed to improve a and b for three steps.
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Iteration a b Operation
1 −1871ζ3 +2918 5241592208466ζ3 +9258597461771
2 −1871ζ3 +2918 −172649809ζ3−12057864
3 −1871ζ3 +2918 −1982070ζ3−194831
4 −1871ζ3 +2918 −89847ζ3−22274
5 −1871ζ3 +2918 19238ζ3 +541
6 −1871ζ3 +2918 786ζ3 +3035
7 786ζ3 +3035 −1871ζ3 +2918 anew = b, bnew = a
8 2657ζ3 +117 3811484077ζ3 +32846307926 anew = a−b, bnew = a2b
9 2657ζ3 +117 −1329574ζ3 +10397075

10 2657ζ3 +117 145491ζ3 +54274
11 2657ζ3 +117 29102ζ3 +5279
12 2657ζ3 +117 31217ζ3 +10562
13 2657ζ3 +117 9187ζ3 +3627
14 2657ζ3 +117 2794ζ3 +4953
15 2657ζ3 +117 121ζ3−212
16 121ζ3−212 2657ζ3 +117 anew = b, bnew = a
17 121ζ3−212 1141ζ3 +212
18 121ζ3−212 227ζ3 +576
19 121ζ3−212 −33ζ3 +275
20 88ζ3 +63 −21311059ζ3 +6157140 anew = a+b, bnew = a2b
21 88ζ3 +63 71696ζ3 +54720
22 88ζ3 +63 8962ζ3 +6840
23 88ζ3 +63 −355ζ3−192
24 88ζ3 +63 76ζ3 +212
25 88ζ3 +63 132ζ3−72
26 88ζ3 +63 −76ζ3−212
27 88ζ3 +63 132ζ3−72
28 88ζ3 +63 −76ζ3−212
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Iteration c U V
2 28671649911470165630615341 279323ζ3−518217 −2350986297336096581ζ3 +273823865257468289
3 6891413508236914 2719ζ3 +120 89955841994ζ3 +135661075768
4 804387530876 238ζ3−181 91017146ζ3 +178658486
5 1182869459 −46ζ3 +47 −945129ζ3−1316429
6 −170113893 −12ζ3−46 415121ζ3 +297336
9 451445 5ζ3 +12 −957ζ3−1243

10 −19497372065900 231ζ3 +680 521099256ζ3 +1208548845
11 5944729415 −110ζ3−35 321837ζ3 +4696354
12 304916947 59ζ3−1 −143994ζ3−736048
13 7115800 6ζ3−12 −20391ζ3 +12494
14 21272 2ζ3−3 −464ζ3−84
15 −30ζ3−17749 17ζ3 +7 62ζ3 +60
17 −1444031 24ζ3 +10 −5074ζ3 +8193
18 29 ζ3 −4ζ3−3
19 110963 −2ζ3 +4 905ζ3−414
21 3775 3ζ3 +8 −56ζ3 +48
23 −8069499 −30ζ3−43 22094ζ3−21781
24 38383 3ζ3 +10 −1205ζ3−229
25 −167 −3ζ3 −12ζ3−4
26 −82 −ζ3−2 9ζ3−2
27 −167 3ζ3 −12ζ3−4
28 −82 −ζ3−2 9ζ3−2

In this case, this method took 9.67 seconds whereas MAGMA’s function NormEquation failed to termi-
nate at all and gave an error message. However, most of the gain was made in the first step, where the
roles of a and b are swapped. If we do just this one step, then NormEquation will find a solution in 2.34
seconds.

Once again, we give tables as an indication of the efficacy of our method, which once again should
be seen as simply a beginning point of a comparison between our method and NormEquation. Ver-
sion 2.21-1 of MAGMA was used. We generated a and b as follows. We randomly generated an ele-
ment of OK , which became a. We then randomly generated three more elements b0,b1,b2 ∈ OK and let
b = NK( 3√a)/K(b0 +b1

3
√

a+b2
3
√

a2
). We always ensured that |a| < |b|, swapping their roles if necessary

to achieve this, and as before used two methods to find some ξ such that NK( 3√a)/K(ξ ) = b.

Once again, the column ‘NormEquation’ simply gives the time in seconds it took that function to cal-
culate a solution. Whenever DNT occurs in the table, we mean ‘Did Not Terminate’, indicating that
NormEquation terminated with an error message, having failed to compute class group and units.

The column ‘Reduction’ is slightly different to before. It includes, as before, the time needed in seconds
to run the reduction algorithm described by Algorithm 4.2.2. The reduction algorithm is terminated when
no improvement is noted for 5 steps. It also includes the time taken by NormEquation whenever it was
called after the reduction steps have been completed. It does not include the time needed to construct
the actual solution. The solutions generated by our method are even larger than before, and therefore
usually extremely costly in terms of memory in examples of this size. Once again, we did not improve
the situation, as in our case the size of the final solution was of no real consequence. However, for large a
and b, such as in all these examples, the solution becomes large enough that performing the manipulations
necessary to obtain it becomes the major bottleneck in using this method.
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a b NormEquation Reduction
−27562318i+33109835 −103284999619841438i−79089466538861573 62.350 19.310
−46712519i−464220447 −27472198206344200772i+20024220036079386021 2255.320 1373.690
457960311i−234115155 −44006495293562970851i−28529403607371780864 781.370 419.890
−124707062i+391128728 10783543850541390003i−10532976641434724246 1080.560 35.090
−126198355i+220425997 −261292726606350282i−445078391789136785 49.130 14.840
−8432287i+384179478 5732956024605868547i+17545240966260470045 76.140 186.730
276885337i−471639922 5564175539109037112i+36972365783474880430 1494.190 251.750
489000712i−328198170 43336395324184322968i+1251651780103417755 48.790 41.450
−91576685i+304856091 −5411260473399890435i−3573466872151010722 71.090 19.650
193891176i+254082924 −12316109224473215768i−3370543074315767792 DNT 29.470
191906135i+427234837 −27209145319480487971i+33924655077631708013 DNT 29.470
325301729i−473884263 −36061695061291222086i+36901999513041951040 DNT 42.330
−216199489i−387453958 −4723740348138941391i+24150206431716762912 DNT 190.860
−188114304i+111202938 −2677614557268003992i−1473337482898372474 768.830 44.890
268911775i−261940316 6631612665626075037i−16319851779660481657 DNT 41.660
−20190685i+233949106 −604619955768772962i+3476769170641517807 DNT 33.090
193785866i+224652580 7493530647345155338i−11524268297440878643 1617.630 23.410
26159881i+402165884 1813666097023776693i+90652646356328149 897.720 1021.660
−164038284i+469514217 16651782553041717212i−14566497988710989061 1507.000 30.890
−370873557i+41897030 −41717208675774280780i−26178708265157879292 1609.080 1889.230
−301779187i+48627567 −4924155492553378119i−17857291052882736816 705.200 117.260
−201495298i−419599470 1816089096209075400i+16446131941587141800 DNT 754.500

K =Q(i)
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a b NormEquation Reduction
−13117310ζ3 +20485456 −45407490549174094ζ3 +15845760531070777 37.640 26.130
19500539ζ3 +67414560 −1002726158222333548ζ3−639625061508336295 37.840 92.320
17654008ζ3 +44894405 51221253198625798ζ3−20234237483800700 75.260 22.230
42069760ζ3 +48169862 −117125700432341148ζ3−196123187948007310 166.950 35.150
44619028ζ3 +57662742 66439618595133870ζ3−186544994879554753 53.450 58.710
−8763389ζ3−11562734 −1150055925466495ζ3 +1184392823592454 22.340 24.870
25641944ζ3 +5452118 329123967637738432ζ3−48008738885204225 49.830 24.580
−42350469ζ3−87197764 144662538899383071ζ3−128986869988808313 58.070 22.350
−119396194ζ3−43331483 −2841730297308096884ζ3−1255515734638964560 192.550 146.550
−48224998ζ3 +139576914 −608778188585304958ζ3−267025105708703262 98.510 44.830
100433947ζ3 +302923891 337773378670492680ζ3−59536460350213867 168.420 139.510
−431103241ζ3−678475775 −40830131170535945232ζ3 +50901557742038349221 903.690 78.490
422360594ζ3 +356187537 −3155890525775461988ζ3 +13068040367707186229 72.430 63.330
−241818089ζ3−472672811 −2425748903399313279ζ3 +12507270312698920511 605.710 47.570
−431103241ζ3−678475775 −40830131170535945232ζ3 +50901557742038349221 903.690 78.490
422360594ζ3 +356187537 −3155890525775461988ζ3 +13068040367707186229 72.430 63.330
−241818089ζ3−472672811 −2425748903399313279ζ3 +12507270312698920511 605.710 47.570
−248408455ζ3−213297663 −354105013638560043ζ3 +129686925086796494 437.910 36.160
489868457ζ3 +951252259 −5536046801249419258ζ3−5319278065273988657 1497.720 574.860
−469622158ζ3−668672343 −8765517188520885368ζ3 +112977738595208318858 2003.690 1430.610
−384730604ζ3−767444897 −11947538914288076931ζ3−11905758861046548528 1458.050 414.600
−27562318ζ3 +33109835 −103284999619841438ζ3−79089466538861573 DNT 25.050

K =Q(ζ3)
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Chapter 5

Methods for Computing the Pairing in
the Three Isogeny Case

In this chapter, we compute the Cassels-Tate pairing using the two definitions given in Chapter 3. We call
the two methods the direct Weil pairing method and the pushout form method. We give several examples
of the method in action in each case.

5.1 Direct Weil Pairing Method
Let E/K be an elliptic curve admitting a 3-isogeny φ : E→ Ê. Let E[3] = 〈S,T 〉 such that ker(φ) = 〈S〉.
In this section, we will use the Weil pairing definition of the Cassels-Tate pairing, given in Definition
3.1.6, to calculate the pairing on S(φ̂)(Ê/K)×S(φ̂)(Ê/K). We first outline the procedure, and then move
on to some examples of this method.

We saw in Definition 3.1.6 that the Cassels-Tate pairing is given by the sum of a number of local pairings.
By a slight variation of Proposition 3.3.6, these primes are given by the set of bad primes of E, together
with possibly the primes involved in the global lift choice.

Suppose that we are in one of the three cases outlined in Section 2.5, and suppose that x,y ∈ S(φ̂)(Ê/K).
Let v be some place at which we want to calculate the local pairing. Let R be the étale algebra correspond-
ing to the set E[3] \ {O}. We saw in Section 2.5 that in the three cases we are considering, we always
have R∼= L1×L2 for some finite separable field extensions L1 and L2 corresponding to the orbits of S and
T , respectively. We write Rv, L1,v and L2,v for the localisations at v. Then the local pairing is calculated
as follows.

Procedure 5.1.1. This procedure calculates the local pairing between x,y ∈ S(φ̂)(Ê/K) at some place v
of K, in the cases that φ : E→ Ê is of types µ3-nonsplit, Z/3Z-nonsplit or generic 3-isogeny.

1. Lift x ∈ H1(K, Ê[φ̂ ]) to x1 ∈ H1(K,E[3]), which is possible by Lemma 3.1.10. Explicitly, we can
use one of Lemmas 2.5.9, 2.5.12 or 2.5.15. We then obtain x1 as an element (a,b) ∈ R×/(R×)3.

2. Let (av,bv) = (x1)v ∈ R×v /(R
×
v )

3 be the element obtained by localising the coordinates of x1 at v.

3. From Corollary 3.4.9 we have a map

h : E(K)−→ R×/(R×)3

103
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given by the tangent lines at S and T . We also have the local version for every place v of K

hv : E(Kv)−→ R×v /(R
×
v )

3.

4. For this step, see exact complex (3.8). We find some local point Pv ∈ E(Kv) such that hv(Pv) =
(rv, tv) ∈ R×v /(R

×
v )

3 and rv ≡ av mod (L×1,v)
3. We have that φ(rv, tv) = φ(av,bv), thus they differ by

some element in the image of ιφ ,v. In fact, they differ by ξv =
bv
tv

.

5. Let yv be the localisation of y ∈ H1(K, Ê[φ̂ ]) to yv ∈ H1(Kv, Ê[φ̂ ]).

6. We now have the 2 elements required in Definition 3.1.6 and calculate the local Tate pairing
< ξv,yv >v,eφ

from Definition 3.1.4.

We now illustrate this procedure with two examples.

Example 5.1.2. Let E be the curve 63531c1 from the Cremona database [Cre15].

E : y2 = x3−3(4x+52)2

We are in the µ3-nonsplit case. The isogenous curve is Ê : y2 = x3 + 362(x + 543)2. The points of
order 3 on E are generated by S = (0,52

√
−3) and T = (β ,4(β + 39)) where β is a root of γ(x) =

x3−64x2−2496x−32448. We also choose a cube root of unity ζ3 =− 1
2 −

√
−3
2 .

The various number fields involved are given by L1 =Q(ζ3), L2 =Q(
3
√

181) and M =Q(ζ3,
3
√

181). The
Selmer groups are given by the following generators

S(φ)(E/Q) = 〈181〉 ⊂Q×/(Q×)3

S(φ̂)(Ê/Q) = 〈ζ3,−39ζ3−52〉 ⊂
(
L×1 /(L

×
1 )

3)− .
The initial estimate for the rank of E is therefore 2 by Section 2.7. The discriminant of E is−43977682944=
−212 ·33 ·133 ·181, therefore the initial set of primes S for which we must do a local pairing calculation
is given by

P = {2,3,13,181,∞}.

This set may need to be enlarged depending on the global lifts made, however this does not happen in this
example.

From Exercise 2.7 of [CF67], we see that we can ignore the infinite place, as 3 is odd. We now follow
Procedure 5.1.1 to calculate the Cassels-Tate pairing on S(φ̂)(Ê/Q)×S(φ̂)(Ê/Q).

In step 1, we first lift ζ3 and−39ζ3−52 globally to H1(Q,E[3]) = H, where H ⊂ L×1 /(L
×
1 )

3×L×2 /(L
×
2 )

3

is given by Lemma 2.5.7 and the lift to it is given by Lemma 2.5.9. Note that this lift need only be correct
up to cubes.

global lifts in H

ζ3 (ζ3,
1
3 (28 3
√

181
2
+160 3

√
181+868))

−39ζ3−52 (−39ζ3−52, 1
3 (59 3
√

181
2
+314 3

√
181+3011))

In step 2, we localise these global lifts at each p ∈ P. The following table gives the element bp in each
case. Note that 181 is a cube in Qp for all p ∈ P\{∞} except p = 181.
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b2 mod 29 b3 mod 310 b13 mod 133 b181 mod 1813

ζ3 256 25366 1710 3953170 3
√

181
2
+3953214 3

√
181+3953450

−39ζ3−52 312 39366 1352 1976600 3
√

181
2
+1976685 3

√
181+1977584

Step 3 is to give the map h : E(Q)→ L×1 /(L
×
1 )

3×L×2 /(L
×
2 )

3 explicitly. It is given by the tangent lines at
S and T , thus h = (tanS, tanT ), where

tanS(x,y) = y−4
√
−3x−52

√
−3

tanT (x,y) = y− 3β 2−96β −1248
8(β +39)

x+8β +156.

In step 4, we find local points on E that satisfy certain properties. The following table gives the local
points we found.

mod 29 mod 310 mod 133 mod 1813

ζ3 (4 : 4 : 3) (27 : 108 : 108) (6 : 107 : 1) (1 : 5483060 : 1)
−39ζ3−52 (4 : 4 : 3) (3 : 143 : 2700) (13 : 117 : 1) (1 : 5483060 : 1)

We thus find the following elements ξp, modulo cubes.

ξ2 mod 23 ξ3 mod 35 ξ13 mod 133 ξ181 mod 1813

ζ3 4 45 263 1
−39ζ3−52 7 189 169 1

In step 5 we specify a localisation for each generator of the Selmer group.

y2 mod 23 y3 mod 33 y13 mod 133 y181 mod 1813

ζ3 6+6
√
−3 13+13

√
−3 1036 3177503

−39ζ3−52 4+4
√
−3 8+6

√
−3 1287 601892

In step 6, we use Section 3.2 to compute the local pairings in each case. The prime 2 is inert in L1, but
the situation is different for the primes 13 and 181, which both split into two distinct places. Thus in the
final sum, we must multiply the result obtained from these primes by two, as stated in Remark 3.2.4. The
following table gives the necessary information to calculate the local pairing at 2.

(ξ2,y2)2 val2(ξ ) val2(y) c
( c

2

)
(4,6+6

√
−3)2 2 2 1

18 (−1−
√
−3) 1

(7,6+6
√
−3)2 0 2 49 0

(4,4+4
√
−3)2 2 3 1

2 (−1−
√
−3) 1

(7,4+4
√
−3)2 0 3 343 0

Thus the local pairing at 2 is given by the following matrix.

ζ
3 −
39

ζ
3
−

52

ζ3 1 1
−39ζ3−52 0 0
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We choose the prime p13 = 1− 3ζ3 lying over 13 and p181 = −4ζ3− 15 lying over 181. The following
tables give the information needed to compute the local pairings at these primes, as well as the matrix for
the result of the local pairing. Denote by ηg the element obtained from the Selmer element g for prime
181.

(ξ13,y13)p13 valp13(ξ ) valp13(y) c
(

c
p13

)
(263,1036)p13 0 0 1 0
(169,1036)p13 2 0 1

1073296 2
(263,1287)p13 0 1 263 1
(169,1287)p13 2 1 1

9801 0

(ξ181,y181)p181 valp181(ξ ) valp181(y) c
( c

2

)
(1,3177503)p181 0 0 1 0
(1,601892)p181 0 0 1 0

ζ
3 −
39

ζ
3
−

52

ζ3 0 2
−39ζ3−52 1 0

ζ
3 −
39

ζ
3
−

52

ζ3 0 0
−39ζ3−52 0 0

To compute the local pairing at the prime 3, we need to use Proposition 3.2.7. Each element lies in a class
generated by 〈λ ,η1,η2,η3〉. The following table shows which class it is.

element class element class
45 λη1η2η3 13+13

√
−3 η1

189 η2
2 η2

3 8+6
√
−3 η2

3

Using Table 3.1, we find the following for the local pairing at 3.

ζ
3 −
39

ζ
3
−

52

ζ3 2 1
−39ζ3−52 1 0

When we add the matrices obtained from the pairings at 2, 3 and 13, we obtain the following matrix for
the Cassels-Tate pairing.

ζ
3 −
39

ζ
3
−

52

ζ3 0 1
−39ζ3−52 2 0

Thus we see that the rank of E must be 0 and we have found

X(Ê/Q)[φ̂ ]∼= (Z/3Z)2.

Example 5.1.3. Let E be curve 24060f1 in the Cremona database, given by

E : y2 = x3 +(x+15)2.



5.1. DIRECT WEIL PAIRING METHOD 107

We are in the Z/3Z-nonsplit case. The isogenous curve is Ê : y2 = x3− 3
(
x+ 401

9

)2
. The points of

order 3 on E are generated by S = (0,15) and T = (β , 1
3 (−2ζ − 1)β − 30ζ − 15) where β is a zero of

f (x) = x3 + 4
3 x2 +60x+900. We have L1 = Q(ζ3), L2 = Q(

3
√

802) and M = Q(ζ3,
3
√

802). The Selmer
groups are

S(φ)(E/Q) = 〈1〉 ⊂ L×1 /(L
×
1 )

3

S(φ̂)(Ê/Q) = 〈2,3,5〉 ⊂Q×/(Q×)3.

Thus we estimate the rank to be at most 2. The discriminant of E is −21654000, thus the set of primes
for which we must do the local pairing calculation is given by

P = {2,3,5,401}.

Once again, we choose global lifts such that this set is not enlarged. We follow Procedure 5.1.1 to
calculate the Cassels-Tate pairing. For step 1, we use Lemma 2.5.12 to lift the generators of S(φ̂)(Ê/Q)
to H1(Q,E[3]). These global lifts are given in the following table.

global lifts

2 1
3 (5ζ3 +5) 3

√
802

2
+ 1

3 (15ζ3 +4) 3
√

802+ 1
3 (−41ζ3 +249)

3 5
3

3
√

802
2− 7

3 ζ3
3
√

802+ 1
3 (490ζ3 +277)

5 1
3 (34ζ3 +7) 3

√
802

2
+ 1

3 (−251ζ3−317) 3
√

802+ 1
3 (−308ζ3 +2683)

In step 2, we localise the element obtained at each prime p ∈ P.

b2 mod 23 b3 mod 33 b5 mod 53 b181 mod 4013

2 (5ζ3 +5) 3
√

802
2
+(7ζ3 +4) 3

√
802

+7ζ3 +1
−8ζ3 +213 58ζ3 +77 (45ζ3 +45) 3

√
802

2
+(135ζ3 +36) 3

√
802

−369ζ3 +2241
3 5 3

√
802

2
+ζ3

3
√

802+2ζ3 +5 −206ζ3 +36 23ζ3 +24 45 3
√

802
2−63ζ3

3
√

802+4410ζ3 +2493

5 (2ζ3 +7) 3
√

802
2
+(5ζ3 +3) 3

√
802

+4ζ3 +3
−214ζ3 +35 48ζ3 +78 (306ζ3 +63) 3

√
802

2
+(−2259ζ3−2853) 3

√
802

−2772ζ3 +24147

In step 3, we find the map h : E(Q)→Q×/(Q×)3×M×/(M×)3. It is given by h = (tanS, tanT ), where

tanS(x,y) = y− x−15

tanT (x,y) = y−
(

1
30

(2ζ +1)β 2 +
1

45
(4ζ +2)β +2ζ +1

)
x−
(

1
3
(4ζ +2)β +30ζ +15

)
.

In step 4, we find a suitable local point on E for each generator and prime p ∈ P. The ones we chose are
given in the following table.

mod 23 mod 33 mod 53 mod 4013

2 (2 : 3 : 1) (−2 : 12 :−10) (−4 : 3 :−8) (0 : 1 : 47286214)
3 (1 : 3 : 1) (−3 : 9 : 6) (−3 : 20 :−7) (0 : 3 : 0)
5 (1 : 5 : 1) (−5 : 3 : 2) (−5 : 15 : 1) (0 : 5 : 0)

These yield the following elements ξv which we will use in the pairing.
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ξ2 mod 23 ξ3 mod 35 ξ5 mod 53 ξ401 mod 4013

2 ζ3 −388ζ3−87 119ζ3 +76 ζ3
3 1 −244ζ3 +36 6ζ3 +98 1
5 1 −50ζ3 +52 93ζ3 +73 1

In step 5, we find the following localisations of the Selmer group generators, which in this case we need
not write out.

In step 6, we compute the local pairings, using Section 3.2. The prime 2 is inert in L1, and the following
table gives the necessary information to calculate the local pairing at 2.

(ξ2,y2)2 val2(ξ ) val2(y) c
( c

2

)
(ζ3,2)2 0 1 ζ 1
(ζ3,3)2 0 0 1 0
(ζ3,5)2 0 0 1 0
(1,2)2 1 0 1 0
(1,3)2 0 0 1 0
(1,5)2 0 0 1 0

We therefore obtain the following for the local pairing at 2.

2 3 5

2 1 0 0
3 0 0 0
5 0 0 0

The primes 5 and 401 are both inert as well. The following tables and matrices give the local pairing at
these primes.

(ξ5,y5)5 val5(ξ ) val5(y) c
( c

2

)
(119ζ3 +76,2)5 0 0 1 0
(119ζ3 +76,3)5 0 0 1 0
(119ζ3 +76,5)5 0 1 119ζ3 +76 1
(6ζ3 +98,2)5 0 0 1 0
(6ζ3 +98,3)5 0 0 1 0
(6ζ3 +98,5)5 0 1 6ζ3 +98 0
(93ζ3 +73,2)5 0 0 1 0
(93ζ3 +73,3)5 0 0 1 0
(93ζ3 +73,5)5 0 1 93ζ3 +73 1

(ξ401,y401)401 val401(ξ ) val401(y) c
( c

2

)
(2,ζ3)401 0 0 1 0
(3,ζ3)401 0 0 1 0
(5,ζ3)401 0 0 1 0
(2,1)401 0 0 1 0
(3,1)401 0 0 1 0
(5,1)401 0 0 1 0

2 3 5

2 0 0 1
3 0 0 0
5 0 0 1

2 3 5

2 0 0 0
3 0 0 0
5 0 0 0

To compute the local pairing at the prime 3, we need to use Proposition 3.2.7. Each element lies in a class
generated by 〈λ ,η1,η2,η3〉. The following table shows which class it is.
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element class element class
−388ζ3−87 η1η2

2 η3 2 η2
2 η2

3

−244ζ3 +36 η1 3 λ 2η2
1

−50ζ3 +52 η2
1 η3 5 η2η3

Using Table 3.1, we find the following for the local pairing at 3.

2 3 5

2 2 1 1
3 2 0 1
5 1 2 2

Adding together all our local pairings, we obtain the following matrix for the Cassels-Tate pairing.

2 3 5

2 0 1 2
3 2 0 1
5 1 2 0

Thus we see that we must have rank(E) = 0 again and

X(Ê/Q) = (Z/3Z)2.

The matrix we calculated is skew-symmetric as required, suggesting that the calculation is correct. There
is a further check we can do, for the kernel of the pairing must be the image of E(Q)/φ̂(Ê(Q)). In this
case, we have E(Q)/φ̂(Ê(Q)) = 〈S〉. The torsion points S, −S correspond to the Selmer elements 302

and 30 respectively, both of which are in the kernel, as required.

5.2 Examples of the Pushout Form Method
In this section we compute the Cassels-Tate pairing using the definition given in Definition 3.3.2. In
Section 3.5, there is a calculation showing how to explicitly derive the pushout form from the discussion
presented in Section 3.4. The author has a program to compute the Cassels-Tate pairing in 3 cases:
µ3-nonsplit, Z/3Z-nonsplit and generic 3-isogeny.

Example 5.2.1. We once again take E : y2 = x3−3(4x+52)2, the same as in Example 5.1.2. The relevant
Selmer group is

S(φ̂)(Ê/Q) = 〈ζ3,−39ζ3−52〉.

In this example, we shall compute the pairing on the whole of the Selmer group rather than just the
generators. This is so that we can provide many examples of covering curves and pushout forms, and
thereby illustrate fully the pushout form method. We shall also check the final result thoroughly to give
confidence that the computations are correct and the code we used does the right work.

Using the calculation in Section 3.4, we compute the equations for the covering curves and pushout
forms. Although these curves work in the calculations, the pushout forms were not in a simple form and
had extremely large coefficients. They have therefore been simplified as was described in Section 3.6.
For f a pushout form with div( f ) = 3·A, we found some f ′ with div( f ′) = 3·A′ where A′ is linearly
equivalent to A. The covering curves are calculated using (2.15) and are given by the following table.
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Selmer group element covering curve

1 −3x2y+4x2z+3xy2−4xyz+4y2z+13z3 = 0

ζ3 −x3 +4x2z+3xy2−4xyz− y3 +4y2z+13z3 = 0

ζ3 +1 −x3 +3x2y+4x2z−4xyz− y3 +4y2z+13z3 = 0

−39ζ3−52 x3 +4xy2−4xyz+4xz2 +3y3−12y2z+3yz2 +3z3 = 0

2535ζ3 +1183 x3 +4xy2−4xyz+4xz2−3y3−3y2z+12yz2−3z3 = 0

−52ζ3−13 x3 +4xy2−4xyz+4xz2 +4y3−3y2z−9yz2 +4z3 = 0

−13ζ3 +39 x3 +4xy2−4xyz+4xz2 + y3 +9y2z−12yz2 + z3 = 0

1183ζ3−1352 x3 +4xy2 +4xyz+4xz2 + y3−9y2z−12yz2− z3 = 0

−1352ζ3−2535 x3 +4xy2 +4xyz+4xz2−4y3−3y2z+9yz2 +4z3 = 0

The pushout forms are calculated using Section 3.5.3 and are given by the following table.

Selmer group element pushout form

1
6912x2y−9216x2z+6912xy2−27648xyz+24576xz2 +9216y2z
−49152yz2 +2816z3

ζ3
54x3 +51x2y−410x2z−405xy2−58xyz+223xz2 +239y3 +361y2z
+601yz2 +110z3

ζ3 +1
746x3−1398x2y+474x2z+555xy2−843xyz+2223xz2 +53y3

−381y2z−540yz2 +93z3

−39ζ3−52
601x3 +2262x2y−1527x2z+6885xy2−2124xyz−3204xz2 +7884y3

+2835y2z−3456yz2−999z3

2535ζ3 +1183
686x3 +2514x2y+4809x2z+4465xy2 +3401xyz−3248xz2 +9240y3

+11049y2z+5727yz2−75z3

−52ζ3−13
−20x3 +111x2y+354x2z−214xy2−101xyz+524xz2 +485y3

+651y2z+297yz2 +260z3

−13ζ3 +39
74x3 +80x2y−1294x2z+199xy2 +1451xyz−1223xz2−278y3

−1551y2z−2109yz2−1300z3

1183ζ3−1352
164x3 +351x2y+261x2z−355xy2−1228xyz+572xz2−161y3

+1731y2z−1629yz2−154z3

−1352ζ3−2535
279x3 +196x2y+644x2z−852xy2 +72xyz+2088xz2 +379y3

−579y2z−1674yz2 +2344z3

The set of bad primes of E is P = {3,13,181}, which in this case we need not enlarge (see Proposition
3.3.6). The Cassels-Tate pairing is given by the sum of local pairings, which can be calculated using
Section 3.2. Definition 3.3.2 calls for finding a local point on our covering curves for each p ∈ P, and the
ones we found are given in the following table.
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Selmer group element mod 35 mod 133 mod 1813

1 (1 : 0 : 0) (1 : 0 : 0) (1 : 0 : 0)
ζ3 (8 : 0 : 1) (1811 : 0 : 1) (570452 : 0 : 1)

ζ3 +1 (8 : 0 : 1) (1811 : 0 : 1) (570452 : 0 : 1)
−39ζ3−52 (6 : 1 : 0) (1974 : 0 : 1) (531613 : 0 : 1)

2535ζ3 +1183 (237 : 1 : 0) (223 : 0 : 1) (5429561 : 0 : 1)
−52ζ3−13 (208 : 0 : 1) (679 : 3 : 1) (5835330 : 0 : 1)
−13ζ3 +39 (166 : 0 : 1) (859 : 8 : 1) (3131430 : 0 : 1)

1183ζ3−1352 (77 : 0 : 1) (1915 : 1 : 1) (4730195 : 0 : 1)
−1352ζ3−2535 (208 : 0 : 1) (557 : 11 : 1) (5835330 : 0 : 1)

Filling in these points on the pushout forms gives the following pairing elements. Denote by b(p)
g the

element obtained from g ∈ S(φ̂)(Ê/Q) at prime p.

Selmer group element mod b(3)g mod 35 mod b(13)
g mod 133 mod b(181)

g mod 1813

1 0 0 0
ζ3 143 1122 855406

ζ3 +1 55 665 1854180
−39ζ3−52 189 811 5021673

2535ζ3 +1183 108 460 5700414
−52ζ3−13 236 2043 1443656
−13ζ3 +39 34 383 4155655

1183ζ3−1352 148 405 4801749
−1352ζ3−2535 135 2165 360371

We now use Section 3.2 to compute the local pairings. Both the primes 13 and 181 are split and we
choose p13 =−3ζ3 +1 and p181 =−4ζ3−15. We can then use Remark 3.2.4. The following table gives
the necessary information to calculate the local pairing at 13. For the sake of brevity we include only the
generators of S(φ̂)(Ê/Q).

(a,b(13)
g )p13 valp13(a) valp13(b

(13)
g ) c

(
c

p13

)
(ζ3,b

(13)
ζ3

)p13 0 0 1 0

(−39ζ3−52,b(13)
ζ3

)p13 1 0 1/1122 2

(ζ3,b
(13)
−39ζ3−52)p13 0 0 1 0

(−39ζ3−52,b(13)
−39ζ3−52)p13 1 0 1/811 0

We can repeat the calculation above for all the elements in the table. We obtain the following table for
the local pairing at 13.
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1 ζ
3

ζ
3
+

1

−
39

ζ
3
−

52

25
35

ζ
3
+

11
83

−
52

ζ
3
−

13

−
13

ζ
3
+

39

11
83

ζ
3
−

13
52

−
13

52
ζ

3
−

25
35

1 0 0 0 0 0 0 0 0 0
ζ3 0 0 0 0 0 0 0 0 0

ζ3 +1 0 0 0 0 0 0 0 0 0
−39ζ3−52 0 1 2 0 0 2 1 2 1

2535ζ3 +1183 0 2 1 0 0 1 2 1 2
−52ζ3−13 0 1 2 0 0 2 1 2 1
−13ζ3 +39 0 1 2 0 0 2 1 2 1

1183ζ3−1352 0 2 1 0 0 1 2 1 2
−1352ζ3−2535 0 2 1 0 0 1 2 1 2

Similarly, the following table gives the local pairing at 181.

(a,b(181)
g )p181 valp181(a) valp181(b

(181)
g ) c

(
c

p181

)
(ζ3,b

(181)
ζ3

)p181 0 1 ζ3 0

(−39ζ3−52,b(181)
ζ3

)p181 0 1 −39ζ3−52 0

(ζ3,b
(181)
−39ζ3−52)p181 0 0 1 0

(−39ζ3−52,b(181)
−39ζ3−52)p181 0 0 1 0

Thus the local pairing at 181 is given by the zero matrix. At the prime p = 3, we must use Proposition
3.2.7. Each of the elements used lies in a class generated by 〈λ ,η1,η2,η3〉. The following table gives the
class for each element, after which we can use Table 3.1.

element class element class
1 1 b(3)1 1
ζ3 η1 b(3)1 1

ζ3 +1 η2
1 b(3)

ζ3
1

−39ζ3−52 η2
3 b(3)−39ζ3−52 η2

2 η2
3

2535ζ3 +1183 η3 b(3)2535ζ3+1183 η2η3

−52ζ3−13 η2
1 η2

3 b(3)−52ζ3−13 η2
2 η2

3

−13ζ3 +39 η1η2
3 b(3)−13ζ3+39 η2

2 η2
3

1183ζ3−1352 η2
1 η3 b(3)1183ζ3−1352 η2η3

−1352ζ3−2535 η1η3 b(3)−1352ζ3−2535 η2η3

Thus the local pairing at 3 is given by the following table.
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1 ζ
3

ζ
3
+

1

−
39

ζ
3
−

52

25
35

ζ
3
+

11
83

−
52

ζ
3
−

13

−
13

ζ
3
+

39

11
83

ζ
3
−

13
52

−
13

52
ζ

3
−

25
35

1 0 0 0 0 0 0 0 0 0
ζ3 0 0 0 2 1 2 2 1 1

ζ3 +1 0 0 0 1 2 1 1 2 2
−39ζ3−52 0 0 0 0 0 0 0 0 0

2535ζ3 +1183 0 0 0 0 0 0 0 0 0
−52ζ3−13 0 0 0 1 2 1 1 2 2
−13ζ3 +39 0 0 0 2 1 2 2 1 1

1183ζ3−1352 0 0 0 1 2 1 1 2 2
−1352ζ3−2535 0 0 0 2 1 2 2 1 1

The final table for the Cassels-Tate pairing is given by adding the table for the local pairing at 3 to the
table for the local pairing at 13. We therefore obtain the following table.

1 ζ
3

ζ
3
+

1

−
39

ζ
3
−

52

25
35

ζ
3
+

11
83

−
52

ζ
3
−

13

−
13

ζ
3
+

39

11
83

ζ
3
−

13
52

−
13

52
ζ

3
−

25
35

1 0 0 0 0 0 0 0 0 0
ζ3 0 0 0 2 1 2 2 1 1

ζ3 +1 0 0 0 1 2 1 1 2 2
−39ζ3−52 0 1 2 0 0 2 1 2 1

2535ζ3 +1183 0 2 1 0 0 1 2 1 2
−52ζ3−13 0 1 2 1 2 0 2 1 0
−13ζ3 +39 0 1 2 2 1 1 0 0 2

1183ζ3−1352 0 2 1 1 2 2 0 0 1
−1352ζ3−2535 0 2 1 2 1 0 1 2 0

We see from the table above that the pairing we have calculated is both skew-symmetric and bilinear, as
required. As we can see, this gives us the same result as when we calculated the pairing in Example 5.1.2.

In the following two examples, we calculate the pairing only on the generators of S(φ̂)(Ê/Q) and not on
the full group.

Example 5.2.2. Let E be given by y2 = x3 +(x+15)2 as in Example 5.1.3. The relevant Selmer group is

S(φ̂)(Ê/Q) = 〈2,3,5〉 ⊂Q×/(Q×)3.

To obtain simpler pushout forms, we use the following elements as generators of S(φ̂)(Ê/Q). The
covering curves are calculated using (3.73) and are given in the following table. Let L = Q(ζ3) and
M =Q(β ) where β 3+ 4

3 β 2+60β +900 = 0. We also give an element ξ such that NM/Q(ξ ) = u for each

u ∈ S(φ̂)(Ê/Q).
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Selmer group generator covering curve ξ

−24·1033 29·1036x3−25·1033 +24·1033y3 +30z3 = 0 1
15 (3β 2 +364β −1200)

−3·473 32·476x3−2·3·473xyz+3·473y3 +30z3 = 0 1
6 (−3β 2 +32β −18)

5·313 52·316x3 +2·5·313xyz−5·313y3 +30z3 = 0 1
30 (21β 2−62β +1290)

The pushout forms are calculated using Section 3.5.4 and are given in the following table. Unfortunately,
the MAGMA lattice functions we used previously to simplify pushout forms are not implemented over
Q(
√
−3), therefore we leave the pushout forms in their original, ugly forms.

Selmer group generator pushout form

−24·1033

(95504503585152ζ3 +809107610825472)x3 +3403853346816x2y
+(−9070665216ζ3 +73768190976)x2z−13605997824xy2

+ 1
1092727 (168141771526224ζ3 +73980485713920)xyz+(3499840ζ3 +4343632)xz2

+ 1
1092727 (−5969031474072ζ3−50569225676592)y3 +(−129792ζ3−1525272)y2z

+ 1
1092727 (18516106308ζ3−2695730240)yz2 + 1

10746470668761 (2466440150422033ζ3
+1372243865274116)z3

−3·473

1
2 (−38549581620ζ3 +754651776945)x3−11567024253x2y+(109013118ζ3 +208241706)x2z
+163519677xy2 + 1

103823 (−375837198742ζ3−378841668751)xyz+(185064ζ3 +192480)xz2

+ 1
207646 (12849860540ζ3−251550592315)y3 +(24758ζ3 +38392)y2z

+ 1
103823 (−294587892ζ3−70501072)yz2 + 1

97012937961 (11882044885654ζ3 +3000419480357)z3

5·313

1
2 (193566948996ζ3 +216968917965)x3 +4897193535x2y+(7424502ζ3−237440922)x2z
+11136753xy2 + 1

148955 (−635409568686ζ3−924093348075)xyz+(222780ζ3 +319196)xz2

+ 1
297910 (193566948996ζ3 +216968917965)y3 +(21918ζ3−100788)y2z

+ 1
29791 (−160166192ζ3−30668856)yz2 + 1

39937665645 (3416592907598ζ3 +10575078500125)z3

The set of bad primes of E where the local pairing is nontrivial is

P = {2,3,5,401}

and this set need not be enlarged in this case (see Proposition 3.3.6). For each covering curve, we find a
local point. The ones we used are given in the following table.

Selmer group element mod 28 mod 36 mod 53 mod 4013

2 (0 : 135 : 2) (443 : 586 : 3) (93 : 1 : 0) (34727645 : 0 : 1)
3 (67 : 1 : 0) (126 : 1 : 1) (66 : 1 : 0) (10349116 : 0 : 1)
5 (107 : 1 : 0) (40 : 20 : 3) (5 : 1 : 1) (2901156 : 0 : 1)

Filling in these points on our pushout forms gives the following elements. Denote by b(p)
g the element

obtained from generator g at prime p.

Selmer group element b(2)g mod 28 b(3)g mod 3? b(5)g mod 53 b(401)
g mod 4013

−24·1033 64ζ3 +192 618ζ3 +165 28ζ3 +85 31469285ζ3 +27598825
−3·473 132ζ3 +253 117ζ3 +126 105ζ3 +84 20164293ζ3 +31205419
5·313 204ζ3 +57 114ζ3 +417 28ζ +115 44672611ζ3 +30314798

We now use Section 3.2 to compute the local pairing at prime 2. The following table contains the neces-
sary information to calculate this local pairing.
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(a,b(2)g )2 val2(a) val2(b
(2)
g ) c

( c
v

)
v

(−24·1033,b(2)−24·1033)2 4 6 1
74

(
−5·11·10318ζ3−24·10318

)
1

(−3·473,b(2)−24·1033)2 0 6 36·4718 0

(5·313,b(2)−24·1033)2 0 6 56·3118 0

(−24·1033,b(2)−3·473)2 4 0 1
114·3974

(
−24·3·17·181ζ3−5·7·11·431

)
0

(−3·473,b(2)−3·473)2 0 0 1 0

(5·313,b(2)−3·473)2 0 0 1 0

(−24·1033,b(2)5·313)2 4 0 1
36·12314

(
−24·5·17·23·47ζ3 +72·29·61

)
0

(−3·473,b(2)5·313)2 0 0 1 0

(5·313,b(2)5·313)2 0 0 1 0

Thus the local pairing at 2 is given by the following matrix.

−
2·

10
33

−
3·

47
3

5·
31

3

−2·1033 1 0 0
−3·473 0 0 0

5·313 0 0 0

The primes 5 and 401 are also inert in L. We follow the same procedure as above to obtain the following
tables.

(a,b(5)g )5 val5(a) val5(b
(5)
g ) c

( c
v

)
(−24·1033,b(5)−24·1033)5 0 0 1 0

(−3·473,b(5)−24·1033)5 0 0 1 0

(5·313,b(5)−24·1033)5 1 0 1
10789

(
−22·7+3·29

)
1

(−24·1033,b(5)−3·473)5 0 0 1 0

(−3·473,b(5)−3·473)5 0 0 1 0

(5·313,b(5)−3·473)5 1 0 1
32·72 (−5ζ3−1) 0

(−24·1033,b(5)5·313)5 0 0 1 0

(−3·473,b(5)5·313)5 0 0 1 0

(5·313,b(5)5·313)5 1 0 1
10789

(
−22·7ζ3 +3·29

)
1
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(a,b(401)
g )401 val401(a) val401(b

(401)
g ) c

( c
v

)
(−24·1033,b(401)

−24·1033)401 0 0 1 0

(−3·473,b(401)
−24·1033)401 0 0 1 0

(5·313,b(401)
−24·1033)401 0 0 1 0

(−24·1033,b(401)
−3·473)401 0 0 1 0

(−3·473,b(401)
−3·473)401 0 0 1 0

(5·313,b(401)
−3·473)401 0 0 1 0

(−24·1033,b(401)
5·313 )401 0 0 1 0

(−3·473,b(401)
5·313 )401 0 0 1 0

(5·313,b(401)
5·313 )401 0 0 1 0

Thus the local pairing on 401 is the zero matrix and the local pairing at 5 is given by

−
2·

10
33

−
3·

47
3

5·
31

3

−2·1033 0 0 0
−3·473 0 0 0

5·313 1 0 1

For the prime 3, we must use Proposition 3.2.7. Each of the elements lies in a class generated by
〈λ ,η1,η2,η3〉. The following table gives the class for each element, after which we can use Table 3.1.

element class element class
−24·1033 η2

2 η2
3 b(3)−24·1033 η2

1 η3

−3·473 λ 2η2
1 b(3)−3·473 λ 2η1η2η3

5·313 η2η3 b(3)5·313 η1η2
2 η3

Thus the local pairing at 3 is given by the following matrix.

−
2·

10
33

−
3·

47
3

5·
31

3

−2·1033 2 2 1
−3·473 1 0 2

5·313 1 1 2

We now have all the information we need to use Definition 3.3.2. We can add the local pairing computed
together to obtain the following matrix for the Cassels-Tate pairing.

2 3 5

2 0 2 1
3 1 0 2
5 2 1 0

We see that this is the same as the result obtained in Example 5.1.3.
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We now do an example we did not see in the previous section.

Example 5.2.3. Let E be the elliptic curve given by the Cremona reference 124656dp1. Thus

E : y2 = x3 +7(x+3)2

This is a curve of type Generic3Isogeny. The points of order 3 are generated by S = (0,3
√

7) and
T =

(
β ,
√

7
(
( 2

3 ζ3 +
1
3 )β +6ζ3 +3

))
where β satisfies β 3 + 28

3 β 2 + 84β + 252 = 0. Let φ : E → Ê be
the isogeny with kernel 〈S〉 and the isogenous curve given by

Ê : y2 = x3−21
(

x+
53
9

)2

.

The Selmer groups are given by

S(φ)(E/Q) = 〈1〉 ⊂Q(
√
−21)×/(Q(

√
−21))3

S(φ̂)(Ê/Q) = 〈6
√

7−6,2
√

7−6〉 ⊂Q(
√

7)×/(Q(
√

7))3.

Thus an initial estimate for the rank of this curve is 2. The covering curves are given by (3.78) and are
displayed in the following table. We choose generators for S(φ̂)(Ê/Q) so that our pushout forms may be
as small as possible. Let g1 =−7434691125−2809798500

√
7 and g2 =−12356000−4691000

√
7.

Selmer group element covering curve

g1
936599500x3−7434691125x2y+71475x2z+19668589500xy2

−17347612625y3−500325y2z+ z3 = 0

g2
4691000x3−37068000x2y−11100x2z+98511000xy2

−86492000y3 +77700y2z+3z3 = 0

The pushout forms are found using Section 3.5.3.

Selmer group element pushout form

g1

(−40333598716084562480900
√
−21+269901088719562071464925)x3

+(328320513840941034835800
√
−21−2020863599183663826602850)x2y

+(−175096477981304721435
√
−21−553009343563125115380)x2z

+(−891420360832915997703900
√
−21+4985841960309190994998425)xy2

+(952129185103164978000
√
−21+3200284732746452904000)xyz

+(−67522868503646850
√
−21−43477402706488800)xz2

+(806944733663629527110200
√
−21−4042268562540908638651650)y3

+(−1290217264204104995955
√
−21−4567253877421251545340)y2z

+(186511783405172400
√
−21−189087354099652050)yz2

+(−217589284409765
√
−21+1100767370166030)z3

g2

(−211818042536960
√
−21−5703361793598080)x3

+(−140702811594240
√
−21+41773050139755480)x2y

+(14250174188484
√
−21−4424758732968)x2z

+(4222120240611840
√
−21−97479547173415680)xy2

+(−63083483769600
√
−21+13925835025200)xyz

+(147087605160
√
−21+464150305080)xz2

+(−6295225908146560
√
−21+72747675328616120)y3

+(69838795705812
√
−21−36027019071624)y2z

+(−424469785320
√
−21−1632955849560)yz2

+(−880889043
√
−21+3138851436)z3
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We found some local points on each of our covering curves. The bad primes to be considered are P =
{2,3,7,53}, and this set must be enlarged to P = {2,3,5,7,53} in this case (see Proposition 3.3.6). The
local points we used are given in the following table.

mod 26 mod 36 mod 55 mod 73 mod 533

g1 (55 : 4 : 0) (145 : 583 : 1) (2767 : 0 : 5) (171 : 0 : 1) (105550 : 0 : 1)
g2 (0 : 3 : 8) (199 : 265 : 9) (0 : 1651 : 5) (185 : 1 : 0) (71049 : 0 : 1)

Filling these in on our pushout forms gives the following pairing elements. Let b(p)
g denote the element

obtained from generator g, at prime p.

mod 26 mod 36 mod 55 mod 73 mod 533

g1 19+4
√
−21 621+594

√
−21 550+1600

√
−21 167+70

√
−21 115306+6898

√
−21

g2 40+32
√
−21 702+702

√
−21 2750+1375

√
−21 241+146

√
−21 145521+1629

√
−21

We now use Section 3.2 to compute the local pairing at prime 2. This prime is inert inQ(ζ3). By Remark
3.2.1, we must extend Q(ζ3)2 by adding

√
7. To recover the actual answer, we must then multiply the

final answer by 2. Let p2 =−ζ3
√

7−3ζ3, the only prime lying over 2 in Q(ζ3,
√

7). The following table
contains the necessary information to calculate this local pairing.

(a,b(2)g )p2 valp2(a) valp2(b
(2)
g ) c

(
c
p2

)
(g1,b

(2)
g1 )p2 0 0 1 0

(g2,b
(2)
g1 )p2 6 0

(
1

b(2)g1

)6

0

(g1,b
(2)
g2 )p2 0 6 0

(g2,b
(2)
g2 )p2 6 6 0

Thus the local pairing at 2 is given by the zero matrix. The primes 5 and 53 are also inert in Q(ζ3). As in
the 2 case, we extend Q(ζ3)5 by adding

√
7 and multiply the final answer by 2. However, there is a root

of 7 inQ(ζ3)53, therefore this need not be done. The prime 7 is split inQ(ζ3), therefore we must multiply
the final answer by 2. However, we must also extend Q7 by adding

√
7, therefore, we must multiply the

final answer by 4 in total.

(a,b(2)g )p5 valp5(a) valp5(b
(2)
g ) c

(
c
p5

)
(g1,b

(5)
g1 )p5 3 2 g2

1(
b(5)g1

)3 2

(g2,b
(5)
g1 )p5 3 2 g2

2(
b(5)g1

)3 1

(g1,b
(5)
g2 )p5 3 5 − g5

1(
b(5)g2

)3 2

(g2,b
(5)
g2 )p5 3 5 − g5

2(
b(5)g2

)3 1

(a,b(7)g )p7 valp7(a) valp7(b
(7)
g ) c

(
c
p7

)
(g1,b

(7)
g1 )p7 0 0 1 0

(g2,b
(7)
g1 )p7 0 0 1 0

(g1,b
(7)
g2 )p7 0 0 1 0

(g2,b
(7)
g2 )p7 0 0 1 0

(a,b(2)g )p53 valp53(a) valp53(b
(53)
g ) c

(
c

p53

)
(g1,b

(53)
g1 )p53 0 0 1 0

(g2,b
(53)
g1 )p53 0 0 1 0

(g1,b
(53)
g2 )p53 0 0 1 0

(g2,b
(53)
g2 )p53 0 0 1 0
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Thus the local pairings at 7 and 53 are given by the zero matrix, and the local pairing at 5 is given by

g 1 g 2

g1 1 1
g2 2 2

We now move on to the prime 3, for which we use Proposition 3.2.7. Each element lies in a class
generated by 〈λ ,η1,η2,η3〉, and the following table shows which one it is for each element. Next to it is
the matrix obtained by calculating the local pairing, which we did using Table 3.1.

element class element class
g1 λη1 b(3)g1 η2

1 η3

g2 η2
2 η2

3 b(3)g2 η1η2
2 η3

g 1 g 2

g1 2 1
g2 2 1

We can now use Definition 3.3.2 to find the following matrix giving us the Cassels-Tate pairing on
S(φ̂)(Ê/Q). It is obtained by adding the local pairing for 3 to the local pairing for 5.

g 1 g 2

g1 0 2
g2 1 0

Thus we find that the rank of E must be 0, and X(E/Q)[φ ]∼= (Z/3Z)2.

The difference between using either the direct Weil pairing method or the pushout form method depends
mostly on whether we want to compute local points on E itself or on the coverings of E. However, we
see some advantages to using the pushout form method. Namely the local points, when found, are not
manipulated to quite the same extent, making it easier to choose the degree of accuracy to work to. Also,
in step 6 of Procedure 5.1.1, we must find local points satisfying some requirement, whereas when we
search for local points in the pushout form method, almost any local point will do, which makes it easier
to select a suitable point. The pushout form may look rather nasty, but when doing calculations it is very
easy to use. The pushout form method also generalises quite nicely, as we see in Chapters 7 and 8.
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Chapter 6

High Rank Elliptic Curves Having
Prescribed Torsion Group

In this chapter, we consider several different families of elliptic curves over Q. The first family consists
of curves E with torsion group Etors(Q) ∼= Z/3Z. There are five known curves in this family with rank
at least 13. We show that the rank cannot be higher in any of these cases. The other two families we
consider will have torsion groups isomorphic to Z/9Z and Z/12Z respectively, and we seek high rank
curves in each of these families.

All norm equations in this chapter were calculated using the theory set out in Chapter 4. Either MAGMA’s
function NormEquation was avoided altogether or the problem was reduced until NormEquation could
be used. In fact, all but a select few could not have been calculated without it, and even where NormEquation
would have sufficed, we often found a solution with smaller coefficients.

In each family, let E be a curve and let φ : E → Ê be a 3-isogeny with kernel generated by S ∈ E[3], a
3-torsion point defined over Q. We calculate the Selmer group S(φ̂)(Ê/Q) as a subgroup of Q×/(Q×)3

and calculate the Cassels-Tate pairing on it using the pushout form definition, namely Definition 3.3.2.
We also calculate the size of S(φ)(E/Q) using a formula of Cassels [Cas65].

#S(φ)(E/Q)

#S(φ̂)(Ê/Q)
=

#E(Q)[φ ]
#Ê(Q)[φ̂ ]

· Ω
′

Ω
·∏

p

c′p
cp

(6.1)

Here, cp are the Tamagawa numbers and Ω =
´

E(R) ω for ω the canonical Néron differential of E. It is
calculated in [Del08] that, if E is given in the form y2 = x3 +∆(εx+η)2, then

Ω =

{
Ω′, if ∆ < 0
3Ω′ if ∆ > 0 . (6.2)

In all our examples in this section, we will have ∆ = 1. Thus we obtain

#S(φ)(E/Q)

#S(φ̂)(Ê/Q)
= ∏

p

c′p
cp

.

Recall from Section 2.7 that the rank rE of E is given by

3rE =
|S(φ)(E/Q)| · |S(φ̂)(Ê/Q)|

3 · |X(E/Q)[φ ]| · |X(Ê/Q)[φ̂ ]|
(6.3)
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and the rank approximation (2.34)

3rE ≤ |S
(φ)(E/Q)| · |S(φ̂)(Ê/Q)|

3 ·3Rank(M̂)
(6.4)

where M̂ is the matrix representing the Cassels-Tate pairing on S(φ̂)(Ê/Q).

The families of curves we look at in this chapter will all have a specified torsion group overQ. We follow
Kubert [Kub76], who gave parametrisations for all families of curves mentioned in Theorem 2.1.3. The
three families of interest will be those with torsion groups Z/3Z, Z/9Z and Z/12Z. We recall the Tate
Normal form, or Kubert curve, first suggested by Tate in [Tat74].

Theorem 6.0.1. Every elliptic curve E with a rational point of order n = 4, . . . ,12 can be written in the
Tate Normal Form

E(b,c) : y2 +(1− c)xy−by = x3−bx2

with P = (0,0) a point of order n.

Reichert tabulated small powers of the point P = (0,0) in [Rei86], up to 6P. We expanded this list to
obtain the following.

P = (0,0)
2P = (b,bc)

3P = (c,b− c)

4P = (d(d−1),d2(c−d +1); b = cd

5P = (de(e−1),de2(d− e)); c = e(d−1)

6P = (− f g, f 2( f +2g−1)); f (1− e) = e(1−d) and d− e = g(1− e)

x(8P) =
d(d−1)(d− e)(d− e2 + e−1)

(de−2d +1)2

(Note that we have corrected a slight typographical error in the expression for 4P.) We also have

−P = (0,b)
−2P = (b,0)

−3P = (c,c2)

−4P = (d(d−1),d(d−1)2).

Proposition 6.0.2. Any elliptic curve with a rational 9-torsion point is isomorphic to a curve of the form

E9(s, t) : y2 +(t3 + s2t− s3)xy+(s2t7−2s3t6 +2s4t5− s5t4)y = x3 +(s2t4−2s3t3 +2s4t2− s5t)x2

with s, t ∈ Z. The discriminant is given by s9t9(s− t)9(s2− st + t2)3(s3−6s2t +3st2 + t3). Such a curve
can also be written in the form

y2 + xy+λy = x3

where

λ =
s6t3−3s5t4 +3s4t5− s3t6

s9−9s8t +27s7t2−24s6t3−18s5t4 +27s4t5 +3s3t6−9s2t7 + t9 .
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Proof. Following [Hus04], we set 5P =−4P. Thus from the x-coordinate we obtain

d(d−1) = de(e−1)
d−1 = e(e−1)

d = e2− e+1

and so we obtain

c = e(d−1) = e3− e2

b = cd = e5−2e4 +2e3− e2.

Now let e = s
t with s, t ∈Z to obtain

c =
s3

t3 −
s2

t2

b =
s5

t5 −2
s4

t4 +2
s3

t3 −
s2

t2 .

By substituting these into the equation for E(b,c) from Theorem 6.0.1 and then letting y 7→ 1
t9 y and

x 7→ 1
t6 x we obtain the proposition.

Proposition 6.0.3. Any elliptic curve with a rational 12-torsion point is isomorphic to a curve of the form

E12(s, t) : y2 +(s4 +2s3t +2s2t2 +2st3− t4)xy

+(−s7t5− s6t6− s5t7 + s3t9 + s2t10 + st11)y

= x3 +(−s6t2−2s5t3−3s4t4−3s3t5−2s2t6− st7)x2

with s, t ∈Z. The discriminant is given by s12t12(s− t)2(s+ t)6(s2 + t2)3(s2 + st + t2)4(s2 +4st + t2).

Proof. The proof is similar to that of Proposition 6.0.2. We set 8P =−4P.

6.1 Torsion Group Z/3Z over Q
The highest rank found so far for an elliptic curve of prescribed torsion Z/3Z is 13. Between 2007 and
2009, Y.G. Eroshkin discovered 5 curves with 13 independent nontorsion points. These curves can all
be found on A. Dujella’s website [Duj15], together with the independent points found on them. In this
section we will show that none of these curves can have rank larger than 13. Let the curves in this section
be expressed as in Section 2.6 as follows.

Eλ : y2 + xy+λy = x3

All Selmer groups in this section were calculated using the formulae provided in [Fis03], which have
been recalled in Section 2.6.

Example 6.1.1. In two cases, a descent by 3-isogeny suffices to show these curves have rank at most 13.
In the table below, the first column gives the value of the parameter λ , the second a basis for S(φ̂)(Ê/Q)
as a F3-vector space in Q×/(Q×)3. The third column gives the dimension of this vector space.
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λ S(φ̂)(Ê/Q) dim

25·33·52·72·112·13·19·23·29·31·37·41·43·47·53·61·67
172·2713·18259333

〈7·11·47,11·43,11·132·61,3·7·112·132·67,
72·53,72·112·41,3·72·11·13·31,112·13·37,
32·132·29,32·7·11·132·23,5·72·13,
3·112·13·19,2·3·11·132,7·112·132·17〉

14

− 25·33·52·72·112·13·17·19·23·29·31·41·43·47·53·59·61·67
372·1313·39661133

〈22·5·132·17·43,2·32·52·17·67,3·13·61,
22·3·132·59,22·52·172·53,3·172·41,3·132·47,
2·32·5·13·31,2·3·52·13·29,22·3·52·13·19,
22·32·13·17·23,3·52·11,2·7,22·3·132·37〉

14

In both these cases, we see that ∏p
c′p
cp

= 1
314 , therefore by Cassels’ formula, S(φ)(E/Q) is trivial. Thus

the rank can be at most 13.

In the following three examples, we compute the Cassels-Tate pairing using Definition 3.3.2. Unfortu-
nately, the pushout forms we computed had coefficients that were far too large to put into print. Therefore,
in Section 3.5.4 we provide formulae to calculate the covering curves and pushout forms in each case.
The formulae use certain parameters which we shall give the values for here. Two such parameters are
the values ε and η , when we write the curve in the form

Eε,η : y2 = x3 +(εx+η)2.

Example 6.1.2. Let

E : y2 + xy = x3−560715933702165990261993692150795879540x

+5299428030171662962897867758309003693598430128674403539600

If we write this curve in the form Eε,η , we get ε = 30464882157, and
η = −7214192526795421476354328483200. Then S(φ̂)(Ê/Q) is the subgroup of Q×/(Q×)3 generated
by the 18 generators

〈2,5,11,31,2·17,53,3·19,32·7,3·29,7·13,5·47,2 ·3·41,2 ·3·43,7·37,3·113,19·61,192·59,72·232〉.

By Cassels’ formula, S(φ)(E/Q) is trivial. To use the formula in Section 3.5.4, we need the following
information. We have the number fields L1 =Q(ζ ) and M =Q(ζ3,β ) where

β
3 = 197·317·3313949·2831657657·4864617187.

The torsion group E[3] is generated by the points S and T where

S = (0,−7214192526795421476354328483200)

T = (−4β
2−40619842876β −412492908817731987844,

√
−3
(
−40619842876β

2−412492908817731987844β −11403041812705538543579933983036
)
).

For each of our generators u, we now need ξ such that NM/L1(ξ ) = u. In fact, in this case we may calculate
the norm equation over base field Q rather than L1. This element ξ need only be known up to cubes. The
following table gives such an element for each generator. In fact doing the calculation for only the first
five generators is sufficient to prove the result, but we include them all for completeness’ sake. Note that
the generator is only accurate up to cubes. To use the formula in Section 3.5.4, the norm of the element ξ

must be used instead of u itself.
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Generator ξ

2
−12791661167108901195083383708204723739606398204193807777700β 2

−359747802751293379944470068252854879500815707615781819137503672906162β

+34834209910010018710057210905433683776661272848186727738790219363810045545993074

5
−12871396963681865059070892176009921604β 2

−42692717548276970299550600161356311247921723744β

+44376973596976054087794572384100048862928277123182966340

11
−373628156890740990634888333546042166285992148849724244802522190β 2

+78050272722730936162781273480966932685433612118847337757129830325230966592β

+90322073763801829115864422707163028415439947062451764324921299061299200585386713561

31
−44309491311311185791855775708339093265903879590β 2

+27222747686371971329577476282324045920938632372071837792β

+20272776755188769514278967300578047461590115299433610386578702257645

2·17
−63718379772525878373546760904814335048392665384488β 2

−159482870887237683838070138697851607878735149483616043092142β

−19065516425507224591254063990024397311766291052588239154837580348491462

53
2015665619953028962787892068260535776414443696844400991003β 2

−7580079278321297395730872632661724727982737494181599328415978845267β

−312714471008416918020871738745545956599890895621586680036542970732742976927702

3·19
549123951692954646747941768252078419212757933214910539324604023360β 2

+24079890342369705457246923326544140987546302658019353354049167412083289637986β

+358698976231098046231964201164533925732282360410825632315198755758729111575300550997705

32·7
−546469369431326084021849523228219850341997296247273683988745028β 2

+22547074166696131710828285428907498939927492189883622973939864154219912905β

+330494212763445375234479442901414023351525556203049238203315164393200554645492986066

3·29
−12527048365872790226525479363572758315965684821247039092β 2

+273641401087452294895709720050086907467699947569424948119844052570β

−3046027966305720609497929614054906766056353878406365341264684776910262288635

7·13
−2544374502475571900134426047890568367290150379737264489559140β 2

+111831758137248152899806701757784923465682614751343054294372064392092272β

−1024065908027290118142846841886236214796465966904756399548519708511937191494282281

5·47
−23999892564846363559024715536013741640407322623255344297251966625269078β 2

−116031928875872187297294197293530083065703233004135858774017419575718925718908800β

+8997734255678656274839296949725709198599390536649690095824828901055565246956324675089036773

2 ·3·41
−51897721063473798696693682510966474805572694158750289701258195944β 2

+1685767131558858911223935093504001631768762095904292342853525150846118998903β

+36828825252437202794560973174886335660511625357734731779357710345524394381305513453649

2 ·3·43
−9597343347919831439096680067924324415153356129694203760β 2

+6698890841229335452580256728273985430184973026245044304055352825β

−2416747658561994089113789723609092906209464125633585983945565988443442061901

7·37
−6193418401442537095590955685454754577596242535856523262036398484β 2

−458169902139763040628290844954286240080964872293170796271656423263669836768β

−11369890390033816133524760892841079383061469144456354453933143488166346144232582961836

3·113
−10329101979901889063298644222612477662720185684117058093185128160β 2

−192815294334414260984003870474032387310687294626322529597204400284379152987β

+12076727158549042498306547245004117544980841088870847211532758893389603031079020546760

19·61
−728354924684203463655954064989967372139362370524736701480750368321155899494β 2

+11681750342225181278695194416646350152148381619955478694782352206881616740638713546684β

+19434520665024479760624553051458512390446503296652101005388079928110309107329981009151119353419

192·59
20945161102677573451367732674824596750279253761716740826935603β 2

+50518929621045124859224162507127928208741223717382070516463202173377644β

+604658151949778716294726152222092274786086969502251079112388166519874687114521294

72·232
12329949397240906893772449215411500314815048289124426081717323258151044β 2

−491033924471229409686574149808063158201184987975273378947927604268431291200264045β

+4953655372154252144899465611250505559997460971028470598398634616064344573666090998999865740
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The bad set of primes over which we need to take the sum of local pairings is

P = {2,3,5,7,11,13,17,19,23,29,31,37,41,43,47,53,59,
61,113,197,317,3313949,2831657657,4864617187}.

We obtain the following 18×18 matrix for the Cassels-Tate pairing.
2 5 11 31 2·

17

53 3·
19

32 ·
7

3·
29

7·
13

5·
47

2·
3·

41

2·
3·

43

7·
37

3·
11

3

19
·6

1

19
2 ·

59

72 ·
23

2

2 0 0 1 2 2 2 2 2 0 0 2 2 0 0 1 2 0 2
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 2 0 0 0 1 2 1 0 2 1 1 0 2 1 1 1 1 0
31 1 0 0 0 1 1 1 2 1 0 0 2 2 1 2 1 0 0
2·17 1 0 2 2 0 1 2 1 1 0 0 0 0 2 2 1 0 2
53 1 0 1 2 2 0 2 0 1 1 0 0 0 0 0 2 1 2
3·19 1 0 2 2 1 1 0 2 1 2 2 1 2 0 2 2 2 2
32·7 1 0 0 1 2 0 1 0 1 0 2 2 0 2 0 0 0 1
3·29 0 0 1 2 2 2 2 2 0 0 2 2 0 0 1 2 0 2
7·13 0 0 2 0 0 2 1 0 0 0 2 1 2 2 1 2 0 0
5·47 1 0 2 0 0 0 1 1 1 1 0 2 2 2 0 2 1 0
2·3·41 1 0 0 1 0 0 2 1 1 2 1 0 2 0 0 1 2 1
2·3·43 0 0 1 1 0 0 1 0 0 1 1 1 0 1 0 2 1 1
7·37 0 0 2 2 1 0 0 1 0 1 1 0 2 0 0 2 1 2
3·113 2 0 2 1 1 0 1 0 2 2 0 0 0 0 0 1 2 1
19·61 1 0 2 2 2 1 1 0 1 1 1 2 1 1 2 0 1 2
192·59 0 0 2 0 0 2 1 0 0 0 2 1 2 2 1 2 0 0
72·232 1 0 0 0 1 1 1 2 1 0 0 2 2 1 2 1 0 0

This matrix has rank 4, thus we have found 4 nontrivial generators of X(Ê/Q)[φ̂ ]. By the rank estimate
(6.3), the rank must now satisfy

3rE ≤ 318 ·30

3 ·34 ·30

and hence

rE ≤ 13.

However, we already know 13 independent points on the curve, thus the rank is precisely 13.

Example 6.1.3. Let

E : y2 + xy = x3−35822192130572784206480514296239908919425x

+2609719568750620065454923921391767461604324824175741297455625.

This curve is isomorphic to Eε,η where ε = 106289446047 and η =−18258929758083987099445468550400.
Then S(φ̂)(Ê/Q) is the subgroup of Q×/(Q×)3 generated by the 16 elements

〈2·13,29,47,22·3·5,32·7,2·3·11,2·41,2·3·23,32·19,2·3·31,

22·59,2·3·43,2·32·17,2·32·53,22·32·37,22·3·312·61〉.
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By Cassels’ formula, S(φ)(E/Q) is trivial, thus the upper bound on the rank is 15. All we need to do in
this example to show the rank is actually 13 is to show that one of our generators has a nontrivial pairing
with some other element. We chose this generator carefully to give us the nicest possible pushout form to
work with. Let us consider the generator 2·13. The covering curve is

676x3 +5527051194444xyz−26y3−36517859516167974198890937100800z3 = 0

and the pushout form is

520x3 +1014x2y+(−1381762798611
√
−3−1381762798611)x2z+39xy2 +(−1381762798611

√
−3

+106289446047)xyz+(97911201621810407360478
√
−3+97911201621810407360478)xz2 +19y3

+(−1381762798611
√
−3+1381762798611)y2z+(−3765815446992707975403

√
−3

+3765815446992707975403)yz2 +(−168766729688109394340954497538996
√
−3

−702266529157076426901748790400)z3.

The set of bad primes of E is

P= {2,3,5,7,11,13,17,19,23,29,31,37,41,43,47,53,59,61,187172595299,7081017707425445923}.

For each such prime, we need a local point on the covering curve.

p Local Point on C, mod p3

2 (2 : 2 : 1)
3 (16 : 43 : 9)
5 (76 : 1 : 0)
7 (185 : 3 : 1)
11 (262 : 1 : 0)
13 (1089 : 10 : 1)
17 (3238 : 1 : 0)
19 (1449 : 1 : 0)
23 (6741 : 1 : 0)
29 (20859 : 1 : 0)
31 (4288 : 10 : 1)
37 (27572 : 1 : 0)
41 (8932 : 1 : 0)
43 (17489 : 31 : 1)
47 (9697 : 1 : 0)
53 (121087 : 1 : 0)
59 (125922 : 1 : 0)
61 (87922 : 21 : 1)

187172595299 (1079559624751932866518324324183386 : 0 : 1)
7081017707425445923 (196846938428792062713811352314280598037652341253435301098 : 0 : 1)

Although it is unnecessary for the conclusion, we calculated the above for each generator to obtain the full
matrix. This not only did not significantly increase the time needed for the calculation, but also provided
a useful check that the calculation was indeed correct. We obtain the following 16× 16 matrix, and the
covering curve and pushout form shown above give us the first row of this matrix.
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2·
13

29 47 22 ·
3·

5

32 ·
7

2·
3·

11

2·
41

2·
3·

23

32 ·
19

2·
3·

31

22 ·
59

2·
3·

43

2·
32 ·

17

2·
32 ·

53

22 ·
32 ·

37

22 ·
3·

31
2 ·

61

2·13 0 0 0 1 2 1 1 1 1 2 0 1 2 2 1 0
29 0 0 0 2 1 2 2 2 2 1 0 2 1 1 2 0
47 0 0 0 1 2 1 1 1 1 2 0 1 2 2 1 0
22·3·5 2 1 2 0 2 2 1 2 1 2 1 1 1 1 0 0
32·7 1 2 1 1 0 2 0 2 0 0 2 0 1 1 1 0
2·3·11 2 1 2 1 1 0 2 0 2 1 1 2 0 0 1 0
2·41 2 1 2 2 0 1 0 1 0 0 1 0 2 2 2 0
2·3·23 2 1 2 1 1 0 2 0 2 1 1 2 0 0 1 0
32·19 2 1 2 2 0 1 0 1 0 0 1 0 2 2 2 0
2·3·31 1 2 1 1 0 2 0 2 0 0 2 0 1 1 1 0
22·59 0 0 0 2 1 2 2 2 2 1 0 2 1 1 2 0
2·3·43 2 1 2 2 0 1 0 1 0 0 1 0 2 2 2 0
2·32·17 1 2 1 2 2 0 1 0 1 2 2 1 0 0 2 0
2·32·53 1 2 1 2 2 0 1 0 1 2 2 1 0 0 2 0
22·32·37 2 1 2 0 2 2 1 2 1 2 1 1 1 1 0 0
22·3·312·61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

This is a rank 2 matrix, thus we see that the rank must be 13 and we have X(Ê/Q)[φ̂ ]∼= (Z/3Z)2.

Example 6.1.4. Let

E : y2 + xy = x3−245159698188178088219881294961406816115x

+1510191009902655798002552220643158891490617937867360088417

This curve is isomorphic to Eε,η where ε = 25768271001 and η =−3313376315233121289454897795200.
Then S(φ̂)(Ê/Q) is the subgroup of Q×/(Q×)3 generated by

〈3,13,22·5,22·7,2·29,22·17,31·23,2·41,2·47,2·53,2·3·19,

22·43,2·89,3·112,22·3·59,2·13·31,2·13·37,13·83〉

By Cassels’ formula, S(φ)(E/Q) is trivial. We have the number fields L1 = Q(ζ3) and M = Q(ζ3,β )
where

β
3 = 11·29·6099887·1283387947·585455194193

The torsion group E[3] is generated by points S and T where

S = (0,−3313376315233121289454897795200)

T = (−4β
2−34357694668β −295112795724878907556,

√
−3
(
−34357694668β

2−295112795724878907556β −5848225147266932598725509323052
)
).

Each generator of S(φ̂)(Ê/Q) has the following solution to the norm equation, up to cubes. Once again,
the first four generators are sufficient to obtain the desired result, but we include the calculation for all
generators for completeness’ sake. Note that when we use the formula in Section 3.5.4, we must use
u = NM/L1(ξ ).
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Generator ξ

3
362923493385470815347368472435010433589060β 2

−2058574112045252043060926475757537113527406894029556β

−27269696429630634206008564813330367014079975942799313023216399

13
1385842052184306082662678492315047869763220139619889β 2

+197047458874085228670632107660997357142581570031040779859109571β

−3526785160454119450781152877829655785889088185186327978390120390052678874

22·5
9417773683021485473802980266129300428659046551865152562365136β 2

+36360697423562359318071355720134949758705891479825824368160487259176950β

−1671411678017882957031359182567031976206290825714763322791901734797623000062622074

22·7
−22253490672457559900047249187006197622130841309260804607394β 2

−158077051108446548839439645797803572082353266300962486014930619357852β

+4948495281878660829318689529888459900002172540314478804026235983023892047303614

2·29
−68512730379250559574476289841918152527631993796070442066471954600β 2

+868293472426711252222520651609139739861095595569518705636374008928771069785β

−8749371023198412182957196827092095206526255192974558608003533435054481965301453009989

22·17
−10523144672321670374593796214928843545297305556213908523500β 2

+161483408070102722223162428853609193766903478092016128656011943895030β

−485268680873503138303597063835081441242858304806452035802201562780757793842606

3·23
1405912880501811909793045913582904879838692β 2

−4670413617595307476977729908820993853998164330373543β

−129061732719137894367196741616406217972003874630876042580446646

2·41
3389860742047860650400230960263008816014196573765β 2

+51690672175640892649027915331978846574791763050203639484664β

+258020030745943174762740015404746509225367065558795887449387790018185

2·47
−911571436304343109479736055542589857979329356967417215782166365545403810226600β 2

−8821163623319773145488281989524701970605649314425994888845943518688534315801705880916835β

+317908301147060162863550432298380551112345113330426033004866100507608268026895067796534114068226383

2·53
634310781758198643806251447247998197418703557030088643920β 2

+150338304809610992452533395613543991793420941014794471232790095339β

+39763920076774834461836823581658659395913526050783874933571710072113056223285

2·3·19
−3778039886280731927268531832303082747082476774947999596579520197β 2

+29175013818957259849817974427989038632496046377595645269791564330830519320β

+160288925280441809507746684940866634899194131259934693946081444923226830746188540487

22·43
639737975919773065656081242615918992155846508662β 2

−1742206152386861977628125609802873511565096320330701242684β

+211885157938272576234915979181787490722440389067885881463445710577702

2·89
−292710023194142478521350572987647664964456684276700235316351676150668236β 2

−612976210594944481254243913748493327913815867869513935771600286906285170006658880β

−68541079238729671506337480510313730978273278310681577146824646244077427217941961427452307348

3·112
−2996096064015209875049178043380103050052844574330742260β 2

+27045041615990339253720335721636202888381124463896134925006980500β

+79198090627614006114362918227905595117440292149029582092120622267082314571

22·3·59
330848836159115954430971985246474318312963667357290939061033623840999289542375β 2

−13594784929645612237024129561438012639953015452871847201514249059486060012838413587733632β

+143272603746031396479258589534476036761415894502881499936497351692281408416236187081031005495782925

2·13·31
−198315178141436701507827541457895367677089372804004584459422782953β 2

−4238664470483183230230689008147267044399321140660428510362523923386162734072β

+142312884798433950527114238182764802935341055087867215911108920238252162451809950652783

2·13·37
−4756650162394871329690310861003552303599217811633127922560875890706237β 2

−46863120064437537480527048236628444125733861833609676360976383859722611227979584β

+1300092979190130758046241213389517287963930152168400620431728441040977667661694860311121243

13·83
17785608032212618494113051928972773696912018233558424467889171519220β 2

+345585378049731322232629191773581355343210388553057219585862170835649276291175β

+1215971478626419578366768709097822209475200530156488391486692988872444525015249002069698
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The set of bad primes over which we need to take the sum of local pairings is

P = {2,3,5,7,11,13,17,19,23,29,31,37,41,43,47,53,59,83,89,6099887,1283387947,585455194193,
21443462751900602737,186118113519100907120218136235221960204803459121299833503713}.

We obtain the following 18×18 matrix for the Cassels-Tate pairing.
3 13 22 ·

5

22 ·
7

2·
29

22 ·
17

31 ·
23

2·
41

2·
47

2·
53

2·
3·

19

22 ·
43

2·
89

3·
11

2

22 ·
3·

59

2·
13
·3

1

2·
13
·3

7

13
·8

3

3 0 1 1 2 0 1 2 0 1 0 2 2 2 1 2 2 2 1
13 2 0 2 0 2 2 0 1 0 0 0 2 0 1 0 0 2 2
22·5 2 1 0 0 2 1 1 2 0 1 2 1 2 1 1 0 2 2
22·7 1 0 0 0 0 2 0 0 1 0 2 1 1 2 2 2 0 1
2·29 0 1 1 0 0 2 1 1 0 1 2 2 2 0 1 0 0 0
22·17 2 1 2 1 1 0 0 1 0 2 1 1 0 0 2 0 2 1
31·23 1 0 2 0 2 0 0 1 2 0 1 1 2 2 1 1 2 1
2·41 0 2 1 0 2 2 2 0 1 2 0 1 2 0 1 2 2 0
2·47 2 0 0 2 0 0 1 2 0 2 1 2 2 2 2 0 2 0
2·53 0 0 2 0 2 1 0 1 1 0 2 0 1 0 2 2 2 0
2·3·19 1 0 1 1 1 2 2 0 2 1 0 1 0 1 2 1 2 0
22·43 1 1 2 2 1 2 2 2 1 0 2 0 2 0 2 2 0 2
2·89 1 0 1 2 1 0 1 1 1 2 0 1 0 0 1 2 0 2
3·112 2 2 2 1 0 0 1 0 1 0 2 0 0 0 2 2 1 1
22·3·59 1 0 2 1 2 1 2 2 1 1 1 1 2 1 0 2 0 0
2·13·31 1 0 0 1 0 0 2 1 0 1 2 1 1 1 1 0 1 0
2·13·37 1 1 1 0 0 1 1 1 1 1 1 0 0 2 0 2 0 1
13·83 2 1 1 2 0 2 2 0 0 0 0 1 1 2 0 0 2 0

This is a rank 4 matrix, thus we obtain an upper bound of 13 on the rank and we have X(Ê/Q)[φ̂ ] ∼=
(Z/3Z)4. The rank must therefore be precisely 13.

Thus far no elliptic curve with torsion subgroup over Q equal to Z/3Z has been found with rank larger
than 13.

6.2 Torsion Group Z/9Z Over Q
In this section, we look for high rank curves in the family of elliptic curves with Etors(Q)∼=Z/9Z. Each
such a curve can be written in the form E9(s, t), as in Proposition 6.0.2, with P = (0,0) a point of order
9. The class of isogenous curves has 3 members in each case. We let φ1 be the 3-isogeny with kernel
{O,3P,6P} and obtain the following diagram of curves with torsion groups.

Z/9Z� _

��

µ3×Z/3Z� _

��

µ9� _

��

µ3×Z/3Z� _

��

Z/9Z� _

��
E

φ1 // E ′
φ2 // E ′′

φ̂2 // E ′
φ̂1 // E

To estimate the rank, we can use either the pair of isogenies φ1, φ̂1 or alternatively the pair φ2, φ̂2. Using
Section 2.6 we use φ1 and φ̂1 to calculate the Selmer groups S(φ1)(E/Q) and S(φ̂1)(E ′/Q). In [Fis03] we
see how to compute the Cassels-Tate pairing on S(φ1)(E/Q) and so we are left with the task of computing
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the pairing on S(φ̂1)(E ′/Q). We can then estimate the rank using the formulae given in Section 2.7. Using
the pair of isogenies φ2 and φ̂2 would also give a useful rank estimate, however we choose not to pursue
this any further here as we prefer to work with the curve having split torsion.

The following example gives the flavour of all the calculations done in this section and demonstrates how
this method has been useful to us.

Example 6.2.1. Let s =−11 and t = 28, and consider the curve

E9(−11,28) : y2 +26671xy+3518381298432y = x3 +160276116x2.

We obtain the Selmer group S(φ̂1)(E ′/Q) = 〈12,13,22,28〉 as a subgroup of Q×/(Q×)3. By Cassels’
formula (6.1) we find that S(φ1)(E/Q) is generated by one element. Thus the upper bound for the
rank is 4. To use the formula in Section 3.5.4 we need the following data. We have ε = 31371 and
η = 187184432058624. We have L =Q(

√
−3) and M = L(β ) where β 3 = 25579. The norm equations

NM/L(ξ ) = g are solved by the following elements.

g ξ

12 1
7812

(
−5β 2−47β +18307

)
13 1

46162627

(
89539β 2 +2264810β +138749830

)
22 1

27867174

(
46165β 2 +3166919β +42616353

)
28 1

15 (β +41)

The set of bad primes of E is P = {2,3,7,11,13,1213,25579} and in this case we need not expand this
set. By finding a local point on the covering curves for each p in P and using Definition 3.3.2 we obtain
the following matrix for the Cassels-Tate pairing on S(φ̂1)(E ′/Q).

12 13 22 28

12 0 0 2 1
13 0 0 0 0
22 1 0 0 2
28 2 0 1 0

This matrix has rank 2, therefore the new upper bound on the rank is 2. In fact, we can find two indepen-
dent points on E, therefore its rank is exactly 2.

P1 = (−9759959815609331328
88534217209

,−29524080122808992201584591488
26343090727886323

)

P2 = (
358129710275997660

12752041
,−232746168267198872425339200

45537538411
)

We have also found that X(Ê/Q)[φ̂ ]∼= (Z/3Z)2.

The following example is given to demonstrate how the method is also practical in large examples. Also,
this is a rather special curve under consideration.
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Example 6.2.2. Let s =−23 and t = 385, and consider the curve

E9(−23,385) : y2 +57282457xy+747377065518723255000y = x3 +13096570289880x2

We obtain the Selmer group S(φ̂1)(E ′/Q) = 〈17,2·3·5,32·7,32·11,5·23〉 as a subgroup of Q×/(Q×)3.
By Cassels’ formula (6.1) we find that S(φ1)(E/Q) is trivial, thus the upper bound on the rank is 4.
To use the formula in Section 3.5.4 we need the following data. We have ε = 169330389 and η =
5092956201458264832000. We have L =Q(

√
−3) and M =Q(

√
−3,β ) where β 3 = 251·181693. The

norm equations NM/L(ξ ) = g are solved by the following elements. Once again, for ease of presentation
the norm of the element ξ is only the same as the generator up to powers of 3. To use the formulae in
Section 3.5, we must use the exact norm of ξ .

g ξ

17 60307829666942700β 2−209302881620322855420β −101177927393421172079417

2·3·5 −136846042944β 2 +193121610684468β −230748564240645900

32·7 212106325495260β 2 +29628816651061472β +12569924072032381379

32·11 −169441091617728782896695250027β 2−6093032330803537584759580908436β

+26042983014981080970503823422800902

5·23 28538901754848336β 2−264966246723813289745β +98197755254050027074236

The set of bad primes of E is P = {2,3,5,7,11,17,23,251,397,181693}. Unfortunately, in this case we
obtain an incorrect answer if we simply continue the calculation from this point onwards using only these
primes. We must extend this set to include other primes introduced by our choice of pushout forms, as
described in Proposition 3.3.6, giving us

P = {2,3,5,7,11,17,23,37,251,397,523,19501,44587,181693,391999,4978335031,576681614287,
2512745948431,70237237108447,11065466550444247,6536123176275678832447}.

We now have all the tools we need to use Definition 3.3.2. We obtain the following matrix for the Cassels-
Tate pairing on S(φ̂1)(E ′/Q).

17 2·
3·

5

32 ·
7

32 ·
11

5·
23

17 0 0 0 0 0
2·3·5 0 0 0 0 0
32·7 0 0 0 0 0

32·11 0 0 0 0 0
5·23 0 0 0 0 0

Thus the upper bound on the rank remains 4. In fact, this is the first curve found with torsion subgroup
Z/9Z over Q and rank 4, discovered in 2009 by T. Fisher [Duj15]. No higher rank curve has yet been
found in this family.

We used these calculations to find other curves of rank 4 or higher in this family. We searched through
all s, t with |s| ≤ 1600 and |t| ≤ 2000. The following table lists a representative sample of the results
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of our calculations. By this we mean that all curves having potentially high rank are included, with a
number of other curves selected at random with a fairly even spread over the two parameters. The first
two columns give the values for s and t, and N denotes the conductor of the resulting curve. The column
denoted by rφ1 denotes the rank upper bound after calculating a descent by 3-isogeny using φ1. We denote
by φ1 and φ̂1 the number of generators of the Selmer groups S(φ1)(E/Q) and S(φ̂1)(E ′/Q), respectively.
Rank(M̂) denotes the rank of the matrix M̂ representing the Cassels-Tate pairing on S(φ̂1)(E/Q). Finally,
the column r denotes the new rank upper bound in light of the pairing computed.

In order to limit our search space, we applied other rank estimates to discard low rank curves, namely the
following. In Section 2.6, we discussed the Cassels-Tate pairing in cases where an elliptic curve E has
split torsion. We used all three rank estimates from Theorem 2.6.4. We also calculated a 2-descent, and
occasionally lifted this to a 4-descent using the Cassels-Tate pairing implemented in MAGMA.

s t N rφ1 φ̂1 φ1 Rank(M̂) r
5 1491 82171094696824089302430 4 5 0 2 2
8 1253 9756129801739187586090 4 5 0 4 0
−10 627 53411588599801021590 4 5 0 4 0
11 203 5017832262458862 4 4 1 2 2
11 1896 243539568404512801831410 4 5 0 2 2
−12 1919 571187810496560520655218 4 4 1 2 2
−15 481 10705857838425842430 4 5 0 4 0
−23 385 16352763705110910 4 5 0 0 4
33 140 15114894561669210 5 5 1 2 3
−55 524 227270128080889966710 4 4 1 2 2
−57 151 27802374961524618 4 3 2 2 2
89 287 3569021367011884938 5 5 1 2 3
−118 545 152917324959907271010 4 5 0 4 0
119 485 641880765166790453010 4 5 0 2 2
131 555 461368665311312172930 4 5 0 4 0
133 507 72964018791848021838 4 5 0 2 2
144 529 2457177494631050730 4 5 0 4 0
−144 683 57803171579013534834 4 4 1 2 2
145 681 2220448668365578567530 4 4 1 2 2
152 411 48732371824822036386 4 5 0 2 2
161 327 27987122665913236014 4 4 1 2 2
−163 369 94487214034344749394 4 4 1 2 2
172 471 289859532170344821282 4 5 0 2 2
−172 969 26797305084314477127198 5 5 1 4 1
−174 541 144770615593899871290 4 4 1 2 2
−179 255 206646839618507357370 4 5 0 2 2
−183 622 5035192634461546011210 4 5 0 2 2
−240 473 929023127886635671890 4 4 1 0 4
−255 1426 28308537820366840699530 4 5 0 4 0
255 1817 16456196848904916089356590 6 7 0 6 0
257 1853 9527835873311092776700842 5 6 0 4 1
−259 1509 492352366052547256755954 4 5 0 2 2
259 1705 10586305470575663938962930 4 5 0 2 2
−341 702 16185091251318922858926 5 6 0 4 1
−341 721 53709329454870901899318 5 6 0 4 1
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s t N rφ1 φ̂1 φ1 Rank(M̂) r
−341 754 190572315887243764157970 4 5 0 2 2
−345 913 399200781246220004260110 6 7 0 6 0
−345 979 251214046236894607213710 4 5 0 4 0
−355 629 28352480766588873916770 4 4 1 0 4
−421 399 22111533813260234570010 4 5 0 4 0
−437 660 162592535727253391183490 4 5 0 2 2
−457 392 2168698111927772329758 4 4 1 2 2
−555 1162 7645077999375961314485910 4 5 0 4 0
559 1345 2525208917515481896215270 6 6 1 4 2
−585 1418 6679367559389058419936310 4 5 0 2 2
587 1182 809077366944910527046590 4 5 0 4 0
−595 1184 687649370057565185702670 4 5 0 4 0
629 1974 54043940442916338535336170 4 5 0 4 0
−630 1063 3084774127367283958425630 6 6 1 4 2
−638 1915 81489049512976120267151130 4 5 0 4 0
−639 1022 2816953612355711699736558 5 6 0 4 1
−644 1461 16963206149574239751359310 4 5 0 4 0
644 1805 78760665630533682116790 5 6 0 4 1
−663 1880 23310839010161074083921690 5 6 0 4 1
683 1961 17385765324353996728527678 5 5 1 4 1
697 1690 1209398141383872435484710 4 5 0 4 0
−700 1181 716353050035024366720910 4 5 0 2 2
−701 1144 1595354034708705174485010 4 5 0 2 2
701 1790 762070172755765990085970 4 4 1 2 2
−702 1241 2920785200397549650442966 4 4 1 2 2
−703 1040 1685809875827673115411710 4 5 0 2 2
−703 1268 1595202222569601651313398 4 5 0 2 2
−703 1442 46882286995338869626141590 6 7 0 6 0
703 1618 10906162045465041924718170 4 5 0 4 0
−704 1665 839837364157852965493710 4 5 0 4 0
−739 572 1011273903693573949648362 4 5 0 4 0
−751 978 61931907898002777218766 4 5 0 2 2
−786 559 2525208917515481896215270 6 6 1 4 2
−807 770 8250598701923844436079910 4 5 0 2 2
−811 555 2874560605433415953146230 4 5 0 2 2
−817 845 928265638514504643062970 4 5 0 4 0
−819 626 86643853774805978417130 4 5 0 4 0
−849 784 197552370463860808523694 4 5 0 4 0
−867 659 402627622421760685605222 4 5 0 2 2
−870 929 22342307875162186036265070 4 5 0 4 0
−873 436 340237342788331895388174 4 5 0 4 0
−986 849 28881156563973328674974010 4 5 0 2 2
−993 697 1209398141383872435484710 4 5 0 4 0
−995 153 3502917135023206338690 4 5 0 2 2
−999 650 289643337657958864373430 4 5 0 2 2
−1000 807 260617313114559955110570 4 5 0 4 0
−1012 1137 44921480364568313275234542 4 5 0 2 2
−1021 1589 107859932680338060374165370 4 5 0 4 0
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s t N rφ1 φ̂1 φ1 Rank(M̂) r
−1040 1453 10391473408732119746385330 4 5 0 4 0
−1051 1035 25399371345088353798573570 4 4 1 0 4
−1079 1998 108646867043404343226751386 4 5 0 2 2
−1085 1006 79813751502622016753117790 4 5 0 2 2
−1091 1738 601061659931309414622756774 4 5 0 4 0

Using this method, we were successful in finding two new curves in this family of rank 4. They are listed
in the table below, in the format s, t, where the curve is formed by using Proposition 6.0.2. In Chapter 7
we will explore further ways of eliminating curves that do not have a high rank. We were unable to find
more than 2 generators for E9(−1051,1035), but neither have we been able to rule out that it has rank 4,
therefore we shall revisit it in Chapter 7.

s t independent points

−240 473

(
− 383531650410344842560

96721 ,− 11484286080864432393258582235200
30080231

)( 81724460369877024795282972019279968000
6049592989355610207529 , 477285525211729143108026474745450251945877199678464000000

470532076680522766638099000778667

)(
− 54390267859972222955313799891200

9719666896433641 , 249208504105729270874004955488343663486033920000
958246125982018375788811

)(
− 13186002684406828970944768

4437291769 , 26402478610242548253449575986848813056
295581316608397

)

−355 629

( 86928666299496761114155471441800
94700982862249 ,− 1016130134209423513695817587233677662541328116800

921577216767952995307

)( 50154140332101652680
7921 ,− 11965984811867707712286700017600

704969

)(
− 364794282942887665425166625400

6743936354281 , 128108078825455684973562231057142189856040000
17513389013859517429

)( 73734489875733328727568353425800
184337834489449 , 503100254051627822311222612736592092090302680000

2502774503011539444043

)
6.3 Torsion Group Z/12Z Over Q
We now investigate the family of curves with torsion group Z/12Z. Proposition 6.0.3 gives a parametri-
sation for such curves, with P = (0,0) a point of order 12. There are 8 curves in the isogeny class of such
a curve E. We let φ be the 3-isogeny with kernel {O,4P,8P} and obtain the following diagram.

Z/12Z� _

��

µ3×Z/4Z� _

��

Z/12Z� _

��
E

φ // Ê
φ̂ // E

Once again, we calculate the Selmer groups S(φ)(E/Q) and S(φ̂)(E ′/Q) using [Fis03] and then calculate
the Cassels-Tate pairing. The following example gives a full calculation of the Cassels-Tate pairing on
S(φ̂)(Ê/Q).

Example 6.3.1. Let s =−10 and t = 13, and consider the curve

E12(−10,13) : y2−54701xy−9579281428470y = x3 +189572370x2

We obtain the Selmer group S(φ̂)(Ê/Q) = 〈6,10,39,807〉 as a subgroup of Q×/(Q×)3. By Cassels’ for-
mula (6.1) we find that S(φ)(E/Q) is trivial. Thus the upper bound for the rank is 3. To use the formula
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in Section 3.5.4 we need the following data. We have ε = 94137 and η =−74677875480000. We have
L =Q(

√
−3) and M =Q(β ) where β 3 = 232·139·251. The norm equations are solved by the following

elements. Once again, the generator is only accurate up to cubes. We need to use the actual norm of each
element ξ in the formula.

Generator ξ

6 −1036250154796323339912β 2−107212150993931104755525β

+103138488383255910080300211

10 1356521163β 2−2369174660160β +812363652771427

39 17641089431102400β 2−3294528492339431025β −1991288228871698813118

807
3225776740053120655571343253638390146879518886232β 2

−41282790268128053041786109761426033731207404950725β

−226469339191688609751941218085263237341807303262451286

The set of bad primes of E is P = {2,3,5,13,23,139,251,269}, which we expand as is explained in
Proposition 3.3.6 to

P = {2,3,5,13,23,61,67,73,139,251,269,457,419161,2170141,4999781257,665374861243,
4820055638617,153827896655203,4216059611521651755073271221}.

By finding a local point on the covering curves for each p in P and using Definition 3.3.2 we obtain the
following matrix.

6 10 39 80
7

6 0 2 0 1
10 1 0 0 0
39 0 0 0 0
807 2 0 0 0

This matrix has rank 2, therefore the new upper bound on the rank is 1. A generator is not known on this
curve. We have also found that X(Ê/Q)[φ̂ ]∼= (Z/3Z)2.

Once again, we attempted to use these calculations to find other curves of rank 4 or higher in this fam-
ily. To eliminate unsuitable curves, we could employ stronger machinery than in the previous family,
by exploiting the fact that any elliptic curve E with torsion group Z/12Z has a rational point of order
2. Thus we could calculate a 2-isogeny descent, and use the theory from Section 2.7 to obtain ever
more accurate bounds on the rank of E. This procedure is implemented in version 21 of MAGMA by
T. Fisher, as TwoPowerIsogenyDescentRankBound. We searched through all |s|, |t| ≤ 7500 to find
rank 4 candidates, and all |s|, |t| ≤ 13500 for rank 5 candidates. (Note: we had to exclude the pairs
(s, t) ∈ {(−6157,5486),(−6263,4264),(6397,5556),(7387,2008)} as the calculation in these cases in-
volved primes that were too large to perform the computation, even on a part of the Selmer group. All of
these are candidates for rank 4.)

The following table lists many examples, a full list would be somewhat too cumbersome so we have
selected a representative sample. We have selected all interesting examples which still have potentially
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high rank, together with a number of other curves selected at random from the sample set. We did not
include any of the examples on which we calculated the pairing on only a subset of the Selmer group
to save on the number of computations to be performed. We give the values for s and t in the first two
columns. N denotes the conductor of the curve. The column denoted rφ gives the upper bound on the
rank after computing a descent by 3-isogeny. We denote by φ and φ̂ the number of generators of the
Selmer groups S(φ)(E/Q) and S(φ̂)(Ê/Q) respectively. Rank(M̂) is the rank of the matrix M̂ representing
the pairing on S(φ̂)(E/Q). Finally, the last column r denotes the new rank estimate in light of the pairing
computed.

s t N rφ φ̂ φ Rank(M̂) r
−408 337 137003109467305395552810 4 5 0 2 2
−584 329 412501147692964372836622290 6 7 0 4 2
−623 552 236772509419835136177437490 6 7 0 4 2
684 155 91852854210635848198432590 6 7 0 4 2
859 593 358210529915244759591648810 4 5 0 0 4
−891 650 1358697064516268251270906410 4 5 0 4 0
−985 433 4842339878103434698615368690 4 5 0 4 0
1081 912 113359165228202548300314149130 6 7 0 4 2
1128 481 1596400777198592124445064618070 4 5 0 4 0
1169 552 2820220314627268301982331362810 4 5 0 4 0
−1225 444 9480691825567540872527303070 6 7 0 6 0
1321 270 850006619135312194257524280930 4 5 0 4 0
−1343 1320 605101660192394935640755494810 4 5 0 4 0
−1369 1170 122786471322048481020123309870 4 4 1 2 2
1391 924 62590535508748698422683937034810 8 9 0 8 0
1443 670 89458825285606816224354050867310 6 7 0 6 0
1443 1078 30144000376281971242314452971770 4 5 0 2 2
1568 1089 120137925119152340421716557170 6 7 0 6 0
1585 72 469708748109626321243811306390 4 5 0 4 0
1639 260 7262131869108463872042852223890 4 5 0 4 0
1705 156 14355633727189357808694771191910 4 5 0 4 0
1755 1198 148400402076383131874412020878590 4 5 0 4 0
−1780 357 6387878166169745889465898899270 6 7 0 6 0
1780 1539 30671687802918342018360580083870 6 7 0 4 2
1830 553 404571223673104098558692285833110 4 5 0 4 0
1845 1036 257478108870135228705361172463330 6 7 0 6 0
−1876 93 2050973753263416137294139422190 4 5 0 4 0
1885 1698 2559303762604710066311324294205870 6 7 0 6 0
1916 1533 1859502130483962426591963642782610 6 7 0 4 2
−1957 828 21825260860501579301856305774790 6 7 0 6 0
2038 1547 6751132796766724444837845074551290 6 7 0 6 0
2068 1751 154055004345651952096534681139010 6 7 0 6 0
−2072 143 17158617479601255343182555368310 6 7 0 6 0
2113 2070 790315522863177419593915443561870 4 5 0 2 2
2196 515 276992687365808225982674909730 6 7 0 4 2
2209 399 353388277326657902617867820010 6 7 0 6 0
−2262 2255 85618749613899696962209387935990 8 9 0 8 0
−2297 1649 2698529938780302989325847582590 4 5 0 4 0
2328 1075 528197681040272690220958136291430 4 5 0 4 0
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s t N rφ φ̂ φ Rank(M̂) r
2356 213 358416901938552100761283435638390 4 5 0 2 2
2362 1349 18897506463344489349057719484386730 6 7 0 4 2
−2495 972 6805162015854840488491883354670 4 5 0 4 0
−2598 1901 8176906278827302353136535245211130 4 5 0 2 2
−2616 2159 460364797663450935002201278032090 4 5 0 4 0
−2644 951 702990959000203385014391695329630 4 5 0 4 0
−2647 595 3286930003155960803487340204710 4 5 0 4 0
−2651 1325 28222347704325960119817765112230 4 5 0 4 0
2668 369 69669394778212529777035757324610 4 5 0 2 2
2712 1129 891212853430427957239884272452110 4 5 0 4 0
2721 140 729060152714437927992360640922670 4 5 0 4 0
−2751 316 64466329396459941189932177425710 4 5 0 2 2
−2753 2552 2612856966131378495588216151346770 4 5 0 4 0
−2756 825 63939680935990238153815467471330 4 5 0 2 2
−2766 655 551873347217401666940442495063330 4 5 0 4 0
2796 1795 63612222490513330088382538632531510 4 4 1 2 2
−2840 591 312226455015223530693090182219190 6 7 0 6 0
2852 1215 59999215815004570225145869896870 4 5 0 4 0
2913 416 29067885742000009070989149228330 4 5 0 4 0
2927 2385 334172644898121001500861405142590 4 5 0 4 0
2928 2869 7667508361629236519153494085779290 6 7 0 6 0
3020 309 5099931104555046954246500327567610 4 5 0 4 0
3077 1506 194036079313823788902308431185392190 4 5 0 4 0
−3087 2990 116540605650540234168498826697910 4 5 0 4 0
3097 1872 377185406814834010699366693042410 6 6 1 2 4
3128 2779 21485963046684304713102924569772030 8 9 0 6 2
3129 88 724534522402895565332339647635510 4 5 0 4 0
3133 3117 818545231556572914123702928410 4 5 0 4 0
3169 3143 1817141792205956818145730444009570 4 5 0 4 0
−3192 2129 13972354663113459262849690770881070 4 5 0 2 2
3213 404 26785939357151069961798765850290 4 5 0 4 0
3219 169 701583101871584034743455424610 4 5 0 2 2
3241 1992 128751793187617330370736731355591570 4 5 0 4 0
3265 2076 42124335463203449196454192840886490 4 5 0 2 2
3276 2789 126735251956314586802004672128951070 4 5 0 2 2
−3282 2291 79494088012395687208190459341499970 4 5 0 2 2
3299 708 39255771813904796472265394172889230 4 5 0 4 0
3319 2280 197260337110025290847350885199433030 6 7 0 6 0
−3342 2353 96492839556597889777604879031733530 6 7 0 6 0
−3344 1281 7421746405993637502806624172570 4 5 0 4 0
−3400 517 18287563996620119932732694694210 6 7 0 6 0
−3429 2210 11935209850919341197788509794088890 6 7 0 4 2
3431 840 36681336645401795723607379477784910 6 7 0 6 0
−3439 1533 2724342714144011084761701418664310 6 7 0 4 2
−3459 2242 118460499016537582873201493659868430 6 7 0 4 2
3470 429 53794113657317052247085959337306070 6 7 0 6 0
−3535 1683 1458415366203831546925126940468010 6 7 0 6 0
3552 1765 52586455095136617765713719228010730 4 5 0 4 0
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s t N rφ φ̂ φ Rank(M̂) r
3553 3023 26778997241589373242825743418336870 6 7 0 4 2
3584 3289 5545746880217281985441476922850210 6 7 0 6 0
3603 2258 1538828947491008424291096913190999370 4 5 0 4 0
3623 481 319917757343874277535816006858070 6 7 0 6 0
−3636 3485 18514573698314774295555337600271790 4 5 0 4 0
−3654 767 5052944644956805536482330153148510 6 7 0 6 0
−3687 3070 40410144383450704140250653094189230 4 5 0 2 2
−3695 59 145451116591661273882092803260490 4 5 0 2 2
−3755 1716 1156967671933495972938639972130410 4 5 0 4 0
3773 3306 59830331260240898359370701716234390 6 7 0 6 0
−3828 1025 95781368908537026832298348310 4 5 0 2 2
−3836 1373 436847231079146626851335095943070 4 5 0 4 0
3839 2545 49984757014891424414561702574514770 8 9 0 8 0
3933 2420 54151765848252845085537671333111610 4 5 0 4 0
−3939 236 168861892303727651296048672434270 6 7 0 6 0
3940 2307 1655023886809547669134703838690870210 4 5 0 4 0
3959 3234 11548614457147354940066720951454510 4 5 0 2 2
−3960 3031 3700061170276313756845006233268110 4 5 0 4 0
−3964 1855 349926603899249835850600146848910 6 7 0 4 2
−3985 2328 98215343722387804478972251895132970 4 5 0 2 2
3999 442 26962789380891965159748045020234070 6 7 0 6 0
−4039 4015 1671036424330094000230280165121570 4 5 0 4 0
4052 1221 569892536794977433725443674374088710 4 5 0 2 2
−4057 1170 6451623060813810909457513754991270 4 5 0 4 0
4095 3064 596490600715976529903449477835904710 6 7 0 4 2
−4115 2484 32347789397717763025540833378001770 6 7 0 6 0
4121 3544 1852560050999924108094775356108559830 4 5 0 2 2
4370 3597 14055704491114983634949466352595358210 8 9 0 6 2
4602 2965 18679568757903919857138929951177520330 8 9 0 6 2
4833 1720 255702732290262639821720443387535310 4 4 1 2 2
4896 155 6078401841744552448025886329822910 5 6 0 4 1
−5219 1008 5385280515493716724022195558529030 8 8 1 6 2
5676 2653 40212925864798181842521471765309771930 8 9 0 6 2
5693 4866 27105470823340032333905996702075430210 4 4 1 2 2
−5871 2240 165104209003954024251482713192225830 8 9 0 6 2
−5950 1537 4071108692507569222883551018178730 6 7 0 4 2
5957 744 3035376619770836374254434489119653810 6 7 0 6 0
5972 931 533029235404692957067176755726010 8 9 0 6 2
6521 1540 42298460462311749284493901939002353370 8 9 0 6 2
6585 3052 174527423105334360489438184862185578990 6 7 0 6 0
6648 5159 233362592076506418782186442347476846590 5 6 0 4 1
−7189 1452 132035766093222249764437035325911690 6 6 1 2 4
−7359 3376 11984910100518795660128644074494234310 4 5 0 4 0
8525 7842 1618950287279383884732933867919244727990 5 6 0 4 1

There are several curves of interest in this table. The first is E12(859,593), which is the only known curve
of rank 4 in this family, discovered by T. Fisher in 2008 [Duj15]. There are no known curves of higher
rank at the date of writing. The other curves of interest are E12(3097,1872) and E12(−7189,1452), which
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are the only survivors in this procedure and therefore the only curves so far worth investigating further.
We will investigate a strategy for doing this in Chapter 7, although these curves will prove to have too
large coefficients to be handled there. Note also Example 7.2.2, which handles a single case separately,
for reasons explained in that example.



Chapter 7

Further Descent Calculations in the
3-Isogeny Case

In the previous chapter, we searched for high rank curves in certain families. We had a few examples
which were candidates for high rank curves but we could not find generators for the Mordell-Weil group
to prove the upper bound was actually attained. In this chapter, we will use the strategy from Section 3.6
to give a more accurate upper bound on the rank.

7.1 The Method
Let n be any integer and let E be an elliptic curve admitting a cyclic n-isogeny

φ : E −→ Ê

with φ̂ : Ê → E be its dual. Let E[n] be generated by S and T such that E[φ ] = 〈S〉. Let S(φ)(E/K) and
S(φ̂)(Ê/K) denote the Selmer groups attached to φ and φ̂ respectively. In Section 3.1, we saw that the
kernel of the Cassels-Tate pairing on S(φ̂)(Ê/K)×S(φ̂)(Ê/K) is the image of S(n)(E/K). Thus we could
turn a descent by n-isogeny into a full n-descent.

In this chapter, we will be computing the Cassels-Tate pairing

S(φ)(E/K)×S(n)(E/K)−→Q/Z (7.1)

whose right kernel is precisely the image of the Selmer group S(nφ)(E/K). We will use the pushout func-
tion definition of the pairing, namely Definition 3.3.2.

7.1.1 Preliminary Theory
In Sections 2.2 and 2.3, we saw that elements of S(n)(E/K) could be written both as elements of some
concrete group and as n-coverings of E. In this chapter, we need another geometric interpretation of the
cohomology group H1(K,E[n]), in which this Selmer group lies. The following terminology comes from
[CFO+08].

Definition 7.1.1. A torsor divisor class pair (C, [A]) is a torsor C under E together with a K-rational
divisor class [A] on C of degree n.

141
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The divisor A is linearly equivalent, but not necessarily equal, to its Galois conjugates. The isomorphism
of torsor divisor class pairs (C1, [A1]) ∼= (C2, [A2]) is an isomorphism ψ : C1 ∼= C2 such that ψ∗A2 ∼ A1.
The trivial torsor divisor class pair is (E, [n ·O]), and every torsor divisor class pair is a twist of this. The
torsor divisor class pairs are parametrised up to isomorphism by H1(K,Aut(E, [n ·O])). For consider any
(C, [A]) with

ψ : (C, [A])−→ (E, [n ·O])

an isomorphism defined over K̄. Then we associate to (C, [A]) the cocycle ξσ = σ(ψ)ψ−1. The following
lemma completes the characterisation of H1(K,E[n]) as torsor divisor class pairs.

Lemma 7.1.2 ([CFO+08, 1.8]). Aut(E, [n ·O])∼= E[n]

Proof. The automorphisms of E as a torsor are the translation maps τP with P∈E. We see that τ∗P(n ·O)∼
n ·O if and only if P ∈ E[n].

For some divisor class pair (C, [A]), the corresponding n-covering is (C,π) where

π : C −→ Pic0(C)∼= E

P 7−→ [n ·P−A]

To compute the Cassels-Tate pairing (7.1), we now want to be able to compute pushout forms on n-
coverings of E. We do this by providing a solution to Problem 3.6.1. Let R be the étale algebra attached
to E[n]\{O}. Let (C, [A]) be a torsor divisor class pair corresponding to some ξ ∈ H1(K,E[n]). Recall
that we have the following maps.

sum : Pic0(C)∼= E (7.2)

From [Sil08, Proposition X.3.2], there exists some P0 on C such that

θ : E −→C

P 7−→ P+P0 (7.3)

is an isomorphism defined over K(P0). Thus sum is given by [A1−A2] 7→ A1−P0− (A2−P0) = A1−A2.
From the short exact sequence

0−→ E[n]−→ E
[n]−→ E −→ 0

we obtain

E(K)
δ−→ H1(K,E[n]) ι−→ H1(K,E)

where

δ (P) = (E, [(n−1)O +P])

ι(C, [A]) =C. (7.4)

For n prime, we also have from Definition 3.4.1 the injection w1 : H1(K,E[n])→ R×/(R×)n, and in
Proposition 3.4.8 we saw that in this case

F̃ = w1 ◦δ : E(K)−→ R×/(R×)n

is given by F ∈ R(E)× such that div(FT ) = n · (T )− n · (O) for all T ∈ E[n]. We extend to a map on
divisors with support disjoint from E[n] by letting F̃ = F◦sum. The following diagram then commutes.
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E(K)
δ //

F̃ ((QQ
QQQ

QQQ
QQQ

QQQ
H1(K,E[n])

w1

��
R×/(R×)n

Recall that we have R = Spec(K[R]) as in Section 3.4.2. Let ξ ∈ H1(K,E[n]) with Cξ its associated
n-covering, and let w1(ξ ) = α ∈ R×/(R×)n. Then the K-rational points on Cξ map to the points in E(K)

with image under δ given by ξ . The image under F̃ = w1 ◦ δ is therefore given by α(R×)n. We can
therefore define the covering curve by

{(P,z) ∈ E×R | F(P) = αzn} .

We now work over K and write zT for z(T ) as in Section 3.4.2. This signifies for T ∈ E[n] the value of
z ∈ R at T . We can use the zT as coordinates on R. This leads us to the following lemma on n-coverings
of E.

Lemma 7.1.3. Let (C, [A]) be the torsor divisor class pair corresponding to some ξ ∈ H1(K,E[n]). Let
Cξ be the n-covering corresponding to ξ , and let w1(ξ ) = α mod (R×)n. For T ∈ E[n] let zT be the
coordinate function defined in Section 3.4.2 and given by evaluating at T . Then

FT (P) = α(T )zn
T

gives a degree n2 embedding of Cξ into Pn2−1.

Proof. This follows from the discussion in Section 2.5 of [CFO+12].

Recall also the embedding given by Proposition 3.4.11, which gives an embedding of Cξ into Pn2−1 with
section n ·A (see Section 6 of [CFO+09]). Associated to that embedding is the element ρ corresponding
to α in the following manner. There exists some γ ∈ R× such that α = γn and ρ = ∂γ . We now move on
to the actual calculation of a pushout form, which we do in the spirit of Section 3.6.

7.1.2 Calculating a Pushout Form
Suppose we have ξ ,ξ ′ ∈H1(K,E[n]) given by the torsor divisor class pairs (C, [A]) and (C′, [A′]), respec-
tively. Assume we have some P ∈ E(K) such that

(C′, [A′]) = (C, [A])+δ (P)

= (C, [A])+(E, [(n−1)O +P]).

Recall we have θ from (7.3) such that

(C′, [A′]) = (C, [A])+(C, [(n−1)P0 +(P+P0)])

and if we apply ι from (7.4) we have C′ =C+C. From [Sil08, Exercise 10.2] it follows that C′ and C are
in the same torsor class of WC(E/K), therefore they are isomorphic over K and without loss of generality
we assume C′ =C. Thus sum([A′−A]) = P.

If we now let P=U ∈ E[n], we have sum(n · [A′−A]) =O , therefore n ·A and n ·A′ are linearly equivalent.
We now want to show that if we can find an isomorphism ψ : (C, [A])→ (C, [A′]) explicitly as a linear
change of coordinates, then we can construct a pushout form. Assume we have such a ψ . Let ιA : C ↪→
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Pn2−1 and ιA′ : C ↪→Pn2−1 be the embeddings of C by |n ·A| and |n ·A′|, respectively. The image of these
embeddings is the same curve of degree n2. Let g be a linear form associated to A′, and we embed gn into
Pn2−1 using ιA′ . We then apply ψ−1, which because it is a linear change of coordinates takes ιA′(gn) to
some ιA( f (x1, . . . ,xn)) with div

(
f

gn

)
= n ·A−n ·A′. We can in fact use any linear form for g, which will

allow us to find a pushout form with a linearly equivalent divisor. If we have defined variables x1, . . . ,xn,
we will therefore use g = x1 in our calculations for simplicity’s sake.

Lemma 7.1.4. Let ξ ∈ H1(K,E[n]) be represented by some torsor divisor class pair (C, [A]), as well
as w1(ξ ) = α ∈ R×/(R×)n and w2(ξ ) = ρ ∈ (R⊗R)×/∂R× for R = MapsK(E[n],K), as in Definition
3.4.1. Let (C, [A′]) be given as above by (C, [A′]) = (C, [A])+δ (P) for some P ∈ E[n]. Let the embedding
of (C, [A]) into Pn2−1 be given by Lemma 7.1.3. Then the isomorphism ψ : (C, [A]) −→ (C, [A′]) can be
given by a linear change of coordinates. Moreover, this change of coordinates can be given by

z̃T =
1

ρ(T,−U)
· zT−U

z−U
.

Proof. From Lemma 7.1.3, we find the embeddings

FT (P) = α(T )zn
T F̃T (P) = α̃(T )z̃n

T

for (C, [A]) and (C, [A′]), respectively. Recall from Lemma 3.4.6 that there exists some ρ ∈ (R⊗R)×/∂R×

such that

∂α(T1,T2) =
α(T1)α(T2)

α(T1 +T2)
= ρ(T1,T2)

n

for all T1,T2 ∈ E[n]. Because (C, [A]) and (C, [A′]) differ by δ (U) for U ∈ E[n], we have

α̃(T ) = FT (U)α(T )

F̃T (P) = FT (P+U).

From the definition of F , we have

FT (P+U) = FT (U) · FT−U (P)
F−U (P)

and so we obtain

FT (P+U) = FT (U) ·
α(T −U)zn

T−U

α(−U)zn
−U

= α̃(T ) · α(T −U)

α(T )α(−U)

(
zT−U

z−U

)n

.

Therefore we can take the following change of coordinates

z̃T =
1

ρ(T,−U)
· zT−U

z−U
. (7.5)

This same change of coordinates can be used when we consider instead the embedding given by Propo-
sition 3.4.11. Recall that in that case all the quadrics given in that proposition come from relation (3.25),
which is

r(T1,T2)(π(P))zOzT1+T2 = ρ(T1,T2)zT1zT2 .
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Recall also that, as is described in Definition 3.4.1, we have some γ ∈ R× such that

α = γ
n

ρ = ∂γ.

We choose ρ̃ such that ρ̃ = r(T1,T2)(U
′) ·ρ where π(U ′) =U for some U ∈ E[n] and thus we also have

r̃(T1,T2)(π(P))z̃O z̃T1+T2 = ρ̃(T1,T2)z̃T1 z̃T2 .

We now want to show that the change of coordinates given by (7.5) is also the correct one to take in this
situation. We know that

r̃(T1,T2)(π(P)) = r(T1,T2)(π(P)+U ′).

Also, because div(r(T1,T2)) = (T1)+(T2)− (T1 +T2)− (O) we have

r(T1,T2)(π(P)+U ′) = r(T1,T2)(U
′) ·

rT1−U,T2−U (P)rT1+T2+U,U (P)
rU,−U (P)

.

Therefore the following calculation shows that the change of coordinates (7.5) is indeed the correct one
to take in the case of the embedding given by Proposition 3.4.11.

r̃(T1,T2)(π(P)) = r(T1,T2)(U
′) · ρ(T1−U,T2−U)ρ(T1 +T2 +U,U)

ρ(U,−U)
·

zT1−U zT2−U zT1+T2+U zU

zT1+T2+U zT1+T2−U zU z−U

= r(T1,T2)(U
′) · ρ(T1,−U)ρ(T2,−U)ρ(T1−U,T2−U)ρ(T1 +T2 +U,U)

ρ(U,−U)ρ(T1 +T2,−U)
·

z̃T1 z̃T2

z̃T1+T2

= r(T1,T2)(U
′) · γ(T1)γ(T2)

γ(T1 +T2)
·

z̃T1 z̃T2

z̃T1+T2

= r(T1,T2)(U
′) ·ρ(T1,T2) ·

z̃T1 z̃T2

z̃T1+T2

= ρ̃(T1,T2) ·
z̃T1 z̃T2

z̃T1+T2

.

This change of coordinate map was implemented in MAGMA by T. Fisher, and this is what is used in the
next section. The following section calculates an example taken from Chapter 6.

7.2 Examples
We demonstrate this method using a small example first.

Example 7.2.1. We let E : y2 = x3 +(−19x+8)2. Let φ : E→ Ê be the 3-isogeny with kernel generated
by 〈(0,8)〉. Let L =Q(ζ3) and M =Q(ζ3,β ) where β 3 = 31 ·223. Then the Selmer groups are given by

S(φ)(E/Q) = 〈−186ζ3−155,−497736ζ3 +131347〉 ⊂ L×/(L×)3

S(φ̂)(Ê/Q) = 〈2〉 ⊂Q×/(Q×)3

We know without calculation that the Cassels-Tate pairing on S(φ̂)(Ê/Q)×S(φ̂)(Ê/Q) must be trivial as
this Selmer group consists of only one generator. The initial rank upper bound is therefore 2. Thus we
obtain the generators 〈g1,g2,g3〉 for the Selmer group S(3)(E/Q) as follows. Using Lemma 2.5.10, we
identify H1(Q,E[3]) with a certain subgroup H of pairs in Q×/(Q×)3×M×/(M×)3. The element g3 is
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obtained by lifting 2 to (2,b) ∈ H, using Lemma 2.5.12. This lift may then be changed by any element
in (L×/(L×)3)− to obtain some curve that is everywhere locally soluble. The only primes we need to
consider in choosing an element to alter the lift by are the bad primes of E, together with the ramified
primes of L and any primes in the factorisation of the b.

g1 = (1,G1) = (1,−186ζ3−155)
g2 = (1,G2) = (1,−497736ζ3 +131347)

g3 = (2,
1
3
(249ζ3 +115)β 2 +

1
3
(−2547ζ3−4730)β +

1
3
(−41478ζ3 +48775)

which give the following covering curves

Selmer element covering curve

g1 2x3 +5x2y+10x2z− xy2 +9xyz+8xz2−2y3 +4y2z+6yz2−6z3 = 0
g2 −x3− x2y+ x2z+6xy2 +7xyz+6xz2−2y3−18y2z−6yz2 +2z3 = 0
g3 −x3− x2y+ x2z+6xy2 +7xyz+6xz2−2y3−18y2z−6yz2 +2z3 = 0

The pushout forms we obtain are given by

Selmer element pushout form

g1 3x2y+6x2z−4xy2−4xyz+2xz2−4y3 +8yz2−8z3

g2 x2y−2x2z+2xy2−7xyz+4xz2−2y3−6y2z+22yz2 +14z3

g3 x3 +3x2y+2x2z−2xy2 +4xyz+ xz2−12y3−6y2z+ yz2

The primes over which we must take the local pairing are the bad primes of E together with the prime at
3. Thus we obtain the set P = {2,3,31,223}. This set is not enlarged by the pushout forms in this case.
We found the following local points on each covering curve.

Selmer element mod 24 mod 33 mod 313 mod 2233

g1 (14 : 1 : 2) (6 : 26 : 1) (11731 : 16209 : 1) (3860370 : 6805130 : 1)
g2 (8 : 7 : 1) (25 : 1 : 1) (4674 : 27405 : 1) (5766394 : 9588079 : 1)
g3 (8 : 1 : 1) (11 : 4 : 1) (645 : 22070 : 1) (8503491 : 7255590 : 1)

Filling these in our pushout forms gives the following pairing elements.

Selmer element mod 23 mod 34 mod 313 mod 2233

g1 4 54 8462 10987468
g2 5 70 23207 1954722
g3 5 49 15116 8013901

In this case we find only the primes 31 and 223 yield nonzero matrices. We choose the prime p31 = 6+ζ3
lying over 31 and p223 = 11ζ3− 6 lying over 223 and use Remark 3.2.4. The following tables give the
necessary information to calculate the local pairing.
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(a,b)p31 valp31(a) valp31(b) c
(

c
p31

)
(G1,8462)p31 2 0 1

71605444 0
(G2,8462)p31 1 0 1

8462 0
(G1,23207)p31 2 0 1

538564849 1
(G2,23207)p31 1 0 1

23207 2
(G1,15116)p31 2 0 1

228493456 1
(G2,15116)p31 1 0 1

15116 2

g 1 g 2 g 3

G1 0 2 2
G2 0 1 1

(a,b)p223 valp223(a) valp223(b) c
(

c
p223

)
(G1,10987468)p223 0 0 1 0
(G2,10987468)p223 2 0 1

120724453051024 2
(G1,1954722)p223 0 0 1 0
(G2,1954722)p223 2 0 1

3820938097284 1
(G1,8013901)p223 0 0 1 0
(G2,8013901)p223 2 0 1

64222609237801 1

g 1 g 2 g 3

G1 0 0 0
G2 1 2 2

The Cassels-Tate pairing is now given by adding together the matrices thus obtained. The final pairing
is given by the following matrix. Notice how the first two columns give a skew-symmetric pairing, as
we would expect seeing as they come from lifting elements from S(φ)(E/Q) rather than S(φ̂)(Ê/Q). The
matrix is of rank 2, therefore the elliptic curve E has rank 0.

g 1 g 2 g 3

G1 0 2 2
G2 1 0 0

Example 7.2.2. Let E = E12(−3482,1213). In this case, the Selmer groups are given by

S(φ)(E/Q) =〈335564343193791720ζ3−1532347698526352571,566898402252ζ3 +328319297033,

559524ζ3 +33305〉= 〈g1,g2,g3〉 ⊂ L×/(L×)3

S(φ̂)(Ê/Q) =〈22 ·292 ·1741 ·2269,1213 ·17412 ·468817〉 ⊂Q×/(Q×)3

Because of the larger generators involved in computing the pairing on S(φ̂)(Ê/Q)×S(φ̂)(Ê/Q), we instead
opted to use the method from this chapter to show that this curve cannot have rank greater than 2. We
lifted the three generators of S(φ)(E/Q) to S(3)(E/Q), and expressed them as covering curves as follows.

generator covering curve

g1
483284192300x3 +222070179765x2y+11438942216687x2z−1227782397135xy2

+11438942216687xyz−483284192300y3 +11438942216687y2z+11358133060446237z3 = 0

g2
159074538280x3 +580831373325x2y+11438942216687x2z−1058054988165xy2

−11438942216687xyz+159074538280y3 +11438942216687y2z+24669275234116737z3 = 0

g3
−2700898919390x3−5577703949895x2y+11438942216687x2z+13680400708065xy2

−11438942216687xyz−2700898919390y3 +11438942216687y2z+146371783680291z3 = 0

The pushout forms are then given by the following table.
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generator pushout form

g1

10079043493119027456932773892664475x3−13119656424660732633519154281637020x2y
+761687209124972454008225166358429809x2z−100053748807677802187688660360214695xy2

−497294751491695911101644075843752066xyz+367936002687996211396815296820445965xz2

−93714037742846484162876099632743100y3−1617308838717704470694997846507765141y2z
−53726537816189909773292100414643555290yz2 +1347566534328707933835476452235751z3

g2

3740494126674686020413105539245x3−14487991147051145594199362088450x2y
−111819662826115600035764530367102x2z+31305890402827811990937215335965xy2

−781033288704484586154943316362723xyz+12253714211784895914802473216359715xz2

−5693801931193768203516291567880y3 +48159398894925897572553835543273y2z
−12112305008473980654813589214562285yz2−330943627077843380735477298266z3

g3

70657178574343890456052974402618316x3−320623068884477139270258457737180363x2y
−364045668872148013227435685272044531x2z+411592995267101686659815505534418608xy2

+704007784990008293433421958890549832xyz+1608589006561056157988823428514767334xz2

−148255831015343172568545792061662581y3−189593629273458000816143782763407547y2z
−1303769455660803603506719470756129873yz2 +46166469827121916153293429928346037z3

By following the same procedure as in the previous example, we find that the set of primes where the
local pairing is nontrivial is given by P = {3,7,13,67,6661,84589}. The following matrix gives the
Cassels-Tate pairing.

g 1 g 2 g 3

g1 0 1 0
g2 2 0 2
g3 0 1 0

The rank of this matrix is 2, therefore the rank of E can be no larger than 2.

Example 7.2.3. We let E = E9(−1051,1035) and L = Q(ζ3). We also have M = Q(ζ3,β ) where β 3 =
557 ·18472823. Then we have the Selmer groups

S(φ)(E/Q) = 〈−80819560710ζ3−4966462801〉= 〈G〉 ⊂ L×/(L×)3

S(φ̂)(Ê/Q) = 〈22·32·52·7,2·5·149, ·2·72·23,5·7·1051〉 ⊂Q×/(Q×)3

where the Selmer groups are calculated using Theorem 2.6.3. By our calculations in Chapter 6, all of
these elements lift to elements of the Selmer group S(3)(E/Q). This group can be given as the subgroup
H from Lemma 2.5.10. We lift some a∈ S(φ̂)(Ê/Q) to (a,b)∈H using Lemma 2.5.12, and then changing
this lift by an element c ∈ (L×/(L×)3)−. Let P be the set of primes given by the bad primes of E, the
ramified primes of L and the primes present in b. Then c can be calculated from this set P. To save on
compuation, we will consider only the following elements.
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label Original Element Element of H

g1 −80819560710ζ3−4966462801 (1,−80819560710ζ3−4966462801)

g2 6300

(
6300, 1

3 (−97438867ζ3−69553013)β 2

+ 1
3 (2007225593ζ3−10799492834)β

+ 1
3 (−10067811138256ζ3−111897444673853)

)
g3 2254

(
2254, 1

3 (−24850357506031ζ3 +62216747799901)β 2

+ 1
3 (25272141834079303ζ3 +91826848470701060)β

−72536310851274168254ζ3 +8500537893454716079)

g4 1490

(
1490,(261239056ζ3−398747908)β 2

+(−1584172190224ζ3−1967141015996)β
− 218209143895392ζ3−6082874424008356)

We see that the element 2 ·32 ·5 ·7 ·23 ·149 ·1051 comes from one of the torsion points on Ê, therefore
will give a trivial pairing. Therefore we can omit 5·7·1051, which will follow from the pairing on the
remaining elements. This will save us computational time, as the changing of the lift by a suitable element
of (L×/(L×)3)− can be computationally heavy. The covering curves are given by

element covering curves as element of S(3)(E/Q)

g1
−9828x3−2327x2y−1160649080x2z+27157xy2−1160646753xyz+1160658908xz2

+9828y3−1160676237y2z−9828yz2 +16433290147015431480z3 = 0

g2
−157784415x3−2318596466x2y+1880957611x2z−147345737xy2−1082460515xyz

+2834244972xz2 +328366114y3 +2006774164y2z−1025326270yz2−294530908z3 = 0

g3
−175149336x3−434825264x2y+483372896x2z−1332721848xy2−1546919209xyz

+5192895775xz2 +312609780y3 +939979002y2z+2150183535yz2−850971807z3 = 0

g4
17921680x3−108117634x2y−1243472112x2z+267939712xy2 +2136222223xyz

−8777934454xz2 +429061710y3 +469163827y2z−4492056088yz2 +29071705188z3 = 0

and the pushout forms are given by

element pushout form

g1

1214243360x3 +760046426x2y−114403335021356x2z−1657941849xy2−294290468647961xyz
−7436762090598914876xz2 +499043089y3 +183782392950311y2z+24473195947924814756yz2

+6714835765906705912z3

g2

6268065845586x3−22803394894267x2y−132207383794789x2z−1239306365386928xy2

+408810156936579xyz+694250487198389xz2 +1194060938823285y3−785339260216356y2z
+138926901666297yz2 +626807628254874z3

g3

507746424399560x3−70612180843865x2y+2449728115111879x2z+1088810485223636xy2

+1424369443401917xyz+345233497711969xz2−114451650888048y3 +279867941288890y2z
+188251854118882yz2−121887521142680z3

g4

82142250644x3−684345959332x2y+2494435616188x2z+2114173788528xy2

+364904200576xyz+28292460960581xz2−3949640775504y3−15478632517146y2z
+38028951847637yz2 +14777670989442z3



150 CHAPTER 7. FURTHER DESCENT CALCULATIONS IN THE 3-ISOGENY CASE

The bad primes of E are

P = {2,3,5,7,13,19,23,73,149,181,557,1051,18472823}

however the only primes contributing a nonzero part to the pairing are {19,73,181}. All three of these
primes split, and we can choose the primes p19 =−3ζ3−5, p73 = 8ζ3−1 and p181 = 11ζ3−4 lying over
them to calculate the local pairings, and then use Remark 3.2.4. The following table gives a local point
on each covering curve for each prime.

Selmer element mod 193 mod 733 mod 1813

g1 (1113 : 4562 : 1) (226224 : 249129 : 1) (91 : 34 : 1)
g2 (1096 : 2535 : 1) (372251 : 388761 : 1) (137 : 69 : 1)
g3 (6153 : 6152 : 1) (12644 : 42947 : 1) (140 : 156 : 1)
g4 (5054 : 2166 : 0) (42632 : 367701 : 0) (1428934 : 2783307 : 1)

These we fill in on our pushout forms to obtain the following elements.

Selmer element mod 193 mod 733 mod 1814

g1 5971 288103 5891
g2 5118 139669 25553
g3 1732 387855 20163
g4 3366 202633 2061254

The following tables and matrices give the local pairing at each of our chosen primes.
(a,b)p19 valp19(a) valp19(b) c

(
c

p19

)
(G,5971)p19 1 0 1

5971 1

(G,5118)p19 1 0 1
5118 0

(G,1732)p19 1 0 1
1732 1

(G,3366)p19 1 0 1
3366 1

g 1 g 2 g 3 g 4

G1 2 0 2 2

(a,b)p73 valp73(a) valp73(b) c
(

c
p73

)
(G,288103)p73 2 0 1

83003338609 2

(G,139669)p73 2 0 1
19507429561 1

(G,387855)p73 2 0 1
150431501025 1

(G,202633)p73 2 0 1
41060132689 2

g 1 g 2 g 3 g 4

G1 1 2 2 1

(a,b)p181 valp181(a) valp181(b) c
(

c
p181

)
(G,5891)p181 1 0 1

5891 0

(G,25553)p181 1 0 1
25553 2

(G,20163)p181 1 0 1
20163 1

(G,2061254)p181 1 0 1
2061254 0

g 1 g 2 g 3 g 4

G1 0 1 2 0

Computing the pairing using Definition 3.3.2 as before we add up the various local pairings, giving us the
following matrix for the Cassels-Tate pairing.
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g 1 g 2 g 3 g 4

G1 0 0 0 0

Thus we have not managed to improve the rank bound in this case.

Unfortunately, the computation proved too arduous to use in the case of E12(3097,1872) and E12(−7189,1452).
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Chapter 8

Higher Descents and the Cassels-Tate
Pairing

So far, we have been working only with curves admitting a 3-isogeny. In this chapter, we show how
the pushout form method can be generalised and used in the case that we have a curve E with a rational
5-torsion point, of type Z/5Z-nonsplit.

Proposition 8.0.1. Every elliptic curve E/Q with a rational point of order 5 can be written in the form

y2 +(1−λ )xy−λy = x3−λx2

with P = (0,0) a point of order 5.

Proof. As in Theorem 6.0.1, let E : y2 +(1− c)x−by = x3−bx2 with P = (0,0) a point of order 5. Set
3P =−2P to obtain b = c as required.

Let G be the subgroup of GL2(Z/5Z) through which the action of GK on E[5] factors. In this case, we
have E such that E[5] is generated by 〈S,T 〉 with G = 〈σ ,τ〉 such that

σ(S) = S τ(S) = S

σ(T ) = S+T τ(T ) = 2T.

Let M = Q(T ), a number field of degree 20, and L = Q(ζ5), the degree 4 cyclotomic number field with
ζ5 a fifth root of unity. Let M〈τ〉 be the subfield of M fixed by τ . We let φ be the isogeny with kernel
generated by S. Then S(φ̂)(Ê/Q) is a subgroup of Q×/(Q×)5 and to compute the Cassels-Tate pairing
on it, we must lift each element in S(φ̂)(Ê/Q) to some element of H1(Q,E[5]). This we can do using
Lemma 2.5.12. For each element a ∈ S(φ̂)(Ê/Q), we solve the norm equation NM/L(ξ ) = a. The lemma
then gives us the lift as the pair (a,b) ∈Q×/(Q×)5×M×/(M×)5 where b is given by

b =
σ(η)σ2(η)2

σ4(η)σ3(η)2 (8.1)

where η = NM/M〈τ〉(ξ ). Following [Vél71], we have the following curve Ê such that the isogeny φ : E→
Ê has kernel 〈S〉.

Ê : y2 +(1−λ )xy−λy = x3−λx2−5λ (λ 2 +2λ −1)x−λ (λ 4 +10λ
3−5λ

2 +15λ −1)

153
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Unfortunately, we were not able to improve the method of solving norm equations in this case as we were
in the p = 3 case. This will therefore be the major bottleneck in all our computations and severely limit
the number of examples we can do.

The covering curve represented by u is given by a curve in P4 defined by 5 quadrics as in [Fis03].

Cu =



λ

u x2
0 + x3x4− x1x2 = 0

x2
1 + x0x3−ux2x4 = 0

ux2
2− x0x4− x1x3 = 0

x2
3− x1x4 +λx0x2 = 0

x2
4− x2x3− λ

u x0x1 = 0

 (8.2)

The formula for the pushout form is constructed as in the p= 3 case from Section 3.5. We use Proposition
3.4.11 to set up an ideal of 275 quadrics. We then define a suitable linear form and take its fifth power,
and eliminate all but 5 variables. The following subsections deal with how this is done.

8.1 Computing ρ in the Z/5Z-nonsplit Case

Let R =Q×M where M =Q(T ) =Q(ζ5,β ) where β is the root of some degree 5 polynomial. Then we
saw in Section 3.4 that we can express u ∈ S(5)(E/Q) as either α ∈ R×/(R×)5 or as ρ ∈ (R⊗R)×/∂R×.
In this section, given some element of H1(Q,E[5]) in the form α , we calculate ρ explicitly.

From Lemma 3.4.6, we have that ρ5 = ∂α . To obtain ρ , we find all fifth roots of ∂α in Sym2(R). We
then use the remaining conditions of Lemma 3.4.6 to eliminate candidates until only one remains. In this
case, ρ will be unique. This follows from the fact that we saw in Section 3.4 that there exists some γ ∈ R×

such that α = γ5 ∈ R× and ρ = ∂γ ∈ (R⊗R)×. The number of choices for ρ is given by #(∂Γ) = #Γ

52 = 1.
This may not be the case in different situations.

There are 55 orbits for the action of G on E[5]×E[5], with representatives given in the following table.
Let α = (a,b) ∈ R× be the representative of some element of H1(E[5],Q). Usually, we have a the
representative of some element in S(φ̂)(Ê/Q) and b is given by (8.1). Thus we have α(S) = a and
α(T ) = b in what follows here. We use that ρ is symmetric and that ρ(O,Ti) = 1 for all Ti ∈ E[5]. The
variables ki, li,mi,ni, pi are unknowns to be determined. They satisfy the following.

k5
i =

aib
σ i(b)

l5
i =

bσ i−1(b)
τσ i−1(b)

m5
i =

bτσ i−1(b)
τ3σ i−1(b)

n5
i =

bτ3σ i−1(b)
τ2σ i−1(b)

p5
i =

bσ i−1τ2(b)
ai−1
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# (T1,T2) T1 +T2 ρ # (T1,T2) T1 +T2 ρ

1 (O,O) O 1 29 (3S,T ) 3S+T k3
2 (O,S) S 1 30 (4S,T ) 4S+T k4
3 (O,2S) 2S 1 31 (T,O) T 1
4 (O,3S) 3S 1 32 (T,S) S+T k1
5 (O,4S) 4S 1 33 (T,2S) 2S+T k2
6 (S,O) S 1 34 (T,3S) 3S+T k3
7 (S,S) 2S 1 35 (T,4S) 4S+T k4
8 (S,2S) 3S 1 36 (T,T ) 2T l1
9 (S,3S) 4S 1 37 (T,S+T ) S+2T l2
10 (S,4S) O a 38 (T,2S+T ) 2S+2T l3
11 (2S,O) 2S 1 39 (T,3S+T ) 3S+2T l4
12 (2S,S) 3S 1 40 (T,4S+T ) 4S+2T l5
13 (2S,2S) 4S 1 41 (T,2T ) 3T m1
14 (2S,3S) O a 42 (T,S+2T ) S+3T m2
15 (2S,4S) S a 43 (T,2S+2T ) 2S+3T m3
16 (3S,O) 3S 1 44 (T,3S+2T ) 3S+3T m4
17 (3S,S) 4S 1 45 (T,4S+2T ) 4S+3T m5
18 (3S,2S) 0 a 46 (T,3T ) 4T n1
19 (3S,3S) S a 47 (T,S+3T ) S+4T n2
20 (3S,4S) 2S a 48 (T,2S+3T ) 2S+4T n3
21 (4S,O) 4S 1 49 (T,3S+3T ) 3S+4T n4
22 (4S,S) O a 50 (T,4S+3T ) 4S+4T n5
23 (4S,2S) S a 51 (T,4T ) O p1
24 (4S,3S) 2S a 52 (T,S+4T ) S p2
25 (4S,4S) 3S a 53 (T,2S+4T ) 2S p3
26 (O,T ) T 1 54 (T,3S+4T ) 3S p4
27 (S,T ) S+T k1 55 (T,4S+4T ) 4S p5
28 (2S,T ) 2S+T k2

We have a number of choices for ρ , diminished by the following equations, which we obtained using part
3 of Lemma 3.4.6.

ρ(T,2S)ρ(S,S) = ρ(T,S)ρ(S+T,S) thus k2 = k1σ(k1)
ρ(T,3S)ρ(S,2S) = ρ(T,S)ρ(S+T,2S) thus k3 = k1σ(k1)σ

2(k1)
ρ(T,4S)ρ(S,3S) = ρ(T,S)ρ(S+T,3S) thus k3 = k4σ(k1)σ

2(k1)σ
3(k1)

ρ(4S,2T )ρ(T,T ) = ρ(4S,T )ρ(4S+T,T ) thus l2 =
στ(k4)σ(l1)

σ(k4)

ρ(3S,2T )ρ(T,T ) = ρ(3S,T )ρ(3S+T,T ) thus l3 =
σ2τ(k3)σ

2(l1)
σ2(k3)

ρ(2S,2T )ρ(T,T ) = ρ(2S,T )ρ(2S+T,T ) thus l4 =
σ3τ(k2)σ

3(l1)
σ3(k2)

ρ(S,2T )ρ(T,T ) = ρ(S,T )ρ(S+T,T ) thus l5 =
σ4τ(k1)σ

4(l1)
σ4(k1)

ρ(2T,S+4T )ρ(4T,S) = ρ(2T,4T )ρ(T,S) thus m2 =
m1τ3(k1)

τ(k1)

ρ(2T,2S+4T )ρ(4T,2S) = ρ(2T,4T )ρ(T,2S) thus m3 =
m1τ3(k2)

τ(k2)

ρ(2T,3S+4T )ρ(4T,3S) = ρ(2T,4T )ρ(T,3S) thus m4 =
m1τ3(k3)

τ(k3)

ρ(2T,4S+4T )ρ(4T,4S) = ρ(2T,4T )ρ(T,4S) thus m5 =
m1τ3(k4)

τ(k4)

ρ(T,3T )ρ(T,2T ) = ρ(T,T )ρ(2T,2T ) thus n1 =
l1τ(l1)

m1

ρ(T,S+3T )ρ(T,S+2T ) = ρ(T,T )ρ(2T,S+2T ) thus n2 =
l1τ(l2)

m2
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ρ(T,2S+3T )ρ(T,2S+2T ) = ρ(T,T )ρ(2T,2S+2T ) thus n3 =
l1τ(l3)

m3

ρ(T,3S+3T )ρ(T,3S+2T ) = ρ(T,T )ρ(2T,3S+2T ) thus n4 =
l1τ(l4)

m4

ρ(T,4S+3T )ρ(T,4S+2T ) = ρ(T,T )ρ(2T,4S+2T ) thus n5 =
l1τ(l5)

m5

b = l1m1n1 p1 thus p1 =
b

l2
1 τ(l1)

ρ(4T,S)ρ(T,S+4T ) = ρ(4T,T )ρ(O,S+4T ) thus p2 =
τ2(p1)
τ2(k1)

ρ(4T,2S)ρ(T,2S+4T ) = ρ(4T,T )ρ(O,2S+4T ) thus p3 =
τ2(p1)
τ2(k2)

ρ(4T,3S)ρ(T,3S+4T ) = ρ(4T,T )ρ(O,3S+4T ) thus p4 =
τ2(p1)
τ2(k3)

ρ(4T,4S)ρ(T,4S+4T ) = ρ(4T,T )ρ(O,4S+4T ) thus p5 =
τ2(p1)
τ2(k4)

We seem now to have three free choices of fifth roots, namely, k1, l1 and m1. These satisfy the following

k5
1 =

ab
σ(b)

l5
1 =

b2

τ(b)
m5

1 =
bτ(b)
τ3(b)

.

But we have more conditions. First of all, we see that because ρ(T,4T ) = ρ(4T,T ) we must have
τ2(p1) = p1, which fixes the choice of root for p1. We also have ρ(T,2T ) = ρ(2T,T ) which gives us that
m1 = τ(n1), fixing the choice of root for m1. The last choice depends on the fact that ρ(S,2T )ρ(T,T ) =
ρ(S,T )ρ(S + T,T ), giving us that τ(k1)l1 = k1σ(l5), fixing the choice for k1 as well. Thus we have
determined ρ uniquely in this case.

8.2 The Pushout Form in the Z/5Z Case
The pushout form in this case has very large coefficients. We were not able to simplify it as we did in
the p = 3 case in Section 3.5. This is also the reason for the calculation in the previous section, as all our
coefficients rely on ρ . We will not give the formula in full here, anyone interested in it may contact the
author to obtain it electronically, or follow the computation given here.

Let our torsion points be labelled as follows.

T0 = O
T1 = S T2 = 4S T3 = 2S T4 = 3S
T5 = T T6 = 4T T7 = 2T T8 = 3T
T9 = S+T T10 = 4S+4T T11 = S+2T T12 = 4S+3T
T13 = S+4T T14 = 4S+T T15 = S+3T T16 = 4S+2T
T17 = 2S+T T18 = 3S+4T T19 = 2S+2T T20 = 3S+3T
T21 = 2S+4T T22 = 3S+T T23 = 2S+3T T24 = 3S+2T

Let u be some element in S(φ̂)(Ê/Q). Let L = Q(ζ5), a fifth root of unity, and M = Q(T ) = Q(ζ5,β )
where β is the root of some degree 5 polynomial. We have that λi, j is the slope between points Ti and Tj,
xi is the x-coordinate of the point Ti and ρi, j is the element ρ(Ti,Tj) as calculated in Section 8.1. Denote
by zi the coordinate function zTi .

We now compute the pushout form as described at the end of Section 3.4. Let

g = z5 + z9 + z17 + z22 + z14.

We then compute g5 and eliminate any terms involving coordinate functions other than z0,z1,z2,z3,z4.
This is done using Proposition 3.4.11. We simply replace every monomial occurring in g5 with a suitable
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alternative constructed from the quadrics generating the ideal ID.

The resulting pushout form on Cu is given by a form in the following 31 monomials.

z5
0,z

4
0z1,z4

0z2,z4
0z3,z4

0z4,z3
0z2

1,z
3
0z1z2,z3

0z1z3,z3
0z1z4,z3

0z2
2,z

3
0z2

3,z
3
0z2

4,z
2
0z3

1,z
2
0z2

1z2,z2
0z2

1z3,z2
0z2

1z4,

z2
0z1z2

2,z
2
0z1z2

3,z
2
0z1z2

4,z0z4
1,z0z3

1z2,z0z3
1z3,z0z3

1z4,z0z2
1z2

2,z0z2
1z2

3,z0z2
1z2

4,z
5
1,z

4
1z2,z3

1z2
2,z

3
1z2

3,z
3
1z2

4 (8.3)

We give just five of the coefficients here, as amongst the remaining 21 are several coefficients that are
several pages long. We therefore omit these and urge that interested parties contact the author.

The coefficient of the z3
1z2

4 term is TrM/L(η) where η is given by

60
ρ4,4ρ1,7ρ1,15ρ1,16

ρ5,5ρ7,15ρ14,17ρ16,22
+20

ρ4,4ρ1,7ρ1,16ρ1,23

ρ5,5ρ5,9ρ7,22ρ16,23
+10

ρ4,4ρ1,16ρ1,20ρ1,24

ρ5,5ρ17,17ρ5,16ρ20,24
+30

ρ4,4ρ1,8ρ1,11ρ1,16

ρ5,5ρ9,9ρ8,11ρ16,17
+5

ρ4,4ρ2
1,16ρ1,21

ρ2
5,5ρ16,16ρ14,21

The coefficient of the z3
1z2

3 term is TrM/L(η) where η is given by

60
ρ3,3ρ1,16ρ1,19ρ1,23

ρ5,5ρ9,17ρ14,16ρ19,23
+20

ρ3,3ρ1,16ρ1,19ρ1,23

ρ5,5ρ5,22ρ14,16ρ19,23
+30

ρ3,3ρ1,15ρ1,16ρ1,24

ρ5,5ρ17,17ρ15,24ρ16,22
+10

ρ3,3ρ1,11ρ1,16ρ1,20

ρ5,5ρ9,9ρ5,16ρ11,20
+5

ρ3,3ρ2
1,16ρ1,21

ρ2
5,5ρ16,16ρ17,21

The coefficient of the z3
1z2

2 term is TrM/L(η) where η is given by

20
ρ2,2ρ1,8ρ1,16ρ1,24

ρ5,5ρ5,14ρ8,24ρ16,17
+10

ρ2,2ρ1,7ρ1,16ρ1,20

ρ5,5ρ22,22ρ5,16ρ7,20
+60

ρ2,2ρ2
1,16ρ1,21

ρ5,5ρ16,16ρ9,21ρ17,22
+30

ρ2,2ρ1,11ρ1,16ρ1,23

ρ5,5ρ9,9ρ11,23ρ1416
+5

ρ2,2ρ2
1,16ρ1,21

ρ2
5,5ρ16,16ρ9,21

The coefficient of the z0z2
1z2

4 term is TrM/L(η) where η is given by

−20
λ5,5ρ4,4ρ1,8ρ1,11

ρ5,5ρ5,17ρ7,9ρ8,11
−60

λ5,5ρ4,4ρ1,15ρ1,16

ρ5,5ρ7,15ρ9,14ρ16,22
−30

λ5,5ρ4,4ρ1,20ρ1,24

ρ5,5ρ17,17ρ7,14ρ20,24
−10

λ5,5ρ4,4ρ1,12ρ1,19

ρ5,5ρ14,14ρ5,7ρ12,19

−10
λ5,5ρ4,4ρ1,16ρ1,23

ρ2
5,5ρ7,22ρ16,23

−10
λ14,14ρ4,4ρ1,16ρ1,20

ρ5,5ρ14,14ρ5,16ρ20,24
−5

λ16,16ρ4,4ρ2
1,16

ρ2
5,5ρ16,16ρ18,22

−30
λ17,17ρ4,4ρ1,16ρ1,23

ρ5,5ρ17,17ρ14,16ρ16,23

+20
λ1,11ρ4,4ρ1,12ρ1,16

ρ5,5ρ5,17ρ9,16ρ12,19
+20

λ1,12ρ4,4ρ1,11ρ1,16

ρ5,5ρ5,17ρ8,11ρ9,16
+60

λ1,15ρ4,4ρ2
1,16

ρ5,5ρ9,14ρ16,22ρ16,23
+20

λ1,16ρ4,4ρ1,8ρ1,11

ρ5,5ρ5,17ρ7,9ρ8,11

+120
λ1,16ρ4,4ρ1,15ρ1,16

ρ5,5ρ7,15ρ9,14ρ16,22
+30

λ1,16ρ4,4ρ1,20ρ1,24

ρ5,5ρ17,17ρ7,14ρ20,24
+10

λ1,16ρ4,4ρ1,12ρ1,19

ρ5,5ρ14,14ρ5,7ρ12,19
+10

λ1,16ρ4,4ρ1,16ρ1,23

ρ2
5,5ρ7,22ρ16,23

+10
λ1,19ρ4,4ρ1,16ρ1,20

ρ5,5ρ14,14ρ5,16ρ20,24
+10

λ1,20ρ4,4ρ1,16ρ1,19

ρ5,5ρ14,14ρ5,16ρ12,19
+5

λ1,21ρ4,4ρ2
1,16

ρ2
5,5ρ16,16ρ18,22

+30
λ1,23ρ4,4ρ1,16ρ1,24

ρ5,5ρ17,17ρ14,16ρ20,24

+30
λ1,24ρ4,4ρ1,16ρ1,23

ρ5,5ρ17,17ρ14,16ρ16,23
−10

λ5,16ρ4,4ρ1,16ρ1,19

ρ5,5ρ14,14ρ5,16ρ12,19
−20

λ5,17ρ4,4ρ1,12ρ1,16

ρ5,5ρ5,17ρ9,16ρ12,19
−60

λ9,14ρ4,4ρ1,15ρ1,16

ρ5,5ρ7,15ρ9,14ρ16,22

−20
λ9,16ρ4,4ρ1,11ρ1,16

ρ5,5ρ5,17ρ8,11ρ9,16
−30

λ14,16ρ4,4ρ1,16ρ1,24

ρ5,5ρ17,17ρ14,16ρ20,24
−60

λ16,22ρ4,4ρ2
1,16

ρ5,5ρ9,14ρ16,22ρ16,23
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The coefficient of the z0z3
1z4 term is TrM/L(η) where η is given by

20
λ2,2ρ1,8ρ1,16ρ1,24

ρ5,5ρ5,14ρ8,24ρ16,17
+10

λ2,2ρ1,7ρ1,16ρ1,20

ρ5,5ρ22,22ρ5,16ρ7,20
+60

λ2,2ρ2
1,16ρ1,21

ρ5,5ρ16,16ρ9,21ρ17,22
+30

λ2,2ρ1,11ρ1,16ρ1,23

ρ5,5ρ9,9ρ11,23ρ14,16

+5
λ2,2ρ2

1,16ρ1,21

ρ2
5,5ρ16,16ρ9,21

−10
λ7,20ρ1,7ρ1,16ρ1,20

ρ5,5ρ22,22ρ5,16ρ7,20
−20

λ8,24ρ1,8ρ1,16ρ1,24

ρ5,5ρ5,14ρ8,24ρ16,17
−60

λ9,21ρ2
1,16ρ1,21

ρ5,5ρ16,16ρ9,21ρ17,22

−5
λ9,21ρ2

1,16ρ1,21

ρ2
5,5ρ16,16ρ9,21

−30
λ11,23ρ16,16ρ1,11ρ1,16ρ1,23

ρ5,5ρ9,9ρ16,16ρ11,23ρ14,16

8.3 Examples

Example 8.3.1. Let λ = 48
5 . Let L = Q(ζ5), the degree 4 cyclotomic field. Let M = Q(ζ5,β ) where

β 5 = 1
361 (650725ζ 3

5 +650725ζ 2
5 −402450). Then E[5] is generated by 〈S,T 〉 with

S =(0,0)

T =

(
1

15625
(−10556ζ

3
5 −10556ζ

2
5 −16923)β 4 +

1
3125

(−2329ζ
3
5 −2329ζ

2
5 −3623)β 3

+
1

3125
(−5639ζ

3
5 −5639ζ

2
5 −8642)β 2 +

361
625

β +
1

625
(−361ζ

3
5 −361ζ

2
5 −3003),

1
78125

(−567226ζ
3
5 −145949ζ

2
5 −259267ζ5−493478)β 4

+
1

78125
(−24873ζ

3
5 −294211ζ

2
5 +181651ζ5−298647)β 3

+
1

15625
(−202877ζ

3
5 −91872ζ

2
5 −52272ζ5−211939)β 2

+
1

15625
(20938ζ

3
5 +32851ζ

2
5 +53789ζ5 +65702)β

+
1

3125
(−1805ζ

3
5 +19133ζ

2
5 +32851ζ5−33139)

)
.

We have σ such that σ(T ) = S+T and τ such that τ(T ) = 2T . Thus τ(ζ5) = ζ 2
5 and σ(β ) = ζ 3

5 β .

Using the method from Section 2.6 and Cassels’ formula (6.1), we find that the Selmer groups we are
interested in are given by

S(φ)(E/Q) = 〈1〉 ⊂ L×/(L×)5

S(φ̂)(Ê/Q) = 〈2,3,5〉 ⊂Q×/(Q×)5.

Thus an initial upper bound for the rank is 2. To use the formula partially given in Section 8.2, for every
generator g∈ S(φ̂)(Ê/Q) we need to find ξ such that NM/L(ξ ) = g. The following table gives the solutions
to these norm equations, found using MAGMA’s NormEquation.
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g ξ

2
1

2375 (−1316ζ 3
5 −1316ζ 2

5 −2127)β 4 + 1
2375 (704ζ 3

5 +704ζ 2
5 +1117)β 3

+ 1
25 (17ζ 3

5 +17ζ 2
5 +27)β 2 + 1

25 (−11ζ 3
5 −11ζ 2

5 −13)β − 1
5

3
1

2375 (2739ζ 3
5 +2739ζ 2

5 +4453)β 4 + 1
2375 (−2816ζ 3

5 −2816ζ 2
5 −4468)β 3

+ 1
25 (−68ζ 3

5 −68ζ 2
5 −108)β 2 + 1

25 (−76ζ 3
5 −76ζ 2

5 −133)β − 26
5

5
1

2375 (−3948ζ 3
5 −3948ζ 2

5 −6381)β 4 + 1
2375 (2112ζ 3

5 +2112ζ 2
5 +3351)β 3

+ 1
25 (51ζ 3

5 +51ζ 2
5 +81)β 2 + 1

25 (−33ζ 3
5 −33ζ 2

5 −39)β − 8
5

We can use the table above to construct the pushout forms. We calculate ρ as described in Section 8.1
and then simply fill in the coefficients, some of which are provided in Section 8.2. The pushout forms are
linear combinations of the monomials in (8.3) with coefficients in L. Unfortunately in this case they are
too large to reproduce here. We then proceed as in Section 5.2. The pairing is calculated by finding the
sum of a number of local pairings.

The set of bad primes of E is P = {2,3,5,19}, and in this case this set is not enlarged (see Proposition
3.3.6). The covering curves are provided by (8.2), and for each of our bad primes we find a local point on
the covering curves. We used the ones in the following table.

Selmer group element mod 22 mod 33 mod 52 mod 192

2 (1 : 1 : 1 : 1 : 1) (6 : 22 : 5 : 2 : 1) (0 : 9 : 3 : 2 : 1) (167 : 323 : 70 : 3 : 1)
3 (2 : 1 : 1 : 1 : 1) (8 : 19 : 6 : 1 : 1) (0 : 19 : 12 : 3 : 1) (110 : 190 : 314 : 2 : 1)
5 (0 : 1 : 1 : 1 : 1) (0 : 4 : 14 : 2 : 1) (20 : 0 : 23 : 2 : 1) (213 : 57 : 213 : 5 : 1)

Each local pairing is calculated between the members of S(φ̂)(Ê/Q) and some other elements obtained
by evaluating our pushout forms at these local points. The other elements thus obtained are given by the
following tables, modulo fifth powers.

generator mod 22 mod 33 mod 53 mod 192

2 ζ 2
5 +ζ5 6ζ 3

5 +9ζ 2
5 +22ζ5 +15 104ζ 3

5 +104ζ 2
5 +49ζ5 +49 167ζ 3

5 +342ζ 2
5

+285ζ5 +305

3 ζ 3
5 +2ζ 2

5 +3 3ζ 3
5 +18ζ 2

5 +13ζ5 +17 65ζ 3
5 +30ζ 2

5 +35ζ5 +70 279ζ 3
5 +64ζ 2

5
+145ζ5 +90

5 3ζ 3
5 +2ζ 2

5 +2ζ5 14ζ 3
5 +14ζ 2

5 +18 5ζ 3
5 +38ζ 2

5 +65ζ5 +70 10ζ 3
5 +324ζ 2

5
+281ζ5 +214

We now use Section 3.2 to compute the local pairings. The primes 2 and 3 are inert in L, and 19 splits into
two ideals. In all three cases, we will use part 6 of Proposition 3.2.6 to compute the pairing. Remember
that by Remark 3.2.4, the final answer for 19 must be multiplied by 4. The following table gives the
necessary information for the prime 2. Denote by b(p)

g the element obtained from Selmer generator g at
prime p.
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(a,b(2)g )2 val2(a) val2(b
(2)
g ) c

( c
2

)
(2,ζ 2

5 +ζ5)2 1 0 3ζ 2
5 +3 3

(3,ζ 2
5 +ζ5)2 0 0 1 0

(5,ζ 2
5 +ζ5)2 0 0 1 0

(2,ζ 3
5 +2ζ 2

5 +3)2 1 0 ζ 2
5 +3ζ5 +3 3

(3,ζ 3
5 +2ζ 2

5 +3)2 0 0 1 0
(5,ζ 3

5 +2ζ 2
5 +3)2 0 0 1 0

(2,3ζ 3
5 +2ζ 2

5 +2ζ5)2 1 0 3ζ 2
5 +2ζ5 +2 1

(3,3ζ 3
5 +2ζ 2

5 +2ζ5)2 0 0 1 0
(5,3ζ 3

5 +2ζ 2
5 +2ζ5)2 0 0 1 0

Thus the local pairing at 2 is given by

2 3 5

2 3 3 1
3 0 0 0
5 0 0 0

Similarly, the primes 3 and 19 give us the following information and matrices. The prime 3 is inert, but
there are two primes lying over 19, and we choose to work with p19 =−4ζ 3

5 −4ζ 2
5 −1. By Remark 3.2.4

we must multiply the final matrix by 2 in this case.

(a,b(3)g )3 val3(a) val3(b
(3)
g ) c

( c
3

)
(2,6ζ 3

5 +9ζ 2
5 +22ζ5 +15)3 0 0 1 0

(3,6ζ 3
5 +9ζ 2

5 +22ζ5 +15)3 1 0 14ζ 3
5 +20ζ 2

5 +14ζ5 +20 4
(5,6ζ 3

5 +9ζ 2
5 +22ζ5 +15)3 0 0 1 0

(2,3ζ 3
5 +18ζ 2

5 +13ζ5 +17)3 0 0 1 0
(3,3ζ 3

5 +18ζ 2
5 +13ζ5 +17)3 1 0 25ζ 3

5 +17ζ 2
5 +22 2

(5,3ζ 3
5 +18ζ 2

5 +13ζ5 +17)3 0 0 1 0
(2,14ζ 3

5 +14ζ 2
5 +18)3 0 0 1 0

(3,14ζ 3
5 +14ζ 2

5 +18)3 1 0 11ζ 3
5 +11ζ 2

5 +20 0
(5,14ζ 3

5 +14ζ 2
5 +18)3 0 0 1 0

2 3 5

2 0 0 0
3 4 2 0
5 0 0 0

(a,b(5)g )p19 valp19(a) valp19(b
(19)
g ) c

(
c

p19

)
(2,167ζ 3

5 +342ζ 2
5 +285ζ5 +305)p19 0 0 1 0

(3,167ζ 3
5 +342ζ 2

5 +285ζ5 +305)p19 0 0 1 0
(5,167ζ 3

5 +342ζ 2
5 +285ζ5 +305)p19 0 0 1 0

(2,279ζ 3
5 +64ζ 2

5 +145ζ5 +90)p19 0 0 1 0
(3,279ζ 3

5 +64ζ 2
5 +145ζ5 +90)p19 0 0 1 0

(5,279ζ 3
5 +64ζ 2

5 +145ζ5 +90)p19 0 0 1 0
(2,10ζ 3

5 +324ζ 2
5 +281ζ5 +214)p19 0 0 1 0

(3,10ζ 3
5 +324ζ 2

5 +281ζ5 +214)p19 0 0 1 0
(5,10ζ 3

5 +324ζ 2
5 +281ζ5 +214)p19 0 0 1 0

2 3 5

2 0 0 0
3 0 0 0
5 0 0 0

We now move on the the final prime, 5, which is completely ramified in L. We must use Proposition 3.2.7.
Each of the elements used lies in one of the classes generated by 〈λ ,η1,η2,η3,η4,η5〉. The following
table indicates which class each element is in.
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element class
2 η2

4 η4
5

3 η4
4 η3

5
5 λ 4η3

1 η2η3
104ζ 3

5 +104ζ 2
5 +49ζ5 +49 η4

1 η2
4 η2

5
65ζ 3

5 +30ζ 2
5 +35ζ5 +70 η3

1 η3
5

5ζ 3
5 +38ζ 2

5 +65ζ5 +70 η2
1 η4

4 η3
5

Using Table 3.2 we thus obtain the following matrix for the local pairing at 5.

2 3 5

2 2 4 1
3 4 3 2
5 3 3 0

By adding up the four local pairings computed, we obtain the following matrix for the Cassels-Tate
pairing.

2 3 5

2 0 2 2
3 3 0 2
5 3 3 0

This is a rank 2 matrix, thus the rank of E must be 0 and we find that we have X(Ê/Q)[φ̂ ]∼= (Z/5Z)2.

In the following table, λ is the parameter from Proposition 8.0.1. The conductor is given in the second
column. The columns marked by P and Q∪R are the sets of primes obtained as in Section 2.6.2, which
can be used to calculate a descent by 5-isogeny, as is shown in [Fis01]. The number rφ indicates the
rank after calculating a descent by 5-isogeny, and φ and φ̂ are the sizes of the Selmer groups S(φ)(E/Q)
and S(φ̂)(Ê/Q) respectively. The matrix M̂ is the matrix obtained by doing a Cassels-Tate pairing on the
Selmer group S(φ̂)(Ê/Q), and r indicates the new upper bound for the rank in light of the rank of M̂. The
values of λ are taken from [Fis01, Table 1]

λ N P Q∪R φ̂ φ rφ M̂ r(M̂) r

48
5 570 {2,3,5} /0 3 0 2

2 3 5
2 0 2 2
3 3 0 2
5 3 3 0

2 0

100
9 570 {2,3,5} /0 3 0 2

2 3 5
2 0 1 1
3 4 0 1
5 4 4 0

2 0

45
4 870 {2,3,5} /0 3 0 2

2 3 5
2 0 2 1
3 3 0 1
5 4 4 0

2 0
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50
3 870 {2,3,5} /0 3 0 2

2 3 5
2 0 1 3
3 4 0 3
5 2 2 0

2 0

21
2 1050 {2,3,7} /0 3 0 2

2 3 7
2 0 1 4
3 4 0 4
7 1 1 0

2 0

122
11 1342 {2,11,61} /0 3 0 2

2 11 61
2 0 2 2
11 3 0 4
61 3 1 0

2 0

− 68
3 1938 {2,3,17} /0 3 0 2

2 3 17
2 0 2 2
3 3 0 4

17 3 1 0

2 0

144
13 1950 {2,3,13} /0 3 0 2

2 3 13
2 0 4 3
3 1 0 4

13 2 1 0

2 0

54
5 2370 {2,3,5} /0 3 0 2

2 3 5
2 0 1 3
3 4 0 4
5 2 1 0

2 0

34
3 2550 {2,3,17} /0 3 0 2

2 3 17
2 0 2 2
3 3 0 2

17 3 3 0

2 0

15
2 3270 {2,3,5} /0 3 0 2

2 3 5
2 0 4 1
3 1 0 1
5 4 4 0

2 0

10
3 7170 {2,3,5} /0 3 0 2

2 3 5
2 0 3 3
3 2 0 3
5 2 2 0

2 0

98
9 7518 {2,3,7} /0 3 0 2

2 3 5
2 0 4 4
3 1 0 2
7 1 3 0

2 0
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− 3
20 8070 {2,3,5} /0 3 0 2

2 3 5
2 0 3 3
3 2 0 1
5 2 4 0

2 0

− 12
133 8778 {2,3,7,19} {11} 3 0 2

12 76 133
12 0 1 0
76 4 0 4
133 0 1 0

2 0

Thus we see that the pushout form method generalises. We could also use this method for p > 5 if we
so wished. The formulae for the pushout form would get very complicated, however after they have
been computed, using them in calculations is not a heavy computational step and using them is simply a
matter of plugging in various parameters. The bottleneck is the calculation of norm equations, which is
an inevitable part of most of the methods for computing the Cassels-Tate pairing which we have explored
in this thesis. This severely limits the use of the pushout form method in the cases p > 3.
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