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Dissipative structures in magnetorotational turbulence
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ABSTRACT

Via the process of accretion, magnetorotational turbulence removes energy from
a disk’s orbital motion and transforms it into heat. Turbulent heating is far from
uniform and is usually concentrated in small regions of intense dissipation, charac-
terised by abrupt magnetic reconnection and higher temperatures. These regions are
of interest because they might generate non-thermal emission, in the form of flares
and energetic particles, or thermally process solids in protoplanetary disks. Moreover,
the nature of the dissipation bears on the fundamental dynamics of the magnetorota-
tional instability (MRI) itself: local simulations indicate that the large-scale properties
of the turbulence (e.g. saturation levels, the stress-pressure relationship) depend on the
short dissipative scales. In this paper we undertake a numerical study of how the MRI
dissipates and the small-scale dissipative structures it employs to do so. We use the
Godunov code RAMSES and unstratified compressible shearing boxes. Our simula-
tions reveal that dissipation is concentrated in ribbons of strong magnetic reconnection
that are significantly elongated in azimuth, up to a scale height. Dissipative structures
are hence meso-scale objects, and potentially provide a route by which large scales
and small scales interact. We go on to show how these ribbons evolve over time —
forming, merging, breaking apart, and disappearing. Finally, we reveal important cou-
plings between the large-scale density waves generated by the MRI and the small-scale
structures, which may illuminate the stress-pressure relationship in MRI turbulence.

Key words: accretion, accretion disks — MHD — turbulence — magnetic recon-
nection

1 INTRODUCTION

The turbulent angular momentum transport observed in
sufficiently hot or ionised accretion disks is most plausibly
supplied by the magnetorotational instability (MRI; Bal-
bus and Hawley 1991, 1998). By permitting material in the
disk to accrete, MRI turbulence drives the intense luminos-
ity of numerous astrophysical sources, AGN most notably,
while regulating the growth and evolution of the central
object. Meanwhile, it influences several separate processes,
such as planet formation, outflows, outbursts, warping, and
magnetic flux transport (e.g. Nelson and Gressel 2010, Fro-
mang et al. 2013, Gammie 1996, Latter and Papaloizou 2012,
Ogilvie 1999, Guilet and Ogilvie 2012).

In the process of transporting angular momentum and
mass, the MRI’s turbulent stress extracts energy from the
orbital shear which, after tumbling down a turbulent cas-
cade, degrades into heat by Ohmic and viscous dissipation.

? E-mail: hl278@cam.ac.uk

At least in thin disks, the preponderance of this energy is ra-
diated away, to be intercepted by astronomical instruments.
For many purposes, the details of the thermalisation of or-
bital energy is unimportant and an alpha viscosity model
suffices to reproduce the disk’s broad-brush features (accre-
tion, structure, spectra, etc). However, there are applica-
tions and contexts for which we might want to probe a little
deeper.

To begin, turbulent heating is rarely uniform, with in-
tense dissipation (reconnection, in particular) taking place
in localised regions (e.g. sheets and vortices) and almost
no dissipation in the large volumes between (e.g. Uritsky et
al. 2010). Rapid reconnection in these regions could produce
unexpectedly energetic and non-thermal emission, which
might relate to observed variability, flares, and even particle
acceleration (McClintock and Remillard 2006, Belloni 2010,
Yuan and Narayan 2014). The low filling factor of dissipa-
tion also means narrow filaments of gas can be significantly
hotter than their surroundings. Thus spatially and tempo-
rally intermittent dissipation in protoplanetary disks might
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2 J. Ross & H.N. Latter

provide a way to thermally process chondrule-precursors in
gas that is too cool on the average to do so (e.g. McNally et
al. 2013).

More generally, the issue of dissipation is important in
establishing how the MRI operates. Recent local simulations
show that large-scale features of the turbulent flow depend
on the short dissipative scales, especially in the absence of
net-flux magnetic fields. Saturation levels, the magnitude
of alpha, and the pressure-stress relationship all appear to
depend on the size of the magnetic Prandtl number and
whether explicit diffusion is used or not (Fromang and Pa-
paloizou 2007, Fromang et al. 2007, Simon et al. 2009, Riols
et al. 2013, Meheut et al. 2015, Ross et al. 2016, Ryan et
al. 2017). It is yet unclear if this non-locality in wavenumber
space carries over to realistic astrophysical flows, where the
separation of scales is vast compared with what is possible
in simulations (see discussion in Lesur and Logaretti 2011).
It is hence essential to understand physically the interaction
between the small and large scales in simulations so as to
help us understand this issue better.

We undertake local box simulations of the MRI using
the finite-volume Godonov code RAMSES (without its AMR
capabilities) (Fromang et al. 2006). Our focus is the char-
acterisation and evolution of dissipative structures, and so
we describe their geometry and heating intensity at given in-
stants (snapshots), and how these properties vary over time.
We also make a start exploring their relationship with com-
pressibility. To perform the analysis we adopt the techniques
and diagnostics developed by Uritsky et al. (2010), Zhdankin
et al. (2013), Momferratos et al. (2014), and Zhdankin et
al. (2015a, 2015b). Recently, Zhdankin et al. (2017; here-
after ZWBL17) presented similar results but for an incom-
pressible gas and mean magnetic field; they also restricted
themselves to a ‘spatial analysis’, i.e. to snapshots. We gen-
eralise these results to compressible flow (thus bringing in an
explicit outer scale, the disk thickness H) and zero-net-flux
fields. We also track the evolution of dissipative structures
over time.

Our simulations show that these features exhibit a char-
acteristic geometry akin to thin ribbons, elongated in az-
imuth, but canted at some angle ∼ 10◦. While the thinness
and width of the ribbons are small and controlled by the dif-
fusivities, their length can be remarkably large, with an aver-
age . H. In our simulations, dissipative structures are hence
meso-scale, and not necessarily tiny nor neglectable. In par-
ticular, their elongation may present an avenue whereby
small-scale dissipation influences the large-scales. Moreover,
intense heating events associated with the biggest struc-
tures may have observable consequences, possibly exciting
low-level variability in luminosity. Separately, we construct
statistics and scaling laws for the heating rate, which ac-
cord with those derived from reduced MHD (RMHD), in
agreement with ZWBL17; though the majority of our simu-
lations are zero-net-flux simulations, strong azimuthal fields
do develop that can function locally as a guide field for the
small-scales.

The hot dissipating ribbons of gas are dynamic in time
— forming, merging, breaking apart, and evaporating. The
longest-lived structures tend to be the biggest, and during an
orbit can dissipate considerable energy, potentially causing

significant temperature inhomogeneities. The largest struc-
tures start breaking up midway through their lives, possi-
bly through the action of instabilities of Kelvin-Helmholtz
or tearing type (Loureiro et al. 2007, 2013). We also un-
cover intriguing couplings between the dissipating ribbons
and both small-scale acoustic waves and large-scale density
waves. Of special interest is how the passage of a density
wave through a structure intensifies heating within it, while
concurrently distorting the wave. This is a clear example of
how small-scale dissipation and large-scales can interact.

The paper is organised as follows. The model equations,
numerical approach, and setup are presented in Section 2.
Significant space is devoted to the diagnostic tools developed
by Zhdankin et al. (2013, 2015b) which we use to identify
dissipative structures, characterise their spatial properties,
and track them over time. Sections 3, 4, and 5 present our
results, which are split into a spatial analysis of structures
at given moments, a temporal analysis which describes their
evolution, and a brief exploration of their relationship with
shocks and density waves. We draw our conclusions in Sec-
tion 6.

2 GOVERNING EQUATIONS, NUMERICAL
TOOLS, AND DIAGNOSTICS

2.1 Formulation

We wish to explore the essential small-scale features of the
turbulent flow and so we adopt an idealised local set-up, the
shearing box model (Goldreich & Lynden-Bell 1965, Latter
& Papaloizou 2017). It describes a small Cartesian chunk of
disk embedded near the midplane where locally the differ-
ential rotation appears as a linear shear flow plus rotation,
and the vertical gravity of the central object can be omit-
ted. The angular frequency vector of the corotating frame is
Ω = Ωêz. As is customary, x, y, z are the radial, azimuthal,
and vertical spatial variables in the shearing box, and êx, êy,
êz are the corresponding unit vectors. The gas located in the
shearing sheet is governed by the equations of compressible
MHD:

∂ρ

∂t
+∇ · (ρv) = 0, (1)

ρ
∂v

∂t
+ ρ(v · ∇)v = −2ρΩ× v + 3xρΩ2êx −∇P

+ (∇×B)×B +∇ ·Π (2)

∂B

∂t
= ∇× (v ×B) + η∇2B, (3)

where ρ is the mass density, v is the velocity, P is the gas
pressure, and B is the magnetic field. The (molecular) vis-
cous stress is given by

Π = ρν

[
∇v + (∇v)T − 2

3
(∇ · v)1

]
,

and ν is the constant kinematic viscosity. The constant mag-
netic diffusivity is η.

For most of the simulations in this paper these equations
are closed by the isothermal equation of state P = c2sρ,
with cs the constant isothermal speed of sound. However,
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Dissipative structures in magnetorotational turbulence 3

the small set of simulations shown in Section 5 are diabatic
with the internal energy ε determined from

∂ε

∂t
+ v · ∇ε = −P∇ · v +Q− Λ, (4)

where viscous and Ohmic heating is represented by Q and
cooling by Λ, a simple relaxation law Λ = θ(P − P ∗)/[(γ −
1)τc], where, γ is the adiabatic index, τc is a relaxation
timescale, and P ∗ is the pressure the system wants to cool
to, chosen so that the quasi-steady turbulent state settles on
a temperature approximately equal to the initial tempera-
ture. The relaxation time is set to τc = 5/Ω. In this case we
adopt an ideal gas equation of state, and so ε = P/(γ − 1).

2.2 Numerical methods and set-up

All of the simulations that we perform are carried out
using RAMSES, a finite-volume Godunov code based on
the MUSCL-Hancock algorithm (Teyssier 2002; Fromang et
al. 2006), but with its AMR capabilities disabled (i.e. the
‘Dumses’ version). We employ the HLLD Riemann solver
(Miyoshi & Kusano 2005), and the multidimensional slope
limiter described in Suresh (2000). For further details of our
numerical scheme see Ross et al. (2016).

For the all the simulations shown, we used a box size
of (1, 5, 1)H with a resolution vector of N = (Nx, Ny, Nz) =
(1, 2, 1)n where n ∈ {64, 128, 256}. The scale height of the
disk is H = cs/Ω. The grid lengths are denoted by δx, δy,
and δz.

Three initial configurations of magnetic field were tri-
alled: (a) zero net-flux, for which B = B0 sin(2πx)êz, (b)
net-toroidal flux, B = B0êy, and (c) net-vertical flux,
B = B0êz. To induce the MRI we introduce random ve-
locity perturbations in all principle directions with ampli-
tudes < 0.1cs. We choose code units so that cs = 10−3 and
Ω = 10−3. Thus the plasma beta in code units is β = 2/B2

0 .
The relative sizes of viscous and Ohmic diffusion are

quantified by the Reynolds and magnetic Reynolds num-
bers: Re = H2Ω/ν and Rm = H2Ω/η. The magnetic Pran-
dlt number is defined to be their ratio: Pm= Rm/Re. In
previous work a resolution of 128/H is deemed adequate
for Reynolds numbers of roughly 6000, and a resolution of
256/H for numbers twice that (e.g. Fromang et al. 2007).
However, it is likely that even better resolution is necessary
to accurately describe small-scale dissipative phenomena (as
opposed to quantities like α). We note that ZWBL17 em-
ploy Nz = 512 grid zones to represent simulations with
Rm = 45000. However, to completely mitigate grid pol-
lution, we employ much lower Reynolds numbers, taking
Rm=5000 and Pm=4. (Another consideration is that finite
volume codes are less accurate than spectral codes for a
given resolution.)

The results of five simulations are presented. Three are
zero-net-flux simulations with resolutions n = 64, 128, and
256, labelled ‘znf64’, ‘znf128’, and ‘znf256’. A single vertical-
net-flux simulations is shown with n = 128 and β = 200,
labelled ‘vert128’, and a toroidal-net-flux simulation with
n = 128 and β = 400, labelled ‘tor128’.

2.3 Spatial characterisation of dissipative
structures

We outline the main diagnostics to (a) identify coherent dis-
sipative structures in the simulations, and (b) measure their
fundamental properties. In this subsection we deal with the
extraction and analysis of these structures at fixed times,
i.e. at snapshots. In the subsequent subsection we describe
how to analyse their temporal evolution. The method follows
that of Zhdankin et al. (2013, 2015b).

2.3.1 Identification

The single most important part of the analysis is to distin-
guish, within the disordered turbulent flow, coherent spa-
tially connected regions of the fluid that dissipate at a level
far greater than the average. These special blobs of fluid we
identify as dissipative structures, the regions in which most
of the turbulent energy is thermalised.

To begin, we quantify the local resistive and viscous
dissipation by εη(x) = η|J |2 = η|∇ ×B|2 and εν(x) = Π :
∇v. In a given snapshot it is possible to compute the spatial
means of these dissipation rates, µη and µν , respectively, in
addition to their standard deviations ση and σν . We next
construct the quantities

εkη = µη + kση, εkν = µν + kσν , (5)

which are the Ohmic and viscous dissipation rates greater
than their respective means by k-sigma, where k is a free pa-
rameter we can choose. These quantities serve as the bound-
aries above which we deem a dissipative structure to be ac-
tive. Formally, a region, or structure, of high dissipation is
then defined to be a spatially connected set of points x that
satisfy one or both of the conditions

εη(x) > εkη, εν(x) > εkν . (6)

In practice we only use the first condition, as Ohmic dissi-
pation in MRI turbulence is so dominant.

Within our simulation code, we have written an algo-
rithm that at any given instant, computes both εη(x) and εkη
and by applying (6) thus identifies all the grid points of high
dissipation. Coherent spatially adjoining points we group to-
gether and identify as a dissipative structure. To distinguish
the coherent structures, we index them with an integer, i,
and represent them by Λi, a spatially connected set of points
(grid cells). Note that the algorithm takes into account the
periodicity of the domain: a structure on the boundary is
matched with a structure at the spatially identified points
on the opposite boundary.

Lastly, we impose an additional filter to screen out tiny
short-lived structures the size of a few grid-cells. These we
regard as artifacts of the grid, and probably due to insuffi-
cient resolution. Structures of a width below some threshold
∼ 4δx, are discarded from the analysis. See below for a quan-
titative definition of a structure’s ‘width’.

2.3.2 Structure analysis

Once the structures have been identified, various measure-
ments can be made that outline their geometry and other
properties.
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4 J. Ross & H.N. Latter

First, we define the primary ‘length’ of a structure, L,
the maximum distance between two points in Λi:

Li = max
p,q∈Λi

{|p− q|} , (7)

with associated vectors Li and L̂i = Li/Li. Here, the maxi-
mum is with respect to the Eulerian distance. The subscript
i refers to the ith structure. Unless otherwise stated, L will
refer to the length of the structure and not the box size.

Second, we measure the ‘width’ of the structure, de-
fined as the longest distance between two cells in Λi whose
separation vector is perpendicular to L̂i:

Wi = max
p,q∈Λi

{
|p− q| : L̂i · (p− q) = 0

}
(8)

with associated vectors Wi and Ŵi = Wi/Wi,
Finally, the longest direction perpendicular to both the

width and length can be defined through:

Ti = max
p,q∈Λi

{
|p− q| : L̂i · (p− q) = 0 ∩ Ŵi · (p− q) = 0

}
,

(9)

with associated vectors Ti and T̂i = Ti/Ti. This is referred
to as the ‘thickness’.

In addition to these quantities, we measure the volume
Vi, area Ai, and power Di dissipated by each structure Λi:

Vi = δxδyδz
∑
p∈Λi

1, (10)

Ai =
∑
p∈Λi

Xpδyδz +
∑
p∈Λi

Ypδxδz +
∑
p∈Λi

Zpδxδy (11)

Di = δxδyδz
∑
p∈Λi

ε(p), (12)

where Xp, Yp and Zp are the number of exterior faces of
cell p and recall that δx, δy, δz are the grid lengths.

2.4 Temporal characterisation of dissipative
structures

We now present diagnostics and ideas to help understand
how the structures identified in the previous subsection
evolve over time and interact. This requires not only the
identification of a structure at a given time, but also the
identification of the same structure at adjacent times, as it
moves and changes. Note that finite data storage restricts
the number of outputs (snapshots), putting limitations on
any temporal analysis. Only moderate cadences and dura-
tions can be analysed for high resolution simulations.

At any instance in time, once structures are extracted
and measured, they must be related to the structures iden-
tified in the previous snapshot, through a mapping which
need not be bijective (due to merging and dividing, for ex-
ample). Therefore, the cadence must be sufficiently high for
this process to be possible. However, this can only be an
approximation and grid-sized structures are problematic to
track. Larger and longer lived features, however, can be char-
acterised adequately. The time increment between outputs
is referred to as ∆t.

2.4.1 Terminology and procedure

Following Zhdankin et al. (2015b), we use the following ter-
minology. A ‘state’ is an individual spatial structure at a
fixed time. A ‘path’ is a sequence of states over time, de-
scribing the evolution of what we regard as the same coher-
ent structure with no merging or division. The states within
a path hence may be connected by a bijective mapping, ex-
cept at the endpoints of the path. A ‘process’ is a collection
of paths that are connected at their endpoints, and thus cor-
responds to a group of dissipative structures that interact
over time. Finally, a ‘complete path’ is one whose existence
(formation and destruction) is contained within the duration
of our temporal analysis.

Suppose we have Nout snapshots of our turbulent flow,
each taken ∆t apart in time. The basic method to identify
paths and processes is as follows. In each snapshot we con-
duct the spatial characterisation described in the previous
subsection, i.e. we identify and characterise all the states
(i.e. dissipative structures). We then, at each snapshot m,
construct a ‘state map’, by which each structure in that
snapshot is identified with a structure in the previous snap-
shot, m−1. This is effected rather crudely: a structure, a, in
m is identified with a structure, b, inm−1 if a contains a grid
cell that is in or adjacent to a grid cell contained in b. Having
done that, we can construct path segments, with the path
ending when the bijectivity of the state maps breaks down.
At these break-downs we can then identify which paths are
connected and construct ‘path maps’, which permits us to
identify processes as the sum of connected paths.

2.4.2 Measurements

The bijectivity of paths makes their analysis substan-
tially easier than the analysis of processes. The tempo-
ral evolution of the state parameters can be calculated
L(t),W (t), T (t), V (t), A(t), and D(t) over the duration of
their home structure

τ = tfinal − tinital = (Ns − 1)∆t (13)

where Ns is the number of constituent states, and tfinal and
tinitial are times at the final and initial states. From the
energy dissipation rate the total energy dissipated by the
path can be calculated

E =

∫
path

D(t)dt =

Ns∑
k=1

Dk∆t. (14)

Another useful measurement is the peak of a state quantity
along the path i.e.

Xmax = max
path

[X(t)] = max
m∈{1...Ns}

[{Xm}] , (15)

where X represents any of the measurements. These are
however sensitive to chaotic fluctuations so must be used
with care.

Process properties are more difficult to calculate. Con-
sider a given process with constituent paths with labels
n = 1, ...Np, each with initial and final times tinitial

n and
tfinal
n . Let En be the total energy dissipated by path n and
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Figure 1. Total dissipation fraction against volume fraction. Vis-
cous dissipation is shown by the green dotted curve, the red

dashed curve is Ohmic dissipation, and the sum of Ohmic and

viscous is shown by the solid blue curve. The Reynolds numbers
are Re = 1250 and Rm = 5000. The data is taken from simulation

zn256a.

Xmax,n be the peak of a state quantity along path n. The
duration of the process is given by

τ = max
n∈{1...Np}

[
{tfinal
n }

]
− min
n∈{1...Np}

[
{tinitial
n }

]
. (16)

The total energy dissipated by a process is found by sum-
ming over the constituent paths

E =

Np∑
n=1

En. (17)

The peaks of the measurement parameters can also be cal-
culated over the whole process

Xmax = max
n∈{1...Np}

[{Xmax,n}] . (18)

3 RESULTS: SPATIAL ANALYSIS

3.1 Intermittency

Before we extract and characterise individual dissipative
structures we provide quantitative measures of their inter-
mittent nature. As is well-known, turbulent energy is ther-
malised primarily in narrow localised regions and in short
bursts, not uniformly in space and time. In this subsection
we focus only on spatial intermittency.

The dissipation fractions associated with Ohmic, vis-
cous, and total heating are plotted against volume fraction
in Figure 1. The simulation in question is znf256, and the
measurements were taken after at least 20 orbits, once the
turbulence had settled down into a steady state. The frac-
tions are calculated by fixing k, determining the total dis-
sipation and volume of all identified structures (see Section
2.3), then iterating through a range of k at a given snapshot.
Finally we average over multiple snapshots.

Figure 1 tells us that approximately twice as much en-
ergy is dissipated by Ohmic heating than by viscous heating,
as is expected from MRI turbulence — partly because B2

greatly exceeds u2. Moreover, the shapes of the Ohmic and
viscous dissipation profiles differ: Ohmic dissipation rises
rapidly at the origin before plateauing, while viscous dissipa-
tion rises less steeply. Ohmic heating is thus more spatially
intermittent: 50% of the Ohmic dissipation occurs within
10% of the volume. One expects that as the Reynolds num-
bers increase, dissipation becomes even more concentrated,
and indeed at Rm = Re = 45, 000, ZWBL17 find that 50%
of Ohmic dissipation takes place in 7.5% of the volume. No
doubt there exists a scaling relation connecting the latter
fraction with Rm (for given Pm), but this is numerically
inaccessible at the moment. Nonetheless, the main qualita-
tive point to take away is quite clear: dissipation in MRI
turbulence is inhomogeneous, and will potentially generate
extremely narrow regions of hotter gas floating in a much
larger expanse of cooler gas.

Finally we compared the total dissipation fraction
curves produced by znf256 and the less well-resolved znf128
and found excellent agreement. This indicates that grid dis-
sipation contributes negligibly to the formation and be-
haviour of identified dissipative structures (for the Re and
Rm chosen). However, in znf256 if we compare the total en-
ergy injection rate (via the action of the turbulent stress on
the Keplerian shear) against the total Ohmic and viscous
dissipation rate, we find a shortfall of roughly 10%. We con-
clude that this anomalous heating arises primarily from grid
dissipation in shocks. Because this dissipation route is sub-
dominant we do not address it further in this paper, but we
note that shock heating’s contribution to the energy budget
may be important in the faster flows associate with strong
net magnetic fluxes.

3.2 Current sheets

We next look at individual structures. We primarily use the
zero-net flux simulations znf256, and an extraction thresh-
old k = 6, similar to values in previous studies (Zhdankin
et al. 2015b, 2016) In addition, we checked that our main
results are relatively robust with respect to k, for threshold
values 3 . k . 8, at least for the resolution and Reynolds
numbers we use. Individual structures are extracted at 20
distinct times (‘frames’) each separated by an orbit. As most
structures have lifetimes less than an orbit this means we
rarely count the same structure twice (and even then if we
have it will have evolved significantly from when it started).

To illustrate the results of the extraction, in Figure 2
we plot J2, a proxy for εη, along with identified structures
in xy and xz slices from znf256. A 3D rendering of these
dissipating filaments and ribbons is shown in Figure 3. (Note
that in order to make them easier to see, these figures have
been prepared with a smaller k.) In the next few subsections
we discuss several aspects of these features.

3.2.1 Geometry

A cursory glance at Figures 2 and 3 show that the dissipative
features are elongated and oriented along azimuth direction,
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6 J. Ross & H.N. Latter

Figure 2. Colour maps of J2 in xy and xz planes from simulation
znf256. These correspond to the Ohmic dissipation rate. As is

clear, dissipation is concentrated into tilted and elongated ribbons

in the xy plane. Their narrowness is also shown in the xz plane
slice, but here have no readibly identifiable orientation.

but canted by some small angle. This is due, presumably, to
shearing out by the differential rotation. Their geometry can
be quantified through the vector L̂.

In Figure 4 we show the projection of L̂ on the xy and
xz planes for multiple structures. L̂ is found to be largely
aligned along êy, with a small offset in êx. Their projections
onto êz are typically small, especially for the longest struc-
tures with L > 0.1H. We define a tilt angle, θ, with respect
to êy

θ = tan−1

(
Lx
Ly

)
(19)

In our znf128 and znf256 simulations, we find 〈θ〉 ≈ 11.6◦,
where the average is taken over all structures. This is con-
sistent with, but slightly smaller than, the magnetic field
correlation tilt angle calculated by Guan et al. (2009).

In Figure 5 we plot probability distribution functions
(PDFs) of L and W . These curves are dominated by a great
many small structures that emerge and disappear rapidly.
However, there is a distinct plateau in both curves at lengths
above the grid scale. Mean values for L and W are 0.696H
and 0.097H respectively. The former is well separated from
the azimuthal box size 5H (the relevant numerical outer
scale) and the physical diffusion lengths, whereas the latter
is well separated from the grid 0.0039H, and probably con-
trolled by the diffusivities. The large average length of the
dissipative structures is remarkable. It indicates that dissipa-
tion in MRI turbulence occurs in regions that are meso-scale,
of order or less than the disk scale height. These ribbon-like
features possess widths and thicknesses controlled by the dif-
fusivities, and in reality are extremely thin, but at the same
time are significantly elongated in azimuth. The fact that
the mean L is well separated from the outer and diffusion
scales gives us hope that this basic result is independent of
the numerical particulars of our simulation.

Figure 6b plots W against L for all extracted structures

in znf256. While W � L, there appears to be an approxi-
mate linear correlation between the two variables: the longer
the structure, the wider the structure. Next, If we assume
that the dissipative structures are in the form of sheets, with
length L, width W and thickness T and take W,L � T ,
then the area of a structure will be approximately given by
A ≈ 2WL ∝ L2. In Figure 6c we plot A against L and indeed
find there to be a linear correlation between A and L2.2. For
smaller L, the ends of the structures give a non-negligible
contribution to A.

In contrast to L and W , there is no clear scaling be-
tween the thickness T and the length or width, as Figure 6d
makes clear. The range in thickness is also smaller than the
other dimensions, though still roughly an order of magnitude
greater than the grid.

3.2.2 Dissipation

In Figure 6a we plot the power dissipated by a structure
against the length of the structures, and this reveals a strong
correlation between the two measurements with approxi-
mately D ∝ L2. If we assume the power dissipation is uni-
formly distributed within a structure, then this scaling can
be achieved using a similar argument to earlier. The larger
power dissipated in larger structures is purely a geometrical
effect: larger structures dissipate more not because they are
more intense, but because they are simply larger. This is
another important point uncovered by our simulations.

To further illustrate this, in Figure 7 we plot the mag-
netic dissipation rate against the volume of the structures.
The power dissipated is found to be proportional to volume,
i.e. the dissipation rate per unit volume is nearly a constant,
as expected. This constant is dependent on the energy of the
flow and the Reynolds numbers. We calculate 〈D/V 〉 to be
1.44 × 10−4 for znf256, where the angled brackets denote
averaging over all current sheets.

The scalings obtained from our highest resolution sim-
ulations appear to be compatible with those associated with
incompressible, nonshearing, nonrotating, forced RMHD
simulations (Zhdankin et al. 2016) even though our simula-
tions possess no imposed external magnetic field and the flow
is compressible. In the MRI simulations, however, the shear-
ing motion stretches any radial field into a strong toroidal
field which can then play a similar role to the guiding field
in RMHD. It is also worth noting that isothermal zero net-
flux MRI simulations are only mildly compressible with only
. 10% variations in density. These results suggest that dis-
sipation in MRI turbulence is not special to the MRI - the
features are comparable to other MHD systems. A similar
conclusion was reached by Walker et al. (2016).

Zhdankin et al. (2014) observed that the probability
distribution of the dissipation rate of structures in MHD
turbulence tends towards a power law with an index of
−2 as the Reynolds numbers are increased. Remarkably,
this value is the critical index at which weak and strong
structures contribute equally to the total energy dissipation
(Hudson 1991): the relatively large number of weakly dissi-
pating structures balances out the fact that they are only
weakly dissipating, hence they make a contribution to the
total energy budget that is comparable to the strongly dis-
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Figure 3. 3D rendering of Ohmic dissipative structures in znf256 with threshold set to k = 3. Note that this k is smaller than used for

our qualitative analysis, but makes the structures easier to see by eye.
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sipating structures. In Figure 8a we plot the probability dis-
tribution of D for znf256 along with a curve with the crit-
ical index. For an intermediate band of D, the probability
distribution function is compatible with a power law dis-
tribution with an index close to −2. In Figure 8b, we plot
the probability distribution function multiplied by D2, to
better reveal the scaling. Note that there is a drop off in
power at high D. It is possible that this is due to insufficient
statistics for these infrequent strongly dissipating events. It
is evident, nonetheless, that current sheets with a consider-
able range in dissipation rates contribute significantly to the
total magnetic energy dissipated.

Finally, the compensated energy dissipation rate pro-
vides a means of determining upon which spatial scale the
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Figure 5. Probability distribution functions of L/H and W/H

for identified structures in simulation znf256.

energy is being dissipated. Let E(X)dX be the total energy
dissipation rate for structures with scales between X and
X + dX where X is any characteristic scale. Then the max-
imum of the compensated energy dissipation rate, E(X)X,
gives the value of X at which most of the energy dissipation
occurs. In Figure 9 we plot this function for X = {L,W}.
First, consider E(L)L. There is a tendency for the energy
to be dissipated at the longest of scales, L ∼ H. A similar
trend is also suggested by E(W )W . Zhdankin et al. (2016)
also observe this feature in their RMHD simulations. If our
results generalise to higher Reynolds numbers, dissipation
is not necessarily on small scales as one might expect. If
strongly dissipating structures possess L . H, they may
interact with other large-scale elements of the flow.
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3.3 Net-flux simulations

It is worth asking whether there is a notable difference be-
tween simulations with a net field and those without. Here
we attempt to explore the question by considering setups

with imposed vertical and toroidal fields. To suppress strong
channel flows we use a relatively modest β for the net-
vertical simulation β = 400, whereas in the toroidal field
simulation we set β = 200. The resolution in both is n = 128.

We find the inclination angle of the toroidal field simu-
lation to be θ = 11.1◦ which is comparable to the zero net
flux simulations, however the vertical field simulation has a
lower value, θ = 9.4◦. The latter contrasts with ZWBL17
who obtained a larger tilt angle of < θ >= 17.5◦. Either the
selection criteria for choosing their structures differs to ours
or, possibly, θ = θ(Re,Rm, β).

We calculate the dissipation rate probability distribu-
tion function for the two net-flux simulations and an iden-
tical zero-net-flux simulation. In all three simulations the
power law index of the distribution is approximately −2 for
over two decades in D, as shown in Fig. 8. Hence the en-
ergy is dissipated evenly over this range, which is in good
agreement with ZWBL17.

For this modest choice of plasma β, the presence of an
imposed field appears to only have minimal impact on the
current sheets. Instead their properties are largely deter-
mined by the dissipative coefficients and the shear. Zero-
net-flux simulations generate their own local net By which
works like an imposed field, as far as dissipative structures
are concerned and at least for structures not too elongated.
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If a strong net vertical field is imposed, then differing results
are expected due to the strong channel modes that develop.

4 RESULTS: TEMPORAL ANALYSIS

We now address a number of questions regarding the struc-
tures’ evolution over time. How long, on average, do they
persist and how does this depend on their geometric prop-
erties? How do these properties evolve over time and within
a given path? How does the dissipation rate vary over time?

And finally, what degree of dynamical interaction takes place
between nearby structures?

This task is considerably more computationally chal-
lenging than the spatial analysis, primarily due to the large
amount of data to be processed when a high frame cadence
is used. As a consequence, very few studies exist, the most
notable being Zhdankin et al. (2015b) for forced incompress-
ible MHD, and Yang et al. (2017) for forced compressible
MHD. In order to make any progress, we present a limited
survey using lower resolutions than earlier, but yet sufficient
to make some ground-level points. Our resolution in this sec-
tion is n = 64, mainly using simulation znf64, and the time
step between outputs is ∆t = 0.0032torb taken over an in-
terval of size 7.5torb, where torb is an orbital period. This
interval is taken some 20 orbits after the simulation begins,
so as to ensure that we have reached a statistically steady
state.

4.1 Individual processes

First we concentrate on the longest processes, which typ-
ically survive for roughly an orbit and a half. Figure 10
presents 3D snapshots describing the evolution of one such
process, composed of its various paths merging, bifurcating,
and disappearing. In Fig. 11 we plot the time evolution of
L, D and V for the longest two processes. As one can see,
over the course of their lifetimes these features grow in size,
and in dissipative intensity, before shrinking, disassociating,
and ultimately evaporating. Superimposed upon this general
trend are short scale variations, some of which we attribute
to acoustic waves (see Section 5). The three properties, L,D
and V , track each other fairly well, although there are slight
deviations. In particular, the volume and the power dissipa-
tion rate of the processes evolve together, which indicates
that the dissipation rate per unit volume is nearly constant
throughout the duration of the process. This is consistent
with the linear D − V relation that we found in the spatial
statistics (cf. Figure 7).

Given the longevity of the most prominent processes,
substantial energy can be dissipated during their lifespans,
and in optically thick media, where radiative transfer is inef-
ficient, this could induce considerable temperature inhomo-
geneity in the plasma. In principle, the heating rate per unit
volume can be compared to an estimate of the cooling rate
via radiative diffusion across the thickness of the current
sheet so as to estimate the temperature change within the
sheet. Of course, such estimates will be strongly influenced
by the thickness of the current sheets, which is determined
by η; as a consequence, they will be difficult to apply to real-
istic systems that are far less resistive than the simulations.

We next explore the dynamical evolution of the compo-
nent paths in a given process. How many are they, and how
do they interact? Figure 12 shows the number of: structures
Ns, formations Nf , destructions Ndes, divisions Ndiv, and
mergers Nmer, as functions of time for the longest process.
The volume of and total dissipation in the process is also
included. We note that the change in Ns must be equal to
∆Ns = Nf −Ndes +Ndiv −Nmer.

For the first ∼ 0.75torb the process is relatively simple:
it is composed of only a handful of structures (1−4), though
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10 J. Ross & H.N. Latter

Figure 10. Volume renderings of the biggest and longest-lived process in znf64 at t = 0.2, 0.35, 0.67, 0.83, 0.85 and 0.98torb.

these are growing in size and thus bringing about a growth
in the total volume. During this phase there is a general in-
crease in the dissipation rate. At around t ≈ 0.8torb, near
the peak heating rate, there is a sudden increase in complex-
ity, with Ns spiking at 12 − 23 structures. The fifth panel
in Figure 10 illustrates this phase. There is a great deal of
rapid formation, destruction, division, and merging at this
point, indicative of a climactic alteration in the morphol-
ogy of the process. From this moment the process steadily
dies away. This ‘temporal asymmetry’ is also witnessed in

forced MHD (Zhdankin et al. 2015b), and it is tempting
to attribute the catastrophe at t = 0.8torb to an instabil-
ity of some form, possibly of tearing or Kelvin-Helmholtz
type (Loureiro et al. 2007, 2013, Samtaney et al. 2009). Re-
garding the classical tearing/plasmoid instabilities, it would
appear that the observed Lundquist numbers and aspect ra-
tios in our simulations are too low for their excitation, but
it is possible in our shearing, rotating, turbulent environ-
ment these thresholds might be relaxed (see Section 6.2 in
Zhdankin et al 2015b). Certainly further work is required to
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nail down what is going on here, but it is clear the tools of
the temporal analysis (appearing in Fig. 10) could provide
an insightful way to study instabilities and reconnection in
turbulent current sheets.

4.2 Statistics and scaling relations

In the previous subsection we focussed on only two long-
lived processes, both enduring for longer than one orbit. But
what is the distribution of process lifetimes τ? In the lower
panel of Figure 13 we plot the lifetime probability distribu-
tion function, only including complete processes. The PDF
is fitted by a power law distribution with τ−2.78. Clearly
long lasting processes are in the minority, with the mean
only some 1/100 of an orbit. That being said, during the
7.5torb analysed, we still detect 10 processes that last longer
than half an orbit.

We next check if there is a correlation between pro-
cess duration and peak dissipation rate. In the top panel of
Figure 14 we see that there is indeed a correlation between
Dmax and τ which translates across to the total power dis-
sipated by a process. The persistence of the processes is
therefore closely related to the length and dissipation rate
of their component structures. Powerful dissipative events
tend to be associated with spatially larger and longer-lived
processes. But does the higher energy dissipation overcome
the infrequent occurrence of these long lasting processes?
To explore this we calculate the compensated energy dissi-
pation rate E(τ)τ , defined in a similar way to Section 7.3.2.
For τ/torb > 10−2, E(τ)τ ∝ τ1/4 indicating that energy is
dissipated relatively uniformly over a wide range of process

durations. Therefore, long lasting, coherent processes con-
tribute significantly to the total heating.

5 DENSITY WAVES AND ACOUSTIC
RADIATION

Up to now we have explored dissipation by current sheets
and turbulent small-scale structures. But what about the
compressible element of the problem, in particular the role
of acoustic radiation and shocks? In local MRI turbulence
(at least with no net flux), this dissipation route heats the
gas far less effectively, on the whole, but it is nonetheless
important to explore for the following reasons. Pressure ap-
pears to be a key determinant in the MRI’s saturation and,
consequently, the magnitude of the turbulent viscous stress
(Ross et al. 2016). But the relationship between stress and
pressure is sensitive to the dissipative particulars of the gas,
at least in local box simulations: with explicit diffusion coef-
ficients Πxy ∝ P , but without Πxy ∝ P 0.5. Surprisingly, the
manner in which diffusion works on the microscales influ-
ences the large-scale stress and its relationship to pressure.
How and why this is the case is an important outstanding
problem. The fact that a good fraction of dissipation oc-
curs in meso-scale, rather than miscroscale, structures (as
shown in Section 3), must certainly bear on this question
and provides one inroad into thinking about the pressure-
stress relationship.

In this section we explore several connections between
sound waves and shocks, on one hand, and the dissipative
structures, on the other. This work is a first step, and aims
to sketch out certain relationships that future studies might

c© 0000 RAS, MNRAS 000, 000–000



12 J. Ross & H.N. Latter

0

0.5

1

D
/D

m
a

x

0

0.5

1
V

/V
m

a
x

0

10

20

N
s

0

1

2

N
f

0

2

4

N
d

e
s

0

5

10

N
d

iv

0 0.5 1 1.5

t/t
orb

0

5

N
m

e
r

Figure 12. Coherence history of the largest and longest-lived process from znf64. Ns is the instantaneous number of structures, Nf the
number formations, Ndes destructions, Ndiv divisions, and Nmer mergers.

10
-3

10
-2

10
-1

10
0

10
1

τ/T
orb

10
-6

10
-4

10
-2

10
0

10
2

10
4

P
D

F
(τ

/T
o
rb

)

znf64

fit, a=-2.78

Figure 13. Probability distribution function of process time τ in

red. In black we have fitted a power law of exponent −2.78.

pursue; it is no way comprehensive. Also, because our pri-
mary aim is explaining the stress-pressure dependency re-
vealed in Ross et al. (2016), we use a similar set-up to that
paper. Simulations are diabatic, incorporating viscous and
Ohmic heating in addition to a simple cooling law, and we
adopt an ideal gas equation of state (see Section 2.1).
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Figure 15. The density and radial momentum perturbations, z-

averaged at time t = 35torb showing large scale non-axisymmetric
waves.

Figure 16. xz slices of compression normalised by the box av-
eraged pressure (left panel) and J2 (right panel) at t = 119torb,

the normalised compression work has been saturated at 0.001.

5.1 Small-scale acoustic waves

MRI simulations support long-wavelength density waves
that continuously propagate through the box (Heinemann
and Papaloizou 2009a, 2009b, 2012); an example is shown
in Figure 15. But separately to these one can discern short-
scale, short-lived, and less organised sound waves. We ex-
plore these small-scale waves first.

Figure 16 is an xz-slice showing the pressure work
−P∇ · v and Ohmic dissipation, both normalised by the
instantaneous box averaged pressure. The color scale for the
compression work is saturated at 0.001 to prevent the large-
scale density waves dominating the images. These are easy
to identify as they possess little vertical structure. If we can
ignore these large waves, one can observe a tangle of weaker
and shorter-scale filamentary structure in the pressure work.
They correspond to small-scale acoustic waves. Interestingly,
while there is no correlation between J2 and the large scale
shocks, there is a strong correlation between the current
sheets and the thin structures in pressure work. These fea-
tures and their correlations are universal, and not limited to
this particular snapshot.

It is possible that the dynamics of the current sheets, es-
pecially the reconnection events they undergo, generate the
observed small waves. This would be in line with previous

work showing that accelerations associated with reconnec-
tion excite slow-mode shocks (Priest and Forbes 1986, Birn
and Priest 2007, Hillier et al. 2016, Riols and Latter 2016).
On the other hand, the waves might also simply result from
the merging and splitting of paths. Detailed tracking of in-
dividual current sheets should illuminate how these features
arise.

In the Solar context, at least, the shocks may provide an
effective heating route, though they appear less important
here. It is also unclear how these small-scale features impact
on the larger-scale properties of the turbulence. Nonetheless
they do illustrate one clear connection between MRI dissipa-
tion and the compressible element of the flow. Given that the
longest and most powerful dissipative structures are meso-
scale the importance of their associated shocks should not
be immediately discounted.

5.2 Large-scale density waves

Let us now return to the large-scale density waves: given
their size they may be more effective at connecting the large-
scale features of the flow to the small scales. If we examine
Figure 16, one could argue that the current sheets distort
the density wave as it passes through. On the other hand
we might expect the density wave to impact on the current
sheet’s dynamics. When a shock front propagates through a
region, the fluid is compressed and magnetic fields clumped
by the inflow. Ohmic dissipation and viscous dissipation will
then be enhanced, and may lead to stronger pressure work
in filamentary structures.

In Figure 17 we show three yz slices separated by ∼
0.01torb illustrating the passage of a density wave through
several current sheets. The top panels show pressure work,
while the lower panels show Ohmic dissipation. The primary
density wave, clearly represented by the red vertical ‘wall’ in
the pressure work, propagates from right to left. In so doing
it passes through three distinct ‘boomerang’ shaped current
sheets located between y = 1 and y = 1.5, and which appear
as brighter structures in the Ohmic dissipation. As can be
observed in the second and third snapshots, the dissipation
intensifies as a result of the sheets’ interaction with the wave.
Moreover, the interaction results in strong small-scale shocks
enveloping the dissipating boomerangs. Though the detailed
nature of the interaction is difficult to determine, there is
clear evidence of a route by which large-scales interact with
small-scale dissipation.

The interaction can be quantified to some extent via the
temporal analysis of Section 4.1. Can we detect the passage
of density waves in the evolution of a dissipative structure’s
key quantities? If we consider a process with radial size be-
tween 0.1 − 0.5H we would expect a modulation in the as-
sociated pressure work on a time scale of 0.1 − 0.5 shear
times. Indeed, Figure 11 shows regular modulations consis-
tent with this. Moreover, there is a correlation between the
peaks in the dissipation rate (the red curve) and the pres-
sure work (the green curve). This shorter scale variation is
superimposed on the slower rise and fall of the dissipation.
In fact, it is possible that this longer trend may issue from
the cumulative effect of several density waves.
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Figure 17. Three yz-slices of pressure work (top panels) and current (bottom panells) during the cool phase of the explicit dissipation

simulation showing the effect of large-scale shock propagating to the left through dissipative structures (two horse-shoe shaped structures).

Both color scales are fixed.

6 CONCLUSION

Dissipation in MRI turbulence occurs in ribbon-like con-
glomerates elongated in the y-direction and making an angle
≈ 10◦ with the y-axis. The average length of the structures
are surprisingly large (. H), with the longest extending for
multiple H and lasting for up to approximately one orbit.
During this time they appear to be attacked by an insta-
bility (possibly a Kelvin-Helmholtz or tearing mode), which
destroys the conglomerate, breaking it into smaller pieces
that subsequently decay. Meanwhile, a network of small-
scale shock waves is generated, enveloping the structure. We
find clear interactions between dissipative structures and the
large-scale density waves that repeatedly pass through the
box. While the structures distort the waves, the waves inten-
sify dissipation in the structures, possibly controlling their
evolution.

Our spatial results are consistent with ZWBL17, which
considers net-flux simulations in incompressible MRI tur-
bulence at Reynolds number much greater than those pre-
sented here. The agreement in the main scaling relations
across this range of Reynolds numbers hints that they have
reached the correct asymptotic regime associated with real-
istic flows. In addition, the properties of our simulated cur-
rent sheets appear to be closely related to those in reduced
MHD (Zhdankin et al. 2016), even without the presence of
a net field. Perhaps, the strong toroidal field generated by
the shearing of radial field acts analogously to the guiding
field in RMHD.

There are several astrophysical consequences that fol-
low from the non-negligible sizes of the dissipative struc-
tures and their intense energy deposition. The dissipation
associated with the longest ribbons may be sufficiently vi-
olent and energetic to influence observations, cumulatively
imparting low-level variability. A separate application is the
thermal processing of chondrules in sufficiently ionised re-
gions of the Solar nebula. The localised and intense heat-
ing in these structures could reach the temperatures nec-
essary to melt dust coagulations, especially if aided by the
‘short-circuit’ instability (Hubbard et al. 2012, McNally et
al. 2014). Further simulations involving realistic cooling are
needed to better estimate the temperature inhomogeneities
in the Solar nebula, and their evolution on short times. In ad-
dition, statistics need to be generated in order to determine

how regularly, or irregularly, dust blobs encounter dissipat-
ing regions of high temperature. Finally, it should be stated
that under normal conditions the MRI is most likely inac-
tive at the radii where chondrules are thought to be created
(> 1 AU). If the MRI is responsible for chondrule produc-
tion it must have been during short-lived outburst phases in
the disk’s evolution (Audard et al. 2014).

The size of the dissipating ribbons may bear on the
question of MRI saturation generally which has been shown
to depend on dissipation, via the magnetic Prandtl num-
ber or the presence or not of physical diffusivities. The
stress-pressure relation, in particular, is sensitive to the lat-
ter in simulations of zero-magnetic flux. The simulated in-
teractions between the current sheets and large-scale den-
sity waves might provide one link connecting the dissipative
properties of the flow and its compressible response. In this
paper we merely point out the possibility; future work must
better establish what is going on here and how this connec-
tion might influence the turbulent stress.

Lastly, we would like to make a few caveats regarding
our simulations. Though our scaling laws agree with simu-
lations at greater Re and Rm, and hence suggest a physical
asympototic regime has been achieved, this is by no means
conclusive. Current simulations may not yet exhibit a suffi-
cient separation of scales between H and the shortest dissi-
pation length. As we push Rm and Re to the very large val-
ues associated with hot accretion flows, it is unclear whether
the current sheets retain their elongation in azimuth (lengths
. H), while getting thinner and thinner and narrower and
narrower. If they do, how will their dynamics differ to that
described in this paper? To decide on these questions will
be an enormously expensive but essential exercise.
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