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Abstract

On entropic and compositional sound and its sources
Jocelino A. da R. B. Rodrigues

Combustion noise is relevant to current aviation, rocket, and ground-based gas
turbine engines, as it contributes to environmental noise pollution and can trigger
thermoacoustic instabilities. These consequences are particularly prevalent in lean,
premixed, prevaporised combustors, which are designed to reduce nitrous oxide (NOx)
emissions. As a result, there is a need to better understand the mechanisms that drive
sound generation in such systems.

There are two components to combustion noise: direct noise – generated by the
unsteady heat release of a flame – and indirect noise – produced by the acceleration
of entropic, vortical, or compositional inhomogeneities. Separation of the respective
contributions has proven to be complex to achieve in real engines – for this purpose, model
experiments have been developed. These are non-reacting experiments that use unsteady,
synthetic perturbations to emulate the fundamental physics of combustion acoustics
processes and provide clear data for comparison with theory. Indirect noise models have
been theorised for compositional perturbations and experimental validation has been
provided via the measurement of acoustic waves (i.e. the output), while assuming a
constant compositional perturbation (i.e. the input).

This thesis follows on from such experiments by simultaneously measuring both
acoustic and compositional waves in a model setup, making use of numerical, analytical,
and experimental studies. It first builds upon a previous model experiment through
a numerical investigation on the generation, mixing, and convection of entropic and
compositional waves generated by heat addition and gas injection. The computed
temperature and mass fraction fields are compared with experimental results and inform
the design of a new model setup – the Canonical Wave Rig (CWR).

The CWR is then used to study direct and indirect noise under simplified, well-
controlled conditions. Subsonic and sonic (choked) conditions are investigated for a
convergent-divergent nozzle. Acoustic, entropic, and compositional perturbations are
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generated via the co-flow injection of air or methane into a low Mach number mean flow
of air. Spontaneous Raman spectroscopy (1.5 kHz) is employed for the time-resolved
measurement of the local concentration upstream of the nozzle.

Single pulse experiments in the infra-sound range are used to validate the derived
analytical model for direct noise due to co-flow injection. The measurement of non-
reverberated indirect noise is made for the first time and is contrasted with results
obtained via dereverberation (i.e. removing the effect of pressure build up due to
acoustic reflections). Indirect noise transfer functions are calculated using the acoustic
and compositional measurements, and issues pertaining to the methods applied are
highlighted. Lastly, the pulse burst injection of methane at frequencies up to 250 Hz is
presented. The goal of these experiments is to provide data at more realistic frequencies
and amplitudes.
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Chapter 1

Introduction

From ancient times and into the Middle Ages, man had dreamed of taking
to the sky, of soaring into the blue like the birds. One savant in Spain

in the year 875 is known to have covered himself with feathers in the attempt.
Others devised wings of their own design and jumped from rooftops and towers
– some to their deaths – in Constantinople, Nuremberg, Perugia. Learned
monks conceived schemes on paper. And starting about 1490, Leonardo da
Vinci made the most serious studies. He felt predestined to study flight, he
said, and related a childhood memory of a kite flying down onto his cradle.

(...)

What had transpired that day in 1903, in the stiff winds and cold of the Outer
Banks in less than two hours time, was one of the turning points in history,
the beginning of change for the world far greater than any of those present
could possibly have imagined. With their homemade machine [here illustrated
in Fig. 1.1], Wilbur and Orville Wright had shown without a doubt that man
could fly.

– The Wright Brothers by McCullough 219

Fig. 1.1 The Wright Flyer takes off for the first time (Dec. 17th, 1903).



2 Introduction

1.1 Motivation

More than a century after the flight of the first Wright Flyer prototype, the globe is
evermore dependent on propulsive technologies to drive the economy, connect us with
our loved ones, and power our dreams of exploring the unknown. The development of
the primitive aircraft that took flight in 1903, soon led to rocket systems that propelled
us into the stars: in fewer than 70 years, we went from a 37 m flight at Kitty Hawk to
travelling almost 400,000 km to put humans on the Moon. The technologies that have,
and continue to, enable us to achieve such historic feats are not without their trials and
tribulations, however. A phenomenon termed the thermoacoustic effect, in particular,
has created some challenges in our endeavour to explore the cosmos.

1.1.1 Thermoacoustic instabilities

The thermoacoustic effect was known anecdotally to European glassblowers in the
eighteenth century as they heard a monotone sound when blowing a hot glass bulb
at the end of a cold tube. Shortly after, the first scientific works on ‘singing flames’
were published, named specifically after the phenomenon of flames producing sound
when placed inside a tube with a specific length119,122,179,268,328. The physical mechanism
behind this effect was qualitatively described by Lord Rayleigh 197 who proposed that
thermoacoustic oscillations occur when the heat released by a flame is in phase with the
acoustic pressure199,200. It has since been shown that entropic, velocity, and mixture
fraction fluctuations are also important coupling parameters154.

Practically, thermoacoustically-driven instabilities have been an issue for rockets since
the 1930s49,52,267. When the aforementioned phase relationships are appropriate, discrete
tones can be measured at resonant frequencies which are a function of the acoustic
properties of the combustor249. These oscillations can then grow, causing fluctuations
in thrust and enhancing heat transfer, the latter of which leads to increased chamber
wall erosion53. Further consequences include violent structural vibrations – which can
accelerate component fatigue and reduce an engine’s lifetime by a factor of two or more –
and, in extremis, component and engine failure67,190, as shown in Fig. 1.2. Combustion
chambers are inherently prone to these large-scale coherent pressure disturbances as they
have substantial energy densities and low acoustic damping, the latter of which is caused
by their highly acoustically reflective boundaries49,309. The Saturn V rocket (Apollo’s
astronaut-bearing vehicle which was powered by the Rocketdyne F-1 engine, 22 GW m−3)
is an example of a large energy density system which encountered instability problems
during development stages53. As a result, the F-1 engine was one of the most expensive
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Fig. 1.2 Combustion instability damage: (a) rocket engine injector (Rocket Engine Testing
Facility, NASA, 1957)260 and (b) combustion chamber liner190.

engine development programs in history247. The explosion of an F–1 engine half a second
after ignition in June of 1962 placed the entire Apollo Program in jeopardy59. Passive
control methods – such as the addition of baffle plates48 and acoustic liners115,285 – can be
used to stabilise engines. Active control methods are also gaining traction354. However,
the instability’s high sensitivity to a myriad of design parameter – such as operating
point, fuel composition, and injector geometry164,188 – make it a highly complex issue
to fully solve. A recent case of the ever-present thermoacoustic-related problems is
Virgin Galactic’s SpaceShipOne motor, which struggled with both low and high frequency
combustion instabilities during initial testing phases43.

The development of engine systems via trial and error is an expensive and impractical
experimental endeavour. Ideally, one would identify and fix combustion instability
problems during early design phases. Using computational fluid dynamics (CFD) is also
expensive as the problem involves a wide spectrum of characteristic length scales. For
reacting flows, these can range from molecular mixing and combustion (10−8–10−9 m) to
acoustic oscillations at 100–1000 Hz (10−2–100 m); that’s a O(7–9) range of scale. The
problem is further compounded by the fact that these scales interact in a time-resolved
manner!190 A promising and economic avenue of research employs adjoint methods to
predict instabilities and propose geometry changes to stabilise unstable modes3.

Nonetheless, despite almost a century of work, instability-generated oscillations still
plague the rocket and gas turbine industries today311. It has been demonstrated that
noise produced inside the combustion chamber (i.e. combustion noise) can be one of the
sources triggering these instabilities107,262. It is, therefore, of paramount importance to
understand the mechanisms that lead to its generation and propagation.
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1.1.2 The pollution problem

In parallel to thermoacoustic instability considerations, there are climate change and
environmental noise concerns, especially for aircraft engines281. The airline industry’s
contributions to air and noise pollution have long been a topic of public discussion. Of
particular concern to policy makers has been the emission of carbon dioxide (CO2) and
nitrous oxides (NOx), two of various harmful exhaust gases caused by the combustion
of hydrocarbon fuels81, as presented in Fig. 1.3. The Advisory Council for Aeronautics
Research and Innovation in Europe (ACARE) has set ambitious environmental and
technological objectives for 2050 (relative to 2000). In particular, the Flightpath 2050
vision outlines the goal of reducing CO2 emissions by 75%, NOx emissions by 90%, and
aircraft noise by 65%86.

Unsurprisingly, global aviation CO2 emissions have been steadfastly increasing since
1940180. As shown in Fig. 1.4a, they have quadrupled since 1966 and doubled since
1987, showing an average 4–5% growth per year since 201093,275. In 2018, global aviation
(passenger and freight) is estimated to have emitted over 1 billion tonnes of CO2; this
constituted about 2.5% of total CO2 emissions that year93,275, approximately 1/6th of
which was emitted in Europe87; NOx emissions show a similar trend (Fig. 1.4a). More
recently, the widespread cancellation of flights during the 2020 pandemic led to an
estimated 44% drop in aviation carbon emissions during the first half year, 70% of which
were caused by international flights196. In fact, according to the Global Carbon Project,
the pandemic led to the largest relative annual fall in global carbon emissions since World

Fig. 1.3 Summary of primary engine noise sources68 and greenhouse gas emissions81.
Inspired by Dowling and Mahmoudi 68 .
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Fig. 1.4 Environmental pollution from commercial aviation: (a) air pollution – CO2 and
NOx emissions. Global data (1964–2018) from Lee et al. 180, adapted from Ritchie 275.
European data (1990–2018) from European Union Aviation Safety Agency 87 ; (b) noise
pollution – turbojet engine noise sources during approach conditions. Data from Safran
Aircraft Engines (previously Snecma), adapted from Dowling and Mahmoudi 68 .

War II94,221. Notwithstanding this, if emissions are not halved by 2030, the average
temperature on Earth is expected to increase above the 1.5 degrees Celsius threshold set
out in the Paris Climate Agreement114.

Modern turbojet aircraft are approximately 80% more fuel efficient per seat kilometre
than their 1960s analogues, and are expected to keep improving in efficiency at a rate
of 1% per year4. This is partly due to engine design development, improved air traffic
control efficiency, and increased passenger capacity6. Other factors contributing to overall
increases in fuel efficiency include reduction of flight loads (e.g. through use of lighter
aircraft components, paints, and external coatings), optimisation of aircraft operations,
and improved engine cleanliness programs4.

More recently, there has been a push for a net-zero future. In the UK, this led to the
establishment of a Jet Zero Council whose main objective is to fund new technologies
to reduce aviation greenhouse gas emissions127. Sustainable aviation fuels (SAFs) have
been highlighted as important pillars to these goals as they have been shown to reduce
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aviation’s CO2 emissions by up to 80% over their life cycle5. In parallel to funding
SAF research, the Jet Zero council also created the FlyZero initiative which targets the
development of zero-emission aircraft127. In fact, novel propulsive ideas which target
reduced emissions already exist. These ideas range from theoretical aircraft concepts –
such as MIT’s recent turbo-electric design proposal266 – to development programs that
are deep into testing stages – such as Rolls-Royce’s UltraFan engine, which is planned
to be in service after 2025 and is predicted to improve fuel efficiency by 25% relative to
the first-generation Trent engine130. Ultimately, it is important to acknowledge that the
reliable gas turbine is a part of our short to medium-term future, while other potential
propulsive ideas are proposed, researched and developed. Indeed, approximately 80% of
aviation CO2 emissions are caused by flights of over 1500 kilometres for which there is no
practical alternative mode of transport at the present time6. Greener engines are needed
in order to meet a net-zero future, and low-NOx advanced combustion strategies, such as
lean premixed prevaporised (LPP) devices, have recently surfaced as viable solutions28.
The key change in these novel low-NOx propulsion technologies is the burning of flames
at extremely lean conditions and unusually low temperatures72,85. Running these modern
engines near their flammability limit leads to oscillations in equivalence ratio which
makes the combustion process more unsteady69. This, in turn, makes them considerably
noisier and more prone to combustion instabilities44,166.

In addition to its vicious effects in the combustion chamber (described in §1.1.1),
combustion noise is transmitted downstream of the nozzle. This noise emanates out of
the engine and contributes to overall aircraft noise, which has important societal and
physiological implications. In fact, aircraft noise has been shown to be the source of
transportation noise that most annoys people, ahead of road traffic and railway225,303.
More concerning, however, is its link to increased risk in the development of serious
health complications, namely cardiovascular diseases156,302 (such as arterial hyperten-
sion84, stroke17, and heart failure241) as well as depression and anxiety21. Negative
extraaural effects are particularly evident for people living near major airports, such
as London Heathrow airport113, Munich International airport151 and New York City
airports110. Global airline traffic is predicted to double by 2035 (and almost triple by
2045) relative to 2020153. Although the COVID-19 pandemic is expected to affect air
traffic demand predictions152, the negative impacts of aircraft noise pollution will escalate
unless technological improvements are made. This has been the driving motivator behind
ACARE’s noise reduction objectives and NASA’s technology goals149,154,322.

An aircraft’s noise sources can be traced to two general origins: the airframe and
the engine281,299. The former includes noise generated by the fuselage, landing gear
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and any lifting surface (e.g. wings, flaps, etc). These tend to be more significant noise
sources on approach conditions154. The latter includes fan, combustion and jet noise, as
shown in Fig. 1.3. Total aircraft noise per aircraft has generally been decreasing over
the past decades owing mainly to the development of the turbofan engine123. With
higher by-pass ratios, the exhaust velocity is decreased, leading to a significant reduction
in jet noise154,243. The use of chevrons (the saw-tooth pattern on the trailing edge
of nozzles) has also aided in minimising the exhaust jet noise353. Similarly, fan noise
has been successfully reduced through intricate intake, fan blade, and combustion liner
designs68,210. For instance, negatively-scarfed intakes minimise perceived fan noise by
reflecting it away from the ground244.

The reductions in jet and fan noise have made combustion noise a leading contributor
to total engine noise (Fig. 1.4b). Indeed, its importance in auxiliary power units (APUs)316

and aircraft (at low-power and idle conditions during landing approach) has already been
identified154, making combustion noise a subject of heightened interest among academics
and industry researchers alike.

1.1.3 Combustion noise

The sound produced by the combustion process in combustors can generally be divided
into two categories: direct and indirect, as illustrated in Fig. 1.5. In the reactive region,
turbulent combustion leads to an unsteady heat release rate. The resulting volumetric
contraction and expansion of the flame generates acoustic waves29. This sound is termed
direct noise 68. It acts as a monopole source46 and scales with the rate of consumption of
the fuel and oxidiser mixture in the flame150,321. Unlike thermoacoustic instabilities, direct
noise is incoherent and broadband in nature, and generally low in acoustic intensity154.
The direct noise mechanism in open, turbulent flames has been a topic of various studies
since the 1960s38,116,306,307,312. However, when a turbulent flame is no longer unconfined –
as seen in practical aero-engine combustor, land-based gas turbine, and rocket engine
applications – the flame dynamics are modified34,178 and another sound generation
mechanism is present.

Synchronously to the generation of direct noise, a myriad of processes lead to the
generation of further disturbances inside a combustor. Turbulent mixing, swirling flow,
and incomplete combustion can lead to inhomogeneities in temperature (i.e. hot and cold
spots, or entropic waves)35, velocity (i.e. vortical waves)138, and local mixture fraction
(i.e. compositional waves)154. The degree of heterogeneity in the flow can be further
compounded downstream of the reactive region. For gas turbine combustors, in particular,
there is cooling flow injected along the wall205,293, as well as dilution jets in the quenching
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Fig. 1.5 Schematic of the GE Rich-Quench-Lean (RQL-2) gas turbine combustor90.
Inspired by Magri et al. 205 .

region of Rich-Quench-Lean (RQL) systems which contribute to additional compositional
and temperature stratification. These inhomogeneities convect with the bulk flow and are
usually accelerated at the outlet of the combustor by nozzle guide vanes (NGVs)1, turbine
blade rows, or a nozzle. The acceleration of these inhomogeneities produces a second
acoustic source called indirect noise 54,213. It acts as an acoustic dipole235 and can be
particularly problematic at low frequencies68. Direct and indirect combustion noise can
(1) reflect back into the combustion chamber to trigger thermoacoustic instabilities (as
detailed in §1.1.1) and (2) propagate downstream of the acceleration region, contributing
to the perceived far-field aircraft noise (as detailed in §1.1.2).

The relative contributions of direct and indirect noise are dependent on engine type,
operating conditions, boundary conditions, and interaction with other noise sources154.
Recently, it was demonstrated that compositional indirect noise can be as large as direct
and entropic noise, particularly when the outlet is choked and the mixture is lean206.
Compositional noise has gained importance with the advent of low-emission combustors104

and is, therefore, a compelling topic for research.

1Entropic waves also negatively affect the performance of engine cooling systems leading to signifi-
cantly reduced component life, such as in high pressure nozzle guide vanes264.
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1.2 Thesis outline

The goal of this thesis is to further the understanding of the mechanisms that govern the
generation, mixing, and convection of entropic and compositional inhomogeneities in the
context of direct and indirect noise generation.

In chapter 2, the relevant research on direct and indirect noise is dissected and
summarised. A theoretical framework for the thesis is established and a one-dimensional
direct noise model is derived for the low-frequency, co-flow injection of gases.

In chapter 3, the generation, mixing, and convection of entropic and compositional
waves is investigated using the URANS formulation. Issues pertaining to the modelling
and experimental studies are underscored. This work informs the design of a new
experimental setup which is presented in chapter 4.

In chapter 4, the experimental methods are described. The Canonical Wave Rig (CWR)
is introduced as a new model thermoacoustic system which is used to study direct and
indirect noise under simplified, well-controlled conditions. The acoustic and spontaneous
Raman spectroscopy measurement techniques are described and characterised.

In chapter 5, the CWR is used for the simultaneous measurement of acoustics and
species due to the single pulse, co-flow injection of air or methane into a low Mach number
mean flow of air at low frequency (infra-sound range). Experimental data is obtained for
subsonic and sonic (i.e. choked) nozzle conditions. Indirect noise is quantified and nozzle
transfer functions are computed.

In chapter 6, the CWR is used for the simultaneous measurement of acoustics and
species due to the pulse burst, co-flow injection of methane into a low-Mach number mean
flow of air at frequencies of up to 250 Hz. Experimental data is obtained for subsonic
and sonic nozzle conditions. A frequency-domain method of extracting indirect noise is
used for the preliminary analysis of the acoustic measurements.

In chapter 7, the final remarks are outlined. In particular, the conclusions of this
thesis are presented along with future work recommendations.





Chapter 2

State of the art

This chapter is used to dissect and summarise current and relevant literature on direct
and indirect combustion noise. Firstly, the conservation equations are introduced

and the mechanisms governing direct and indirect noise generation in combustion systems
are briefly discussed. Secondly, analytical models are considered and a theoretical
framework for the thesis is established. Lastly, past experimental studies are reviewed
and current research challenges are discussed.
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2.1 Theory of combustion noise

2.1.1 Governing equations

The spatio-temporal evolution of turbulent combustion processes can be described by
the conservation equations for a multi-component, chemically reacting, ideal gas mixture
without external forces.

Starting with mass and momentum conservation, respectively:

Dρ

Dt
= −ρ ∇ · u, (2.1)

ρ
Du

Dt
= −∇p + ∇ · τ , (2.2)

where ρ is the density, u is the velocity, p is the pressure, and τ is the viscous stress
tensor38. We have made use of the density-weighted material derivative ρD(·)/Dt where
D(·)/Dt = ∂(·)/∂t + u · ∇(·)178.

Additionally, species are conserved and governed by:

ρ
DYi

Dt
= −∇ · jM

i + ẇi, (2.3)

where Yi is the mass fraction, jM
i = ρYiuD,i is the mass diffusion flux, uD,i is the diffusive

velocity, and ẇi is the chemical production/consumption rate of species i34,38.
Finally, we consider the conservation of energy in terms of the specific enthalpy:

ρ
Dh

Dt
= Dp

Dt
+ q − ∇ · jH

i + τ : (∇u), (2.4)

where h is the specific enthalpy, q is the heat source term (per unit volume), and jH
i is

the heat flux due to conduction, mass diffusion, and radiation189,261.
The system is closed using Gibbs’ equation for a calorically perfect multi-component

gas:

Tds = dh − 1
ρ

dp −
N∑

i=1

(
µi

Wi

)
dYi, (2.5)

where T is the temperature, s is the specific entropy, µi = Wi

(
∂h
∂Yi

)
is the chemical

potential, and Wi is the molecular weight of species i344.
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These are used in conjunction with the equation of state, which relates the pressure,
density, and temperature of an ideal gas:

p = ρRT (2.6)

where R is the specific gas constant, which is a function of molecular weight and mixture
composition42.

Combining Eqs. (2.4) and (2.5) leads to the equation governing entropy transport:

ρT
Ds

Dt︸ ︷︷ ︸
Entropy

advection

= q︸︷︷︸
Heat

addition

− ∇ · jH
i︸ ︷︷ ︸

Heat
transfer

+ τ : (∇u)︸ ︷︷ ︸
Viscous
effects

− ρ
N∑

i=1

(
µi

Wi

)
DYi

Dt︸ ︷︷ ︸
Chemical
reactions

. (2.7)

This evidently presents heat addition, heat transfer, viscous effects, and chemical reactions
as entropic sources and sinks38,69,236.

Analogously, the equation governing the behaviour of vorticity Ω = ∇ × u can be
derived by taking the curl of Eq. (2.2) and using the result in Eq. (2.1):

D

Dt

(
Ω
ρ

)
︸ ︷︷ ︸

Vorticity
advection

=
(

Ω
ρ

· ∇
)

u︸ ︷︷ ︸
Stretching of vortex

lines ∝ local vorticity

+ 1
ρ3 ∇ρ × ∇p︸ ︷︷ ︸

Misalignment of pressure
and density gradients

+ 1
ρ

∇ ×
(

1
ρ

∇ · τ

)
︸ ︷︷ ︸

Viscous effects

. (2.8)

Dowling and Stow 69 present the case of a circumferential wave in the reactive region
as an example of a vorticity-generating mechanism, otherwise termed the baroclinic
mechanism (i.e. ∇ρ × ∇p)68,187. This is a case where a pressure gradient and density
gradient (i.e. the flame front) are not aligned.

2.1.2 Decomposition and evolution of disturbances

The governing equations derived so far can be used to fully describe the flow regime of
interest. When it comes to analysing the acoustic behaviour of a system, a decomposition
approach is commonly employed189. In other words, we decompose the flow variables
into their mean ϕ̄(x) and first-order fluctuating ϕ′(x, t) components, such that:

ϕ(x, t) = ϕ̄(x) + ϕ′(x, t). (2.9)
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By assuming the fluctuations are linear, we are considering that their amplitude is
small relative to the mean quantity (i.e. ϕ′ ≪ ϕ̄). Higher-order fluctuating terms are
neglected189.

We can further simplify our analysis by assuming the flow is non-reacting (ẇi = 0),
irrotational (Ω = 0), inviscid (τ = 0), calorically perfect (p = ρRT , where cp and cv are
constant) and without heat losses (∇ · jH

i = 0). This yields the linearised version of the
governing equations:

D̄ρ′

Dt
= −ρ̄ ∇ · u′, (2.10)

D̄u′

Dt
= −1

ρ̄
∇p′, (2.11)

D̄s′

Dt
= 0, (2.12)

D̄Ω′

Dt
= 0, (2.13)

D̄Y

Dt
= 0. (2.14)

Molecular transport effects on acoustic fluctuations are assumed to be negligible.
These are only significant in boundary layers and when the acoustic wavelength is of the
same order of magnitude of the molecular mean path (i.e. very high frequencies)189.

Under the small perturbation conditions considered, the pressure fluctuations propa-
gate at a speed represented by the local isentropic sound speed c̄ where c̄2 = (∂p/∂ρ)s.
In other words, if the flow is isentropic, the pressure solely depends on density, such that
p′ = c̄2ρ′ 46. Using Eqs. (2.10) and (2.11), we can obtain the acoustic wave equation:

D̄2p′

Dt2 − c̄2∇2p′ = 0. (2.15)

The wave equation has harmonic solutions representing superpositioned acoustic
waves which propagate upstream and downstream.

For a one-dimensional flow, we can define pressure p′ and velocity u′ perturbations
which travel at the speed of sound c̄ relative to the mean flow ū as:

p′

γ̄p̄
= π+eiω(t− x

c̄+ū) + π−eiω(t− x
c̄−ū), (2.16)

u′

c̄
= π+eiω(t− x

c̄+ū) − π−eiω(t− x
c̄−ū), (2.17)

where π± is the amplitude of the downstream and upstream-travelling acoustic waves213.
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Entropic s′, compositional Y ′, and vortical Ω′ perturbations are incompressible and
stationary relative to the fluid, with a solution of frequency ω that is convected at the
bulk flow velocity ū:

s′

c̄p

= σeiω(t− x
ū), (2.18)

Y ′ = ξeiω(t− x
ū), (2.19)

Ω′

ω
= ζeiω(t− x

ū), (2.20)

where σ, ξ, and ζ are the entropic, compositional, and vortical perturbation amplitudes,
respectively35,68,74.

As a result, we identify that the flow has both propagating (p′, u′) and convecting
(s′, Y ′, Ω′) disturbances.

2.1.3 Canonical mode coupling

In the linear analysis described, and assuming a homogeneous and uniform flow, the acous-
tic, entropic, compositional, and vortical canonical waves (or modes) are decoupled and
propagate independently40,204. However, modes can interact with each other (i.e. trans-
fer energy to one another) at boundaries259, regions of flow inhomogeneity192,245, and
non-linearities189. These coupling processes are sometimes also called mode conversion
mechanisms.

Of particular interest to this thesis are the interactions due to flow inhomogeneities.
The concept dates back to 1878 when Lord Rayleigh 197 demonstrated that regions
of fluctuating density act as ‘scatterers’ for incident acoustic waves. Later, Chu and
Kovásznay 40 extended the analogy to viscous heat-conducting gases. It wasn’t until 1973
that Morfey 234 described the mechanism analytically using Lighthill’s analogy. Williams
and Howe 345 later coined the term acoustic bremsstrahlung owing to the fact that the
convecting source requires a mean flow gradient to produce pressure waves.

We will now focus our attention on the entropy-sound212 and composition-sound207

coupling mechanisms produced by mean flow gradients (i.e. dū/dx ̸= 0).

Entropy-sound mechanism

Following on from the work of Tsien326,327 and Crocco 47 on rocket nozzles, Candel 35

reasoned that entropy spots could represent a significant source of noise when considering
their acceleration through a nozzle. Not long after, Marble and Candel 213 presented a
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reasoning for the entropy-sound mechanism. Assuming a one-dimensional adiabatic flow,
the following normalised form of the momentum equation was derived:

D̄

Dt

(
u′

ū

)
+ c̄2

ū

∂

∂x

(
p′

γ̄p̄

)
+
(

2u′

ū
− (γ̄ − 1) p′

γ̄p̄

)
dū

dx︸ ︷︷ ︸
Refraction and reflection due to

geometry and mean flow gradients

= s′

c̄p

dū

dx︸ ︷︷ ︸
Dipole

source term

.
(2.21)

Important physical insights can be obtained from Eq. (2.21). Firstly, we identify
terms on the left-hand side which physically represent refraction and reflection effects
due to the geometry and mean flow gradients. Secondly, on the right-hand side, the
unsteady entropic fluctuation s′/c̄p interacts with the mean flow velocity gradient dū/dx,
appearing as a dipole source term. This describes the indirect (entropic) noise generation
mechanism.

Tam and Parrish315,318 proposed a more physical interpretation of the entropy-sound
mechanism assuming the processes associated with the convection through the nozzle are
isentropic. They suggested that, during the acceleration and deceleration processes of
the entropic wave, mass conservation and pressure conservation between the front and
back ends of the entropy spot lead to the emission of pressure waves.

Composition-sound mechanism

Up until very recently, the work on indirect noise considered the flow to be compositionally
homogeneous. In reality, and as mentioned in §1.1.3, the flow will likely be imperfectly
mixed or, in the case of RQL systems, dilution jets upstream of the outlet will generate
compositional waves.

Sinai 296 first proposed that compositional perturbations generate sound when ad-
vected through low-Mach number flame fronts using the theory presented by Chiu and
Summerfield 38. Magri 204 and Ihme 154 then extended the theory of Marble and Can-
del 213 by accounting for mixture inhomogeneities, leading to the following normalised
momentum equation:

D̄

Dt

(
u′

ū

)
+ c̄2

ū

∂

∂x

(
p′

γ̄p̄

)
+
(

2u′

ū
− (γ̄ − 1) p′

γ̄p̄

)
dū

dx︸ ︷︷ ︸
Refraction and reflection due to

geometry and mean flow gradients

=
(

s′

c̄p

+ (Ψ̄ + ℵ̄)Z ′
)

dū

dx︸ ︷︷ ︸
Dipole

source term

,
(2.22)

where Ψ is the chemical potential function, ℵ is the heat capacity factor, and Z is the
mixture fraction.
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Analogously to the entropy-sound mechanism, the compositional inhomogeneity
components appear as a dipole source term on the right-hand side of Eq. (2.22). Indirect
noise is generated due to the unsteady interaction between the entropic s′/c̄p and
compositional Z ′ perturbations (which are caused by density and species variation and
are represented by the chemical potential Ψ and heat-capacity variation ℵ functions),
and the mean flow gradient dū/dx. Magri 204 suggests that this indirect noise mechanism
is physically caused by the compositional inhomogeneity’s propensity to deform at a
different rate than the encompassing mean flow when subjected to a velocity gradient.

2.2 Analytical modelling of direct and indirect noise

2.2.1 Review

The progress on the theoretical modelling of direct and indirect combustion noise has
been reviewed many times over the past decades34,68,74,154,235,265,307,317. In this subsection,
we summarise the literature relevant to the work in this thesis. For both direct and
indirect noise, we begin by discussing models which assume linear perturbations and
acoustic compactness. The former assumption has been considered in §2.1.2. The latter
assumption physically means that the acoustic perturbation wavelength is significantly
larger than a system’s characteristic axial length Lc (e.g. nozzle length). This is generally
considered using the Helmholtz number He = fLc/c̄ where f is the perturbation frequency,
and c is the speed of sound. Note, that there can be a 2π difference amongst literature
– i.e. a system’s reduced frequency can sometimes be defined as He = ωLc/c̄ instead.
When He ≪ 1, then the compactness assumption is generally assumed to be valid274.

Direct noise

The direct noise generated by turbulent flames has been a topic of various theoretical
studies since the 1960s34,313. Particularly relevant to this thesis, however, are analytical
models developed for non-reacting experiments (see §2.3.3). For instance, in the case of
heat addition via Joule heating of wires, the entropy generated has been modelled using
an unsteady heat source q′ where it is assumed that there is no mean heat release. When
the length of the unsteady source is negligible relative to the perturbation wavelength,
a compact wave source can be assumed for linear perturbations. Jump conditions can
be formulated for mass, momentum, total temperature, and entropy54,55,64,75,181,185. The
same was done in the work of Rolland et al. 277 who extended the model to account for
the cross-flow injection of gases of different composition. In their work, normalised jump
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conditions for mass, momentum, energy, and composition were used instead, validating
their predictions with experimental data. Rolland 278 showed that their model agreed with
previous literature when the appropriate flux additions were considered. This analytical
model is derived in §2.2.3 and extended to model the waves generated by the co-flow
injection of gases.

Indirect noise

The early work on nozzles’ acoustic response was initially motivated by the desire to
understand their effect on the stability of rocket systems. The response of a ‘discharge’
nozzle to acoustic fluctuations was first investigated analytically in 1952 by Tsien 327.
Other similar studies soon followed47–50. In the late 1960s, the study of the acoustic
response due to non-acoustic perturbations started to develop, firstly by Cuadra 51.
Candel 35 , Marble 212 , and Bohn 25 followed suit shortly after, analytically studying the
response of nozzles to entropic and acoustic perturbations.

The seminal work of Marble and Candel 213 was published in 1977. Acoustic and
entropic transfer functions for a compact convergent divergent nozzle were derived
assuming the nozzle is isentropic and the flow is accelerated quasi-steadily for both
subsonic and supersonic flow conditions. In this case, the acoustic compactness assumption
physically translates to cases where the perturbations are low frequency, and where the
nozzle is treated an infinitesimally small discontinuity. The interaction with a normal
shock downstream of the nozzle was also investigated213. Much later, Moase et al. 232

considered the presence of a normal shock downstream of the throat for arbitrarily shaped
choked nozzles and supersonic diffuser geometries.

Pickett 258 developed a low-frequency actuator disk theory to model the acoustic
response of a blade row due to entropic wave impingement. Their theory showed positive
agreement with experimental far-field pressure measurements. Shortly after, Cumpsty and
Marble 56 presented analytical predictions using actuator disk theory for the interaction of
entropic, vortical, and pressure waves with acoustically compact blade rows. In particular,
the acoustic response of three limit cases (isolated blade rows, a single turbine stage, and
multiple turbine stages) were investigated55. Mishra and Bodony 231 tested the validity of
the aforementioned actuator disk theory models using two-dimensional Euler calculations.
It was concluded that it performs well for the cut-on acoustic modes, but less so for the cut-
off modes. More recently, Bach et al. 11 extended the model of Cumpsty and Marble 56 to
account for film cooling effects on the indirect noise generated by a stator blade row.

De Domenico et al. 63 extended the compact nozzle theory to account for nozzle losses,
therefore relaxing the isentropic assumption for acoustic and entropic wave impingement.
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It was made evident that the isentropic assumption should only be interpreted as a
limit case since most acceleration regions will have isentropic losses and this significantly
affects their acoustic response. Recently, Yang et al. 349 proposed a model for sudden
flow expansions which accounts for three-dimensional and non-isentropic effects.

Magri et al. 207 and Ihme 154 extended the compact theory of Marble and Candel 213

to account for impinging compositional fluctuations applied to subsonic and sonic nozzle
flows. The additional jump condition assumes that the compositional perturbation is
conserved across the nozzle (i.e. non-porous wall assumption). This work demonstrated
that compositional noise could exceed direct and entropic noise for supercritical nozzle
flows and lean mixtures, highlighting the importance of its consideration. O’Brien and
Ihme 246 then investigated the dependency of compositional indirect noise generation on
the species being accelerated. Soon after, Rolland 278 and De Domenico et al. 64 extended
the non-isentropic nozzle theory of De Domenico et al. 63 to account for compositional
fluctuations. Recently, Guzmán-Iñigo et al. 111 studied the interaction of compositional
inhomogeneties with a cascade of aerofoils.

Realistic gas engine nozzle geometries deviate from quasi-steady theory: acceleration
regions have a spatial extent that should be considered and perturbations are generally
not restricted to low frequencies. In an effort to more accurately predict the acoustic
response of nozzles, the compact theory assumption has been relaxed using a variety of
methods for acoustic, entropic, vortical, and compositional perturbations154.

The linear nozzle profile method was used by Zinn et al. 357 for acoustic wave impinge-
ment, and by Bohn 25 , Marble and Candel 213 and Leyko et al. 185 for acoustic and entropic
wave impingement. This approach limited the analysis to a specific nozzle profile. Moase
et al. 232 and Giauque et al. 102 , and Giauque et al. 103 adapted the method through using
piece-wise mean velocity distributions in order to discretise and model any finite length
nozzle geometry. Giauque et al. 103 , in particular, used this in tandem with an optimisation
algorithm in order to minimise/maximise the downstream travelling indirect noise.

An effective nozzle length technique was proposed by Stow et al. 305 and Goh and
Morgans 106 for the case of a choked outlet nozzle. In both studies, the phase of the
transfer functions was corrected for by using the asymptotic expansion of the linearised
Euler equations. The first-order correction term was found to be dependent on the
velocity profile through the region of acceleration (i.e. nozzle geometry) and type of
disturbance impinging upon the nozzle.

Bohn 25 and Mani 211 took a different approach using expansion methods. In the same
vein, Durán and Moreau 73 employed the Magnus expansion203 to solve the linearised
Euler equations in the frequency domain. The frequency dependence was shown to be
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in good agreement with experiments by Zinn et al. 357 for acoustic wave impingement.
Durán and Morgans 76 extended this to circumferential modes in annular combustors
(acoustic, entropic and vortical waves). More recently, Younes and Hickey 351 used the
same method to model a one-dimensional, multi-stream compressible nozzle flow. Lastly,
non-compact effects due to compositional wave impingement were investigated by Magri
et al. 206 and Magri 204 using asymptotic expansions. The finite length of nozzles was
shown to significantly change the transfer functions, with the authors equating said
behaviour to a low-pass filter since higher frequencies are dampened out.

It is also important to highlight models which consider non-linear perturbations.
non-linearities can be found in combustors due to combustion instabilities (whereby
pressure fluctuations are coherent358), substantial unsteady heat release rates which
generate large temperature inhomogeneities74, or air injection in RQL systems which
produce significant compositional perturbations104. Moase et al. 232 studied the non-
linear acoustic response of compact choked nozzles and supersonic diffusers. Huet and
Giauque 145 studied the response of subsonic and supersonic compact nozzles (without
shocks) subjected to non-linear entropic and acoustic perturbations. Analytically, the
model of Marble and Candel 213 was re-derived and extended to the non-linear domain,
using numerical simulations to validate the results. This was then further extended by
Huet 141 to account for shocks in the divergent section.

All the works previously referenced have assumed the perturbations are one-dimensional
and unchanged during the acceleration process. Bohn 25 computed the response of a
nozzle to a two-dimensional entropic wave. Zheng et al. 355 extended the one-dimensional
models of Giauque et al. 102 and Durán and Moreau 73 by considering radial deformation
of entropic waves in a two-dimensional axisymmetric model. Emmanuelli et al. 82 un-
derlined the importance of two-dimensional effects on entropic noise predictions using a
2D analytical model. The authors attribute this to a decorrelation of acoustic sources
caused by the deformation of the entropic wave. The inviscid assumption was relaxed by
Huet et al. 144 who studied the effect of viscosity on entropic noise generation. Lastly,
Hosseinalipour et al. 135 , Fattahi et al. 88 , and Yeddula and Morgans 350 studied the effects
of heat transfer inside of a nozzle. It was shown that non-adiabatic conditions play a
role in the acoustic response of a nozzle to entropic wave impingement.
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2.2.2 Theoretical framework

We consider a multi-component ideal gas mixture where its species are expressed in
terms of mixture fraction Z (i.e. Yi = Yi(Z)) and the specific heat capacity is only a
function of the mixture composition (i.e. frozen internal energy modes assumption)154.
This is analogous to a combustor condition where the reaction process is completed and
the gas mixture is chemically frozen. In an engine, this may hold true upstream of the
acceleration region, where compositional fluctuations are still being generated (e.g. by
quenching jets in RQL systems) and are then convected downstream64.

The disturbance waves are expressed as fluctuations in the flow variables, which
are decomposed into their mean and fluctuating components, as outlined in §2.1.2. In
specific, these are described by the upstream π− and downstream π+ propagating acoustic
waves64:

π− ≡ 1
2

(
p′

γ̄p̄
− u′

c̄

)
, π+ ≡ 1

2

(
p′

γ̄p̄
+ u′

c̄

)
, (2.23a-b)

the convecting entropic wave:
σ ≡ s′

c̄p

, (2.24)

and the convecting compositional wave:

ξ ≡ Z ′. (2.25)

The entropic wave σ can be re-written in a more physically meaningful form. Firstly,
we linearise the ideal gas law (Eq. (2.6)):

p′

p̄
= ρ′

ρ̄
+ R′

R̄
+ T ′

T̄
. (2.26)

Combining Gibbs’ equation (2.5) with the linearised state equation (2.26) gives:

σ ≡ s′

c̄p

= p′

γ̄p̄
− ρ′

ρ̄
+

c′
p

c̄p

− R′

R̄
− 1

c̄pT̄

N∑
n=1

µi

Wi

dYi. (2.27)

Following Magri 204 , we define two non-dimensional terms:

Ψ̄ = 1
c̄pT̄

N∑
n=1

(
µi

Wi

)
dYi

dZ
, (2.28)
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ℵ̄ = R′

R̄
−

c′
p

c̄p

=
N∑

i=1

(
1
R̄

dR̄

dYi

− 1
c̄p

dc̄p

dYi

)
dYi

dZ
, (2.29)

which considers the variations in chemical potential Ψ, and in the specific heat capacity
ratio and molecular weight ℵ.

Using Eqs. (2.28) and (2.29), Eq. (2.27) can be recast as:

σ = p′

γ̄p̄
− ρ′

ρ̄
− (ℵ̄ + Ψ̄)ξ. (2.30)

This demonstrates that entropic and compositional waves are inherently coupled278.

2.2.3 Compact wave source

In this section, we briefly present the theoretical basis behind a compact wave source model
which can be used to describe the generation of acoustic, entropic, and compositional
waves due to the unsteady addition of heat or mass into a one-dimensional flow duct as
shown in Fig. 2.1. The compact hypothesis holds true as long as the length of the wave
source is small with respect to the perturbation wavelengths of interest.

The mean flow is described by its velocity u, pressure p, density ρ, and mixture
fraction Z. The disturbance waves are generated by applying mass ϕm, momentum ϕM ,
energy ϕe, and mixture fraction ϕZ fluxes to the flow. These are implemented as jump
conditions across the compact discontinuity:

[
ṁ′
]1

0
= ϕ′

m,[
(p + ρu2)′

]1

0
= ϕ′

M ,[(
ρuht

)′
]1

0
= ϕ′

e,[
Z ′
]1

0
= ϕ′

Z .



(2.31)

We assume these fluxes are small, such that mean flow properties remain unchanged
across the wave generator. The notation [·]10 denotes the difference in flow properties
between the downstream [1] and upstream [0] sections of the wave source discontinuity
(i.e. [·]10 = [·]1 - [·]0).
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Fig. 2.1 Compact wave source: added fluxes (mass φ′
m, momentum φ′

M , energy φ′
e, and

mixture fraction φ′
Z) and generated waves (acoustic π±

d , entropic σ, and compositional ξ).

Normalising Eq. (2.31) yields:
[(

ρ′

ρ̄

)
+ 1

M̄

(
u′

c̄

)]1

0
= φ′

m,[
1

M̄2

(
p′

γ̄p̄

)
+
(

ρ′

ρ̄

)
+ 2

M̄

(
u′

c̄

)]1

0
= φ′

M ,[
ρ′

ρ̄
+ 1

M̄

u′

c̄
+ 1

1 + γ̄−1
2 M̄2

(
γ̄

p′

γ̄p̄
− ρ′

ρ̄
+ (γ̄ − 1)M̄ u′

c̄
− ℵ̄ξ

)]1

0
= φ′

e,

[Z ′]10 = φ′
Z ,
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where M̄ is the Mach number, and φ′
m, φ′

M , φ′
e, and φ′

Z are the normalised fluxes for
mass, momentum, energy, and mixture fraction, respectively:

φ′
m = ϕ′

m

ρ̄ū
, φ′

M = ϕ′
M

ρ̄ū2 , φ′
e = ϕ′

e

ρ̄ūc̄pT̄t

, φ′
Z = ϕ′

Z , (2.33a-d)

and Tt is the total temperature.
Considering a low Mach number flow (M̄ ≪ 1), the waves generated are given by1:

1
2

(
M̄

1 + M̄

)
(φ′

e + ℵ̄φ′
Z) + 1

2

(
M̄2

1 + M̄

)
(φ′

M − φ′
m) = π+

d ,

1
2

(
M̄

1 − M̄

)
(φ′

e + ℵ̄φ′
Z) − 1

2

(
M̄2

1 − M̄

)
(φ′

M − φ′
m) = π−

d ,

(φ′
e − φ′

m) + (γ̄ − 1)
2 M̄2(φ′

m − 2φ′
M + φ′

e) − Ψ̄φ′
Z = σ,

φ′
Z = ξ.



(2.34)

General theories for compact wave sources have been derived previously with particular
application to unsteady heat addition54,75,185,278,280 and transverse injection of gases
(i.e. cross-flow jet)64,277,278. In the latter studies, the added momentum flux was considered

1A full derivation is provided in Appendix A.2.
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to be zero. For the experiments presented in §5 and §6, injection is in the direction
of the flow (i.e. co-flow jet), so a momentum flux contribution needs to be included
(i.e. φ′

M ̸= 0). Co-flow injection is directly pertinent to engine systems, such as fuel
injection in LPP combustor concepts8,284.

In this section, the subscript (·)i refers to the properties of the injected gas. Assuming
a small injection area, the added momentum flux across the co-flow injection plane can
be cast as:

ϕ′
M = ṁiūi. (2.35)

Unsteady co-flow air injection

In the case of the unsteady co-flow injection of air, the compositional flux is nil and the
normalised fluxes are expressed as:

φ′
m = ṁi

¯̇m , φ′
M = ṁi

¯̇m
ūi

ū
, φ′

e = ṁi

¯̇m , φ′
Z = 0, (2.36a-d)

where ū = ¯̇m/ρ̄A is the bulk velocity of the mean air flow and ūi = ṁi/ρiAi is the bulk
velocity of the injected gas. Assuming the temperature, pressure, and composition of
the injected gas and mean air flow are the same at the injection plane (Ti = T̄ , pi = p̄,
Ri = R̄), then:

ūi

ū
= ṁiA

¯̇mAi

, (2.37)

which means the momentum flux is φ′
M = ṁ2

i A/ṁ2Ai.
Substituting these into Eq. (2.34), we see that the unsteady co-flow injection of air

generates direct noise waves2:
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(2.38)

2In truth, an entropic wave is also generated – however, it is at least four orders of magnitude smaller
than the entropic wave generated by a gas of different composition (as per Eq. (2.41)) and can therefore
be neglected (i.e. hence σ = 0).
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Unsteady co-flow methane injection

For the injection of a gas of different species, we change the energy and compositional
fluxes64, such that:

φ′
m = ṁi

¯̇m , φ′
M = ṁi

¯̇m
ūi

ū
, φ′

e = ṁi

¯̇m
ht,i

h̄t

, φ′
Z = ṁi

¯̇m , (2.39a-d)

where ht = h + u2/2. For the test cases presented in this thesis, the enthalpy associated
with the fluid temperature (h = cpT ) is at least two orders of magnitude larger than the
enthalpy associated with the kinetic energy (u2/2). As a result, and for simplicity, the
latter term can be neglected. We further assume the temperature of the injected gas is
the same as the mean flow temperature (Ti = T̄ ), such that the normalised energy flux
simplifies to φ′

e = ṁi

¯̇m
cp,i

c̄p

. Lastly, we assume the pressure of the injected gas and mean

flow are the same at the injection plane (pi = p̄), such that:

ūi

ū
= ṁiRiA

¯̇mR̄Ai

, (2.40)

which means the momentum flux is φ′
M = ṁ2

i RiA/ ¯̇m2R̄Ai.
Substituting these fluxes into Eq. (2.34), shows us that the unsteady co-flow injection

of methane generates direct noise waves, in addition to entropic and compositional waves:
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ṁi

¯̇m

(
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(2.41)

A secondary term is neglected for the entropic wave as it is four orders of magnitude
smaller than the entropic wave term shown above.

Assuming small perturbation theory where the temperature of the perturbation is the
same as the mean flow temperature (Ti = T̄ ), Eqs. (2.28) and (2.29) can be written as:

Ψ̄ = cp,i − c̄p

c̄p

− si − s̄

c̄p

, (2.42)
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ℵ̄ = W̄ − Wi

Wi

− cp,i − c̄p

c̄p

, (2.43)

such that Eq. (2.30) can be simplified to3:

σ = p′

γ̄p̄
− ρ′

ρ̄
−
(

Wi − W̄

Wi

− si − s̄

c̄p

)
ξ. (2.44)

Using Eqs. (2.42) and (2.43), Eq. (2.41) may be further simplified to:
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(2.45)

where, as shown previously in Eq. (2.30), the entropic and compositional sources are
linked.

As such, an entropic-compositional coupling term ∆s/c̄p can be defined:

∆s

c̄p

= si − s̄

c̄p

. (2.46)

Using this, the entropic wave can be re-cast more simply as:

σ = ∆s

c̄p

ξ. (2.47)

Summary

The normalised fluxes and resultant wave amplitudes for different compact source types
are summarised in Table 2.1. Included are also the cases of cross-flow (transverse) gas
injection (where the injected gas is at the same temperature as the mean flow) and
unsteady heat addition75,278.

3The full derivation of Eq. (2.44) is presented in Appendix A.1.
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i ¯̇ m

1 2

( M̄ 1−
M̄

) ṁ
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2.2.4 Reverberation

When investigating the acoustics of combustion systems, the effect due to reflections at
boundaries cannot be neglected280. Indeed, boundaries play a key role in the stability of
engine systems252,309. Accurate consideration of reflection coefficients has been shown to
be a major factor in getting agreement between experiments, numerical, and theoretical
results for model thermoacoustic experiments (see §2.3.3)182.

When acoustic waves are generated in a confined chamber by an unsteady source, they
propagate upstream and downstream of the source location (Figure 2.2 shows upstream
and downstream-travelling direct noise waves π±

d ). These waves are reflected at the
the inlet and outlet boundaries, losing energy depending on the respective reflection
coefficients (Ri and Ro). Their amplitude is further reduced during propagation between
the boundaries due to attenuation mechanisms170 often characterised by an attenuation
coefficient α. As a result of the reflections, and assuming the energy added to the system
is greater than the energy lost to the aforementioned effects, the pressure in the chamber
builds up. This effect is called acoustic reverberation.

Rolland et al. 280 presented a time-domain theoretical model on acoustic reverberation,
highlighting its significance to thermoacoustic systems. They later extended this to the
frequency domain, for arbitrary pulse shapes278. This theory characterises a thermoa-
coustic system using transfer functions that incorporate reflection, transmission, and
attenuation coefficients, while also accounting for time delays between boundaries, trans-
ducers, and wave sources. The derivation is not presented here, but relevant equations
are employed in §5 and §6. For details on the full derivation, the author kindly forwards
the reader to the referenced work278.

Fig. 2.2 Effect of reverberation on upstream-travelling π−
d and downstream-travelling π+

d

direct noise waves where L is the system length, and Ri and Ro are the inlet and outlet
reflection coefficients, respectively.
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2.3 Experimental investigations on indirect noise

2.3.1 Commercial engines

Experimental campaigns aiming to identify combustion noise in engine systems started
in the 1970s31. Measurements demonstrated that more sound power was being emit-
ted from the exhaust jet of engines than estimated by Lighthill’s eighth-power law
(i.e. acoustic power ∝ u8

jet)191,193. Hoch and Hawkins 128 presented sound pressure levels
for two Rolls-Royce/Snecma Olympus 593 Concorde engines that were built with different
combustion chambers (cannular and annular). The cannular engine spectra had the higher
values of the two. As a result of this, and other concurrent experimental results101,109,
it was hypothesised that the measured excess noise was sourced upstream of the jet.
More specifically, that it was attributed to processes relating to unsteady combustion
and convecting temperature perturbations25.

Pickett 258 analysed temperature data at the first row of nozzle guide vanes on a Pratt
& Whitney JT3D engine. Using the temperature fluctuations as inputs to a compact
actuator disk theory model, they showed that their radiated power estimates were in
agreement with far-field pressure results. Shortly after, Cumpsty and Marble55,56 proposed
an indirect noise model and applied it to three different commercial engines; in particular,
two low-bypass turbofan engines (Rolls-Royce Spey 512, Pratt & Whitney JT8D-9) and
one turbojet engine with afterburners (Rolls-Royce/Snecma Olympus 593-3B). Their
results showed good agreement, leading them to claim there was circumstantial evidence
linking the measured excess noise to the temperature disturbances. Confirmation, however,
only arrived the following year through the work of Muthukrishnan et al. 242 who analysed
data from a Boeing 502-7D combustor. They used a multitude of frequency-based analysis
techniques (spectral, cross-spectral, correlation, and ordinary and partial coherence) to
extract information from pressure and temperature measurements made inside and outside
of the combustor. Cross-correlation had been used a few years prior by Mathews and
Peracchio 215 to compare pressure measurements inside and outside of an engine, helping
them deduce the peak frequency of core noise. However, in investigating the behaviour
of the combustor with and without a choked nozzle termination, Muthukrishnan et al. 242

managed to – for the first time – confirm that, in the case of the choked nozzle termination,
entropy noise was identifiable and significant. Specifically, the peak of the coherence
function between interior pressure and temperature measurements was observed around
100 Hz. The authors also speculated that the results indicated there were other noise
components present. This could be attributed to vortical (as suggested by the authors)
or compositional disturbances (as hypothesised by Rolland 278).
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Coherence methods have since been used at the NASA Glenn Research Center to
investigate combustion noise generated by a Honeywell TECH977 dual-spool turbofan
engine148,227–230. In one particular study, Miles 226 used a cross-spectrum phase-angle
method to separate direct and indirect noise contributions. Using interior and far-field
pressure measurements, a time delay of 3 ms was identified between direct and indirect
noise (attributed to the respective convective time delay). The former was found to
dominate the 200–400 Hz band, whereas the latter dominated in the 0–200 Hz band.

Motheau et al. 237 investigated a combustion instability identified experimentally in a
SAFRAN Group aero-engine combustor. An LES/Helmholtz solver hybrid numerical
methodology was employed, showing good agreement in terms of the instability frequency.
The model led the authors to postulate that the 350 Hz instability was caused by
temperature inhomogeneities convecting through the choked nozzle.

More recently, Tam et al. 316 analysed experimental data obtained from a Honeywell
RE220 Auxiliary Power Unit (APU). Using pressure measurements at various locations
inside and outside of the APU, an unusual technique was proposed to identify the spectral
region of indirect noise generation: a direct noise model by Tam 313 was fitted to the data,
and spectral peaks above the fit were identified as indirect noise. In particular, it was
speculatively concluded that indirect combustion noise is present between 2000–5000 Hz
– albeit the authors admit that further supporting evidence is needed.

Durán et al. 74 presented the Turboshaft Engine Exhaust Noise Identification (TEENI)
project with the goal of identifying noise sources in turboshaft engines. A Safran Helicopter
Engines (previously known as Turbomeca) engine was modified for the purpose of the
investigation. Using 36 internal pressure measurements and 9 thermocouples, direct noise
was identified via frequency content analysis. The spectral contents did not, however,
confidently demonstrate that indirect combustion noise was present.

Lastly, Tam and Parrish 314 analysed the measured noise data from Pratt & Whitney
F119 (F-22A Raptor) engine tests. A low-frequency, low-level unidentifiable noise
component was highlighted at frequencies above 200 Hz, at direction angles ranging
between 110–130◦. Numerical simulations were employed to support the hypothesis that
indirect noise was the unknown noise source. However, since temperature measurement
were not made, this could not be confirmed.

2.3.2 Lab-scale combustors

Experimental campaigns using realistic engines are expensive to run, and separating
direct and indirect noise contributions has proven to be a complex endeavour as the
two sources are extremely correlated. Additionally, there is little to no optical access
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for laser diagnostics tools and the harsh environment can prove to be too much for the
time-resolved, clean measurement of mean flow and fluctuating properties. As a result,
other experimental studies have focused on employing lab-scale combustors to investigate
indirect noise and its influence in systems’ thermoacoustics.

Schemel et al. 290 and Bake et al.14,15 designed a 40 kW axisymmetrical combustor
terminated by a convergent-divergent nozzle. Pressure measurements were made upstream
and downstream of the nozzle, and thermocouple measurements were made upstream
of the nozzle and in the throat. Separation of direct and indirect noise sources was not
presented. Still, the phase between the microphones and thermocouple signals provided
evidence for generation of indirect noise. Particular emphasis was given to indirect noise
generated at higher frequencies (1–3.5 kHz). However, this goes against the conclusions
of Giusti et al. 105 , Wassmer et al.333–335, and Hajialigol and Mazaheri 112 who showed
that dissipation of entropic perturbations is more significant at higher frequencies.

Rausch et al. 272 also confirmed the presence of indirect noise in their setup. They
used Rayleigh scattering to demonstrate that density fluctuations at 170 Hz generated
by a small-scale combustor flame were present at the nozzle entry. In fact, the Rayleigh
and pressure measurements were shown to be correlated, evidencing the generation of
entropic noise. Similarly, Wassmer et al. 335 measured temperature fluctuations generated
by periodically-forced fuel injection in a lean, premixed, atmospheric combustion rig at
the Technical University of Berlin (TU Berlin). Entropic waves up to 50 Hz survived
the convection process through the system, particularly at lower forcing frequencies and
larger bulk flow rates. This is in agreement with the conclusions of Xia et al. 347 .

Other works seem to validate the idea that indirect noise is a key player in lab-
scale combustor dynamics. For instance, Hield and Brear 121 demonstrated that flame-
generated entropic disturbances interacting with a choked nozzle affected the acoustics
of their system. In particular, the presence of entropic noise changed the operating
condition from stable to unstable. A few years later, Hochgreb et al. 129 reached the same
conclusion after analysing experimental results obtained in the Cambridge Intermediate
Pressure Combustion Facility (CIPCF). They hypothesised that a self-excitation present
in their system was caused by entropic waves. This conclusion was supported by
numerical simulations that indicated the results were consistent with the convective time
of an entropic wave that is accelerated through a choked nozzle outlet. Bonciolini and
Noiray26,27 presented a sequential burner configuration developed at ETH Zürich which
reaffirmed that entropic waves had a strong influence in the combustion dynamics. Also in
a sequential burner, Weilenmann et al.340 demonstrated the link between equivalence ratio
fluctuations and the triggering of thermoacoustic instabilities. Wang et al. 331 investigated
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the generation of entropic waves in a premixed flame setup with acoustic forcing using a
combination of PIV, infrared imaging, and Tunable Diode Laser Absorption Spectroscopy
(TDLAS). It was shown that the acoustic field has a strong influence on the generation of
entropic waves. In particular, their amplitude increased with larger acoustic forcing levels
and lower forcing frequencies. More recently, Weilenmann et al. 338 presented OH-LIF
measurements of entropic waves in a premixed turbulent combustor with acoustic forcing.
Equivalence ratio fluctuations due to acoustic velocity forcing were identified to be the
primary source of entropic waves. The entropic wave amplitude was found to heavily
depend on the burner used, and the matrix-type burner was shown to be more prone to
low-frequency instabilities than the swirl flame burner.

Eckstein et al. 78 reached a different verdict using a model RQL combustor fitted with
either a nozzle or a resonance tube. Measurements obtained using OH* chemiluminescence
and PIV demonstrated that the entropic waves were significantly dissipated and were,
therefore, too weak to contribute to the self-excited instabilities. This was not a lone
result. As part of the European project ‘Research on Core Noise Reduction’ (RECORD),
a high pressure combustion test bench (CESAM-HP) was developed at the EM2C
laboratory143,217. The combustion chamber was terminated by a convergent-divergent
nozzle optimised to maximise indirect noise generation103. Pressure, thermocouple,
and optical diagnostic techniques were used in tandem with high-fidelity numerical
simulations169. Although a quantity representing the ratio of direct and indirect noise
was defined and presented, no definitive quantitative measurements were made for each
noise source. Moreover, an instability was identified in the pressure measurements.
However, it was shown to be related to the feeding lines, combustion chamber, and
pre-mixer geometries, and, therefore, was likely not associated to indirect noise216. Tao
et al. 319 attempted to shed a light on the indirect noise generated by the CESAM-HP by
using numerical simulations as inputs to an analytical indirect noise model.

Lastly, Bluemner et al. 23 measured compositional inhomogeneities in an acoustically
forced swirl burner using PIV and Wavelength Modulation Spectroscopy (WMS). They
demonstrated that 1D mixing models wrongly predict streamwise compositional wave
transport as a result of neglecting velocity field perturbations, which has important
implications to the development of accurate thermoacoustic models. Using a similar
setup, Kather et al. 165 identified the need for models to consider 2D, non-local mixing.

Based on the literature survey presented, it is clear that the survivability of entropic
and compositional perturbations is highly dependent on geometry, heat transfer, mixing
properties, and test conditions. Separation of direct and indirect noise contributions in
combustion systems is still an unresolved issue in the field68.
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2.3.3 Model setups

In order to validate analytical models for entropic and compositional noise, model
experiments have been designed to synthetically generate and quantify direct and indirect
noise. These are non-reacting experiments which are used to emulate the fundamental
physics of combustion acoustics processes, providing a more clearly discernible scientific
output and facilitating the understanding of this complex problem.

All of the model experiments found in literature are described in this section. In
particular, their experimental setups, methodologies, and results are detailed. The
respective entropic amplitudes generated are compared (inspired by Rolland 278) and
summarised in Table 2.2. These were computed using the definitions found in Table 2.1:

Gas injection: ξ = ṁi

¯̇m , σ =
(

si − s̄

c̄p

)
ξ. (48a-b)

Heat addition: ξ = 0, σ ≃ T ′

T̄
. (49a-b)

Caltech

Zukoski and Auerbach 359 first attempted to develop a synthetic indirect noise experiment
at the California Institute of Technology (Caltech). In 1976, they developed a wind-
tunnel experiment using a mean flow of nitrogen which was perturbed by a nichrome
wire heater and accelerated through a supersonic nozzle. The heater’s duty cycle and
frequency varied from 20% to 100% and from 200 Hz to 1200 Hz, respectively. Pressure
measurements were made upstream and downstream of the nozzle, as well as inside the
nozzle. Temperature perturbations on the order of 0.01–1% of the mean temperature
(σmax ≈ 1.0 × 10−2) were generated. Concurrently, Bohn 25 (also at Caltech) developed a
setup to test the response of a nozzle to one-dimensional and two-dimensional temperature
perturbations. A mean flow of nitrogen was perturbed with temperature perturbations of
about 0.3 K (σmax ≈ 0.1 × 10−2) at 250 Hz and 400 Hz. Subsonic and supersonic nozzle
flows were investigated with pressure measurements made upstream and downstream of
the nozzle.

Although ingeniously designed, the experimental campaigns of both Zukoski and
Auerbach 359 and Bohn 25 were circumscribed by the technology at the time: only very
weak entropic spots were produced due to the wires’ thermal inertia, and data acquisition
and processing limitations meant that results could not be interpreted at a high enough
time resolution to allow for the extraction of conclusive information.
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DLR
Three decades later, Bake et al. 16 developed the Entropy Wave Generator (EWG) at the
German Aerospace Center (DLR). The EWG consisted of a pressurised flow duct with an
electric heater which produced 100 ms long entropic wave pulses at 1 Hz. Temperature
fluctuations on the order of 10 K (σmax ≈ 3.4 × 10−2) were accelerated through a subsonic
or supersonic nozzle. The resulting acoustic pressure signal was measured downstream of
the nozzle by microphones; no upstream pressure measurements were made13,16. The
EWG experiments generated significant interest within the thermoacoustics community,
leading to a series of analytical and numerical projects aiming to clear up some of the
unanswered questions brought about by their results18,75,102,137,182,184,201,233,238,239,330.

Modelling efforts were hampered by uncertainties in the acoustic boundary conditions.
In all simulations of the EWG cases, an adjustment of the inlet and outlet reflection
coefficients was required to improve the agreement with experimental data. In particular,
the outlet was not as anechoic as initially thought. Further complications may have been
caused by the microphones which have a transfer function that does not seem to have
been accounted for62. As of today, it’s still unclear how much direct and indirect noise
was generated in these experiments.

A year later, the Vorticity Wave Generator (VWG) was developed at DLR to study the
vorticity-sound mechanism167. Swirling flow was produced by injecting air at an angle, and
accelerated through a convergent-divergent nozzle. The level of vorticity was monitored
using Particle Image Velocimetry (PIV). A quadratic relationship was found between
the downstream sound pressure and the injected mass flow rate – this was attributed to
vorticity noise168,329. However, more recent work contradicts this conclusion126.

Following the EWG and VWG, DLR developed the Hot Acoustic Test (HAT) rig as
part of the European RECORD project171. Cold air was injected into a mean flow of
heated air at a frequency of 2 Hz and accelerated through a convergent-divergent nozzle.
The HAT rig produced a maximum temperature difference of −20 K for a mean flow
at 773 K (σmax ≈ −2.6 × 10−2)174. The results showed a linear dependence of peak
entropic noise with temperature difference for the choked nozzle condition. Additionally,
it was demonstrated that larger injection flow rates would produce more indirect noise
for the same temperature difference, although no conclusive reasoning was provided for
this result175. Pressure measurements for subsonic nozzle flows were not presented as the
authors claim that the indirect noise produced was not significant at those conditions.
The HAT rig was later investigated analytically and numerically by Huet 142 .

The DLR experiments sparked a newfound interest in this research topic. As a result,
other model experiments sprouted worldwide aiming to quantify direct and indirect noise.
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Paris

Tao et al. 320 developed the Temperature and Acoustic Fluctuations Generator (TAFG)
at the Université Paris-Saclay. The TAFG was a modular setup consisting of a duct
terminated by a converging nozzle. It was designed to generate temperature fluctuations
up to 10 K (σmax ≈ 3.4 × 10−2) at frequencies from 10 Hz to 100 Hz. Pressure and
temperature measurements were made upstream of the nozzle by use of microphones and
a two-thermocouple sensor. In their setup, the injection was driven by a loudspeaker such
that forced acoustic and entropic waves were generated at the same time and frequency.
Two different nozzle throat diameters were studied, and the authors demonstrate that
the smaller diameter throat produced the largest entropic noise. Acoustic-acoustic and
entropic-acoustic reflection coefficients were computed using an analytical method. The
former was in good agreement with the theory of Marble and Candel 213 . The latter, on
the other hand, was significantly limited by the low signal-to-noise ratio and entropic
noise produced.

Oxford

Ron 282 investigated the mixing of cold streams injected into a hot mixture in the Oxford
Turbine Research Facility (OTRF). Oxford University’s OTRF is a short-duration wind
tunnel with a high-pressure research turbine terminated by annular NGVs. The authors
presented the Fourier transforms of time-resolved pressure measurements and spatially
resolved temperature measurements made upstream of the throat. Simulation results
(using 3D URANS and LES) of pressure spectra upstream of the throat were compared
with experimental values. A spatially resolved temperature profile was presented showing
a temperature difference of 250 K for a maximum mean flow temperature of 560 K
(σmax ≈ 45.5 × 10−2). Ron and Chana 283 suggest that entropic noise had a 10 dB
contribution in the 10–2000 Hz frequency range. However, time-series comparisons
between experiments and numerical results were not presented.

Iran

At the Iran University of Science and Technology, Hosseinalipour et al. 133 performed
an experimental investigation on the evolution of convected entropic waves in their own
Entropy Wave Generator (EWG). Their EWG consists of a circular duct with varying
mean flow Reynolds numbers and perturbation frequencies terminated by an open end.
The maximum perturbation measured at the outlet of the duct was 7% of the mean flow
temperature (σmax ≈ 7.0 × 10−2). Entropic wave decay was found to be dependent on the
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convective wavelength. In particular, the larger the wavelength, the higher the likelihood
of survival before reaching the outlet. Furthermore, the one-dimensionality assumption
was shown to be acceptable for adiabatic channel flows. There was no measurement of
acoustic fluctuations.

In a following study, Hosseinalipour et al. 134 presented pressure measurements for the
EWG terminated with two different nozzles. In particular, pressure perturbations were
measured upstream of and inside the nozzles for a maximum temperature difference of
approximately 39% of the mean flow temperature (σmax ≈ 39.0 × 10−2). Results similar
to De Domenico et al. 62 were presented, but they were not compared to analytical or
numerical models.

Milan

As part of the European RECORD project – funded by the 7th Framework Programme
(FP7) of the European Commission – a single-stage high pressure turbine stage was
developed at the Politecnico di Milano. The test rig could operate at subsonic and
transonic conditions, with mean pressures ranging from 1.4–1.9 bar. Of particular
interest was the interaction of acoustic, vortical, and entropic waves with the turbine.
The rig could operate in an Entropy Wave Generator (EWG) or Vorticity Generator
(VWG) mode. The resulting pressure fluctuations were measured by 100 microphones
upstream and downstream of the accelerating region. The temperature field was measured
by thermocouples at the inlet and exit of the turbine. Entropic waves were generated via
the injection of hot and cold air at frequencies between 10–100 Hz using a combination
of a two-way rotary valve and an electric heater.

Initial characterisation tests by Gaetani et al. 99 demonstrated that, in the im-
mersed configuration, the injection system could produce entropic perturbations of 5.5%
(σmax ≈ 5.5 × 10−2) and 3.5% (σmax ≈ 3.5 × 10−2) of the mean temperature for 10 Hz
and 100 Hz injection frequencies, respectively. No pressure measurements were detailed
for indirect noise.

Soon after, Bake et al. 12 and Knobloch et al.172,173 measured the reflection and
transmission properties of the high pressure turbine stage due to acoustic, entropic, and
vortical perturbations generated at 30 Hz and 90 Hz. The turbine stage was operated
at subsonic (1.4 bar) and transonic (1.9 bar) conditions, with a maximum temperature
fluctuation of 34 K (σmax ≈ 10.0 × 10−2). Direct noise was found to be heavily attenuated
by the turbine blades and the downstream entropic noise was found to linearly scale with
the square of the temperature fluctuations.



2.3 Experimental investigations on indirect noise 37

There was also interest in characterising the evolution and attenuation of the entropic
waves as they convect through the turbine, generating a number of both experimen-
tal95,96,255 and numerical22,97,98 studies.

Zürich

Weilenmann et al.341,342 presented a non-reacting experimental setup, consisting of a
rectangular cross-section wind tunnel developed at ETH Zürich. A siren was used
to generate pulsed hot jets which were cross-flow injected into a colder mean flow at
315 K342. The setup was run at a steady flow rate of 150 g s−1, resulting in a mean
pressure of 1.3 bar. The siren forcing frequencies were varied from 240 Hz to 900 Hz.
Using Background-Oriented Schlieren (BOS) and PIV measurements, the maximum jet
temperature was estimated to be 519 K (σmax ≈ 64.6 × 10−2). With the support of LES
simulations, the authors demonstrate that shear dispersion models based solely on mean
velocity profiles underestimate the decay for their setup. Pressure measurements were
not made.

More recently, Weilenmann and Noiray 339 adapted the previous setup by adding a
convergent-divergent nozzle and an exhaust designed to be anechoic for frequencies above
500 Hz. Using the same siren injection system, they produced entropic perturbations
at frequencies ranging from 60 Hz to 180 Hz. Experiments were run at high mass flow
rates (up to 200 g s−1) leading to a 3 bar mean pressure upstream of the nozzle. Using
the BOS thermometry/PIV system presented in Weilenmann et al. 342 , a maximum
temperature difference of 45 K was measured relative to the colder mean flow at 315 K
(σmax ≈ 14.2 × 10−2). Upstream pressure measurements were made for choked nozzle
conditions. Using the methodology of Tao et al. 320 , they extracted reflection coefficients
for a convergent-divergent nozzle and compared their results to a one-dimensional model.

Cambridge

A model setup similar to the DLR EWG was developed at Cambridge University, termed
Cambridge Wave Generator (CWG)60,278. The CWG was employed to experimentally
study entropic and compositional noise in the infrasound range (i.e. frequencies on the
order of <1 Hz). It consisted of a duct fitted with different nozzle and orifice terminations.
Studies used pulsed heat and compositional perturbations.

Using the CWG, De Domenico et al. 62 was able to, for the first time, separate
direct and indirect noise contributions generated upstream of an orifice plate due to
temperature (entropic) perturbations at subsonic and sonic flow conditions. This was
accomplished via time-separation as allowed by the convective time of the entropic wave
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in the long CWG configuration. A short CWG configuration was also presented, however,
individual contributions for this geometry were not able to be time-separated due to the
reduced convective time. A maximum temperature fluctuation of approximately 20 K
(σmax ≈ 6.8 × 10−2) was measured at the outlet of the short configuration. Following this,
Rolland et al. 280 considered the effect of acoustic reverberation on direct and indirect
entropic noise for the experiments of De Domenico et al. 62 . This work highlighted the
importance of appropriate characterisation of acoustic boundaries, while also emphasising
the need for the derivation of transfer functions for non-isentropic boundaries. Shortly
after, De Domenico et al. 63 presented the transfer functions for outlets with different
levels of isentropicity. By measuring the pressure upstream and downstream of different
converging and diverging geometries, they demonstrated that non-isentropic effects
significantly affect the acoustic response of accelerating regions of flow. For this study, the
maximum measured temperature at the outlet was 8 K (σmax ≈ 2.7 × 10−2). Rolland 278

extended this model to compositional wave impingement.
Rolland et al. 277 demonstrated, for the first time, the generation of direct and indirect

noise due to the acceleration of compositional inhomogeneities through a choked nozzle.
A maximum injection mass fraction ξ = 0.023 of helium was injected into a mean flow of
air (σmax ≈ 55.9 × 10−2). Pressure measurements were made upstream of the nozzle and
the extracted indirect noise was compared to compact one-dimensional isentropic nozzle
theory showing good agreement. Soon after, De Domenico et al. 64 extended the work to
subsonic flows. By dereverberating (i.e. removing effects of reverberation) the upstream
and downstream pressure traces, the indirect noise wave amplitudes were extracted for
the injection of argon, helium, methane, and carbon dioxide. Assuming a non-dispersed
compositional wave, indirect noise transfer functions were estimated and compared to the
one-dimensional nozzle transfer functions. The maximum entropic wave was generated
by the injection of carbon dioxide where ξ = 0.20 (σmax ≈ −132.0 × 10−2).

At the same time, time-resolved temperature and compositional measurements were
made in the CWG terminated by an open end using Laser-Induced Thermal Grating
Spectroscopy (LITGS)65. In particular, the convection of argon, carbon dioxide, helium,
and temperature disturbances was studied for the validation of the diagnostics technique.
Pressure measurements were not made. A maximum mass fraction ξ = 0.69 of carbon
dioxide was measured in the mean flow of air producing the largest entropic perturbation
out of three gases studied (σmax ≈ −458.7 × 10−2). Numerical simulations by Rodrigues
et al. 276 provided data for comparison with experimental temperature and compositional
measurements made by De Domenico et al.62,65 (see §3).
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Summary

The model experiments are summarised in Table 2.2. Worth highlighting are the
magnitudes of the entropic waves generated, the method used to quantify the indirect
noise source, the nozzle flows conditions, and whether pressure fluctuations were measured.

Table 2.2 Summary of model experiments in literature presented in chronological or-
der. From left to right: first author, year of publication, unsteady synthetic source
type (temperature T ′, vorticity Ω′, composition Y ′), approximate maximum absolute
entropic wave amplitude σmax, source identification method used (TC: thermocouple
sensor; PIV: Particle Image Velocimetry; LITGS: Laser-Induced Thermal Grating
Spectroscopy; BOS: Background-Oriented Schlieren; APs: aerodynamic probes, in-
cluding pneumatic probes, five-hole probes, aerodynamic pressure probes, and total
pressure probes; Sp. Raman: spontaneous Raman spectroscopy), nozzle flow condi-
tion M̄ (subsonic/choked/supersonic), and measurement of pressure fluctuations p′

(upstream/downstream of acceleration region).

First author Year
Synthetic source Nozzle flow Pressure

Type σmax Method M̄ p′

[×10−2] < 1 = 1 > 1 US DS

Zukoski359 1976 T ′ 1.0 TC – • • • •
Bohn 25 1976 T ′ 0.1 TC • • • • •
Bake14 2009 T ′ 3.3 TC • • • – •
Kings168 2010 Ω′ – PIV – • – – •
Gaetani99 2015 T ′ 5.5 TC • – – – –
Knobloch175 2015 T ′ −2.6 TC – • – – •
De Domenico62 2017 T ′ 6.8 TC • • – • –
Tao320 2017 T ′ 3.4 TC • – – • –
Knobloch173 2017 T ′/Ω′ 10.0 TC/APs • • – • •
Ron283 2017 T ′ 46.0 TC • • • • –
Rolland277 2018 Y ′ 56.0 – – • – • –
De Domenico63 2019 T ′ 2.7 TC • • – • •
De Domenico65 2019 T ′/Y ′ −460.0 TC/LITGS • – – – –
Hosseinalipour133 2020 T ′ 7.0 TC • – – – –
Weilenmann342 2020 T ′ 65.0 BOS/PIV • – – – –
Hosseinalipour134 2020 T ′ 39.0 TC • – – • –
De Domenico64 2021 Y ′ −130.0 – • • – • •
Weilenmann339 2021 T ′ 14.0 BOS/PIV – • – • –

Present work (§5) 2021 Y ′ 120.0 Sp. Raman • • – • •
Present work (§6) 2021 Y ′ 130.0 Sp. Raman • • – • •



40 State of the art

2.4 Summary

Combustion noise is a complex problem underlined by the intricate coupling of many
different physical phenomena including, but not limited to, flame dynamics, linear
and non-linear acoustics, heat transfer, turbulent mixing, and multi-species diffusion.
There is little agreement on the general importance of indirect noise relative to direct
noise68. Measurements suggest that relative contributions may depend on geometry,
operating conditions, frequency, and boundary conditions316. Indeed, it is crucial that
these variables are well characterised when running experimental campaigns designed to
study indirect noise68. Additionally, the processes governing the decay of perturbations
in combustion chambers remain unclear68. There is little quantitative data describing
entropic and compositional wave transport, diffusion, and decay. This affects the accuracy
of analytical and numerical tools. As a result, Dowling and Mahmoudi 68 suggested that
these should be further explored.

Ideally this would all be done in a reacting system. However, there is an inherent
difficulty in separating contributions under the extreme operating conditions of a real
combustor. As a result, model experiments have been designed to simplify the problem
of combustion noise to its fundamental principles.



Chapter 3

Numerical simulations:
generation, mixing & convection of
flow inhomogeneities

Numerical simulations are undertaken using the URANS formulation to model the
generation, mixing, and convection of unsteady, synthetic entropic and compo-

sitional waves in an open-ended flow duct in the transitional and turbulent regimes
(2500 < Re < 8100). The flow is perturbed by either heat addition or cross-flow
(i.e. transverse) injection of an inert gas that is heavier (argon) or lighter (helium) than
air. The computed temperature and mass fraction fields are compared to experimental
results obtained using both intrusive and non-intrusive techniques at multiple axial
locations along the centreline of the duct1.

1A version of the work presented in this chapter has been published in: Rodrigues, J., Busseti, A.,
Hochgreb, S. (2020) ‘Numerical investigation on the generation, mixing and convection of entropic and
compositional waves in a flow duct’, Journal of Sound and Vibration, 472, 115155276.
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3.1 Motivation and objectives

Experimental studies using the CWG (as described in §2.3) concluded that there is a
measurable acoustic response of nozzles to entropic and compositional perturbations,
producing indirect noise of the same order of magnitude as the associated direct noise.
One dimensional simulations277,280 showed that at the low frequencies used in these
studies, the response is well captured by the models provided that the time history of the
sources is well captured (typically via experiments), and the acoustic boundary conditions
are well determined. The next step in producing full-scale simulations of systems is to
confirm that models for calculating the history of axial disturbances through gas turbines
or representative ducts are capable of capturing the behaviour of these convective waves.

The convection and acceleration of entropic and compositional spots has been the topic
of several simulation studies. Ron and Chana 283 investigated the mixing of hot and cold
streams in the Oxford Turbine Research Facility (OTRF), including time-resolved pressure
measurements and spatially resolved temperature measurements. Numerical simulations
results were obtained using 3D URANS and LES. The pressure spectra upstream of the
throat was compared with experimental values. Measured and predicted noise results were
of the same order of magnitude, but failed to predict the expected additional peaks due to
entropic fluctuations. No time domain comparison was presented. Giusti et al. 104 studied
the evolution of compositional and entropic fluctuations in a realistic RQL geometry using
high-fidelity LES. For the geometry and conditions studied, entropic noise was found
to exceed compositional noise. No comparison with experimental data was presented.
Shao et al. 295 investigated the relative contributions of direct and indirect noise using
a hybrid LES/linearised Euler method for a realistic gas turbine geometry operating
near lean blow-out during cruise conditions. Both compositional and entropic noise were
greater than direct noise. Moreover, compositional inhomogeneities were found to be
greater contributors than the entropic. However, owing to a phase shift between them,
they interfered destructively. Other numerical work has investigated the contributions of
entropic and compositional inhomogeneities to flows in nozzles80,207,290,293 as well as in
nozzle guide vane, turbine blade row, and stator geometries22,36,80,83,140,181,251,264,332.

The DLR EWG model experiments generated significant interest in the field leading
to numerous numerical investigations. These generally employed either compressible
Unsteady Reynolds-Averaged Navier–Stokes (URANS) with a rotationally symmetric
geometry201,238,239 or Large Eddy Simulation (LES) using 2D axisymmetric and/or fully
3D geometries18,75,182,184,233. Models for heat addition varied from a simple volumetric
energy source term (i.e. block heat deposition into a single volume), to more complex
approaches, such as time-delayed activation (capturing the heat addition from each wire).
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When employing the single deposition model, a lack of consistency is found in terms of
the length of the heating volume used in the numerical models; to model the same DLR
EWG experiment, the different length values implemented were 30 mm182,183, 32 mm238,
40 mm18,233, 48 mm239 and 60 mm75. It is unknown whether this had any effect on the
results. The amount of energy added was adjusted to match experimental measurements
of temperature and pressure fluctuations. No experimental validation of the dispersion of
the convecting entropic wave was presented since the temperature signal for the entropic
spot was measured at only one location downstream of the heating grid.

Other work has specifically focused on the effects of convection (without acoustics)
on the entropic waves using high-fidelity simulations. Original work by Sattelmayer 289

hypothesised that temperature fluctuations would decay by shear dispersion and turbulent
mixing. Indeed, the validity of the non-diffusive flow assumption for entropic wave
convection is still up in the air235. Entropic wave convection was studied using LES
by Morgans et al. 236 , Xia et al. 347 , Fattahi et al. 89 , and Giusti et al. 105, and DNS by
Christodoulou et al. 39 . Morgans et al. 236 suggested that the dispersion in a combustor
may not be significant and that entropic waves would, therefore, be a contributor to
acoustics in a combustor. In the same vein, Xia et al. 347 concluded that entropic transport
is governed by advection, claiming thermal diffusion is negligible, and that the wave
would reach the nozzle and generate indirect noise. Fattahi et al. 89 , on the other hand,
concluded that turbulent intensity and heat loss contribute significantly to the decay of
entropic waves. Giusti et al. 105 highlighted that entropic spots advect as a function of
the non-dimensional Strouhal number (termed ‘local Helmholtz number’ in their study),
demonstrating that the dispersion could simply be accounted for by the velocity profile
obtained from URANS simulations. Lastly, Christodoulou et al. 39 suggest that linear
perturbation theory is only accurate for (and should be limited to) entropic waves where
the perturbation temperature is less than 2% of the mean flow temperature.

In this chapter, gaseous species are transversely injected as an unsteady Jet in Cross
Flow (JICF); hence, prior work in this field is of interest. The fluid mechanics phenomena
due to JICFs has been exhaustively studied, both experimentally and numerically.
Experiments by Fric and Roshko 92 showed that four principal coherent vortical structures
are present in cross-flow injection: jet shear-layer vortices, counter-rotating vortex pair,
wake vortices, and a system of horseshoe vortices. The first attempt at studying the
unsteadiness of JICFs using three dimensional URANS was made by Hsu et al. 139 , where
the standard k-ε model with appropriate wall functions was used177. It was shown that
three of the features described by Fric and Roshko 92 , with the exception of the horseshoe
vortices, could be captured by URANS when a JICF is modelled under fully unsteady
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3D conditions. Innumerable studies have used numerical tools to understand mixing jets,
comparing results to experimental data100,158,323. Although the collective interaction of
small vortices make a very important contribution to the overall mixing process in JICFs,
URANS models are able to produce sensible results as long as an adequate turbulence
model is chosen and a sufficiently fine mesh is employed.

To the author’s best knowledge, there has not yet been a direct comparison of numerical
and experimental results for temperature perturbation measurements at multiple locations
in model setups. In this chapter, the URANS formulation is used to model the unsteady
scalar generation and transport in a transitional-to-turbulent flow duct (2500 < Re < 8100)
terminated by an open end. The flow is perturbed by either heat addition or cross-flow
(transverse) injection of an inert gas that is heavier (argon) or lighter (helium) than air.
Specific to the context of the CWG experiments are questions relating to the importance
of heat loss in the convection of the entropic waves in the case of heat addition. In the
case of compositional injection, the goal is to provide more clarity on the mixedness of the
compositional wave before reaching the outlet as well as how the mixedness is affected by
different injected momenta and densities. Comparisons of the numerical results for mass
fractions and temperature fluctuations due to compositional and thermal perturbations
are made with the experimental results presented by De Domenico et al.62,65. Unlike in
the DLR model experiments, measurements were made at various axial locations. Finally,
the two perturbation types are contrasted and the underlying assumptions made in their
respective numerical methodologies are assessed. No evaluation of sound generation is
presented.

This chapter is organised as follows. The geometric and measurement details relating
of the experiments are presented in §3.2. The numerical setup, grids, boundary conditions
and solvers used for the URANS studies are outlined in §3.3. The corresponding results
are shown in §3.4, where the numerical calculations are compared to experimental
measurements. Finally, the results for entropic and compositional perturbations are
contrasted in §3.4.3.

3.2 Experimental details

The CWG consists of a modular duct with a mean flow of air which can be perturbed
by two sources of inhomogeneities: temperature or composition. The methods for
temperature non-uniformity generation and the resulting measurements using fast probes
and diagnostics techniques are described in detail in the works of De Domenico et
al.62,65. Pulsed injection of different gases generate compositional non-uniformities,
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s

Air

Air

Ar / He / CO

Fig. 3.1 Experimental setup for the LITGS (top)65 and thermocouple (bottom)62 measure-
ments with (a) mass flow controller, (b) fast response solenoid valve and (c) heating grid.
The probe locations are identified for each experimental campaign ( ). All dimensions in
mm.

and the corresponding methods and results are described in the work of De Domenico
et al. 65 . Briefly, in all cases, the mean flow of air was delivered by a mass flow controller
connected to a 160 mm long hose (8 mm ID) into a duct (42.6 mm ID) of variable length.
The description below outlines the experimental setup, while measurement details and
uncertainties are available in the original work. A schematic of both setups is shown in
Fig. 3.1.

De Domenico et al. 62 generated temperature spots in a duct of 2.1 m length using
a pulsed electrical heating grid source placed 0.7 m and 1.4 m from the inlet and
outlet, respectively. For this study, the mass flow rate of air was varied from 1.54
to 4.93 g s−1, providing eight different test cases. Temperature fluctuations were measured
at three different locations along the centreline using K-type thermocouples. A hot-film
anemometer was used to correct for the long response time of the thermocouples. The
probe locations are shown in Fig. 3.1 (bottom).

More recently, De Domenico et al. 65 generated both temperature and compositional
spots using a shorter version of the CWG setup, as shown in Fig. 3.1 (top). The mean flow
of air was fixed at 1.57 g s−1. Temperature spots were generated using the same heating
grid setup developed by De Domenico et al. 62 . Compositional waves were generated
via the cross-flow (transverse) injection of a secondary gas (argon, carbon dioxide or
helium) using an actuated solenoid valve. The tube connecting the injection valve to the
main duct was 30 mm long (4.8 mm ID). Measurements of density, mass fraction, and
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temperature fluctuations due to the passage of the different perturbations were made at
five axial locations along the duct centreline using LITGS as shown in Fig. 3.1 (top).

In both experimental studies, and for both types of perturbation, the pulse frequency
was set to 1 Hz, with a pulse duration of tp = 200 ms. Once generated, the perturbations
convected and exited the duct, which was terminated by an open end.

Probe volume

Measurements of the local concentration and temperature were obtained by using
LITGS65. The technique involves using a gas phase tracer (in this case, biacetyl)
which absorbs the incident light wavelength (355 nm). Two coherent pulsed beams from
the same source are crossed at an angle θ to generate a grating of wavelength Λ over
a rhomboic region of length δz, width δx, and thickness δy as shown in Fig. 3.2. The
laser light is absorbed by the tracer, generating a small perturbation in density, along
with corresponding counter-propagating pressure pulses. The density can be determined
by a continuous wave (CW) laser with a different wavelength λl incident at an angle θl

corresponding to the Bragg condition30. The effective probed region corresponds to the
intersection of the probe volume Vp ≈ 0.5δxδyδz with the probe beam at the Bragg angle.

The outgoing signal from the CW laser beam is captured by a photomultiplier whose
frequency is proportional to the local speed of sound. The latter is a function of the
mass fraction of the perturbing species and can, therefore, be related to the measured
speed of sound. Probe volume dimensions can be estimated via:

δz =
2d sin

(
π
2 − θ

2

)
sin(θ) , δx =

2d cos
(

π
2 − θ

2

)
sin(θ) , (3.1a-b)

where d ≈ 1 mm is the beam diameter and the same as the probe volume thickness, δy.
From experiments, θ = 2.338◦ 65. Since d = δy ≈ 1 mm, we obtain δz ≈ 50 mm
(perpendicular to the flow direction as shown in Fig. 3.2) and δx ≈ 1 mm, for an
estimated probe volume region of approximately 25 mm3.

Fig. 3.2 Probe volume schematic.
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3.3 Numerical methodology

3.3.1 Governing equations

In the modelling of the generation of compositional and entropic waves, besides the mass
and momentum equations, two other governing equations are of particular interest. For
the compositional case, we solve the species equation formulated as follows:

ρ
DỸ

Dt
= ∇ ·

((
µl

Scl

+ µt

Sct

)
∇Ỹ

)
, (3.2)

where µ is the dynamic viscosity, and Sc is the Schmidt number. The source term
is neglected in the present study since there are no chemical reactions taking place.
The subscripts (·)l and (·)t refer to the laminar and turbulent components, respectively.
The Favre- and Reynolds-averaged terms are denoted by a tilde (̃·) and an overbar (·),
respectively.

For the heat addition test case, a volumetric source term Ṡq is incorporated into the
total energy equation to represent the power input by Joule heating:

ρ
Dẽt

Dt
= −∇ ·

(
p∗ũ

)
+ ∇ ·

(
γ
(
αl + αt

)
∇ẽ

)
+ Ṡq, (3.3)

where α is the thermal diffusivity and ẽt = ẽ + ẽk is the total specific energy, where ẽ is
the specific internal energy and ẽk = 1

2 |ũ|2 is the specific kinetic energy, with |ũ|2 = ũ · ũ.
Lastly, p∗ = p̄ + 2

3ρẽk is the modified mean pressure263.

3.3.2 General solver details

The open-source CFD software package OpenFOAM 4.1 is used to perform compressible
RANS simulations of the steady flow and the unsteady cross-flow (transverse) gas injection
or heat addition in the duct. The solver rhoSimpleFoam is used in both studies to obtain
a steady-state solution for the velocity field inside the duct. In all simulations the
maximum Courant number is limited to 0.35.

The cases for gas injection pulse and temperature pulse are described separately,
since the transient solvers, meshes and operating conditions are different. The transient
solvers are both 1st order accurate in time and 2nd order accurate in space, employing
the PIMPLE algorithm for the pressure-velocity coupling. More details on the solvers
used to obtain the unsteady solutions for the gas injection and heat addition cases are
described in §3.3.3 and §3.3.4, respectively.
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3.3.3 Gas injection

Numerical setup

A modified version of the OpenFOAM solver reactingFoam is employed to solve this
problem. The standard reactingFoam solver is commonly used in single-phase, multi-
species problems; its species transport equation assumes that the ratio between mass
diffusivity and momentum diffusivity is unity for both laminar and turbulent terms
(i.e. assumes the Schmidt numbers are equal to one, Scl = Sct = 1). The modified
version employed here removes this assumption by using Eq. (3.2) which allows for the
implementation of different laminar and turbulent Schmidt numbers, and, therefore,
diffusion coefficients depending on the gas simulated, as shown in Table 3.12. Although
Busseti 32 demonstrated that this change has a minimal effect on the results, it has been
employed here for completeness. The laminar values are based on the assumption of
binary diffusion coefficients and computed with respect to air according to the Chapman-
Enskog theory37. Turbulent numbers are assumed to be 0.7 as is done in commercial
software and to ensure the turbulent Lewis number is equal to one325. Buoyancy effects
are also accounted for via the incorporation of the respective gravitational terms in the
momentum and energy equations.

The present work deals with steady and unsteady simulations involving a variety of
Mach and Reynolds numbers. The main flow of air has a fixed flow rate of ¯̇m = 1.57 g s−1

(ū = 0.92 m s−1, M̄ = 0.003) falling under the transitional regime (Re = 2580), while
the secondary gases produce cross-flow jets with Reynolds numbers ranging from 790 to
8350 and Mach numbers ranging from 0.02 to 0.07 (for helium and argon, respectively)
as shown in Table 3.1. The k-ω SST model224 with wall functions is used to model the
turbulent fluctuations in the flow. Tkatchenko et al. 323 showed that the SST turbulence
model was the most accurate model for simulating this type of problem using URANS,
based on comparisons with LIF and LDA measurements. Since the temperature in the
domain is constant throughout the simulation, the dynamic viscosity µ and the Prandtl
number Pr are also constant and specified for each gas as inputs; these are outlined in
Table 3.1. The dynamic viscosity and Prandtl number for air are set to µ = 18.3 µPa s
and Pr = 0.7, respectively.

2The author kindly acknowledges the work of Andrea Busseti (visiting MSc student). Andrea worked
on the gas injection case. In particular, he was responsible for the meshing of the two grids (Fig. 3.3)
and the implementation of the first modification to the solver (i.e. accounting for laminar and turbulent
Schmidt numbers – Eq. (3.2)). Andrea ran the mean flow case as well as injection simulations (without
buoyancy effects) for a different experimental dataset. For more details, please refer to his Master’s
thesis32.
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Table 3.1 Estimated injected mass flow rate (ṁi), Reynolds number (Rei), Mach num-
ber (Mi), jet-to-crossflow momentum flux ratio (J), molecular weight (W ), density ratio
(ρi/ρ̄), entropic-compositional coupling term defined by Eq. (2.46) (∆s/c̄p), dynamic
viscosity (µ), and laminar and turbulent Schmidt numbers (Scl, Sct) for each gas at
T = 293 K108. The mean flow rate of air is ¯̇m = 1.57 g s−1 (ū = 0.92 m s−1, Re = 2580)
for all cases. For air, µ = 18.3 µPa s and Pr = 0.7.

Gas ṁi Rei Mi J W ρi/ρ̄ ∆s/c̄p µ Scl Sct

[g s−1] [-] [-] [-] [g mol−1] [-] [-] [µPa s] [-] [-]
Ar 0.692 8350 0.07 864 39.948 1.69 -2.98 22.3 0.812 0.7
He 0.058 790 0.02 60 4.003 0.17 24.33 19.6 0.220 0.7

Each simulation was run using 96 cores and required a maximum of 4.5 hours of wall
clock time to obtain statistics for 1 s of physical time.

Modelling of injection

The solenoid valve delivers a fast pulse tp = 200 ms with a response time of around 10 ms.
Given that direct measurements of the instantaneous mass flow rate are not available,
another method is required to estimate the perturbation amplitude. In this study, the
phase-averaged mass fraction measurements obtained via LITGS due to the passage of
30 injections is used to drive the numerical simulations. Specifically, the injected mass
flow rates are evaluated assuming full radial mixing at the most upstream location x1.
In that case, species conservation for injected species i yields:

ṁi = Yimax(x1)
1 − Yimax(x1)

¯̇m, (3.4)

where Yimax is the maximum mass fraction measured in time at x1. The estimated injected
flow rates for each gas are shown in Table 3.1.

Grid and geometry

For the gas injection cases, the full domain is discretised using a structured multi-block
mesh, employing 1.6 million cells, as shown in Fig. 3.3. Symmetry boundary conditions are
applied at the jet centre plane allowing for reduced computational costs. The structures
generated by a jet in crossflow are three-dimensional92, therefore the planar symmetry
condition employed is an approximation. Since the focus of this work is the convection
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Fig. 3.3 Meshes for the full (top) and reduced (bottom) configurations used in the gas
injection cases (x–y midplane). Planar symmetry is assumed. Figures scaled axially by a
factor of 0.33. Dimensions in mm.

and dispersion of the compositional wave once it has been injected, the reduced accuracy
of the injection process is accepted.

Before applying the unsteady injection, a test case is run with the full geometry
for the steady undisturbed flow with a fixed inlet mass flow rate for all injection cases
( ¯̇m = 1.57 g s−1). The velocity profile 0.1 m upstream of the injection location is observed
to be fully developed, therefore, a reduced geometry is used starting at the stated location,
where the inlet condition imposed for velocity corresponds to the velocity profile measured
in the original steady-state calculation. Figure 3.3 shows the final grid used for the
unsteady injection. This mesh has a total of 712,000 cells and is designed using an
O-grid with 423 cells in the axial direction, 56 cells in the radial direction, and 148 cells
in the azimuthal direction, ensuring a circumferential resolution smaller than 2.5◦. A
mesh sensitivity study was undertaken to ensure that the wave characteristic times and
amplitudes were independent of the mesh.

Boundary conditions

Zero pressure gradient and no-slip velocity boundary conditions are imposed at the
wall. A zero gradient pressure condition is imposed at the inlet and a mean atmospheric
pressure condition is specified at the outlet. The wall is assumed to be isothermal since
the injected gases were at the same temperature as the mean flow (TW = 293 K).
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3.3.4 Heat addition

Numerical setup

The sonicFoam solver is a transient pressure-based solver used to model laminar or
turbulent flows of a compressible gas. It is used for this problem because no other gas
species needs to be modelled and to prepare grounds for measuring pressure fluctuations
at transonic flow rates. The standard solver is modified to allow for the addition of a
volumetric heat source term with adaptable profile and power input as shown in Eq. (3.3).
Since the temperature in the domain changes throughout the simulation, the dynamic
viscosity µ is computed using Sutherland’s law. The k-ε turbulence model with wall
functions is employed for all test cases presented177 with a turbulent Prandtl number of
Prt = 0.7 for air209,220.

Each simulation was run using 4 cores and required a maximum of 2.5 hours of wall
clock time to obtain statistics for 2 s of physical time.

Modelling of source term Ṡq

The source term Ṡq in Eq. (3.3) represents the heat transfer per unit volume arising from
the heating grid. This is determined by estimating the total effective power delivered
during the unsteady heating interval based on temperature measurements. This is
analogous to the block deposition model referenced in §3.1, in which all the energy is
assumed to be transferred into a single region18,75,182,233,238. The heat power convected into
the air Q̇c and volumetric source term Ṡq can be described by a semi-empirical formulation
derived from fitting to the average of an ensemble of experimental measurements:

Q̇c =



a2bQ̇0

(
1 − e− t

τw

)
, for t ≤ tt

bQ̇0

(
1 − e− t

τw

)
, for tt < t ≤ tp

hAw

(
(Twmax − T̄ )e− (t−tp)

τw

)
, for t > tp

(3.5)

Ṡq = Q̇c

V
, (3.6)

where Q̇0 is the steady-state power input, Tw is the wire temperature (assumed to be
uniform), T̄ is the mean flow temperature (assumed to be 293 K), h is the convective
heat transfer coefficient for flow over a cylinder20 (calculated from the Nusselt number
and gas properties using Hilpert correlations124), Aw is the cross sectional area of each
wire (computed from the wire thickness, assumed to be 56 µm), τw = ρwdwcp,w/4h is
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Fig. 3.4 (a) Current delivered to grid driving system ( ); (b) modelled power input ( )
and convected power ( ) for case 8 (ū = 2.56 m s−1). Heat addition from t = 0 to 0.2 s.

the time constant (assuming the properties are independent of temperature), tp is the
unsteady heating duration (set to 200 ms) and tt is the transient current surge duration
(measured experimentally to be approximately 15 ms). This is shown in Fig. 3.4a. The
additional power supplied to the air during the transient period tt, can be modelled by a
transient multiplier factor a applied to the steady state current ī. This factor appears
in Fig. 3.4b as a2 since Q̇ ∝ i2 and was optimised to match the direct noise produced
in the experiments (not shown here). For all computations, a was set to 1.50. A bulk
multiplier factor for the total power b was then included to account for the loss of overall
power to the copper metal holder during the pulse duration. Experimental temperature
measurements at probe location xG (0.04 m downstream of the heating grid) are used
to validate the modelling coefficients for each bulk flow velocity. Mühlbauer et al. 239

also studied the effect of the energy supplied on the measured temperature and pressure
fluctuations. Eight test cases are selected to study the effect of the mean flow rate on
the convection of the entropic waves. Table 3.2 summarises the values for each test case.

The volume of the modelled computational heating grid V is approximated as the
product of the duct area and the heating module length (assumed to be 10 mm).

Grid and geometry

The geometry modelled in the simulations is shown in Fig. 3.5. The full grid consists of a
rotationally symmetric grid represented by a segment of 2.5◦ and radius 21.3 mm which
models a duct of 42.6 mm ID and 2.1 m length. This simplification was also employed
by Mühlbauer et al. 238 and Leyko et al. 182 , albeit using a 10◦ slice as it did not show a
decrease in the accuracy of the results obtained from the simulations. The mesh shown
in Fig. 3.5 has 26,350 cells and is divided into three blocks (pre-heating grid, heating
grid, and post-heating grid), each with varying numbers of cells in the axial direction
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Table 3.2 Summary of test cases: bulk flow velocity ū, Reynolds number Re, bulk
power factor b, maximum heat transferred to air Q̇cmax , and time constant τw. Transient
factor a = 1.50 for all cases.

Case ū Re b Q̇cmax τw

[m s−1] [-] [-] [W] [ms]
1 0.88 2510 0.1250 52.9 61.9
2 1.12 3220 0.1259 53.8 57.2
3 1.24 3580 0.1263 54.2 55.9
4 1.49 4350 0.1272 54.9 50.9
5 1.75 5160 0.1281 55.7 47.7
6 1.98 5960 0.1290 56.2 52.0
7 2.27 6930 0.1300 56.8 42.6
8 2.56 8060 0.1310 57.4 40.3

(120, 7 and 400 cells, respectively). There are 50 cells in the radial direction (with a 50%
expansion ratio) and one cell in the azimuthal plane (due to the axisymmetry assumption).
The mesh was refined near the heating grid to capture the steep temperature gradients.
A mesh sensitivity study was undertaken to ensure that the wave characteristic times
and amplitudes were independent of the mesh.

Fig. 3.5 Numerical schematic (top) and mesh (bottom) used in the heat addition cases
(x–y midplane). Rotational symmetry is assumed – shown is the modelled 2.5° segment
(z–y plane). Heating grid modelled as volume with length of 10 mm. Dimensions in mm.

Boundary conditions

A uniform velocity profile is used for the inlet flow and zero pressure gradient and no-slip
velocity boundary conditions are imposed at the wall. A zero gradient pressure condition
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is imposed at the inlet and a mean atmospheric pressure is enforced at the outlet. The
wall is assumed to be isothermal (TW = 293 K).

To assess the influence of heat loss on the convection of an entropic wave, a one-
dimensional linearised conduction and convection boundary condition is derived. The
temperature boundary condition is determined by assuming radial conduction across the
thin duct thickness, whilst axial conduction is neglected20:

q′
r = Θ

(
TW (x) − T∞

)
, Θ =

(
ln(r2/r1)

2πκW

+ 1
h∞2πr2

)−1

, (3.7a-b)

where q′
r is the radial heat transfer rate per unit length, TW (x) is the inner wall tem-

perature, T∞ is the ambient temperature, κW is the metal wall conductivity, h∞ is the
free convection heat transfer coefficient, and r1 and r2 are the inner and outer radii,
respectively.

Although the CWG rig is made of both PVC and steel modules, the thermal conduc-
tivity of the wall is assumed to be κW = 50.2 W m−1 K−1 (steel). The ducts are not
perfectly round, but a mean thickness of 3.2 mm is assumed.

It is also important to consider the possible range of values for the free convection heat
transfer coefficient h∞. The convection heat transfer coefficient for the free convection of
gases typically ranges from 2 to 25 W m−2 K−1 according to Bergman et al. 20; values
within this range are investigated and presented in §3.4.2. The change in thermal
conductivity is found to be negligible due to the small range of temperatures investigated
(293–320 K).
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3.4 Results

3.4.1 Gas injection

From the three cases studied by De Domenico et al. 62 , the injections of argon and helium
have been selected for this numerical work as they are both inert gases with one being
heavier and the other lighter than air.

Compositional and entropic source field evolution

The injection and convection of the compositional waves is shown at different time steps
in Fig. 3.6. Two orthogonal midplanes are presented with the corresponding flow-field
distributions coloured by the entropic and compositional wave amplitude expressions
given in Table 2.1 for the case of cross-flow injection of other gases. The injection occurs
from t = 0 to 200 ms.

Figure 3.6 shows that the mass fraction of argon added during the injection process
reaches a maximum of 50% (ξ = 0.5). Comparatively, helium produces a much weaker
compositional disturbance (ξ = 0.1) due to the low molecular mass of helium (one order
of magnitude lower than air) and the reduced injected mass flow rate, which is only
4% of the mean air flow. However, it still generates a significant entropic perturbation
(σ = 2.4) owing to the considerable specific entropy difference between air and helium
estimated using Eq. (2.46) (∆s/c̄p = 24.33)3. In contrast, argon has a lower specific
entropy difference to air (∆s/c̄p = −2.98) and, therefore, needs a larger injected mass
flow rate to produce the same absolute entropic disturbance as helium. For the test cases
presented, and despite the larger injected flow rate, argon produces a weaker absolute
entropic disturbance (σ = −1.5) than helium.

As the jets cross the duct, they are both diverted by the axial momentum of the
mean flow according to their respective jet-to-crossflow momentum flux ratios, J . The
argon jet has the largest momentum flux ratio (JAr = 864), impinging on the opposing
side of the duct and producing a toroidal vortex upstream of the injection location (see
t = 25–100 ms on the x–y and x–z midplanes). In the case of helium, however, the
momentum flux ratio is one order of magnitude smaller (JHe = 60) and the jet is instead
promptly advected by the surrounding air flow. The jet barely touches the opposing
side of the duct, producing a minimal vortex upstream of the injection location (see
t = 100 ms on the x–y midplane). By t = 250 ms, radial mixing at probe location x1 is

3The original paper276 has an incorrectly defined sign for the entropic-compositional coupling term
∆s/c̄p. This term should be positive for helium and negative for argon. This has been corrected here.
The conclusions are unaffected by this as the absolute magnitude of the perturbations are unchanged.
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Fig. 3.6 Evolution of the compositional and entropic wave amplitude distribution for
argon (top) and helium (bottom) on the x–y midplane (left) and x–z midplane (right).
Probe volume schematics are shown to scale (based on Figs. 3.1 and 3.2): x1 = 0.13 m,
x2 = 0.21 m, x3 = 0.29 m, x4 = 0.37 m and x5 = 0.45 m downstream of the injection
location. Figures scaled axially by a factor of 0.5. Injection from t = 0 to 200 ms.

completed in the core of the argon plume, but not in the core of the helium plume; this
is more clearly seen on the x–z midplane.

The evolution in time of the centreline entropic and compositional perturbations
downstream of the injection location is shown in Fig. 3.7 for both gases. The transport
of the inhomogeneities is controlled by advection, given by the mean slope of the t–x plot
along an iso-concentration line which coincides with the velocity of the centreline flow
(ucl ≈ 1.1 m s−1). In fact, buoyancy and molecular diffusion are both negligible since
accounting for these effects showed minimal differences in the resulting mass fraction
signatures (not shown here). All plumes are, therefore, convected downstream at similar
rates. However, there are evident dissimilarities between the two cases. In particular, the
results for the injection of helium show a highly localised region of maximum amplitude
(0.10–0.15 m downstream of the injection location). In the case of argon, on the other
hand, the region of maximum amplitude is convected at the centreline from the injection
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Fig. 3.7 Evolution of the centreline compositional and entropic perturbations downstream
of the injection location for argon (top) and helium (bottom). Injection from t = 0 to 0.2 s.

point to the outlet (see t = 100–250 ms on the x–z midplane). This difference is associated
with the contrasting jet momenta and the resulting radial mixing dissimilitude discussed
previously. Finally, and as an additional consequence of the larger injection flow rate,
the injection of argon produces a longer disturbance plume than the injection of helium.
Most notably at t = 0.3 s, the maximum disturbance length is 0.30 m for the helium case
and 0.45 m for the argon case (30% and 45% of the duct’s total length, respectively).

Comparison with experimental measurements

The numerical results for the mass fractions of the injected gases were sampled at a
frequency of 1 kHz at selected axial positions downstream of the injection point shown
in Fig. 3.1. The LITGS results are averaged across a probe volume65. In the comparison
of the simulation and experimental measurements shown in Fig. 3.8, three sampling
methodologies are studied: centreline point, probe volume-averaged (described in §3.2)
and cross-sectional area-averaged.

In all cases, the advection of the plume is well captured by the numerical models.
The width of the axially dispersing wave is similar, but the numerical results become less
symmetric downstream of the injection region, whereas the experimental results show a
fairly invariable profile. Differences in characteristic convection times appear for both
gases further downstream, but more so for helium. Specifically, the numerical results lag
the experimental measurements by 0.05−0.10 s. The mismatch in the arrival time of the
wave at the probe and in the time at which the peak is measured would suggest a lower
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Fig. 3.8 Time series of the centreline compositional and entropic perturbations for argon
and helium at x1 = 0.13 m, x2 = 0.21 m, x3 = 0.29 m, x4 = 0.37 m and x5 = 0.45 m
downstream of the injection location. Comparison between experimental data using
LITGS phase-averaged from 30 shots ( )65 and the numerical results using URANS:
centreline point ( ), probe volume average ( ) and cross-sectional area average ( ).

predicted velocity at the centreline relative to the experiments. However, no velocity
measurements are currently available for comparison.

Numerical results for argon show good agreement with experiments at x1 for all
three sampling methodologies, specifically in capturing the leading and trailing edge
signatures, as well as the wave’s convective time and peak perturbation amplitude. The
leading edge peak associated with the initial vortex at injection is well predicted by
the point measurement but seems to be been smeared out by the probe volume and
cross-sectional area averages. Numerical results capture a trailing edge structure which
is not present in the experimental data; this is more clearly visible in probes x1 and
x2. At x2, the probe volume-averaged result follows the experimental data more closely,
with the point measurement slightly overpredicting the leading edge profile. At the three
remaining downstream probe locations, however, all sampling methodologies incur a
slight discrepancy in the time at which the peak value is measured. Despite this, the
numerical results at x3, x4 and x5 agree with experiments in terms of the wave’s arrival
time and peak perturbation amplitudes.
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For helium, the width of the plume and peak perturbation amplitude are well captured.
The maximum perturbation amplitude at x1 agrees with the cross-sectional area-averaged
simulation results, whereas it is overpredicted by both the point and probe volume-
averaged results. The mass fraction profiles for helium in Fig. 3.6 show that the wave
is not fully mixed across the duct’s diameter at x1 (t = 100–250 ms); it only becomes
radially homogeneous further downstream (t = 500 ms), as previously discussed in §3.4.1.
This is in contrast to the experimental data which shows the same amplitude being
convected through all probe locations (see Figs. 3.8 and 3.12). Since the peak amplitudes
agree at the probes further downstream for helium (x2 to x5), as well as at all probe
locations for argon (x1 to x5), the error at x1 for helium is not due to the mass flow
rate estimation. Instead, it is due to the planar symmetry assumption which, for this
particular case, affects the mixing and leads to the flow requiring a longer convective
length to fully homogenise. This is not an issue with argon since the high jet momenta
generates significant mixing such that the mass fraction rapidly becomes homogeneous
before reaching x1. Therefore, the simulated compositional amplitude for argon does not
vary when convected by the mean flow (see Figs. 3.7, 3.8 and 3.12).

3.4.2 Heat addition

Entropic source field evolution

The generation and convection of the entropic waves is shown at different time steps
for case 1 (ū = 0.88 m s−1) and case 8 (ū = 2.56 m s−1) in Fig. 3.9. The flow-field
distribution on the x–y midplane is coloured by the entropic wave amplitude expression
given in Table 2.1 for the case of heat addition (note that ξ = 0). The heat addition
occurs from t = 0 to 200 ms.

The inlet velocity to the heater consists of a fully developed velocity profile. As a result,
velocities and mass fluxes are lower in the boundary layer; therefore, a uniform heat flux
results in the maximum temperature fluctuation occurring near the wall. Downstream
of the heating grid, the temperature in the boundary layer proceeds to dissipate faster
than at the centre of the pipe due to heat transfer to the wall. The wave disperses
axially in time, owing to the axial velocity profile, thermal diffusion and heat loss to the
wall: starting from the initial 10 mm heating module length, the perturbations become
significantly longer during the period of heat addition. Looking specifically at t = 450 ms
(at which point no more heat is being transferred to the mean flow of air), the maximum
disturbance length is 310 mm for case 1 and 730 mm for case 8 (15% and 35% of the
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Fig. 3.9 Evolution of the entropic wave amplitude distribution on the x–y midplane for
case 1 (left) and case 8 (right) (ξ = 0). Part of the upstream section has been omitted;
1.68 m of the duct is shown. Probe locations shown to scale: xG = 0.04 m, xS = 0.36 m,
and xL = 1.4 m downstream of the heating grid. Figures scaled axially by a factor of 0.4.
Heat addition from t = 0 to 200 ms.

duct’s total length, respectively). For these operating conditions and this convective
length (1.4 m), the remaining perturbation at the outlet is very small (σ ≈ 0.01).

The evolution of the centreline entropic perturbations downstream of the grid is shown
in Fig. 3.10. The behaviour is similar to that of the compositional plume. The entropy
spot moves along the duct according to the centreline velocity and, therefore, higher bulk
velocities lead to higher slopes on the t–x plane. The width of the entropic spot at the
centreline increases as discussed above owing to axial dispersion. Furthermore, higher
bulk velocities lower the peak temperature for the given power delivered, as outlined in
Table 3.2; this trend is also evident in Fig. 3.11. Finally, and as discussed for Fig. 3.9,
the energy is dissipated towards the end of the duct owing to heat transfer to the wall.

Comparison with experimental measurements

The comparison between URANS and thermocouple results for four test cases is shown
in Fig. 3.11a. The peak entropic perturbation at xS is matched for all cases; this is
expected since the power profile was scaled to agree with near-grid measurements. The
comparison further downstream shows differences in the decay of the peak temperature
with time: at xS, the simulations slightly over-predict the peak measurements, while at
xL they under-predict. Despite the mismatch in peak amplitudes, the overall signature
of the wave at the centreline is best captured at xS and xL, whereas at xG the trailing
edge of the heat pulse decays much faster than the thermocouple measurement.
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Fig. 3.10 Evolution of the centreline entropic perturbations downstream of the heating
grid for cases 1, 3, 6 and 8 (ξ = 0). Heat addition from t = 0 to 0.2 s.

Figure 3.11b compares the URANS results to both thermocouple and LITGS mea-
surements at two positions65. Since x5 – xS are at the same distance downstream from
the heating grid and x1 – xG are separated only by 0.04 m, this figure provides a fair
comparison in terms of perturbation amplitude and signature. At the first position,
the peak entropic perturbation using LITGS is slightly lower than the URANS and
thermocouple results. At the second position, however, the three results are in accordance.
Although the agreement is good overall, it is clear to see that the experimental techniques
can yield slightly different temperature profiles for the same heat input.

The shapes and arrival times of the temperature perturbations shown in Fig. 3.11a
are in better agreement at higher bulk flow velocities. Similar to what is seen in the
gas injection cases, the discrepancy in timings would suggest a lower predicted velocity
at the centreline relative to the experiments. Likewise, no velocity measurements are
currently available for comparison. Additionally, the Reynolds numbers in the duct range
from 2500 to 8100, a relatively transitional region within which the URANS two-equation
turbulence model may not fully capture the dispersion effects. In fact, the temperature
results at xS were found to be quite sensitive to turbulence models (not shown here).
Furthermore, there could also be differences due to the wall temperature boundary
condition. Specifically, a constant temperature (isothermal condition) may not fully
represent the behaviour at the wall.
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Fig. 3.11 Time series of the centreline entropic perturbations (ξ = 0): (a) comparison
between experiments using thermocouples (TC) ( ) and numerical results using URANS
for test cases 1, 3, 6 and 8 at xG = 0.04 m ( ), xS = 0.4 m ( ) and xL = 1.4 m ( )
downstream of the heating grid; (b) comparison between TC and URANS results
for case 1 with LITGS ( ) results phase-averaged from 30 shots65; (c) comparison
between TC and URANS results for case 1 using the heat transfer boundary condition
( h∞ = 25 W m−2 K−1 and h∞ = 2 W m−2 K−1).

Heat loss study

To investigate the effect of the temperature condition at the wall on the results, a
sensitivity study to the boundary condition derived in §3.3.4 is presented. Figure 3.11c
shows the effect of altering the boundary conditions from a fixed wall temperature of
293 K (isothermal) to the heat transfer formulation using different convection coefficients
(2 and 25 W m−2 K−1). Results presented are for case 1 (ū = 0.88 m s−1).

The time at which the entropy wave arrives at the probe location is independent of
the temperature boundary condition. However, when the one-dimensional heat transfer
boundary condition is used, the peak entropic perturbation increases significantly, both at
xS and xL. When the thermal flux at the wall is low (such as with the one-dimensional heat
transfer boundary condition, in comparison to the isothermal wall condition), temperature
fluctuations remain large in the boundary layer. Since convection of thermal fluctuations
is lower in the boundary layer due to lower mean velocity, the radial temperature gradient
between the walls and the centreline remains low in the back end of the temperature
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spot, leading to reduced thermal diffusion to the walls. This explains the larger centreline
temperature fluctuations at the trailing edge of the entropic wave shown in Fig. 3.11c.

From this, we can conclude that, although the entropic fluctuations are relatively
small (σ ≈ 0.1), the results downstream of the heating grid are highly sensitive to the
temperature boundary condition at the wall. This is in agreement with the conclusions
of Fattahi et al. 89 .

3.4.3 Comparison of scalar perturbations

The transport of the inhomogeneities can be explained by appropriately normalising
the results with equal centreline velocities. In this study, the results are shifted in time
relative to the x2 probe location for the gas injection cases and the xS probe location for
the heat addition case. This allows us to compare the changes in wave signature as they
propagate downstream of the duct by overlapping them. The variables are normalised by
the bulk convective time, τc = Lc/ū:

τi =
(

t − zj − x2

ucl

)
τ−1

c , τq =
(

t − zj − xS

ucl

)
τ−1

c , (3.8a-b)

where ucl ≈ 1.1 m s−1 is the centreline velocity extracted from the URANS simulations
upstream of the injection, Lc is the convective length (distance from the perturbation
location to the outlet as shown in Fig. 3.1), and j is a counter for the different probe
locations. The bulk convective time is τc = 0.6 s for the compositional cases and τc = 1.6 s
for the entropic case.

Figure 3.12 shows the results of this analysis using the probe volume-averaged results
for the compositional cases. In the case of argon, the profiles can be entirely accounted
for by the normalisation procedure. There are minor diffusive dispersion effects visible,
which seem to flatten and spread the trailing edge spike seen in the first three probe
locations. However, since advection is the main transport mechanism and species are
conserved, the maximum perturbation amplitude remains constant. This also holds true
for helium’s experimental data, and is in contrast with the heat addition case, where
significant thermal diffusion and heat loss to the wall means that the original perturbation
decays quickly.
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Fig. 3.12 Centreline entropic perturbations as a function of time (shifted for each probe
location and normalised by the respective bulk convective time). Comparison between
experiments using LITGS ( ) for the gas injection cases and thermocouples ( ) for the
heat addition (left) and numerical results using URANS ( ) (right). For heat addition,
case 1 (ū = 0.88 m s−1) is shown.

3.5 Summary

In this chapter, URANS calculations were undertaken to model the generation, mixing,
and convection of unsteady entropic and compositional waves in an open-ended flow duct.
The computations were compared to experimental results obtained using both intrusive
and non-intrusive techniques at multiple axial locations along the centreline of the duct.

For the gas injection cases, argon produced a peak compositional perturbation on the
x–y midplane five times larger than that of helium. This is due to the low molecular mass
of helium and the lower injection mass flow rate. Despite the lower injection mass flow
rate, helium produced a larger absolute entropic disturbance owing to the considerable
specific entropy difference between air and helium. For the heat addition cases, the
absolute entropic disturbance generated was an order of magnitude smaller than that of
argon and helium.

Despite the fact that the flows investigated were in the transitional and turbulent
regimes, all scalars convected in similar ways and were reproduced well. For the compari-
son of the gas injection results, three sampling methodologies were studied in the analysis
of the numerical data: point, probe volume-averaged and cross-sectional area-averaged.
For the injection of argon, agreement was found at all probe locations using all three
sampling methodologies. The peak disturbance amplitude at the first probe for helium
was well captured by the cross-section average value, but was overpredicted by the point
and probe-volume averaged results. This is due to the planar symmetry assumption em-
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ployed for the geometry. Despite this, good agreement was found for helium at the probes
further downstream. For the heat addition cases, although the centreline temperature
perturbations were small, it was found that, in the context of these model experiments,
heat transfer to the wall needs to be accounted for. The results at downstream locations
lag behind the experiments in terms of arrival time for both perturbations, suggesting
that the centreline velocity was underpredicted in the numerical simulations. However,
no velocity measurements were available for comparison.





Chapter 4

Experimental methods:
phase-locked measurement of
acoustic & compositional waves

The methods employed in the experimental campaigns are outlined. In particular, the
Canonical Wave Rig (CWR) is introduced and characterised. The CWR is used in

tandem with a spontaneous Raman setup which allows for the point-wise, time-resolved
measurement of compositional perturbations at 1.5 kHz. The Raman technique is detailed
and a calibration method is presented.
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4.1 Motivation and objectives

From the literature review presented in §2.3, we ascertained that model experiments
can be used to separate direct and indirect noise contributions under simplified, well-
controlled conditions. This concept is employed here, making use of the lessons learnt
from the numerical simulations presented in §3 which inform the design of the model
system introduced in this chapter.

In §3, we established that convecting temperature perturbations are significantly
affected by heat transfer to the walls. Compositional inhomogeneities, on the other
hand, are simpler to account for as they cannot permeate non-porous walls204 and
are, therefore, the preferred method of perturbation. In particular, gases with a larger
entropic-compositional coupling term ∆s/c̄p generate a larger entropic disturbance for the
same injection mass fraction Yi. In addition to this, we learnt that transversely injected
jets may hit the opposing wall of the chamber before being convected downstream by
the bulk flow. This is highlighted for the following reason: Magri et al.204,206 recently
demonstrated the effects of non-compactness on the acoustic response of a nozzle. The
theory predicts that at high enough perturbation frequencies, the indirect noise generated
by a nozzle is reduced (i.e. the nozzle behaves as a low-pass filter). Yet, so far there is
no experimental validation of this phenomenon. If a transverse injection system were
employed for high frequency perturbations, it is possible that the compositional spots
would hit the opposing side of the chamber. Consequently, they may mix and lose their
frequency content before arriving at the nozzle. This is highly undesirable as we want
the nozzle to be perturbed at controllable frequencies. Another potential issue with
transverse injection is that it is likely to generate axially non-uniform perturbations,
which complicates the 1D analysis. As a result, the design of the injection system used
for the CWG needs to be re-assessed, preferably one that provides symmetric injection.

In addition, the non-reverberated measurement of indirect noise waves due to com-
positional inhomogeneties has not yet been done. De Domenico et al. 64 measured
reverberated acoustic signals and dereverberated them using system transfer functions to
extract the wave amplitudes. The comparison of direct (i.e. without acoustic reflections)
and dereverberated measurements would also be an interesting output. For the direct
measurement, an anechoic boundary of sorts is required to negate the effect due to
reflections.

Time-resolved phase-locked measurements of the acoustic and compositional waves
would provide both the input (compositional perturbation) and the output (pressure
perturbation) of indirect noise. There are a few methods that can be used for the high
frequency measurement of compositional spots in confined systems. One viable method
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is hot-wire anemometry45. Using two probes, the velocity and concentration of a binary
gas mixture can be obtained using King’s law336. Anemometry is a well-known technique
with a proven track record in turbulent flow applications, providing a fairly high frequency
response and good resolution. Although cheap to implement, hot-wire anemometry has
its disadvantages. Asides from being intrusive and affecting the flow (specially when
using two hot wires, as per the method proposed by Corrsin 45), signals tend to be noisy,
and the probes are prone to breakage.

Optical diagnostics have also been used extensively. Table 2.2 summarises diagnostics
techniques used to characterise the perturbations in past model experiments. Four wave
mixing techniques, such as LITGS and CARS, are quite popular amongst combustion
academics, but are overly complex for our applications. In this work, we employ Raman
scattering. Although it generates low signal, spontaneous Raman offers the possibility of
measuring two species simultaneously (which is desirable for our applications).

With all of the aforementioned considerations:

1. A new model thermoacoustic system is designed and presented in §4.2 which:

(a) can operate at subsonic and sonic (choked) nozzle conditions,

(b) can force the nozzle using the symmetric injection of compositional inhomo-
geneities at a range of controllable frequencies,

(c) can delay the onset of acoustic reflections from the boundaries to allow for
the direct measurement of acoustic wave amplitudes,

(d) measures acoustic pressure fluctuations upstream and downstream of the
nozzle in phase-locked mode with the measurement of species concentration.

2. A spontaneous Raman spectroscopy technique is developed and presented in §4.3
that allows for the point-wise measurement of local species concentration at 1.5 kHz.
For this,

(a) the diagnostic technique is characterised and potential factors affecting the
Raman signal are investigated,

(a) calibration curves are obtained and a method is proposed to translate a
time-resolved Raman signal into a compositional wave amplitude ξ.
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4.2 The Canonical Wave Rig: a model
thermoacoustic system

The Canonical Wave Rig (CWR) is a model thermoacoustic system designed to study
direct and indirect noise generation under simplified, well-controlled conditions. It is
composed of four principal modules which are shown in Fig. 4.1: (1) inlet (perforated
plate), (2) upstream chamber, (3) outlet (convergent-divergent nozzle), and (4) down-
stream chamber. Depending on the goals of each campaign, pseudo-anechoic tubes are
added/removed from in between each of the four modules (or at/from the end of the
downstream chamber as shown in Fig. 4.1). The termination of the pseudo-anechoic
tube is an open end. All modules are bolted together with either O-rings or gaskets in
between them to prevent leakages.

The primary air mass flow rate ¯̇m was filtered and supplied from the laboratory’s
compressed air supply at 5 bar. It was controlled using an Alicat MCR2000 mass flow
controller (max. flow rate: 2000 SLPM, accuracy: ± 1%) and delivered by a flexible
polyurethane tube (SMC TU1208, 8 mm ID) to a 2.1 m piston (36 mm ID for 2.06 m
and 31 mm ID for the last 0.04 m). The piston is a modified version of an ISO 15552
pneumatic cylinder157, adapted to attach to the CWR. The piston can extend the length
of the upstream section by up to 1.6 m, allowing for the tuning of the rig’s natural modes
as well as the changing of the acoustic round-trip time (this feature, however, was not
used in the experiments presented in this thesis). The piston is terminated by a thick
perforated plate which is the inlet to the CWR as shown in Fig. 4.2 (see §4.2.1 for more
details).

The upstream chamber consists of a 520 mm long duct with a constant area (40 mm ID)
connected to a circular quartz section with 45 mm length of optically accessible length.
Multiple quartz pieces were designed and manufactured specifically for the experiments

Fig. 4.1 General setup of the modular Canonical Wave Rig (CWR). Note: in the
experimental campaigns presented, only one injection tube is inserted at a time – all
three are shown here solely for visual purposes. Lengths are not to scale.
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in this thesis (H. Baumbach & Co. Ltd). The quartz section has the same area as the
duct (40 mm ID) to avoid reflections due to area changes and is 4 mm thick in order to
withstand the pressurised test conditions. The quartz ends are square to axis and chip
free; they were lightly flame polished to minimise the likelihood of failure under pressure.
The upstream chamber is terminated by a convergent divergent nozzle which can run at
subsonic and sonic (choked) conditions (see §4.2.2 and §4.2.6 for more details).

The injection of gases is performed in the upstream chamber and three different
locations are provided for the studies (details of the gas injection system are described
in §4.2.4). Acoustic pressure measurements are made upstream and downstream of the
nozzle (as shown in Fig. 4.1) in order to characterise system properties, acoustic wave
amplitudes, and transfer functions for reflected and transmitted noise (details of the
pressure measurements are described in §4.2.5).

4.2.1 Inlet: perforated plate

The perforated plate is shown in Fig. 4.2. It is 15.5 mm thick (t/d ≈ 8) and has 13
square-edged orifices. The average orifice diameter is dpp = 1.95 mm, yielding a porosity
of 3%288. The total wetted area is approximately 12% larger than the nozzle’s throat area.
This was done to ensure the nozzle chokes before the perforated plate, while keeping the

Fig. 4.2 Perforated plate inlet: (a) upstream view of plate in the CWR, (b) upstream
view of plate and (c) side view of plate.
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flow through the orifices at mid-to-high Mach numbers (as shown in Fig. 4.3a) in order
to maximise the plate’s downstream acoustic reflection coefficient (see §5.3.3 and §6.3.3).

The jets are assumed to be fully mixed before the first injection location (65 mm
downstream from the plate). This can be checked by assuming each orifice produces
a round/axisymmetric free turbulent jet. For a high-speed fluid issuing into a large
quiescent reservoir, the jet spreading diameter can be estimated based on the half-angle
of the jet’s turbulent cone (θtc ≃ 12◦)324:

Djet = 2(x + x0)tan(θtc) (4.1)

where x is the distance from the exit plane of the perforated plate and x0 = 5dpp/2 is
the distance from the virtual source70,263. The bulk jet velocity ūj and centreline (or
maximum) jet velocity ucl are proportional to x−1:

ūj = ucl

2 = 5
2

dpp

(x + x0)
ū0 (4.2)

where ū0 is the bulk jet exit velocity132,263,343.
Figure 4.3 shows a CAD rendering of the jets under the free turbulent jet assumptions

(i.e. jet interaction is not considered). The bulk jet exit velocity ū0 and Mach number M̄0

are estimated at the exit plane using the mean pressure in the main duct (i.e. instantaneous

Fig. 4.3 CAD rendering of air flow through the perforated plate assuming a turbulent
cone half-angle of 12◦: (a) isometric view with bulk jet exit velocity ū0 and Mach number
M̄0 of jet as a function of mean flow rate ¯̇m; (b) decay of normalised bulk axial jet
velocity ūj/ū0 as a function of perforated plate hole diameter dpp

263.
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jet pressure equalisation) as shown in Fig. 4.3a. As a result of this assumption, the bulk
jet exit velocity ū0 is expected to follow the same trend with flow rate (i.e. it saturates
due to the nozzle reaching choked conditions). At the injection plane (x/dpp = 33.3),
the bulk velocity of a free turbulent jet is approximately 7% of its bulk jet exit velocity
ū0 as shown in Fig. 4.3b. Physically, some degree of jet interaction is expected, leading
to higher mixing, and ensuring the air flow behaves as one bulk flow as opposed to 13
separate jets. Computational fluid dynamics simulations would be helpful to confirm
this is accurate.

4.2.2 Outlet: convergent-divergent nozzle

The convergent-divergent nozzle used was designed by De Domenico 60 and is shown in
Fig. 4.4. It was manufactured from rigid polyvinyl chloride (PVC) in three parts via
CNC machining and bolted together with O-rings between each part to avoid leakages.
The nozzle has a total length of 299 mm. The convergent section is 60 mm long with a
16.9◦ linear profile while the divergent section is 230 mm long with a 4.5◦ linear profile
as shown in Fig. 4.4. The throat is 9 mm long and has a geometric diameter of 6.6 mm.

The areas of the upstream and downstream sections of the nozzle are the same
(ID = 42.6 mm). The area difference between the nozzle ends and the upstream and
downstream chambers (ID = 40 mm) is assumed to be negligible in the analysis. The
nozzle can be operated either at subsonic or sonic conditions (M̄t ≤ 1).

Fig. 4.4 Convergent-divergent nozzle used in the Canonical Wave Rig (CWR).
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4.2.3 Pseudo-anechoic tube

In acoustics, anechoic boundary conditions can be used to avoid dealing with problems
associated with reflected pressure waves. This is difficult to achieve experimentally,
especially at low frequencies. One viable workaround is to delay the measurement of
a reflected wave by using long tubes61,63,64. A lightweight and flexible PVC hose was
adapted for this purpose, termed here as pseudo-anechoic tube. It has a rigid internal
structure with a smooth bore and a diameter close to that of the CWR (45 mm ID). It
is assumed that reflections are not generated at the connection boundaries since the area
change is gradual and we assume planar wave propagation. Each hose is Lh = 30 m long
and different numbers of hoses nh were used depending on the experimental campaign.
The time duration τa over which the measurement of a wave is delayed (rendering that
boundary effectively anechoic) is the acoustic round-trip time defined as the anechoic
time τa. It can be calculated via:

τa = nh(Lh + ∆xp)
c̄ + ū

+ nh(Lh + ∆xp)
c̄ − ū

(4.3)

where ∆xp is the distance from the transducer to the start of the hose.
A reasonable estimate can be found by neglecting convective effects and the distance

from the transducers:
τa ≃ 2La

c̄
(4.4)

where the anechoic length can be defined as La = nhLh.
Figure 4.5 shows the pressure time series of a sample test case for the injection of

air (test case Air-A-6 from §5.3.2) measured upstream of the nozzle. This shows the
effectiveness of the tube in delaying the measurement of the reflected pressure wave to

Fig. 4.5 Measured direct noise pressure fluctuations due to air injection π+
d γ̄p̄ and reflected

waves (Ro1π
+
d + Ri1π

−
d )γ̄p̄ demonstrating the effectiveness of the pseudo-anechoic tube

(La = 30 m) in creating time separation.
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allow for clear time separation60. The first downstream-travelling wave π+
d is measured

by the transducer at t = 0 s. The ringing at the end of the pulse is hypothesised to be
caused by valve dynamics. The upstream-travelling wave π−

d is not measured as it is
generated upstream of the transducer. It is, however, reflected at the inlet, while the
downstream travelling wave π+

d is reflected at the nozzle. The reflections change the
overall shape of both pressure pulses. They then return to the transducer at the same
time and constructively interfere after τa = 0.18 s, as expected.

4.2.4 Gas injection system

Perturbations are generated via the single pulse or pulse burst injection of air or methane
(at room temperature) at the centreline of the duct (i.e. co-flow injection). The injection
of each gas generates direct noise (i.e. acoustic waves π±

d ). Since methane has a different
specific entropy and chemical potential relative to air, its injection additionally produces
entropic σ and compositional ξ waves (as per Eq. (2.41))278. The waves generated by
the injection of each respective gas (as derived in §2.2.3) are summarised in Table 4.1.

Table 4.1 Canonical waves generated due to the injection of air or methane278.

Injected Acoustic (direct noise) waves Entropic wave Compositional wave
gas π±

d σ ξ

Air - -
Methane

The injection is carried out using one of three high-speed solenoid valves (SMC SX10
series1) depending on the test case. The valves have an on/off response time ranging
between 0.40 ms and 0.75 ms. The flow out of the mass flow meter and out of the valve
is delivered by a flexible polyurethane tube (SMC TU0805, 5 mm ID). The injected gas
enters the duct at the centreline via a 90◦ L-bend pipe with inner and outer diameters
of di = 3.4 mm and di,OD = 6 mm, respectively, as shown in Fig. 4.6. The injection
pipe cross-section has a negligible area since it is Ai,OD/A ≈ 2% of the main duct’s
cross-sectional area.

The valve is actuated by a trigger signal – either from the laser system (when running
optical diagnostics in phase-locked mode) or from a button in the energy-saving circuit
(more details on page 77). The mass flow rate of injected gas ṁi is chosen to achieve

1SX11F-AH (50 L/min, 80 W); SX11F-EH (100 L/min, 80 W); SX11F-JH (150 L/min, 80 W).
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Fig. 4.6 Injection system: (a) upstream view inside the CWR and (b) side view showing
the high-speed valve and the direction of the injected flow.

a specific injection mass fraction Yi = ṁi/ ¯̇m. It can be adjusted by using a pressure
regulator downstream of the respective gas tanks2, as shown in Fig. 4.7. The mass
flow rate of injected gas ṁi is monitored in real-time using the NI Laboratory Virtual
Instrument Engineering Workbench (LabVIEW) software which plots and acquires the
output from an Alicat M100 mass flow meter (max. flow rate: 100 SLPM, accuracy: ± 1%).
The mass flow meter is connected to a lab computer via an Alicat BB9 breakout box.
The meter hosts on-board calibrations for multiple gases which can be manually selected
depending on the injected gas. The mass flow rate is logged at a sampling frequency
of approximately 35 Hz. In light of the short pulse durations (tp = 2 – 50 ms), this
is admittedly a low sampling rate. The sampling rate was initially thought to be a
limitation of the mass flow meter as per conversations with the manufacturer. However,
in more recent communications, it is thought that this sampling rate can be increased
(this was only communicated to the author after the experimental campaigns had been
concluded). To reduce the error in this measurement, experiments were repeated for a
fixed regulator pressure and the peak mass flow measurement was taken to be the true
injected value. Ideally, future work would use a higher sampling rate for the mass flow
measurements.

2Methane tank has the following impurities: O2 = 25 ppmv; N2 = 1000 ppmv; H2O = 10 ppmv; C2H4
and other HC’s = 3000 ppmv. Air tank has the following impurities: CO2 < 500 ppmv; CO < 10 ppmv;
moisture < 250 ppmv; oil < 1 mg m−3.
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Fig. 4.7 Circuit diagram with flow lines for mean and injected flows: (1) gas cylinders
(air or methane), (2) manual valve, (3) pressure regulator, (4) pressure gauge, (5) mass
flow meter, (6) solenoid valve, (7) air filter regulator with pressure gauge, and (8) mass
flow controller.

Effect of injection tube on injected flow

By calculating the cross-flow Reynolds number Recf for the injected pipe, we can
understand if the interaction between the mean flow of air and the injection tube
has any influence on the injected gas jet58 (which is downstream of the injection tube):

Recf = ρ̄ūdi,OD

µ
= p̄ūdi,OD

R̄T̄µ
(4.5)

Assuming µ = 18.12 × 10−6 Pa s (for T̄ = 293.15 K310), di,OD = 6 mm, R̄ = 287 J kg−1 K−1,
the tube’s crossflow Reynolds range is 660 < Recf < 2900 depending on the air mass flow
rate. As a result of these low (laminar) to moderate (transitional) Reynolds numbers, the
injection pipe is expected to have some influence on the flow of the injected compositional
perturbation.

Energy-saving circuit

To achieve a high-speed response, the injection valve employs a high power coil. The
coil quickly overheats (and can be permanently damaged) if 80 W is continuously and
directly supplied to the valve for pulses longer than 0.62 ms. Holding the valve open
requires much less power than actuating it, so the 80 W can be applied to open the valve,
then quickly reduced to hold it open. This can be achieved using one of two methods:
(1) using two power supplies (starting and holding voltage supplies) and switching from
high to low voltage, or (2) using a high-speed switching control of high voltage by pulse
width modulation (PWM) control.
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Fig. 4.8 Pulse width modulation (PWM) used in the energy saving circuit for a high
frequency injection test case (2 ms pulse, 12.5% holding voltage): output voltage ( )
and average voltage ( ).

An in-house energy saving circuit was designed to ensure the valve could be used
successfully over a wide range of injection frequencies and pulse durations3. Specifically,
the circuit allows for the high-speed switching control of high voltage via PWM. It was
used along with a 72-2690 Tenma power supply to drive the valve safely (i.e. without
overheating). The PWM system controls the output voltage of the power supply using an
Mbed NXP LPC1768 Microcontroller operating at a CPU frequency (or processor clock
speed) of 96 MHz. The board is run using a C++ code which is specific for each test
case and compiled using the online Mbed platform. The valve requires a PWM frequency
of at least 10 kHz. For the experiments in this thesis, it is set to 100 kHz (i.e. period of
0.01 ms). On average, the valve is driven by 24 VDC (100% duty cycle) for 0.62 ms and
then kept open with a holding voltage of 3 VDC (12.5% duty cycle) for the rest of the
pulse duration. The voltage supplied to the valve for a case presented in §6 was recorded
using a Tektronix DPO 3014 Digital Phosphor Oscilloscope and is shown in Fig. 4.8. In
theory, this PWM circuit allows for the valve to be used in continuous operation mode
(i.e. in which the valve is constantly open) although this was not attempted.

For the experiments presented in this thesis, the energy-saving circuit allowed for
injections at frequencies ranging from 0.01 Hz to 250 Hz with pulse durations ranging
from 2 ms to 50 ms.

3The author kindly acknowledges the work of Mark Garner (Chief Technician, Hopkinson Lab) who
designed the energy-saving circuit.
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4.2.5 Acoustic pressure measurements

Acoustic pressure measurements are carried out using piezoresistive pressure transducers
(Kulite XTE-190M) flush-mounted at several M5 × 0.8 mm transducer ports along the
duct as shown in Fig. 4.1.

The transducers are terminated by male RJ50 (10-pin) connectors which individually
plug into SHB12X-6RJ50 shielded InfiniBand 12x cable inputs. The pressure transducer
signals are acquired using a National Instruments (NI) PXIe-4480 Sound and Vibration
Module. It is housed in a PXI Express Peripheral slot of an NI PXIe-1073 chassis.
Direct PXI remote control using a computer is possible through the use of a PCIe-8361
MXI-Express device. This device consists of a PCI Express board slotted to the back of
the lab’s desktop computer which connects to a PXI module in slot 1 of the PXI chassis
via a high-bandwidth MXI-Express cable.

The signal is sampled at 10 kHz, recorded using NI LabVIEW and post-processed
in MATLAB. Preliminary post-processing includes (1) the phase-averaging of multiple
pulses to remove random noise effects and mean flow oscillations, and (2) the filtering out
of frequencies between 49.5 and 50.5 Hz to remove contributions due to the UK power
grid. Additional filtering may be used to remove unwanted contributions due to high
frequency flow noise (e.g. f > 400 Hz), as shown in Fig. 4.9.

Fig. 4.9 Example of acoustic pressure signal post-processing: raw signals from 100
pulses ( ), phase-averaged signal over 100 pulses ( ), and phased-averaged and
filtered signal ( ).
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4.2.6 Mean flow properties

The experimental campaigns investigate the effect of mean air flow rate on the generation
of direct and indirect noise. Tested conditions range from 2.5 ≤ ¯̇m ≤ 11.0 g s−1.
Figure 4.10 shows the mean flow properties investigated based off experimental pressure
measurements. The standard deviation (±1σ) of the measured (p̄) and calculated
(ū, M̄ , Re) variables is also included to show the variability of the mean flow properties.

The bulk velocity inside the upstream chamber varies between 1.6 ≤ ū1 ≤ 4.9 m s−1

(0.005 ≤ M̄1 ≤ 0.014), meaning that the low Mach number assumption (i.e. M̄ ≪ 1) is
valid and all test cases investigated are in the turbulent regime (4300 ≤ Re ≤ 19,000)273.
Finally, the pressure increase in the upstream chamber starts to show a linear dependency
with flow rate around 10 g s−1. This is assumed to be the choking point ¯̇mc of the
convergent-divergent nozzle.

The values listed above can be used to calculate the non-dimensional acoustic
He = fLn/c̄ and convective St = fLc/ū frequencies for the experiments in this the-
sis, where Ln is the nozzle length and Lc the convective length. These are shown in
Fig. 4.11 and compared to estimated values for aero-engines and gas turbines. For the

Fig. 4.10 Evaluation of mean flow properties as a function of flow rate: (a) upstream
pressure p̄1 (with choking flow rate ¯̇mc and choked flow region highlighted), (b) down-
stream pressure p̄2, (c) upstream bulk velocity ū1 and Mach number M̄1 (with choked flow
region highlighted), and (d) upstream Reynolds number Re (with laminar, transitional
and turbulent flow regimes highlighted273).



4.2 The Canonical Wave Rig: a model thermoacoustic system 81

single pulse experiments presented in §5, the perturbation frequency is below 1 Hz and
convective lengths range from 0.1 to 1 m, as there are two injection locations (more details
on this later). For the pulse burst experiments presented in §6, higher frequencies are
used (up to 250 Hz) but with a single, short convective length (approximately 0.1 m). The
compact regime does not have a clear He boundary. However, nozzle non-compactness
has been shown to be a key factor in a system’s indirect noise generation204,206. Indeed,
Leyko et al. 181 showed that the compactness assumption is no longer valid for He > 0.1.
In a different study, Leyko et al. 185 suggests the limit is instead 0.03. The former limit
has been included in Fig. 4.11 for reference.

For the gas turbines estimates, it is been assumed that convective lengths range
from 0.3 to 1.5 m, with frequencies ranging between 50 Hz (rumble/axial modes) and
1000 Hz (screeching/annular and radial modes) and nozzle lengths from 0.1 to 0.25 m.
Furthermore, the combustion chamber sound speeds are assumed to vary from 750 to
900 m s−1 with bulk flow velocities between 15 and 200 m s−1 (i.e. M̄1< 0.3).

As Fig. 4.11 shows, from the point of view of acoustic compactness, the CWR can
be considered a gas turbine model thermoacoustic experimental setup. It is important
to note that the Reynolds numbers Re shown in Fig. 4.10 are still at least an order of
magnitude lower than those in gas turbines, which can lead to very different dissipation
and mixing characteristics34. Similarly, the mean pressures are much lower, but found to
be sufficient for the purposes of the model experiment.

Fig. 4.11 General comparison of estimated acoustic He and convective St non-dimensional
frequencies for gas turbines and experiments presented in this thesis.
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4.3 Spontaneous Raman spectroscopy: time-resolved
concentration measurements

A spontaneous Raman system is employed for the purpose of measuring the local concen-
tration. High speed time resolution is needed to accurately capture the compositional
inhomogeneities at the range of the injection frequencies (fi ≤ 250 Hz) and pulse widths
(tp ≤ 50 ms) investigated. A general background is presented, followed by a description
of the setup, methods, and calibration results.

4.3.1 Background

The inelastic scattering of light was first postulated to exist theoretically by Smekal 297

in 1923. Shortly thereafter, Raman and Krishnan269,270 made the first experimental
observations of the effect. Since the advent of laser systems, the application of this
eponymous effect has garnered widespread interest from the scientific community.

When light interacts with matter, it can be absorbed, scattered or pass through
unaffected. In scattering, photons distort and polarise a molecule’s electron cloud. As
a result of this, a short-lived and unstable ‘virtual’ state is formed, and a photon is
promptly re-radiated afterwards298. The light scattering process can be elastic or inelastic.
In the case of the former, there is no energy transfer between the molecule and the
incident photon – this is Rayleigh scattering. It is the dominant process, producing the
largest signal at the excitation wavelength of the laser. In the case of the latter, energy
is transferred from the molecule to the photon (or vice-versa) – this is Raman scattering.
Energy, and thus angular frequency, is conserved so that the shift of the scattered light
can be described by:

ωsc = ωmol ± ωp, (4.6)

where subscripts (·)sc, (·)mol, and (·)p refer to the scattered light, molecular vibration, and
incident photon frequencies, respectively. Depending on whether energy is transferred to
or from the molecule, Eq. (4.6) can describe a red-shift or blue-shift mechanism163. A shift
of the scattered light towards a lower energy (i.e. lower frequency, longer wavelength) is
called Stokes scattering, whereas a shift to a higher energy (i.e. higher frequency, shorter
wavelength) is called anti-Stokes scattering. These processes are shown in Fig. 4.12.

Spontaneous Raman spectroscopy is a linear and instantaneous process which employs
the Raman scattering effect to identify molecules since the photon’s frequency shift is
related to the rovibrational modes of the probed species. For room temperature conditions
(as per the work of this thesis), the number of molecules in a vibrationally excited state
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Fig. 4.12 Diagram of the Rayleigh and Raman (Stokes and anti-Stokes) scattering
processes. Conservation of angular frequency is depicted where subscripts (·)sc, (·)mol, (·)p

refer to the scattered light, the molecule vibration, and the incident photon, respectively.
Inspired by Jones et al. 163 and Smith and Dent 298 .

are extremely low relative to the ground state. In this case, the Stokes signal is larger
than the anti-Stokes and is the signal collected and presented in this thesis.

The Raman Stokes signal intensity Is has the following proportional relationships:

Is ∝ c
dσ

dΩPl (4.7)

where c is the concentration, dσ/dΩ is the differential Raman scattering cross-section,
and Pl is the power of the excitation laser118,218,298.

The differential Raman scattering cross sections dσ/dΩ are generally very small (on
the order of ×10−35 m2 sr−1), so high laser powers Pl are required to produce signals
that are observable relative to ambient noise. The source of excitation radiation is a
monochromatic laser which can be operated continually or pulsed. Pulsed lasers are used
to supply high powered, short-duration pulses to help maximise the Stokes signal and
minimise the broadband fluorescent signal117,250.

In this work, spontaneous Raman spectroscopy is used for local compositional wave
source characterisation. By monitoring single-shot Raman signals, this experiment
quantifies, on a cycle-averaged basis292, the time-resolved methane–air mixture fraction
fluctuations as a source of compositional noise through a nozzle. Specifically, we probe
a non-reacting binary gas mixture and track the modal peaks of two selected species
(N2 and CH4). In the next section, the setup is described, followed by methods and
calibration results.



84 Experimental methods

4.3.2 Setup

The measurement of compositional waves in the model thermoacoustic system was done
using the spontaneous Raman spectroscopy system4 shown in Fig. 4.13.

A Litron LDY303 PIV laser system was used in dual-pulsed mode to generate the
excitation radiation at 527 nm. It is an Nd:YLF diode-pumped solid-state laser (DPSSL)
with a dual cavity configuration and Q-switching capability. The laser system produces
pulse widths of approximately 350 ns (in dual-pulsed mode), as shown in Figs. 4.13a and
4.20. The two laser cavities can be operated at a wide range of repetition rates (0.2 to
20 kHz) with individual pulse energies that start at 28 mJ and exponentially decrease to
0.4 mJ with increasing frequency for a 65% laser power setting195, as shown in Fig. 4.13b.
Using the LaVision Davis 8.4 software, the repetition rate was set to 1.5 kHz with 0 µs
time separation between the two pulses. The Litron Lasers control software was used to
turn the system, pump, and laser on/off, as well as to open/close the shutter, and vary
the laser power. The system and pump were turned on for at least 15 minutes before
each experiment was run.

The pulses were guided by various high reflectivity 532 nm mirrors onto a long-pass
532 nm dichroic beamsplitter (LPD02-532RU-25), which is designed to minimise reflected
wavefront error (RWE) and was positioned at 45° relative to the incident light. Most
of the 527 nm light was reflected by the beamsplitter towards an achromatic doublet
lens (Ø = 50.8 mm, f = 100 mm) (AC254-100-A-ML) which focused the light into the
quartz test section. A traverse was used to control the alignment of the test section in
the x, y and z directions, ensuring that the focal point of the lens was at the centre of
the duct. The alignment was done with the laser power set to its minimum value (20%).
The collection confocal volume is estimated to be between 0.5–12.0×10−4 mm3 with
a length of approximately 1–5 mm along the z-axis (details of which are described in
Appendix B.1). A photodiode array detector (PDA10A2) – positioned on the opposing
side of the quartz section – captured the shape and relative amplitude of the laser pulses
for use in the data analysis, as described in §4.3.3.

The Raman system used for this work employed a backward-scattering (180◦) config-
uration, as opposed to a forward-scattering (0◦) or right-angled (90◦) configuration. In
preliminary tests, this configuration was shown to produce higher signal than the latter.
It also had the added advantage of simplifying the alignment procedure. Backward
collection was made possible by the use of a dichroic beamsplitter which reflected the
excitation light, while efficiently passing the longer back-scattered Raman-shifted (Stokes)

4The author kindly acknowledges the work of Dr. Lee Weller who set up the Raman system and
collected the Raman data.
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Fig. 4.13 Schematic of the spontaneous Raman spectroscopy system. The main com-
ponents of the system are: (1) achromatic doublet lens (Ø = 25.4 mm, f = 100 mm),
(2) achromatic doublet lens (Ø = 25.4 mm, f = 50 mm), (3) mounted pin-
hole (Ø = 25.4 mm, 25 µm), (4) achromatic doublet lens (Ø = 25.4 mm, f = 50 mm),
(5) 532 nm single-notch filter (Ø = 25.4 mm), (6) beam trap, (7) long-pass 532 nm dichroic
beamsplitter (Ø = 25.4 mm), (8) achromatic doublet lens (Ø = 50.8 mm, f = 100 mm),
(9) photodiode array (PDA) detector. Also included: (a) timings of the camera-intensifier-
laser system, (b) measured laser pulse energies as a function of repetition rate195 and
(c) confocal volume schematic (oblate ellipsoid) assuming a spherically Gaussian beam.
Dimensions not to scale.

wavelengths. The dichroic filter reflected most of the green Rayleigh photons and shorter
Raman-shifted wavelengths (anti-Stokes).

A 532 nm single-notch filter (NF01-532U-25) was used to isolate the lower energy
Raman-scattered light from the remaining, more intense Rayleigh signal (at the excitation
wavelength) that passed through the dichroic beamsplitter and any back-scattered laser
photons from optical elements along the path. The collimated light was then focused by
an achromatic doublet lens (Ø = 25.4 mm, f = 50 mm) (AC254-050-A-ML) through a
25 µm pinhole (P25C) and was then re-collimated using another achromatic doublet lens
(Ø = 25.4 mm, f = 50 mm) (AC254-050-A-ML). The Raman-scattered photons were then
focused by an achromatic doublet lens (Ø = 25.4 mm, f = 100 mm) (AC508-100-A-ML)
onto the aperture of an Andor Shamrock SR-303i spectrograph9 which was used to
collect and disperse the Raman-scattered light. The spectrograph was set such that
any stray green light that entered the spectrograph did not exit from the back. It had
a side input slit size of 200 µm. The diffraction grating inside the spectrograph had
1200 lines/mm and was blazed at 500 nm, allowing for the collection of wavelengths
ranging from 596 to 627 nm (Raman shifts of 2197 ≤ ∆ν̃ ≤ 3008 cm−1) with an average
wavenumber resolution of approximately δν̃ = 13 cm−1.
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To amplify the measured Stokes signal, whilst minimising the capturing of any
unwanted light sources, an intensifier with a narrow timed shutter was employed. In
particular, an Invisible Vision UVi camera intensifier (1850-10-S20) was connected to the
output of the spectrograph with an exposure of 700 ns and a delay of 4.4 µs to capture the
Raman photons, as shown in Fig. 4.13a. It is a customised second generation intensifier
employing a chevron pair (extended dynamic range) MCP plates, where 1% and 100%
gain G correlate to 970 V and 1705 V across both plates (approximately evenly split),
respectively, with a linear increase in voltage between those two values. The trigger mode
was continuous with positive edge triggering. The intensifier has a high sensitivity in the
UV to visible regions (200 – 550 nm). The wavelengths investigated here were in the
lowest sensitivity range of the intensifier, where the quantum efficiency is lower than 5%.

The intensifier was coupled to an Andor iXon Ultra-888 back-illuminated EMCCD
camera10. It was Peltier-cooled to -60◦C before experiments were run. The Andor Solis
software was used to control the camera and spectrograph. The quantum efficiency of the
camera is >90% for the wavelengths investigated. The exposure interval on the camera
is inversely proportional to the frame rate of detection and can be set to a wide range of
values (1 µs to 1 s). For the experiments presented in this thesis, it was set to 10 µs,
as shown in Fig. 4.13a. Nevertheless, the camera was only exposed to light during the
opening interval of the intensifier gate (700 ns). The camera was run in kinetic acquisition
mode with an external trigger given from the laser. The number of accumulations was
set to 1. The kinetic series length (which determines the number of shots collected) was
varied depending on the experiment. However, for series lengths above 2250 (1.5 s of
data for 1.5 kHz acquisition) the camera began to suffer from broadband saturation
and signal drift (see §4.3.6). The output amplifier of the camera was set to electron
multiplying, however the EM gain was not used during these experiments. The chip was
set to frame transfer (optically centered ROI), with crop mode (1024(W) × 32(H)) and a
binning of 16×16, which allowed for a frequency of detection of 1.5 kHz. A background
and reference image was taken before collecting signal. The single-shot Raman counts
data was saved in ASCII format.

A 4-channel Teledyne LeCroy 6104A High Definition oscilloscope was used to record
the trigger signals to the intensifier, the camera, and the energy-saving circuit (see §4.2.4),
as well as the output signal from the photodiode array (PDA) detector. These were
saved as LeCroy trace files and post-processed using the ReadLeCroyBinaryWaveform
MATLAB function. The oscilloscope was controlled using the TeleDyne LeCroy Wave
Studio where the sampling was set to sequential mode. Each shot (or segment) recorded
2.5 kS (kilo samples) at a rate of 8 ns per sample, capturing 20 µs of data per shot.
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4.3.3 Data processing

The single-shot signal is represented by the raw Raman counts Craw. The laser beam
energy fluctuates from shot to shot, so it is necessary to normalise the raw counts
by the corresponding total energy E of the two overlapping laser pulses. This yields
the energy-normalised counts C with units of counts per joule (# J−1). The averaged
counts C̄ for the total number of shots Ns can then be calculated:

C̄(∆ν̃) = 1
Ns

Ns∑
i=1

Ci(t, ∆ν̃) , (4.8)

where
Ci(t, ∆ν̃) = Craw,i(t, ∆ν̃)

Ei(t)
for 1 ≤ i ≤ Ns , (4.9)

where t is time and ∆ν̃ is the Raman shift, which is reported in wavenumbers and has
units of cm−1. It is calculated using:

∆ν̃ =
(

1
λp

− 1
λ

)
× 107, (4.10)

where λp = 527 nm is the excitation wavelength and λ is the Raman spectral wavelength
in nm.

A PDA detector was used to monitor the time-history and magnitude of the two
pulses for every shot. The average pulse shape is shown in Figs. 4.13a and 4.20. A
quantitative measurement of the energy per shot is needed. As such, the mean integral V̄
of the PDA signal V is firstly computed:

V̄ = 1
Ns

Ns∑
i=1

Vi = 1
Ns

Ns∑
i=1

∫ tf

t0
Vi(t) dt, (4.11)

where t0 and tf are the start and finish times for each shot, respectively. The mean PDA
integral V̄ is then equated to the total output energy of the laser at 1.5 kHz, Ê = 38 mJ5

to calibrate each shot:

Ei(t) = Ê
Vi

V̄
, for 1 ≤ i ≤ Ns, (4.12)

where the standard deviation of Ei is measured to be approximately 2.5–5% of the mean
energy Ê (i.e. ±1–2 mJ).

5This was the recorded value for a test at the 65% laser power setting195. The laser was used at
70% for all experiments presented in this thesis; the difference in energies is assumed to be negligible.
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Fig. 4.14 Energy-normalised counts C ( ) and averaged counts C̄ ( ). Case presented
is for a methane–air mixture (YCH4 = 20%) where Ns = 1450 shots, G = 55%, and
p̄ = 101,325 Pa.

Figure 4.14 shows the energy-normalised counts C and averaged counts C̄ for a
calibration case. In this thesis, the spontaneous Raman scattering results are presented
only as the Stokes spectrum (i.e. positive Raman shifts).

The background signal C̄B(∆ν̃) is then estimated. This broadband background
signal, shown in Fig. 4.15, is caused by CCD camera noise sources (e.g. dark current,
photon shot noise and readout noise240) and intensified luminescence (fluorescence and
phosphorescence) from the cylindrical quartz tube (SiO2)117,250,298 (a comparison is made
of Raman results with and without quartz in §4.3.4). The background subtraction is done
by fitting a linear polynomial function to the C̄(∆ν̃) signal33. A background-subtracted
signal C̄S′(∆ν̃) can be obtained by subtracting C̄B(∆ν̃) from the total signal C̄S(∆ν̃),
such that C̄S′(∆ν̃) = C̄S(∆ν̃) - C̄B(∆ν̃). This procedure is demonstrated visually in
Fig. 4.15.

We then integrate these variables to obtain the integrated counts ¯̄C. For the
background-subtracted signal and for the background signal, respectively:

¯̄CS′ =
∫ ∆ν̃2

∆ν̃1
C̄S′(∆ν̃) d∆ν̃, ¯̄CB =

∫ ∆ν̃2

∆ν̃1
C̄B(∆ν̃) d∆ν̃, (4.13a-b)

where ∆ν̃1 and ∆ν̃2 are the bounding wavenumbers for the respective molecules’ peaks.
These values are dependent on the spectrograph’s diffraction grating. For the experiments
presented here, ∆ν̃1(N2) = 2319 cm−1, ∆ν̃2(N2) = 2372 cm−1 (mode width of 53 cm−1),
∆ν̃1(CH4) = 2898 cm−1 and ∆ν̃2(CH4) = 2947 cm−1 (mode width of 49 cm−1). This
is in agreement with published data (within the limitations of the setup’s wavenumber
resolution)57,91,125. Variability of the Stokes mode half-widths δν̃S and Raman shifts ∆ν̃S
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Fig. 4.15 (a) Averaged counts for the full signal (C̄S ) and for the fitted background
signal (C̄B ); (b) background-subtracted averaged counts (C̄S′ ) and integrated
counts ( ¯̄CS′

N2
and ¯̄CS′

CH4
) for the two molecules of interest. Case presented is for a methane–

air mixture (YCH4 = 20%) where Ns = 1450 shots, G = 55%, and p̄ = 101,325 Pa.

of both molecules due to changes in mean pressure71,159,337 or concentrations256,257 are
assumed to be negligible.

4.3.4 Potential factors affecting the Raman signal

We characterise the signal-to-background ratio (SBR) as the ratio of the averaged
background-subtracted signal to the background signal, such that:

SBR =
¯̄CS′

¯̄CB

(4.14)

A number of factors were studied to see how they would affect the measured Raman
signal and/or SBR for each molecule. These studies are presented here.

Mass flow rate

The mass flow rate of air ¯̇m through the test section was varied between 0 and 10 g s−1 for
three different intensifier gain values (G = 40%, 50%, 60%). The tests were all conducted
at atmospheric pressure.

The results are shown in Fig. 4.16. Some variation is seen in the data. This may be
attributed to temperature changes which are unaccounted for. Indeed, the coefficient of
variation σ/µ is approximately 2% for the intensifier gains investigated in this study. As
a result, it is concluded that the signal is independent of mass flow rate ¯̇m.
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Fig. 4.16 Integrated counts for N2 ( ¯̄CS′N2
) as a function of mean flow rate ¯̇m of air for

different intensifier gains G ( 40%, 50%, 60%) at p̄ = 101,325 Pa.

Mean pressure

The mass flow rate of air ¯̇m through the test section was varied between 0 and 10 g s−1

for three different intensifier gain values – but this time, with the nozzle connected to
the end of the rig. As a result, the mean pressure was varied.

The results are shown in Fig. 4.17. For each gain, the integrated counts for the
respective atmospheric pressure case are subtracted from the rest of the dataset yielding
the atmospheric subtracted integrated counts ¯̄Catm

S′N2
. This helps see the effect of pressure

on the integrated counts. Since temperature and molar fraction are kept constant, an
increase in pressure produces an increase in concentration. As per Eq. (4.7), this should
lead to a linear increase in Raman intensity. As the experimental results in Fig. 4.17
show, this relationship is corroborated for nitrogen. No pressurised tests were run with
methane.

Intensifier gain

The intensifier gain G was varied between 35% and 70%. As a result, its effect on the
nitrogen and methane integrated counts can be studied directly. Figure 4.18 shows
the results plotted for different methane mass fractions. Figure 4.18b shows that the
methane signal saturates at approximately ¯̄CS′

CH4
≃ 4×107 # J−1 shot−1 cm−1. Since

methane has a larger differential Raman scattering cross section dσ/dΩ, its signal is
found to always saturate before the nitrogen signal57,91. Saturated data can be identified
in Fig. 4.18 as points that deviate from the respective exponential fit. For particular
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Fig. 4.17 Integrated counts with atmospheric value subtracted for N2 ( ¯̄Catm
S′N2

) as a function
of mean pressure p̄ (bottom axis) and concentration (top axis) with linear fits for different
intensifier gains G ( 40%, 50%, 60%) where the standard deviation is shown (±1σ).

gains, the nitrogen and methane signals saturate at the same gain value. However, for
the majority of gains, the nitrogen signal only shows saturation in the subsequent gain
value (e.g. for Yi = 100% methane, the methane signal saturates at G = 50%, whereas
the nitrogen signal saturates at G = 55%). Since signals are expected to be low for
the injection experiments, it is important to maximise gain, while at the same time
ensuring saturation is avoided so that the results obtained are accurate. From this study,
and since the expected mass fractions for the injection experiments are lower than 50%
methane, we learn that the intensifier gain should be kept at 55 or lower to avoid camera
saturation.

We now focus our attention on the cases where the camera does not saturate. An
exponential relationship is found between gain and integrated counts. Owing to the
nature of the intensifier’s microchannel plates (MCPs) – of which the intensifier has two –
this is the expected relationship. Each intensifier gain value has a corresponding voltage
that is applied to each MCP. This voltage increases linearly with intensifier gain from
300 V to 1600 V for gains 1% to 100%214. As a general rule, the mean pixel value doubles
every time the applied voltage increases by 50 V (i.e. the electron output doubles), which
explains the exponential nature of the results shown in Fig. 4.18.
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Fig. 4.18 Integrated counts for the two molecules of interest as a function of intensifier
gain G: (a) N2 ( ¯̄CS′

N2
) and (b) CH4 ( ¯̄CS′

CH4
) with exponential fits for different methane

mass fractions YCH4 ( 0%, 10%, 20%, 30%, 40%, 50%, 100%). Data points
which fall outside the exponential fits are caused by camera saturation.

Quartz tube luminescence

Measurements with and without the quartz tube were made in order to understand the
effect that the presence of the quartz tube (positioned between the imaging lens and the
probe volume) has on the signal. The averaged counts C̄ for both cases are shown in
Figure 4.19. Without quartz, the nitrogen’s SBR = 14. When the quartz is added, the
background-subtracted integrated counts reduce by 9% and the SBR is reduced to 5. This
is a significant reduction in signal-to-background ratio. Quartz luminescence (comprised
of fast decay fluorescence and slow-decay phosphorescence) makes up the majority of
the background signal (62%, for this particular case – although this is expected to vary
depending on wavenumber, setup alignment, quartz curvature, quartz thickness, among
other factors). Since the Stokes signal is spontaneous (i.e. does not need a resonant
transition, interaction time < 1 ps250), whereas the luminescent signal is usually resonant
and longer lived (emission times of at least > 100 ps250), the intensifier’s exposure was
selected as a compromise between maximising the Stokes signal and minimising the
quartz luminescence. The remaining background noise signal (38%, for this particular
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Fig. 4.19 Averaged counts for air flow with ( ) and without ( ) quartz where Ns = 1450
shots and G = 55%: (a) full signals and (b) background-subtracted signals.

case) can be attributed to CCD camera noise sources (e.g. dark current, photon shot
noise and readout noise240) as well as noise from other elements along the optical path.

Laser excitation: single-pulsed vs. dual-pulsed mode

The theoretical benefits of running a laser in dual-pulsed mode are clear: two pulses
should provide double the excitation energy without the added cost of increased noise
since the intensifier exposure is fixed at 700 ns (i.e. increased SBR).

The difference in pulse shapes is shown in Fig. 4.20. Although set to 0 µs, the time
separation between the two pulses in dual-pulse mode is not nil as there are two peaks
evident. From inspection, the time separation seems to be approximately 0.1 µs. The
pulse duration and shape are expected to fluctuate due to temperature non-linearities
across the crystal in the laser, as well as other effects such as room temperature and
humidity.

Fig. 4.20 Cycle-averaged laser pulses for single-pulsed and dual-pulsed mode excitation.
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Fig. 4.21 Averaged counts for mean flow (YCH4 = 10%) with laser in single-pulsed ( )
and dual-pulsed mode ( ) where Ns = 1450 shots and G = 55%: (a) full signals and
(b) background-subtracted signals.

Figure 4.21 shows the results for a 10% methane–air mixture with single-pulsed
and double-pulsed excitation modes. The background-subtracted nitrogen ¯̄CS′

N2
and

methane ¯̄CS′
CH4

signals remain about the same (an increase of 4% and 6%, respectively is
seen). This is expected since the counts are normalised by energy. However, since the
background noise is reduced using the dual-pulsed mode excitation, this translates to an
increase in SBR of 31% for methane and 37% for nitrogen.

4.3.5 Calibration

For the injection test cases, and as outlined in §4.3.4, a fixed gain of G = 55% was
used. As such, we take a close look at the behaviour of both molecules at this particular
value6. The background-subtracted integrated counts ¯̄CS′ are plotted as a function of
concentration in Fig. 4.22 for constant, atmospheric pressure conditions.

The nitrogen signal follows a linear fit as per Eq. (4.7):

¯̄CS′
N2

= βcN2 + ϵ (4.15)

where β = 3.174 ×105 and ϵ = 1.292 ×106 are the gradient and y-intercept, respectively.
The methane signal follows a two-term exponential:

¯̄CS′
CH2

= ζ1e
ζ2cCH4 + ζ3e

ζ4cCH4 (4.16)

6For a presentation of the full calibration dataset, see Appendix B.2.
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Fig. 4.22 Calibration curves for (a) N2 and (b) CH4 at p̄ = 101,325 Pa for G = 55%.

where ζ1 = −4.61 × 107, ζ2 = −8.29 × 10−2, ζ3 = 4.65 × 107, and ζ4 = 1.33 × 10−3 are
the model constants.

This is admittedly unexpected – as shown by Eq. (4.7), the signal should theoretically
be linearly proportional to concentration. The reason for the deviation from the expected
result may be caused by the poor wavenumber resolution. However, no cause has been
confirmed. Nevertheless, it is possible to invert the equations describing the relationship
between counts and concentration (i.e. Eqs. (4.15) and (4.16)), and on that basis, we
can use the calibration curves to determine the corresponding concentrations.

4.3.6 Temporal resolution

As previously mentioned in §4.2, for the infrasound range frequency studies in §5, we use
single pulse injection, whereas for the higher frequency studies in §6, we use pulse bursts.
In order to obtain time-resolved measurements on a cycle-averaged basis, the single-shot
results from multiple single pulse injections Np or pulse bursts Nb are cycle-averaged:

C̄p
S(t, ∆ν̃) = 1

Np

Np∑
i=1

Ci(t, ∆ν̃) for 1 ≤ i ≤ Np,

C̄b
S(t, ∆ν̃) = 1

Nb

Nb∑
i=1

Ci(t, ∆ν̃) for 1 ≤ i ≤ Nb,

(4.17)

After this step, the background is removed using the procedure described in §4.3.5.
The background-subtracted signal ĈS′ is then integrated (over the range of wavelengths
relevant to the mode, ∆ν1 to ∆ν2) at every shot to obtain time-resolved, cycle-averaged
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Fig. 4.23 Time-resolved, cycle-averaged integrated counts for N2 ( ) and CH4 ( ) due
to a single pulse, co-flow injection of methane with air mass flow rate ¯̇m of (a) 2.5 g s−1,
(b) 6.5 g s−1, and (c) 10.5 g s−1 (with nozzle termination). A five point moving average
has been used and the standard error is shown (±1σx̄). Ten pulses (Np = 10) have been
averaged. Intensifier gain G = 55%.

integrated counts:
ĈS′(t) =

∫ ∆ν̃2

∆ν̃1
C̄p

S′(t, ∆ν̃) d∆ν̃,

ĈS′(t) =
∫ ∆ν̃2

∆ν̃1
C̄b

S′(t, ∆ν̃) d∆ν̃.

(4.18)

When Np and Nb are large enough, the time-resolved, cycle-averaged integrated counts
will approach the integrated counts obtained in §4.3.5 (i.e. ĈS′ → ¯̄CS′).

Figure 4.23 shows the time-resolved signal due to the single pulse, co-flow injection
of methane. The increase in signal amplitude with increasing mass flow rate is caused
by the increase in mean upstream pressure (and, therefore, concentration – see §4.3.4)
resulting from the losses across the nozzle discharge63.

Limitation: broadband camera saturation

During preliminary experiments, it was found there was a drift in the camera background
signal which limited the time that could be used. In order to assess how long experiments
could be run for before the results were no longer valid, a study was run for a 9%
methane–air mixture. Figure 4.24a shows the energy-normalised counts C as a function
of Raman shift and time. After some time, the background starts to increase unevenly
across the wavenumber spectrum such that as t → ∞, we see that SBR → 0. This is a
broadband effect that starts in the lower and higher wavenumbers.
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Fig. 4.24 For a 9% methane-air mixture: (a) energy-normalised counts C as a function of
time and wavenumber; (b) time-resolved integrated counts for N2 (ĈS′

N2
) and CH4 (ĈS′

CH4
)

as a function of time.

During preliminary experiments, it was found there was a drift in the camera back-
ground signal which limited the time that could be used. In order to assess how long
experiments could be run for before the results were no longer valid, a study was run
for a 9% methane–air mixture. Figure 4.24a shows the energy-normalised counts C as a
function of Raman shift and time. After some time, the background starts to increase
unevenly across the wavenumber spectrum such that as t → ∞, we see that SBR → 0.
This is a broadband effect, but is more pronounced in the lower and higher wavenumbers.

The time-resolved integrated counts ĈS′ presented in Fig. 4.24b show the effect this
has on the accuracy of the measurement of both the nitrogen and methane signals.
The difference between the mean expected signal and the 50 point moving average for
both molecules deviates past 1/2σĈS′ around 1.1 seconds. Within 4 seconds, the signal
increases by an order of magnitude.

The reason for this drift is not fully understood. Potential causes include the camera
sensor heating up and causing some glow. However, this is usually only expected for
signal durations on the order of minutes. Another hypothesis is that scattered light
falling above the cropped region eventually clocked down and became background for
the acquisitions186.

From this exercise, we learn that the maximum time interval that can be used for
data collection is 1 second.
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4.3.7 Translation to compositional wave amplitude

In order to apply the spontaneous Raman measurements to the acoustic objectives of
the project, the measured time-resolved integrated counts ĈS′(t) need to be converted
to a compositional wave amplitude ξ (i.e. methane mass fraction YCH4 , as defined by
Eq. (2.41)).

From a physical standpoint, we know that the sum of the mole fractions should be
unity (i.e. Xair + XCH4 = 1) at all times. This, however, was not the case. Since the
calibration experiments were performed a month prior to the injection experiments, the
straying of the result from the expected total is hypothesised to have been caused by
a couple of reasons. Firstly, due to deviation of the optics and quartz tube from the
original alignment used during the calibration process. Secondly, due to the deterioration
of the quartz glass due to the repetitive, high energy pulse beams (i.e. etching effects).
For simplicity, we assume that the two species are affected in the same way. The injection
results are scaled appropriately while staying true to the proportionalities described by
Eqs. (4.15) and (4.16).

At certain times in the signal, we know the concentration of nitrogen in the system
based on the molar fraction and measured pressure. For example, after 0.6 seconds in
Fig. 4.23, we know that the compositional spot has convected through the probe volume.
As such, the following procedure is used to evaluate the new nitrogen and methane
concentrations curves for each injection case:

1. Calculate concentration of nitrogen when methane is not present in the mean flow:
cN2 = XN2 p̄/RuT̄ (since there is only air, XN2 = 0.78).

2. Use Eq. (4.15) to compute what the expected counts from the original calibration
Ĉcal would be for that concentration of nitrogen.

3. Compute the correction factor r = Ĉnew/Ĉcal, which is the ratio between the new
counts measured in the injection experiments Ĉnew and the expected calibration
counts Ĉcal, as shown in Fig. 4.25a.

4. Generate a corrected linear fit for nitrogen for each injection case (we explicitly
assume nitrogen will always have a linear relationship between concentration and
counts for a fixed gain).

5. The correction factor r is assumed to be the same for methane and is applied to
the methane calibration curve, as shown in Fig. 4.25b.
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Fig. 4.25 Original calibration curve ( ) and corrected calibration curve scaled by r ( )
for N2 ( ) and CH4 ( ).

After obtaining the corrected calibration curves, the time-resolved concentrations can
be extracted from the time-resolved integrated counts. From each independent curve, we
obtain the molar fractions for nitrogen and methane:

Xi = ci
RuT̄

p̄
, (4.19)

From this, we can calculate the oxygen and air mole fractions, respectively:

XO2 = 0.22
0.78XN2 ,

Xair = XN2 + XO2 ,
(4.20)

where the contributions of minor components in dry air (i.e. argon, carbon dioxide, etc.)
are included in the O2 estimate for simplicity. Two results for different injection locations
are presented in Fig. 4.26a-b. The total mole fraction does not always add up to unity.
This is likely due to associated measurement errors as well as the assumption made in
step 5 of the method used to find the new calibration curve (i.e. methane may be affected
differently to nitrogen).

Finally, to compute the respective mass fractions:

ξ = YCH4 = XCH4WCH4

XCH4WCH4 + XairWair
,

Yair = XairWair

XCH4WCH4 + XairWair
,

(4.21)
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Fig. 4.26 Mole X and mass Y fractions for measured ( N2, CH4) and inferred
total ( ) due to a single pulse, co-flow injection of methane with air mean flow rate
¯̇m of 11 g s−1 for (a) far and (b) close injection locations. Expected total ( ) is also
included. Ten pulses (Np = 10) have been averaged. Intensifier gain G = 55%.

and
YO2 = 0.23Yair,

YN2 = 0.77Yair.
(4.22)

The resulting mass fractions for the co-flow injection of methane at three different
mean air mass flow rates are shown in Fig. 4.26c-d.

4.4 Summary

This chapter presented a new model thermoacoustic setup called the Canonical Wave
Rig (CWR). The various modules of the system were described and the mean flow
properties across the investigated flow regime (subsonic to sonic nozzle flow conditions)
were calculated. The canonical waves generated by the CWR can be controlled by
choosing the gas that is injected into a low Mach number mean flow of air. Air injection
generates acoustic perturbations, while methane injection generates acoustic, entropic,
and compositional perturbations. A symmetric injection profile is ensured through the
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use of a centreline co-flow injection system. Injection frequencies for the high-speed valve
can be controlled by using an energy-saving circuit. As a result, the convergent-divergent
nozzle can be forced at a range of controllable frequencies.

Methane was selected as the perturbation gas for three reasons. Firstly, it has a
large entropic-compositional coupling term ∆s/c̄p which lends itself to the generation
of indirect noise. Secondly, the CWR is used in tandem with a spontaneous Raman
spectroscopy system in phase-locked mode (i.e. pressure and Raman measurements are
acquired simultaneously). Methane has a large differential Raman scattering cross-section
dσ/dΩ which is favourable for the maximisation of the Stokes Raman signal. Thirdly
and lastly, the Raman shift of methane is near that of nitrogen which means we can
track both molecules concurrently.

Potential factors affecting the Raman measurement were investigated, namely mass
flow rate, mean pressure, intensifier gain, quartz tube luminescence, and laser excitation
mode. Lastly, calibration curves were obtained: a linear dependence between concen-
tration and counts was identified for nitrogen, whereas a non-linear dependence was
identified for methane. The calibration curves can be inverted and a method of extracting
time-resolved measurements of local species concentration at 1.5 kHz was presented.





Chapter 5

Direct & indirect noise experiments I:
single pulse injection

The low-frequency (infrasound), single pulse, co-flow injection of air or methane
into a low Mach number mean flow of air is presented. Experiments are carried

out using the CWR – subsonic and sonic (choked) conditions are investigated for a
convergent-divergent nozzle. Two convective lengths are considered in order to study
the effect of compositional wave dispersion on indirect noise. Acoustic measurements
are made for systems with reverberating and non-reverberating upstream chambers.
Spontaneous Raman spectroscopy measurements of the local concentration upstream of
the nozzle are made for the case of the reverberating upstream chamber. Acoustic and
compositional measurements are used to compute upstream and downstream indirect
noise nozzle transfer functions. This chapter serves as validation of the phase-locked
measurement of acoustic and compositional waves.
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5.1 Motivation and objectives

Since Marble and Candel 213 derived the entropic indirect noise transfer functions π±
i /σ

for compact isentropic nozzles, their validation has been a major source of interest
for experimentalists16,62. Recently, Magri et al. 207 derived transfer functions π±

i /ξ to
incorporate the effects of compositional noise. Their theory was then extended to non-
isentropic nozzles by Rolland 278 . Soon after, De Domenico et al. 64 used a model setup to
provide the first experimental dataset for validation of the analytical model. Of particular
relevance to the experimental estimate of indirect noise transfer functions π±

i /ξ and π±
i /σ

are two variables: the indirect noise wave amplitudes (π±
i ) and the source term amplitude

(ξ or σ). Dowling and Mahmoudi 68 outlined three guiding principles for experiments
aimed at comprehensively studying the indirect noise problem. Adapted, they read:

1. the acoustic boundary conditions of the system must be known,

2. separation of different effects must be done by controlling and independently
introducing acoustic π, entropic σ, compositional ξ, or vortical Ω waves,

3. the entropic σ, compositional ξ, or vortical Ω disturbances must be measured.

In the study by De Domenico et al. 64 , it was assumed that ξ was equal to the injection
mass fraction Yi = ṁi/ ¯̇m, defined as the ratio of the injected flow rate ṁi (measured by a
mass flow meter) and the mass flow rate of air ¯̇m. In other words, a measurement of the
local concentration upstream of the nozzle was not made. Moreover, π±

i were computed by
removing the effects of reverberation from the pressure signal280. Using this methodology,
De Domenico et al. 64 obtained fair agreement with the non-isentropic model. However,
some discrepancies were noted and attributed to non-compact, non-linear, and dissipation
and dispersion effects.

In this chapter, we provide a new experimental dataset for validation purposes using
a different methodology to the one employed by De Domenico et al. 64 . In particular, the
three points outlined by Dowling and Mahmoudi 68 are considered and the quantities of
interest (π±

i and ξ) are directly measured. Firstly, the acoustic boundary conditions of the
system are characterised. Secondly, by injecting air or methane, the types of disturbances
generated are controlled. Moreover, using the pseudo-anechoic tube presented in §4.2.3
allows for the direct measurement of π±

i . These are contrasted with dereverberated
signals. Thirdly, and lastly, the local concentration (i.e. ξ) is measured using spontaneous
Raman spectroscopy. This work serves as validation of the phase-locked acoustic and
compositional wave measurement technique introduced in §4. Since the injection is done
in the infrasound frequency range (i.e. < 1 Hz), these experiments are considered to be
in the compact limit (i.e. He ≈ 0).
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5.2 Test cases

In order to investigate the effect of varying mean flow properties on the direct and
indirect noise generated by the co-flow injection of air or methane, 18 air mass flow
rate ¯̇m conditions were run: from 2.5 to 11 g s−1 in 0.5 g s−1 increments. In particular,
this allows us to study how the upstream mean pressure p̄1 (102–153 kPa), throat
Mach number M̄t (0.2–1.0), upstream bulk velocity ū1 (1.6–4.8 m s−1), and Reynolds
number Re (4300–19,100) influence the acoustic generation and compositional wave
convection processes in the CWR. The pulse has a duration of tp = 50 ms, with an injection
mass fraction Yi = ṁi/ ¯̇m = 10%. As per previous studies64,277,278, and as described
in §4.2.4, this is estimated based on the dynamic mass flow meter measurement ṁi

upstream of the injection valve (see Fig. 4.7). Table 5.1 summarises the test conditions.

Table 5.1 Experimental test conditions: primary mass flow rate ¯̇m, approximate bulk
throat Mach number M̄t, injected mass flow rate of methane ṁi, estimated methane
bulk injection velocity ūi,CH4 , upstream mean pressure p̄1, upstream Mach number M̄1,
downstream mean pressure p̄2, downstream Mach number M̄2, upstream bulk flow
velocity ū1, and upstream Reynolds number Re.

Case ¯̇m M̄t ṁi ūi,CH4 p̄1 M̄1 p̄2 M̄2 ū1 Re

[g s−1] [-] [g s−1] [m s−1] [kPa] [×10−3] [kPa] [×10−3] [m s−1] [×103]

1 2.5 0.20 0.25 39 102.39 4.8 101.35 4.8 1.63 4.3
2 3.0 0.24 0.30 47 102.85 5.7 101.40 5.8 1.95 5.2
3 3.5 0.29 0.35 54 103.42 6.6 101.44 6.7 2.27 6.1
4 4.0 0.33 0.40 61 104.09 7.5 101.46 7.7 2.57 6.9
5 4.5 0.38 0.45 69 104.93 8.4 101.51 8.6 2.87 7.8
6 5.0 0.42 0.50 75 105.96 9.2 101.55 9.6 3.16 8.7
7 5.5 0.47 0.55 82 107.23 10.0 101.61 10.6 3.43 9.5
8 6.0 0.52 0.60 88 108.88 10.8 101.65 11.5 3.69 10.4
9 6.5 0.58 0.65 94 110.68 11.5 101.72 12.5 3.93 11.3
10 7.0 0.63 0.70 99 112.92 12.1 101.79 13.4 4.15 12.1
11 7.5 0.69 0.75 104 115.50 12.7 101.85 14.4 4.35 13.0
12 8.0 0.75 0.80 108 118.81 13.1 101.93 15.3 4.51 13.9
13 8.5 0.82 0.85 111 122.63 13.5 102.03 16.3 4.64 14.7
14 9.0 0.88 0.90 113 127.45 13.8 102.11 17.2 4.73 15.6
15 9.5 0.96 0.95 114 133.11 13.9 102.24 18.1 4.78 16.5
16 10.0 1.00 1.00 115 139.48 14.0 102.34 19.1 4.80 17.3
17 10.5 1.00 1.05 115 146.10 14.0 102.45 20.0 4.81 18.2
18 11.0 1.00 1.10 115 152.96 14.0 102.58 20.9 4.81 19.1
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5.3 Non-reverberating system

5.3.1 Setup and methodology

Three variations of the CWR setup are employed as shown in Fig. 5.1, each using
different permutations of pseudo-anechoic tubes. Their usage impedes the system from
reverberating. The modular nature of the CWR allows for the direct measurement of the
acoustic sources (direct noise π±

d and indirect noise π±
i waves) and the system’s acoustic

properties (attenuation α, as well as the inlet Ri1 and outlet Ro1 reflection coefficients).
Table 5.2 summarises the experimental setups and the respective acoustic measure-

ments that are made with each one. Tests Air-A and CH4-A are designed to directly
measure the direct acoustic waves travelling upstream and downstream of the injection
region for each gas (using injection location 2 – see Fig. 4.1). Tests Air-B employ the
results from Air-A to compute the acoustic transmission To1 and reflection Ro1 coefficients
of the nozzle. Tests CH4-B then use the results from CH4-A and Air-B to extract the
upstream and downstream-travelling indirect noise waves π±

i for two different injection

Fig. 5.1 Schematics of setups used for characterisation experiments. For the injection of
air, La = Lh (30 m) and for the injection of methane, La = 2Lh (60 m).
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Table 5.2 System and source characterisation test cases and measured variables. Each
setup was used at every flow rate (18 cases, from 2.5 to 11 g s−1 in 0.5 g s−1 increments)
for the co-flow injection of the two gases (air or methane). Methane experiments using
setup B were run for two convective lengths (close and far injections – see Fig. 5.16).

Setup Air Methane

A
π+

d =
p′

x2

γ̄p̄1
(5.1) π+

d =
p′

x2

γ̄p̄1
(5.2)

π−
d =

p′
x1

γ̄p̄1
(5.3) π−

d =
p′

x1

γ̄p̄1
(5.4)

B
Ro1 =

p′
x2

γ̄p̄1

1
π+

d

− 1 (5.5) π+
i =

p′
x3

γ̄p̄2
− To1π

+
d (5.6)

To1 =
p′

x3

γ̄p̄2

1
π+

d

(5.7) π−
i =

p′
x2

γ̄p̄1
− π+

d (1 + Ro1) (5.8)

C
Ri1 =

p′
x1

γ̄p̄1

1
π−

d

− 1 (5.9)

α = − 1
∆x

ln
(

πx+∆x

πx

)
(5.10)

locations (close and far from the nozzle to study the effects of dispersion). Specifically,
we identify injection location 1 as the far injection location (Lc = 0.55 m) and injection
location 3 as the close injection location (Lc = 0.11 m) – see Fig. 5.16. Finally, tests
Air-C employ the results from Air-A to extract the inlet reflection coefficient Ri1 and the
system’s acoustic attenuation coefficient α. From hereon out, test cases are referred to
as GAS-SETUP-TEST. For example, for the first test case of air injection using setup A,
it would be referenced as Air-A-1, whereas for the last test case it would be Air-A-18
(tests go from 2.5 to 11 g s−1 in 0.5 g s−1 increments – see Table 5.1). The x-axis for the
presented figures are normalised by the nozzle choking flow rate ¯̇mc = 10 g s−1.

The anechoic acquisition windows are 175 ms (La = 30 m) and 350 ms (La = 60 m)
for the air and methane experiments, respectively. Over these long distances, the
compositional waves are entirely dissipated before the end of the pseudo-anechoic tube,
eliminating unwanted indirect noise contributions. The wave amplitudes are measured
using three transducers. For the purposes of the experiments, the attenuation between
the injection plane and the transducers is neglected. The signals presented are the result
of an averaging of 100 pulses, followed by the filtering of the mains frequency (50 Hz) as
well as frequencies above 400 Hz.
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5.3.2 Direct noise waves

Figures 5.2 and 5.3 show the direct noise waves π±
d for the co-flow injection of air

and methane, respectively (i.e. tests Air-A-1 to Air-A-18 and CH4-A-1 to CH4-A-18)
calculated using Eqs. (5.1)–(5.4). For both figures, (a) and (b) show the acquired time
series for the upstream and downstream travelling direct noise waves, respectively. The
ringing visible at the end of the pulse may be attributed to valve dynamics. The mean
amplitude is computed across the π+

d and π−
d pulses. These are plotted as a function of

the normalised air mass flow rate ¯̇m/ ¯̇mc in (c), and their ratio is shown in (d). Both
are plotted alongside the co-flow injection and cross-flow injection theory predictions
presented in §2.2.3 assuming an injection mass fraction Yi = 0.10 and injection diameter
di = 3.4 mm (i.e. equal to the geometric diameter). The velocity ratio ūi/ū (expressed
by Eqs. (2.37) and (2.40)) is independent of flow rate and equal to 14 and 25 for air and

Fig. 5.2 Acoustic waves generated by the co-flow injection of air: (a) upstream-travelling
direct noise waves π−

d ; (b) downstream-travelling direct noise waves π+
d ; (c) mean

perturbation amplitude from experiments ( ) with polynomial fit ( ) and theoretical
model predictions for co-flow injection ( ) and cross-flow injection ( ) for both waves;
(d) ratio of direct noise waves π−

d /π+
d .
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methane, respectively. The fit through the direct noise wave amplitudes was done using
a polynomial function with a plateau for the last three cases.

The co-flow theory predictions for both gases show good qualitative agreement with
the experimental data. The difference between co-flow injection and cross-flow injection is
evident, particularly in the ratio π−

d /π+
d . For most of the flow rates, however, the co-flow

injection estimates fall outside of the standard deviation boundaries (±1σ). This is not
completely unexpected as there are some effects that may be important here which are
not considered. Phenomena such as non-1D effects (e.g. vortex shedding) and turbulent
jet noise are not accounted for. Additionally, as noted by Rolland et al. 277 , the injection
process (deceleration and depressurisation of the methane gas) may drive indirect noise
generation at the injection plane, such that the measured pressure could be an aggregate
of direct and indirect noise contributions.

Fig. 5.3 Acoustic waves generated by the co-flow injection of methane: (a) upstream-
travelling direct noise waves π−

d ; (b) downstream-travelling direct noise waves π+
d ; (c) mean

perturbation amplitude from experiments ( ) with polynomial fit ( ) and theoretical
model predictions for co-flow injection ( ) and cross-flow injection ( ) for both waves;
(d) ratio of direct noise waves π−

d /π+
d .
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Sensitivity study

We now explore the reason for the discrepancies between the model and experiments.
This is done by considering the sensitivities of the model results to the uncertainties
in the input values of the injected mass fraction Yi and the effective diameter of the
injection di. Firstly, as described in §4.2.4, the low sampling rate of the mass flow meter
is a likely source of error and may lead to an injected mass fraction different to what
is expected. Secondly, the effective injection diameter di: owing to the high injection
flow velocities and short elbow geometry, the flow inside the injection tube could have
a separation point, generating a recirculation zone and leading to an effective injection
diameter that is smaller than the geometric diameter77,248.

Fig. 5.4 Co-flow injection of air: (a) polynomial fits for experimental data ( ) compared
to co-flow theory for π+

d ( ) and π−
d ( ) using di = 3.4 mm for Yi = 0.09, 0.10 and 0.11;

(b) polynomial fits for experimental data ( ) compared to co-flow theory for π+
d ( ) and

π−
d ( ) using Yi = 0.10 for di = 3.4 mm, di = 2.5 mm and decreasing di = 3.4 −→ 2.5 mm;

(c) ratio of experimental fits for direct noise wave amplitudes π−
d /π+

d ( ) compared to
co-flow theory using di = 3.4 mm for Yi = 0.09, 0.10 and 0.11; (d) ratio of experimental
fits ( ) for direct noise wave amplitudes π−

d /π+
d compared to co-flow theory using

Yi = 0.10 for di = 3.4 mm, di = 2.5 mm and decreasing di = 3.4 −→ 2.5 mm.
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A sensitivity study is undertaken to understand the individual effect of both variables
on the predicted acoustic wave amplitudes π±

d . Figures 5.4 and 5.5 show the results of
this study for the co-flow injection of air and methane, respectively. With increased
injection mass fraction Yi, the amplitude of both waves π±

d increase. By reducing the
injection diameter, however, we see an increase in π+

d but a decrease in π−
d . In reality,

both variables may play a role simultaneously. In light of this, we can calculate what
combination of injection mass fraction and injection diameter is required for each case to
agree with the measured direct noise.

Fig. 5.5 Co-flow injection of methane: (a) polynomial fits for experimental data ( )
compared to co-flow theory for π+

d ( ) and π−
d ( ) using di = 3.4 mm for Yi = 0.09,

0.10 and 0.11; (b) polynomial fits for experimental data ( ) compared to co-flow
theory for π+

d ( ) and π−
d ( ) using Yi = 0.10 for di = 3.4 mm, di = 2.5 mm and

decreasing di = 3.4 −→ 2.5 mm; (c) ratio of experimental fits for direct noise wave
amplitudes π−

d /π+
d ( ) compared to co-flow theory using di = 3.4 mm for Yi = 0.09,

0.10 and 0.11; (d) ratio of experimental fits ( ) for direct noise wave amplitudes π−
d /π+

d

compared to co-flow theory using Yi = 0.10 for di = 3.4 mm, di = 2.5 mm and decreasing
di = 3.4 −→ 2.5 mm.
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As such, we solve the theoretical equations for π+
d and π−

d (as derived in §2.2.3) by
equating them to the experimentally measured values:

a+Yi + b+ Y 2
i

Ai

− c+Yi − π+
d = 0,

a−Yi − b− Y 2
i

Ai

+ c−Yi − π−
d = 0,

(5.11)

where

a± = 1
2

M̄1

1 ± M̄1

W̄

Wi

, b± = 1
2

M̄2
1

1 ± M̄1

Ri

R̄
A, c± = 1

2
M̄2

1

1 ± M̄1
. (5.12a-c)

For the injection diameter, the solution is constrained with an upper boundary equal
to the geometric diameter di = 3.4 mm (no lower boundary is set). For the injection
mass fraction Yi, a constrained and unconstrained solution is computed. For the former,

Fig. 5.6 Co-flow injection of air with constrained Yi ± 0.01 ( ) and unconstrained ( )
solutions for co-flow theory predictions: (a) π±

d waves with fit ( ); (b) injection mass
fraction with assumed experimental set point ( ); (c) ratio of waves with fit ( );
(d) optimised injection diameter with geometric diameter ( )
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Yi is allowed to fluctuate by 10% (i.e. Yi = 0.10±0.01) and a local minimum is found via
the least squares formulation. For the latter, the solutions can be computed directly.

The results of this study are shown in Figs. 5.6 and 5.7 for air and methane injection,
respectively. The optimisation results for each gas are in good agreement with each
other when it comes to the injection diameter. As ¯̇m/ ¯̇mc (and ūi) increases, we would
expect the recirculation zone to grow and, therefore, the effective injection diameter
to decrease. However, the results shows that the injection diameter is approximately
constant (2.5–2.7 mm), which, along with an injection mass fraction of Yi = 0.10±0.01,
is found to yield agreement with experimental data. Presumably, the different properties
of air and methane are responsible for the slight difference in the diameters obtained
from the respective optimisation procedures.

With respect to the injection mass fraction Yi, the results indicate that air was
underestimated and methane was overestimated compared to the expected injection mass
fraction. This could be a symptom of an additional source of error that had not yet been
identified (for instance, the mass flow meter may need re-calibration).

Fig. 5.7 Co-flow injection of methane with constrained Yi ± 0.01 ( ) and uncon-
strained ( ) solutions for co-flow theory predictions: (a) π±

d waves with fit ( );
(b) injection mass fraction with assumed experimental set point ( ); (c) ratio of waves
with fit ( ); (d) optimised injection diameter with geometric diameter ( )
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5.3.3 System characterisation

Once the direct noise sources for air are characterised, the results can be used to extract
the acoustic properties of the system. In particular, the inlet reflection coefficient Ri1, the
upstream reflection Ro1 and transmission To1 coefficients of the nozzle, and the acoustic
attenuation α of the system. It is important to obtain these as they are needed to
dereverberate pressure signals278. Under the compact assumption, the phase shift at the
boundaries is zero.

Inlet reflection coefficient Ri1

As outlined in Table 5.2, experiments Air-A and Air-C are used to obtain the reflection
coefficient of the inlet using Eq. (5.9).

Figure 5.8 shows the normalised pressure perturbations due to the co-flow injection
of air using setup A to measure π−

d and setup C to measure (1 + Ri1)π−
d plotted for the

minimum and maximum air mass flow rates normalised by the nozzle’s choking flow
rate ( ¯̇m/ ¯̇mc = 0.25 and ¯̇m/ ¯̇mc = 1.1 in Figs. 5.8a and 5.8b, respectively). Figure 5.9
shows the reflection coefficient for each mean flow rate ¯̇m with standard deviation (±1σ)
highlighted. There is a negligible dependency of the reflection coefficient on air mass
flow rate. This may be attributed to the low porosity of the perforated plate (see §4.2.1).
A mean value of Ri1 = 0.91 is computed and used henceforth for all the experiments
presented in this chapter.

Fig. 5.8 Pressure perturbations due to co-flow injection of air using setup A ( ) and
setup C ( ) for (a) ¯̇m/ ¯̇mc = 0.25 and (b) ¯̇m/ ¯̇mc = 1.1 with standard deviation (±1σ)
used to compute the inlet’s reflection coefficient Ri1.
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Fig. 5.9 Inlet reflection coefficient Ri1: experiments ( ) with standard deviation (±1σ)
and mean ( ).

Nozzle reflection Ro1 and transmission To1 coefficients

As outlined in Table 5.2 experiments Air-A and Air-B are used to obtain the reflection
and transmission coefficients of the nozzle using Eqs. (5.5) and (5.7), respectively.

Figure 5.10 shows the pressure perturbations due to the co-flow injection of air using
setup A to measure π+

d and setup B to measure both (1 + Ro1)π+
d and To1π

+
d for the

minimum and maximum normalised air mass flow rates ( ¯̇m/ ¯̇mc = 0.25 and ¯̇m/ ¯̇mc = 1.1).
The transmitted wave To1π

+
d is measured approximately 1.5 m downstream of the nozzle.

In the figure, it has been time-shifted by 4 ms (the respective acoustic delay), for the
purpose of clarity (i.e. to start at t=0).

Figure 5.11 shows the reflection and transmission coefficients as a function of nor-
malised air mass flow rate ¯̇m/ ¯̇mc. There is a strong dependence on flow rate, showing
the same trend as results obtained by De Domenico et al. 64 using non-isentropic theory.
The experimental data yields a reflection coefficient above unity for the last 7 flow rates,
and around 1.05 for the choked cases (the last three). Indeed, we know the theoretical
limits for a choked compact nozzle (Ro1 ≃ 1)63,64,213.

In order for this dataset to agree with the physical limits established by published
theory, the pressure perturbations obtained using setup B are scaled down by 2.5%.
This result is also presented in Fig. 5.11. The scaled result falls within the error bars
computed, showing good agreement with experimental data from a similar nozzle1 used
in the work of De Domenico et al. 64 and with the numerical results presented in §6.3.3
using the linearised Navier–Stokes equations method. The transmission coefficient To1

is virtually unaffected by the scaling since the error propagates differently. The scaled

1The nozzle employed by De Domenico et al. 64 had the same divergent section, but a different
convergent section (24 mm long with a linear geometric profile and 40◦ angle).
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Fig. 5.10 Pressure perturbations due to co-flow injection of air using setup A ( ) and
setup B ( ) for (a, c) ¯̇m/ ¯̇mc = 0.25 and (b, d) ¯̇m/ ¯̇mc = 1.1 with standard deviation (±1σ)
used to compute the nozzle’s upstream reflection Ro1 and transmission To1 coefficients.

results are, henceforth, used to describe the nozzle’s compact acoustic properties in this
thesis.
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Fig. 5.11 Nozzle’s acoustic (a) reflection coefficient Ro1 and (b) transmission coefficient To1:
experiments ( ) with standard deviation (±1σ), polynomial fit ( ), scaled polynomial
fit ( ), and experimental data from similar nozzle64 ( ).

Attenuation coefficient α

Attenuation of propagating acoustic waves occurs due to turbulence, mixing, heat viscous
effects, as well as losses at the walls (such as heat conduction)274. The amplitude change
of an acoustic wave over a distance ∆x due to attenuation is expressed by Eq. (5.10).

Experimentally, this is measured using two of the characterisation setups (Air-A and
Air-C). For experiments Air-A, we inspect the first reflected wave measured by the two
upstream transducers:

p′
x1

γ̄p̄1
=

p′
x2

γ̄p̄1
= Ri1π

−
d e−2αl−α + Ro1π

+
d e−2αl+α , (5.13)

where l±
α is the distance travelled by the respective waves π±

d .
If there were no attenuation, the measured reflected acoustic perturbation at both

transducers would be:
p′

γ̄p̄
= Ri1π

−
d + Ro1π

+
d . (5.14)

Using the results from §5.3.2, we estimate what the amplitude of the reflected wave
would be without attenuation (Fig. 5.12). Since there is no analytical solution to
Eq. (5.13), α can be found iteratively.

For experiments Air-C, the transducers upstream and downstream of the injection
source will measure different perturbation amplitudes (as a result of the removal of the
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Fig. 5.12 Acoustic waves for (a) test case Air-A-1 ( ¯̇m/ ¯̇mc = 0.25), (b) test case
Air-A-18 ( ¯̇m/ ¯̇mc = 1.1), (c) test case Air-C-1 ( ¯̇m/ ¯̇mc = 0.25) and (d) test case Air-
C-18 ( ¯̇m/ ¯̇mc = 1.1), with standard deviation (±1σ) used to compute the system’s
acoustic attenuation α. Pressure perturbations at x1 ( ) and x2 ( ) are shown along
with predicted p′ if there were no attenuation of the waves (α = 0 m−1).

upstream pseudo-anechoic tube):

p′
x1

γ̄p̄1
= (1 + Ri1) π−

d ,

p′
x2

γ̄p̄1
= π+

d + Ri1π
−
d .

(5.15)

The reflected wave at both transducers is now:

p′
x1

γ̄p̄1
=

p′
x2

γ̄p̄1
= Ro1 (1 + Ri1)

(
π+

d + Ri1π
−
d

)
e−2αlα (5.16)

Similarly to what was done using experiments Air-A, we can use the results from
§5.3.2 to compute the unattenuated reflected wave, and solve Eq. (5.16) for α.

The resulting α values calculated for each transducer using setups A and c are
averaged and shown in Fig 5.13. The attenuation α ranges from 2.0–4.2×10−3 m−1. The
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Fig. 5.13 Acoustic attenuation α as a function of normalised mean flow rate ¯̇m/ ¯̇mc:
experimental data using test cases Air-A ( ) and Air-C ( ) and a linear fit ( ).

results show a linear trend with normalised mass flow rate and are in good agreement
with results from Rolland 278 for the CWG model setup.

5.3.4 Indirect noise waves

In this subsection, non-reverberated indirect noise waves π±
i are measured for the first

time by using the variables obtained in the previous sections. As outlined in Table 5.2,
experiments CH4-B are used for this purpose. The equations presented assume linearity
(i.e. the total noise is a sum of direct and indirect noise).

Figure 5.14 visually demonstrates the anechoic subtraction method employed for the
far and close injection locations in the case of the highest mass flow rate ( ¯̇m/ ¯̇mc = 1.1,
test CH4-B-18). To obtain the downstream-travelling indirect noise π+

i , the direct noise
signal π+

d is simply multiplied by To1 before being subtracted from the result of CH4-B,
as per Eq. (5.6). In order to extract the upstream-travelling indirect noise waves π−

i , the
direct noise waves π±

d (obtained in §5.3.2) need to be scaled according to the positioning
of the transducers relative to the source. For the far injection case (Fig. 5.14a), the
transducer is downstream of the injection, so π+

d is multiplied by (1+Ro1) before being
subtracted from the result of CH4-B, as per Eq. (5.8). For the close injection location
(Fig. 5.14b), the transducer is upstream of the injection so π+

d is multiplied by Ro1 and
summed with π−

d , before being subtracted from the result of CH4-B. After the scaling of
the direct noise contributions, but before the subtraction, the signals are aligned in time
by inspection of the respective pulses’ leading edges.

In the far injection case, there is time separation between the direct and indirect
noise waves for all mean flow rates (Figs. 5.14a and 5.14c). It is for the case of the
injection close to the nozzle that the subtraction method is most useful as there is a
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Fig. 5.14 Anechoic subtraction method visualised: test CH4-B-18 ( ) minus scaled direct
noise signal(s) ( ). Resultant indirect acoustic waves ( ) due to co-flow injection of
methane for ¯̇m/ ¯̇mc=1.1 are shown: π−

i for (a) far and (b) close injection locations; π+
i for

(c) far and (d) close injection locations. A 15 ms moving average filter has been applied
to the indirect noise signals.

superpositioning of the direct and indirect noise signals (Figs. 5.14b and 5.14d). The
ringing caused by valve dynamics has an effect in the extracted indirect noise signals
– it is not fully cancelled out during the subtraction process. This ringing is generally
smoothed out by the 15 ms moving average filter used in Fig. 5.14. However, it has a
particularly significant effect on π−

i for the close injection location (Fig. 5.14b). Here
the ringing is around the same order of magnitude as π−

i , whereas for the downstream
measurements, it is virtually negligible relative to π+

i (as evident in Figs. 5.14c-d).
The resultant π±

i time series for all mass flow rates of air are presented in Fig. 5.15.
As expected, the injection location affects the indirect noise signature. For the close
location, the signal resembles that of a direct noise pulse (Fig. 5.15b). The signal is
slightly distorted as the compositional wave deforms inside the nozzle due to the mean
flow gradient315. On the other hand, the far injection provides a longer convective length,
allowing the compositional wave to disperse and yield signatures that resemble Gaussian
pulses (Fig. 5.15a).
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Fig. 5.15 Indirect noise waves obtained via anechoic subtraction: π±
i for the (a) far and

(b) close injection locations. A 15 ms moving average filter has been applied to the
signals.

The π+
i signals for both injection locations are clean and clear of ringing effects from

the subtraction method. This is because the noise is an order of magnitude smaller than
π+

i (Fig. 5.14c-d) In contrast, the π−
i signals are of the same order of magnitude as the

ringing. For the far injection π−
i (Fig. 5.15a), the direct noise signal is not fully cancelled

out. This could be attributed to uncertainties in π+
d and/or Ro1 (see Table 5.2). Since

π+
d is used to successfully extract π+

i , it is unlikely to be the issue.
For the close injection (Fig. 5.15b), the slight differences in the signals’ ‘valve turn

on’ ringing (Fig. 5.14b) leads to a misleading positive π−
i pulse front. Moreover, and as

mentioned previously, the ‘valve turn off’ ringing slightly distorts the shape of the pulse
(Fig. 5.14b).

Lastly, for ¯̇m/ ¯̇mc > 0.5, the π±
i signals do not return to zero once the compositional

inhomogeneity has convected through the nozzle (at least, not within the 0.35 s anechoic
acquisition window shown here). Instead, the system’s pressure decays to a new, higher
mean pressure. This change in pressure ∆p is pointed out in Fig. 5.14, and is also visible
in Fig. 5.15.
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5.4 Reverberating system

5.4.1 Setup and methodology

The CWR is used here without the pseudo-anechoic tubes in the upstream chamber,
as done in the work of De Domenico et al. 64 (Fig. 5.16). As a result, the upstream
chamber reverberates (i.e. pressure pulses reflect off both ends, so that the pressure
builds up during injection). Downstream of the nozzle, three pseudo-anechoic tubes
are used providing an anechoic time of τa = 0.5 seconds. As done in §5.3, we identify
injection location 1 as the far injection location (Lc = 0.55 m) and injection location 3 as
the close injection location (Lc = 0.11 m) – see Fig. 5.16. The pressure signals presented
are the result of an averaging of 10 pulses, followed by the filtering of the mains frequency
(50 Hz) as well as frequencies above 90 Hz. The test cases are outlined in Table 5.1.

5.4.2 Pressure perturbations

The pressure perturbations generated by the co-flow injection of methane or air at two
different injection locations are presented here. For the far injection, the convective time
τc = Lc/ū is larger than the pulse duration tp = 50 ms for all flow rates investigated. For
this reason, direct and indirect noise are time separated62,64. This was shown in §5.3 and
is further confirmed by the Raman measurements presented in §5.7. Owing to this time
separation, the air signal can be scaled to match the peak methane signal (more details
on this later). All air injection results presented have been scaled accordingly.

Fig. 5.16 CWR setup for the single pulse injection campaign with far (Lc = 0.55 m) and
close (Lc = 0.11 m) injection locations. The anechoic length is La ≃ 90 m giving an
anechoic time of τa = 0.5 s. Pressure perturbations are measured by two transducers
(one upstream and one downstream of the nozzle). Dimensions not to scale.
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The upstream and downstream methane injection pressure signals are shown in
Figs. 5.17 and 5.18 for the far and close injection locations, respectively. Three flow rate
conditions are selected and presented as time series in Figs. 5.17 and 5.18 to show the
methane and scaled air signals. For both locations and gases, the pulse is injected at
t = 0 s, generating direct noise for the duration of the pulse (0 ≤ t ≤ tp). During this

Fig. 5.17 Upstream (a) and downstream (b) pressure perturbations due to injection
at the far location. Colourmaps show methane injection perturbations using linear
interpolation to map between different mean flow rates. Data is scaled using a power-law
relationship (y = xγ , where γ = 0.5) in order to more easily visualise the lower amplitude
perturbations; (b,d) three flow rates from the respective colourmaps (i–iii) are selected for
the measurement of methane ( ) and scaled air ( ) injection pressure perturbations.
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time, the direct noise inside the chamber builds up owing to reverberation280. The rate of
increase in pressure is a function of the injection flow rate (ṁi), the upstream chamber’s
length (L1), and the system’s reflection and attenuation coefficients (Ri1, Ro1, α).

For the far injection of both gases, only direct noise is produced during the pulse
duration. The upstream and downstream signals are approximately an order of magnitude
different (with the upstream signal being the larger of the two). This is expected as
reverberation occurs in the upstream chamber. In the downstream chamber, there is no
reverberation. Therefore, the downstream pressure signal is only made up of the noise
transmitted from the upstream chamber.

Once the injection is stopped, direct noise generation halts and the pressure waves
decay. In the injection of methane, however, indirect noise is produced shortly after
the end of the pulse. The upstream-travelling indirect noise is negative, while the
downstream-travelling indirect noise is positive. This agrees with indirect noise theory278

and previous experimental results64. In the upstream signal, the presence of indirect
noise is visible in Fig. 5.17a as a darkening of the blue palette in the colour map, whereas
downstream in Fig. 5.17b it is seen as a brightening of the colour map. For signals both
upstream and downstream of the nozzle, when increasing the mean mass flow rate, the
start time of the respective indirect noise converges to a specific time (t = 0.09 s). This
is due to the nozzle throat reaching sonic conditions and the upstream bulk velocity
plateauing (see Fig. 4.10); this is especially clear when comparing Figs. 5.17b and 5.27a.

For the close injection, direct and indirect noise are no longer time separated, as
shown in Fig. 5.18. Indirect noise is now produced before the end of the pulse, interfering
destructively upstream and constructively downstream of the nozzle, respectively. The
interference effects can be more closely examined by plotting the pressure amplitude at
the end of the methane injection pulse (t = 0.05 s) for far and close injection locations.
This is shown in Fig. 5.19. Upstream, both signals increase with flow rate and reach
a plateau at the choking point. In fact, the pressure signals are amplified by an order
of magnitude from lowest to largest flow rate as shown in Fig. 5.19a. This is because
the acoustic reflection coefficient of the nozzle increases with flow rate63 as described in
§5.3.3. Downstream, however, a maximum is reached at around ¯̇m/ ¯̇mc = 0.6 as shown
in Fig. 5.19b. This is because the nozzle’s transmission coefficient decreases with flow
rate. At higher flow rates, the increase in transmission loss is greater than the increase in
upstream pressure, until we reach the choking point, where both the upstream pressure
and the transmission coefficient plateau. Since the direct and indirect noise contributions
are time separated for the far injection location, the difference between the far and close
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injection amplitudes (Fig. 5.19) is due to indirect noise contributions (i.e. destructive
interference upstream and constructive interference downstream).

As mentioned earlier, the time separation in the far injection cases allows us to scale
the air results so that the direct noise produced by air and methane is the same. This
enables us to extract the reverberated indirect noise p′

i by simply subtracting the scaled

Fig. 5.18 Upstream (a) and downstream (b) pressure perturbations due to injection
at the close location. Colourmaps show methane injection perturbations using linear
interpolation to map between different mean flow rates. Data is scaled using a power-law
relationship (y = xγ , where γ = 0.5) in order to more easily visualise the lower amplitude
perturbations; (i–iii) three flow rates from the respective colourmaps are selected for the
measurement of methane ( ) and scaled air ( ) injection pressure perturbations.



126 Direct & indirect noise experiments I: single pulse injection

Fig. 5.19 Upstream (a) and downstream (b) pressure perturbations at the end of the
pulse (t = 0.05 s) due to the co-flow injection of methane at the far ( ) and close ( )
injection locations as a function of normalised mean flow rate ¯̇m/ ¯̇mc.

air pressure signal (i.e. direct noise p′
d) from the methane pressure signal (i.e. direct

plus indirect noise p′), such that p′
i = p′ - p′

d. Assuming the direct noise generated is
independent of injection location, this method can also be applied to the close injection
cases64. Specifically, the far injection scaled air pressure signals are subtracted from the
close injection methane pressure signals. These results are shown in Fig. 5.20.

An initial noise source is identified in the upstream chamber before the compositional
wave reaches the nozzle (Fig. 5.20a). As mentioned in §5.3.2, this could be attributed
to indirect noise generated as the methane is injected. Downstream of the nozzle, the
signal is an order of magnitude smaller than in the upstream section which reverberates.
The signal-to-noise ratio in particular is reduced downstream owing to the low acoustic
transmission of the nozzle and the highly turbulent nature of the flow accelerating through
the throat. Nevertheless, at higher flow rates, indirect noise generation is clear.

Fig. 5.20 Reverberated indirect noise pressure perturbations obtained by subtracting
scaled air signals from methane signals: (a) upstream and (b) downstream of the nozzle.
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5.4.3 Dereverberation

In order to quantify the indirect noise waves π±
i , the effects of reverberation need to be

removed64. Acoustic signals can be dereverberated using system transfer functions278,280.
This analysis can be done in the frequency domain using the system properties char-
acterised in §5.3 (i.e. Ri1, Ro1, To1, α). We assume that time delays associated with
transducer locations are negligible and make use of the fact that we only analyse data
within the anechoic acquisition window (i.e. Ro2 = 0). As such, to dereverberate a
reverberated, upstream-travelling indirect noise signal p′

i,1/γ̄p̄:

π̂−
i =

p̂′
i,1

γ̄p̄

(
1 − Ri1Ro1e

−iωτ1−2αL1

1 + Ri1

)
. (5.17)

Similarly, to dereverberate a reverberated downstream-travelling indirect noise signal
p′

i,2/γ̄p̄:

π̂+
i =

p̂′
i,2

γ̄p̄
−
(

To1Ri1e
−iωτ1−2αL1

1 + Ri1

)
p̂′

i,1

γ̄p̄
. (5.18)

Note that the upstream travelling indirect noise is an input to this equation as the
upstream chamber reverberates and contributes to the downstream signal.

The resulting time series are shown in Fig. 5.21. Similar to the results from the
non-reverberating setup, the far injection results demonstrate effects of dispersion. There
is evidence of an indirect noise source before the pulse reaches the nozzle (Fig. 5.21a),
particularly during the injection period. This could be confirmation that a measurable
amount of indirect noise is produced by the co-flow injection process.

Fig. 5.21 Indirect noise waves obtained via dereverberation: π±
i for the (a) far and (b) close

injection locations. A 15 ms moving average filter has been applied to the signals.
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5.5 Indirect noise quantification: a comparative study

The resultant indirect noise waves obtained using the two different quantification methods
(i.e. anechoic subtraction and dereverberation) are contrasted in Fig. 5.22. A 15 ms
moving average filter has been used and the noise measured before the arrival of the
pulses has been filtered out for clarity purposes. Positive agreement is found for all
cases in terms of signature shape, arrival times, and duration. This is confirmation that
the system characterisation and the measurements of the direct noise wave amplitudes
are in accordance. Unsurprisingly, the region of clearest difference is π−

i in the close
injection case. This has been discussed in §5.3.4. Admittedly, the anechoic subtraction
method produces smoother signals as a results of using more pulses in the averaging
(100), comparatively to the reverberated cases (10).

The peak amplitudes are plotted versus normalised mass flow rate in Fig. 5.23. The
peak indirect noise generated by the close injection cases is consistently larger than for
the far injection cases. This is expected since the compositional wave has more time to
disperse in the case of the far injection location. Good overall agreement is found between

Fig. 5.22 Comparison of indirect wave quantification methods: (a) anechoic subtraction
and (b) dereverberation. A 15 ms moving average filter has been used and the subtraction
noise appearing before the arrival of the pulses has been filtered out for clarity purposes.
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Fig. 5.23 Indirect noise waves: maximum (a) π−
i and (b) π+

i as a function of normalised
mass flow rate ¯̇m/ ¯̇mc for far ( ) and close ( ) injection locations. Also included are
the best fits for close ( ) and far ( ) injection results obtained using the anechoic
subtraction ( ) and dereverberation ( ) methods.

dereveberation and anechoic subtraction methods for the far injection case. Qualitatively,
the π−

i signals show the same trend with mass flow rate as the upstream bulk velocity ū

(Fig. 4.10). In other words, they both reach a plateau once the nozzle chokes. This is
only not true for the dereverberated π−

i which peaks at ¯̇m/ ¯̇mc = 0.75. The downstream
signals π+

i show a linear relationship with flow rate. Similar to the upstream π−
i results,

the dereverberated π+
i signals for the close injection are larger than for the anechoic

subtraction method.
The integral of the perturbations can theoretically help assess whether the same total

entropic disturbance has gone through the nozzle for both injection locations. This was
not done in the work of De Domenico et al. 64. However, as mentioned previously in
§5.3.4, for ¯̇m/ ¯̇mc > 0.5, the π±

i signals do not return to zero. This makes the definition
of the limits of integration difficult to organise in a systematic way. For the purpose
of this analysis, the integral limits are selected based on the leading and trailing edges
of the pulse, on a case by case basis. The same integration limits are used in both the
anechoic subtraction and dereverberation methods. The results are plotted in Fig. 5.24
where ti is defined as the time over which the integral is computed.

Qualitatively, the integral signals have the same trend with flow rate as the signal
peaks shown in Fig. 5.23. For π−

i , the difference in integral is generally greater at higher
mean flow rates for both methods. In the case of π+

i using the anechoic method, the
opposite is true. The average of the close and far integral values is also included in
Fig. 5.24. The averages for both measurement methods are in fair agreement with each
other. It is assumed that the same mass is being accelerated in all cases.
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Fig. 5.24 Indirect noise waves: (a) integral of π−
i with respect to time, and (b) integral of

π+
i with respect to time as a function of normalised mass flow rate ¯̇m/ ¯̇mc for far ( ) and

close ( ) injection locations. Included for visualisation purposes are the average integrals
for the anechoic subtraction ( ) and dereverberation ( ) methods.

Once the compositional wave amplitude ξ has been measured for all the cases, these
signals can be used to compute indirect noise transfer functions π±

i /ξ.

5.6 Indirect-to-direct noise ratios

The relative importance of direct and indirect noise has been a matter of longstanding
debate in the field68. As such, theoretical formulations have been presented to estimate
their individual contributions to engine systems.

Assuming a reverberating bicameral system (i.e. two chambers connected by a
compact boundary), Rolland 278 derived indirect-to-direct noise pressure ratios (i.e. p′

i/p′
d)

for the upstream χ1 and downstream χ2 chambers:

χ1 =
p′

i,1

p′
d,1

= |1 + Ri1|
|1 + Ro1|

|Ro2Ti2π
+
i | + |π−

i |
|π+

d | + |Ri1π
−
d |

, (5.19)

χ2 =
p′

i,2

p′
d,2

= |π+
i | + |Ri1To1π

−
i |

|To1π
+
d | + |To1Ri1π

−
d |

. (5.20)

The upstream ratio χ1 is important for the prediction of instabilities (see §1.1.1)
whereas the downstream ratio χ2 helps quantify contributions towards emitted noise
(see §1.1.3). For the non-reverberating system presented in §5.3 (i.e. tests CH4-B), both
upstream and downstream boundaries can be considered anechoic (i.e. Ri1 = Ro2 = 0).
In this case, the formulation derived by Rolland 278 for the downstream chamber χ2

simplifies to the ratio presented by Leyko et al. 185 and Durán et al. 75 . For the reverber-
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Table 5.3 Summary of indirect-to-direct noise ratios for different cases: fully reverberating
bicameral system278, partially non-reverberating bicameral system (i.e. non-reverberating
upstream (US) or downstream (DS) chambers with anechoic inlet or outlet, respectively),
and fully non-reverberating bicameral system (non-reverberating upstream and down-
stream chambers with anechoic inlet and outlet).

Ratio
Fully reverberating Partially or fully non-reverberating

US DS (§5.4) US & DS (§5.3)
(Ri1 ̸= 0 & Ro2 ̸= 0) (Ri1 = 0) (Ro2 = 0) (Ri1 = Ro2 = 0)

χ1
|1 + Ri1|
|1 + Ro1|

|Ro2Ti2π+
i | + |π−

i |
|π+

d | + |Ri1π−
d |

|Ro2Ti2π+
i | + |π−

i |
|1 + Ro1||π+

d |
|1 + Ri1|
|1 + Ro1|

|π−
i |

|π+
d | + |Ri1π−

d |
|π−

i |
|1 + Ro1||π+

d |

χ2
|π+

i | + |Ri1To1π−
i |

|To1π+
d | + |Ri1To1π−

d |
|π+

i |
|To1π+

d |
|π+

i | + |Ri1To1π−
i |

|To1π+
d | + |Ri1To1π−

d |
|π+

i |
|To1π+

d |

ating system presented in §5.4, the upstream chamber reverberates, but the downstream
boundary is considered anechoic (i.e. Ro2 = 0). The indirect-to-direct noise ratios for all
possible reverberating scenarios (with a source in the upstream chamber) are summarised
in Table 5.3. The ratios obtained for the two setups employed in this thesis (from §5.3
and §5.4) are presented in Fig. 5.25.

Unsurprisingly, injecting near the nozzle generates the largest indirect-to-direct noise
ratios both upstream and downstream of the nozzle. This is because the compositional
wave is less dispersed than when injected further away. In the upstream chamber (χ1),
indirect noise is consistently smaller than direct noise, specifically less than 40% of the
latter. Moreover, χ1 is constant across the studied cases, showing no clear trend with air
flow rate. In the downstream chamber (χ2), indirect noise is the same order of magnitude
as direct noise for the first few subsonic cases. However, unlike in the upstream chamber,
there is a significant dependence on bulk air flow: indirect noise becomes almost an
order of magnitude larger than direct noise for the choked cases. We also note that
when the inlet is anechoic, the upstream ratio χ1 decreases relative to when it is not
anechoic. The opposite is true in the downstream chamber, where we see that χ2 is larger
when the inlet is anechoic owing to the contribution of the upstream-travelling direct
noise wave π−

d . These conclusions are in line with the analytical work of Mahmoudi
et al. 208 who estimated that (1) direct noise was dominant upstream of a choked nozzle
and (2) indirect noise was dominant downstream of a choked nozzle for a model annular
combustor.
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Fig. 5.25 Indirect-to-direct noise ratios for (a) upstream and (b) downstream chambers
for far ( ) and close ( ) injection locations. Included are results obtained via anechoic
subtraction (i.e. with anechoic inlet and outlet Ri1 = Ro2 = 0 condition in §5.3.4 )
and via dereverberation (i.e. with anechoic outlet Ro2 = 0 condition in §5.4.3 ).

5.7 Time-resolved entropic and compositional wave
measurement

In §4.3, we presented the Raman technique for measuring methane and nitrogen con-
centrations. Here we apply the technique for the time-resolved measurement of entropic
and compositional wave amplitudes during the transient injection of methane2. Firstly,
the Raman calibration curves are introduced, and then the injection measurements are
presented.

5.7.1 Calibration curves

The calibration method for the Raman measurements was discussed in §4.3.5. As a
reminder, during the unsteady injection experiments, we used the nitrogen concentrations
to check that the calibrations were consistent. However, it was found that the nitrogen
counts were lower or higher than during the original calibration. This was attributed to
slight changes in the optical alignment during the setup and quartz etching. Therefore,
the total signals had to be re-scaled based on the nitrogen signal obtained on the day, as
obtained from the signal after the injection process, specifically once the compositional
wave has convected through the probe volume (the method used to obtain the corrected
curves is explicitly outlined on page 98). The modified calibration curves are shown in
Fig. 5.26.

2The author kindly acknowledges the work of Dr. Lee Weller who collected the Raman data.
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Fig. 5.26 Original calibration curve ( ) and corrected calibration curves ( ) used to
extract species concentration from the time-resolved integrated counts Ĉ. The nitrogen
counts during the unsteady injection experiments were different than during the original
calibration. As a result, two corrected calibration curves are needed (one for each injection
campaign) obtained using the methodology described in §4.3.7.

In the case of nitrogen, we see in Fig. 5.26a that with increasing test case (and,
therefore, mean pressure – see Table 5.1), the signal maintains it’s linear dependency
on concentration (i.e. for both far and close injection campaigns). We note that, in
the case of methane, the error increases with concentration since the calibration curve
flattens out above 30 mol m−3, specially so for the close injection case. Measurement
errors associated with each test are presented in Appendix B.3.

5.7.2 Results

Figure 5.27 shows the compositional and entropic perturbation amplitudes due to the
close and far injections obtained from the Raman signal3. This was run in phase-locked
mode with the acoustic measurements for the reverberating system presented in §5.4.
Experiments for each injection location were run independently, but the signals have
been superimposed for visualisation purposes4. Three different flow rates are highlighted
in Fig. 5.27b. In comparing the perturbation signatures produced by the injection at the
two different locations, three major differences can be identified, particularly in profile,
amplitude, and noise levels.

For the close injection case, the probe location is only 62 mm downstream of the
injection location. As the convective distance travelled is very short, the pulse is expected

3Changes in the specific entropy due to mean pressure increase are negligible (< 2%) and are,
therefore, not considered in the calculation of the entropic wave amplitude (Eq. (2.46)).

4Note: an error occurred during test 14 for the close injection case and, unfortunately, this Raman
experiment could not be re-run. Consequently, and only for the close injection case, the result for test
15 has been used in place of test 14.



134 Direct & indirect noise experiments I: single pulse injection

Fig. 5.27 Raman spectroscopy measurements due to injection at (a) close ( ) and
far ( ) locations for all 18 test cases (10 pulse average for each case); experiments for
each injection location were run independently, but the signals have been superimposed for
visualisation purposes. Colours are mapped for ξ using a power-law relationship (y = xγ

where γ = 0.5) in order to more easily visualise the lower amplitude wave. Linear
interpolation is used to map between different mean flow rates in the y-axis; (b) three
flow rates from the colourmap are selected to show the changes in signature for different
¯̇m/ ¯̇mc and a five-point (i.e. 3.33 ms) moving average is used; included is the area-weighted
result for the close injection case ( ).

to have a profile similar to that of the injection pulse excitation signal (i.e. square pulse).
This is confirmed by the Raman measurements (Fig. 5.27b). As a result of the proximity
of the probe volume to the injection plane, the mean compositional amplitude of the wave
may be overestimated by the Raman measurement. The jet diameter at the injection
plane is either equal to the inner diameter of the injection pipe (3.4 mm) or smaller
(2.5–2.7 mm as estimated in §5.3.2). In Fig. 5.27, we assume an initial injection diameter
of 2.5 mm, and use the half-angle of a free jet’s turbulent cone (θtc ≈ 12◦)70,324. Based
on this analysis, the jet requires an approximate mixing length Lm ≈ 90 mm to fully
expand to the duct’s wall (Fig. 5.28). Therefore, the jet diameter is estimated to meet the
inner wall of the duct approximately 22 mm before the converging section of the nozzle.
Furthermore, the area of the injected jet at the probe volume location is estimated to be
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Fig. 5.28 Computer-aided drawing rendering of the injected jet based on the half-angle of
a free jet’s turbulent cone (θtc ≈ 12◦)70,324: for the close injection location, the probed
region ( ) is located within the mixing length Lm. The ratio of the injection jet area at
the probe location Aj to the duct area A is estimated to be approximately 0.62.

approximately 62% of the area of the chamber, as shown in Fig. 5.28. For this reason,
an area-weighted disturbance amplitude is included in Fig. 5.27b. Lastly, the high level
of noise identified in the close injection result can also be explained by the proximity of
the probe volume to the injection location. Since the probed region is estimated to be
small relative to the chamber diameter (see Appendix B.1), the Raman measurement
is expected to be fairly sensitive to flow perturbations. A shear layer is expected to be
generated between the injected methane jet and the surrounding bulk flow of air due
to the differences in the respective gas velocities. The shear layer-induced entrainment
of air into the methane jet is thought to lead to the large signal fluctuations seen in
Fig. 5.27a-b for the close injection location.

For the far injection case, the compositional wave shows evidence of having undergone
diffusion and dispersion through the significant reduction in peak amplitude and rounding
off of the profile. Furthermore, we see the perturbation is more significantly stretched by
the lower bulk air flow rates, as there is more time for mixing to take place relative to
the higher bulk flow rates. Lastly, the convective time for each flow rate is identifiable
and is in good agreement with the start of indirect noise generation (Fig. 5.22).

The average peak and time-integrated values of the compositional disturbances are
shown in Fig. 5.29, where ti is defined as the time over which the integral is computed.
For the purpose of this analysis, the integral limits are selected based on the leading and
trailing edges of the pulse, on a case by case basis (as done in §5.5). Note that for each
case ti here is different to the ti used in §5.5 as the acoustic and compositional waves
have different profiles.
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Fig. 5.29 Raman measurements: (a) mean peak compositional amplitude ξ and (b) time-
integrated compositional amplitude 1

ti

∫
ξ dt for close ( ) and far ( ) injection locations

with associated entropic wave amplitude as per Eq. (2.46). Also included is the area-
weighted close injection result ( ).

With increasing flow rate, the average disturbance amplitude for the close and far
injection cases both increase: from 0.14 to 0.19 and 0.02 to 0.04, respectively. It is
worth noting that the average standard error for the close and far injection results
is 0.007 and 0.002, respectively (see Appendix B.3). The area-weighted results agree
favourably with the methane injection mass fraction predicted in §5.3.2 (Fig. 5.7) for the
lower bulk flow rates and with the set point (i.e. Yi = ṁi/ ¯̇m = 0.1) for the higher flow
rates. Interestingly, we see that for the far injection case, the compositional wave is fully
accounted for by using the integral quantity (i.e. quantity is relatively independent of air
flow rate). This is an indication that the wave at this location has expanded across the
duct and become homogeneous. The same cannot be said for the integral quantity of the
close injection results, which, similarly to the average disturbance amplitude, increase
moderately with air flow rate. The time-integrated compositional perturbation of the
two injection locations (far vs area-weighted close) are, on average, 77% different.

Now that the compositional wave amplitude ξ has been measured for each case,
indirect noise transfer functions π±

i /ξ can be calculated.

5.8 Entropic and compositional nozzle transfer
functions

The final objective of the model experiment presented is to compute the indirect noise
transfer functions π±

i /ξ of the nozzle. Since compositional waves are coupled to entropic
waves, π±

i /σ is also computed based on the entropic-compositional coupling term ∆s/c̄p

as per Eq. (2.46). Three methods of computing π±
i /ξ are contrasted. In particular, we:
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Fig. 5.30 Indirect noise nozzle transfer functions π±
i /ξ (left y-axis) and π±

i /σ (right y-axis)
due to injection at close ( ) and far ( ) locations. Contrasted are results using method 1 –
proposed by De Domenico et al. 64 ( ), method 2 – using peak quantities ( ), and
method 3 – using time-integrated quantities ( ).

1. use the method presented by De Domenico et al. 64 , where the peak π±
i obtained via

dereverberation (Fig. 5.23) is divided by the injection mass fraction Yi = ṁi/ ¯̇m = 0.1
(where ṁi is measured by the mass flow meter),

2. use the peak π±
i measured in the non-reverberating system (Fig. 5.23) divided by

the peak compositional amplitude ξ measured upstream of the nozzle using the
Raman technique (Fig. 5.29a),

3. use the time-integrated 1
ti

∫
π±

i dt measured in the non-reverberating system (Fig. 5.24)
divided by the time-integrated compositional amplitude 1

ti

∫
ξ dt measured upstream

of the nozzle using the Raman technique (Fig. 5.29b).

For methods 2 and 3, we explicitly assume that the injected flow of methane is the
same for the reverberating and non-reverberating systems, so that that the acoustic
waves obtained via the anechoic subtraction method can be normalised by the Raman
measurements. Additionally, we use the area-weighted result for the close injection
transfer functions. The results are shown in Fig. 5.30 – for simplicity, a single y axis
label is used.

For both upstream π−
i /ξ and downstream π+

i /ξ transfer functions, we see that methods
1 and 2 show good agreement in the case of close injection. In contrast, method 3 (i.e. using
time-integrated quantities) yields lower transfer functions (approximately half the value
obtained using methods 1 and 2). This could be a symptom that there are issues with the
integral limits selected for both the acoustic and the compositional wave measurements.

Further differences are more evident when comparing the results in the case of the
far injection. In method 1, we see that far injection yields a smaller transfer function
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when compared to close injection – physically this makes sense, as one would expect
a more diffused and dispersed compositional wave to produce lower noise. However,
methods 2 and 3 demonstrate the opposite trend. Indeed, since both the peak and
integral perturbations are smaller in the case of far injection relative to close injection
(Fig. 5.29), whereas π±

i remain approximately the same, the transfer functions are much
larger (just over twice the value of method 1). This would indicate that the Raman
measurement (for the case of the far injection location) is missing a fraction of the
compositional disturbance that is unaccounted for. This leads to a false conclusion that
the far injection produces a larger amount of indirect noise for the same mass accelerated
(as much as approximately five times larger for method 3). In light of these results, we
hypothesise that point-wise measurements may not be the ideal measurement method
for this type of problem.

The far injection is expected to produce the perturbation that most closely approx-
imates to 1D theory since the long convective length allows the wave to mix with the
bulk flow before reaching the probing region276. On the other hand, since the injection
process is three-dimensional, the close injection case is expected to deviate from 1D
theory the most (although the area-weighted result is employed to counter this issue).
Two-dimensional visualisation of the flow field upstream of the nozzle (via planar diag-
nostics and/or numerical simulations) would aid in better understanding the reason for
the conclusions presented here.

5.9 Summary

In this chapter, we presented the measurement of acoustic perturbations due to the
low-frequency, single pulse, co-flow injection of air or methane into a low Mach number
bulk flow of air. This was done using a model thermoacoustic system (CWR) with
reverberating and non-reverberating upstream chambers.

The direct noise measured experimentally was compared to the derived co-flow wave
source model. Good agreement was found assuming a 10% error in injection mass fraction
and an effective injection diameter that is smaller than the geometric diameter. Moreover,
a new method of quantifying indirect noise wave amplitudes in a model system was
demonstrated using pseudo-anechoic tubes. This was the first time non-reverberated
indirect noise waves were measured.

Two convective lengths were used to investigate the effects of dispersion on the indirect
noise generated. The pressure signals due to far injection show clear signs of dispersion,
particularly as the signature is Gaussian and has a reduced peak, compared to the
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pressure signals due to close injection which resemble a square pulse. Moreover, two
methods of quantifying indirect noise were contrasted – in particular, non-reverberated
pressure signals using the anechoic subtraction method and dereverberated pressure
signals. The non-reverberated results showed good agreement with dereverberated results
for the far injection location. For the close injection location, differences are hypothesised
to be caused by a valve ringing phenomenon that is present in the non-reverberated
results. For both reverberating and non-reverberating upstream chamber CWR setups,
direct noise was found to be larger than indirect noise in the upstream chamber. The
opposite was found to be true in the downstream chamber.

Additionally, the measurement of local concentration using spontaneous Raman
spectroscopy was made in phase-locked mode with the acquisition of pressure for the
reverberating system. This demonstrated the viability of running the experimental
techniques in phase-locked mode. The time-integrated compositional waves generated
by the injection at the two different locations were, on average, 77% different. This was
attributed to the fact that, for the case of close injection, the probe volume was located
inside the expanding turbulent cone of the injected jet. Two-dimensional diagnostics
measurements or numerical simulations would help assess whether this is true. Dispersion
effects are clearly captured and the convective time for each flow rate is identifiable and
in agreement with the start of indirect noise generation seen in the pressure signals.
This reinforces the importance of the simultaneous acquisition of acoustic and species
perturbations.

Finally, experimental indirect noise transfer functions were computed using three
different methods. Agreement was not found in all cases – in particular, the results
falsely suggest that injecting far from the nozzle produces larger transfer functions than
injecting close to the nozzle (by up to a factor of five). In light of these results, we
hypothesise that point-wise measurements may not be the ideal measurement method
for this type of problem. This work highlights the differences that can be found when
computing indirect noise transfer functions experimentally using different methods. This
is important as it evidences the difficulty in demonstrating full quantitative agreement
between theory and experiments.





Chapter 6

Direct & indirect noise experiments II:
pulse burst injection

The pulse burst, co-flow injection of methane into a low Mach number mean flow of air
at frequencies of up to 250 Hz is presented. Experiments are carried out using the

CWR with a reverberating upstream chamber – subsonic and sonic (choked) conditions
are investigated for a convergent-divergent nozzle. Acoustic pressure measurements
are made in tandem with spontaneous Raman spectroscopy measurements of the local
concentration upstream of the nozzle. Results for two limit cases are shown and a
preliminary analysis is presented.
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6.1 Motivation and objectives

When the length of a nozzle is small relative to the acoustic perturbation wavelength,
its spatial extent is irrelevant to the reflection and refraction processes, and the nozzle
is called acoustically compact. The dimensionless frequency He = fLn/c̄ is used as a
metric for acoustic compactness, where f is the perturbation frequency, Ln is the nozzle
length, and c is the speed of sound. When He → 0, a nozzle is described as compact. As
He increases (physically this is equivalent to increasing the frequency of the perturbation
and/or increasing the spatial extent of the element), the acoustic wavelength may become
of the order of the nozzle length, so that it is no longer a good approximation to assume
compactness. Magri et al.204,206 demonstrated the effects of non-compactness on the
acoustic response of subsonic and supersonic nozzles with a linear velocity profile. With
increasing He, the compositional indirect noise is shown to decrease (both upstream and
downstream of the nozzle), and both amplitude and phase are substantially affected.
However, there is still no experimental evidence to substantiate this.

In this chapter, we present an experimental investigation into the indirect noise
generated by the high-frequency injection of compositional inhomogeneities. Specifically,
this is done using the co-flow, pulse burst injection of methane at frequencies fi ranging
from 2 to 250 Hz and approximate injection mass fractions Yi ranging from 4 to 21%.
Time-resolved Raman spectroscopy measurements are used to characterise the profile
of the disturbances. The overarching goal of this experimental campaign is to present
results at more realistic acoustic and compositional forcing frequencies and amplitudes.

The main limitation of some of the reviewed model experiments is the infrasound
frequency range at which they operate in order to obtain time separation between
direct and indirect noise62,277. When injecting at high frequencies near the nozzle, time
separation is no longer possible since direct and indirect noise are generated synchronously.
Rolland 278 proposed a source identification technique that, in theory, could be used to
extract direct and indirect noise amplitudes at any frequency (section V.4.1, page 94).
The hypothesis put forward states that, with two pressure measurements upstream of the
nozzle (at locations x11 and x12) and two measurements downstream of the nozzle (at
locations x21 and x22), the acoustic source signals could be extracted using the following
formulation:

π̂ = Z−1P̂ , (6.1)

where P̂ is the vector of the normalised pressure signals:

P̂ =
[

p̂′
11

γ̄p̄1
,

p̂′
12

γ̄p̄1
,

p̂′
21

γ̄p̄2
,

p̂′
22

γ̄p̄2

]T

, (6.2)



6.1 Motivation and objectives 143

π̂ is the vector of the acoustic wave amplitudes:

π̂ =
[
π̂+

d , π̂−
d , π̂+

i , π̂−
i

]T
, (6.3)

and Z is a transfer function matrix which accounts for the reverberation, reflection,
transmission, and attenuation effects of the system:

Z =



⋆

R+
1 (x11, xs1)

⋆

R−
1 (x11, xs1) 0

⋆

R−
1 (x11, L1)

⋆

R+
1 (x12, xs1)

⋆

R−
1 (x12, xs1) 0

⋆

R−
1 (x12, L1)

⋆

T +
1 (L1, xs1)

⋆

R+
2 (x21, 0)

⋆

T −
1 (L1, xs1)

⋆

R+
2 (x21, 0)

⋆

R+
2 (x21, 0)

⋆

T −
1 (L1, L1)

⋆

R+
2 (x21, 0)

⋆

T +
1 (L1, xs1)

⋆

R+
2 (x22, 0)

⋆

T −
1 (L1, xs1)

⋆

R+
2 (x22, 0)

⋆

R+
2 (x22, 0)

⋆

T −
1 (L1, L1)

⋆

R+
2 (x22, 0)


.

(6.4)
This has been simplified assuming the outlet of the system is anechoic (Ro2 = 0). The
author kindly re-directs the reader to the reference for the full derivation of this matrix
system1. The relevant transfer functions also simplify to:

⋆

R+
1 = Ri1Ro1e

iω(τp1+τ1)−α(lp1+2L1) + Ro1e
−iωτq1−αlq1

1 − Ri1Ro1e−iωτ1−2αL1
, (6.5)

⋆

R−
1 = e−iωτr1−αlr1 + Ri1e

−iωτs1−αls1

1 − Ri1Ro1e−iωτ1−2αL1
, (6.6)

⋆

R+
2 = e−iωτp2−αlp2 , (6.7)

⋆

T +
1 = To1e

iωτp1−αlp1

1 − Ri1Ro1eiωτ1−2αL1
, (6.8)

⋆

T −
1 = To1Ri1e

iωτs1−αls1

1 − Ri1Ro1eiωτ1−2αL1
, (6.9)

where L1 is the upstream chamber length, τ1 = 2L1/c̄ is the upstream round-trip time
delay, and τp, τq, τr, and τs are the time delays between sources and transducers. The
time delays for

⋆

T +
1 and

⋆

T −
1 are evaluated at the outlet of the first chamber.

This method requires the characterisation of the system properties (Ro1, To1, Ri1, α)
as a function of frequency and flow rate. As a result, this chapter is divided as follows.
Firstly, the test cases are outlined. Secondly, the methods used to characterise the acoustic
boundaries are described and results are presented. Thirdly, the pressure perturbations
due to the co-flow injection of methane are shown along with the Raman measurements.
Lastly, preliminary source identification results are presented and discussed.

1Note that the matrix system has been corrected here as it was wrongly typed out in the original
reference279.
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6.2 Test cases

Dowling and Mahmoudi 68 showed that combustor noise for a turbojet engine at approach
conditions has a peak output noise level between 100 Hz and 300 Hz (Fig. 1.4). As
such, a range of injection frequencies in that region (2 ≤ fi ≤ 250 Hz) is investigated.
Additionally, engine-representative perturbations can be as large as 40% of the mean
flow average conditions173. Consequently, a range of injection mass fractions (estimated
to be 4 ≤ Yi ≤ 21%) is investigated.

The pulse bursts are triggered by a tp = 2 ms square pulse signal. For the higher
frequencies, the nozzle length is comparable to the wavelength of the disturbances
(Hemax = 0.22), therefore the effects of acoustic non-compactness on indirect noise

Table 6.1 Experimental test conditions: injection frequency fi, maximum estimated
Helmholtz number He, primary mass flow rate ¯̇m, estimated injection mass fraction of
methane Yi, estimated injected mass flow of methane ṁi, and number of pulses during
anechoic window.

Case fi He = fiLn/c̄ ¯̇m Yi ṁi No. pulses
[Hz] [×10−3] [g s−1] [%] [g s−1] [-]

A1-6 2 1.8 6 − 11 4 0.24 − 0.44 2
B1-6 10 8.8 6 − 11 4 0.24 − 0.44 7
C1-6 30 26.0 6 − 11 4 0.24 − 0.44 21
D1-6 60 53.0 6 − 11 4 0.24 − 0.44 42
E1-6 100 88.0 6 − 11 8 0.48 − 0.88 70
F1-6 125 110.0 6 − 11 8 0.48 − 0.88 88
G1

187.5 170.0

6 17 1.02

132

G2 7 15 0.90
G3 8 13 0.78
G4 9 11 0.66
G5 10 10 0.60
G6 11 9 0.54
H1

250 220.0

6 21 1.26

175

H2 7 18 1.08
H3 8 16 0.96
H4 9 14 0.84
H5 10 13 0.78
H6 11 12 0.72
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generation should be present204,206. At each frequency, six mean flow rates ¯̇m are
investigated: 6 g s−1 to 11 g s−1 in 1 g s−1 increments. As noted in §4.2.6, the nozzle
chokes at 10 g s−1, therefore four of the cases have subsonic nozzle flow conditions, and
two have sonic (choked) conditions. Table 6.1 summarises the test conditions.

6.3 High frequency system characterisation

In order to implement the source identification technique (as per Eq. (6.1)), the acoustic
response of the convergent-divergent nozzle and the perforated plate geometries needs
to be characterised as a function of frequency and air flow rate. This is done using a
numerical framework which combines RANS and Linearised Navier Stokes–Equations
(LNSE) methods, where the former is used to converge on a velocity field which is fed into
the LNSE solver to compute the acoustic response of the geometries (details on this later).
The results for the perforated plate are compared to experimental multi-microphone
method measurements which are used to validate the numerical results.

6.3.1 Experiments: multi-microphone method

The multi-microphone method is a popular technique whereby the reflection coefficient
of a boundary can be obtained from the measurement of acoustic fluctuations at two
or more locations24,41,162,294. The theory and experimental methodology employed are
described in this subsection.

Theory

The propagation of sound through a cylindrical flow duct with subsonic mean flow is
not an elementary problem. Nonetheless, and as noted by Åbom and Bodén 2 , it can be
simplified for a cylindrical setup which is long and straight, with rigid walls under the
low-frequency assumption. The low-frequency analysis is possible when the frequencies
of interest are below the cut-off frequency fc defined as:

fc = 1.84c̄

πd

√
1 − M̄2. (6.10)

In this case, all modes other than the plane-wave mode are evanescent and their amplitudes
decay exponentially274.

Under the assumptions outlined above, the acoustic pressure measured at any location
can be described by the sum of the incident and reflected pressure waves, as shown in
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Fig. 6.1 Acoustic pressure field p′ = p′
i + p′

r in a cylindrical flow duct with low Mach
number mean flow M̄ .

Fig. 6.1:
p′(x, t) = p′

i(x, t) + p′
r(x, t), (6.11)

where
p′

i(x, t) = p−ei(ωt+k−x), p′
r(x, t) = p+ei(ωt−k+x), (6.12)

and p± are the acoustic wave amplitudes, and k± = 2πf/c̄(1 ± M̄) are the wavenumbers
which account for the effects of low Mach number flow. Here it is assumed that the
acoustic propagation is non-attenuated (α = 0) and non-dispersive, where effects due
to heat conduction, viscosity, and sound and flow field interactions are also neglected2.
Note that the incident wave is defined as negative owing to the fact that the direction of
flow is chosen to be positive (as shown in Figs. 6.1 and 6.2).

In the frequency domain, the sound field waves can be written as:

p̂i(x, ω) = p̂−eik−x, p̂r(x, ω) = p̂+e−ik+x, (6.13)

where the Fourier transform of the acoustic spectra is p̂(x, ω) =
∫∞

−∞ p′(x, t)e−iωtdt.
We can now define the reflection coefficient as the ratio of the reflected and incident
amplitudes, such that:

R(x) = p̂r

p̂i

= p̂+e−ik+x

p̂−eik−x
. (6.14)

Re-writing Eq. (6.11) in the frequency domain for the pressure measured at two
transducer locations gives:

p̂1 = p̂−eik−x1 + p̂+e−ik+x1 ,

p̂2 = p̂−eik−x2 + p̂+e−ik+x2 .
(6.15)
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We can do this for n transducers and formulate the problem as a system of equations
Ax = b, where:

A =


eik−x1 e−ik+x1

eik−x2 e−ik+x2

... ...
eik−xn e−ik+xn

 , x =
p̂−

p̂+

 , b =


p̂1

p̂2
...

p̂n

 , (6.16a-c)

which we can solve for x. When more than two transducers are employed, this becomes
an over-constrained problem and can be solved using least-squares method which reduces
the error in the calculation131,160.

We can then obtain the reflection coefficient at the measurement boundary of interest
by setting x = 0 in Eq. (6.14), which yields:

R(x = 0) = p̂+

p̂− . (6.17)

In order to minimise the reflection coefficient’s sensitivity to errors in the measured
data, Åbom and Bodén 2 proposed that the transducer separation ∆x should be dictated
by the following limits:

0.1π <
k∆x

(1 − M2) < 0.8π. (6.18)

For low Mach number flows, we assume M̄2 ≈ 0 and re-formulate Eq. (6.18) in terms
of wavelength:

1
20λ < ∆x <

2
5λ. (6.19)

Åbom and Bodén 2 further suggest that the lowest sensitivity to error is found around:

∆x = 1
4λ. (6.20)

Setup and methodology

An acoustic characterisation campaign is undertaken to calculate the reflection coefficient
of the perforated plate as a function of the frequency and bias flow (i.e. air mass flow
rate). An experimental set-up using an impedance tube test rig is presented, similar to
ones presented in literature19,308,339.

A modified version of the modular CWR setup is employed. Notably, the test rig
consists of a piston that is terminated by a perforated plate (see §4.2.1). The downstream
surface of the plate is defined as x = 0. The rig is terminated by a convergent-divergent
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nozzle (see §4.2.2) – this is done to ensure the reflection coefficient is computed at the
same experimental conditions (in specific, the mean pressure) as the injection experiments.
Two Monacor KU-516 horn drivers are used to provide the acoustic excitation. These
were modified in order to withstand the pressure increase. In particular, each horn driver
was removed from its original diecast housing and put into a pressure-sealed metal casing,
which included a pressure equalisation tube, as shown in Fig. 6.2. The horn drivers are
located at the axial center of a duct that is added to the CWR setup, in between the
pressure measurement sections and the nozzle. They are driven by an IMG Stageline
STA-500 amplifier which has a maximum rated power of 600 W and operational frequency
range of 10–20,000 Hz155. The flow downstream of the perforated plate is turbulent (as
described in §4.2.6) and, therefore, the nominal flow noise is expected to be large. For
this reason, the drivers are positioned opposite each other, and at the same axial location,
in order to increase the signal-to-noise ratio. To further maximise the acoustic excitation
level and focus the output power from the horn drivers, the study is undertaken at
discrete frequencies using swept sinusoidal excitation7. The frequency range of interest is

Fig. 6.2 Modified CWR setup used to characterise the inlet (perforated plate) reflection
coefficient Ri1 via the multi-microphone method: sinusoidal excitation is provided by two
horn drivers and pressure perturbations are measured using the four pressure transducers
highlighted. Lengths not to scale.
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60 ≤ f ≤ 1000 Hz. This is below the cut-off frequency fc ≃ 5025 Hz for the propagation
of non-planar acoustic modes for the duct2. Of particular interest was the computation
of the reflection coefficient at the pulse burst injection frequencies (see Table 6.1) and
their harmonics. The 28 frequencies studied captured up to at least the 5th harmonic of
the pulse burst frequencies studied in this chapter. This frequency sweep was repeated
for 7 different mean mass flow rates of air (0, 6, 7, 8, 9, 10 and 11 g s−1). For the latter
two cases, the nozzle downstream of the perforated plate is choked.

Four flush-mounted Kulite piezoresistive pressure transducers (as described in §4.2.5)
are used to perform the acoustic wave decomposition using the multi-microphone method
whereby the over-determined system of equations, described by Eq. (6.16), is solved using
the least-squares method. The relative transducer separations are 100 mm, 200 mm,
300 mm, 520 mm, 720 mm and 820 mm, allowing for the computation of the reflection
coefficient for the frequency range investigated as per Eq. (6.19)3. A distance of at
least 10D (400 mm) is recommended between the transducers and the horn drivers in
order to avoid non-linearities and ensure the planar wave condition is met24,271. For the
experimental campaign presented here, this separation is at least 35D (1435 mm).

Each test case was computed from an acquisition window of 100 s sampled at
10 kHz. All cases had controlled excitation pressure amplitudes such that the pressure
perturbations measured at the transducer locations fell within the small perturbation
theory assumption (i.e. <5% of mean pressure).

6.3.2 Numerical investigation: RANS/LNSE

In order to predict the acoustic scattering matrix of both geometries in the linear regime,
a hybrid approach is employed: first, the steady-state flow field is computed using the
RANS formulation and, subsequently, the linear perturbations around this state are
solved for with the fully compressible LNSE4.

2Longitudinal resonances could be present in the flow duct due to the highly reflective boundaries
(i.e. the perforated plate and the nozzle)176.

3Focusing on the two frequency limit cases: for f = 60 Hz (lowest frequency), the transducer
separation should be 286 < ∆x < 2290 mm; for f = 1000 Hz (highest frequency), the transducer
separation should be 17 < ∆x < 140 mm.

4The author kindly acknowledges that this numerical work was done by Kah Joon Yong (RANS) and
Maximilian Meindl (LNSE) as part of a collaboration with Prof. Wolfgang Polifke’s group at Technische
Universität München (TUM). The description of the numerical setups was written with their assistance
and the data is presented here with their consent.
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RANS

As of the time of completion of this thesis, only the nozzle simulations have been computed
and, therefore, the numerical setup refers only to the nozzle case.

The mean fields are computed using the RANS formulation with the k–ω SST
turbulence model224. The mass flow rates are specified at the inlet as a Dirichlet boundary
condition for the velocity. At the outlet, the mean pressure measured experimentally
is specified for the pressure boundary condition. A 1/8th geometry is used to minimise
computational costs, and, as a result, a periodic boundary condition is employed. A
no slip boundary condition is used at the wall. Lastly, wall functions are used for the
turbulent kinetic energy k, turbulent dissipation rate ω, and turbulent viscosity νt.

For the three lowest mass flow rates (6, 7, and 8 g s−1), the nozzle flow is subsonic and
steady state flow is observed. As such, the compressible steady state solver rhoSimpleFoam
is used. At higher mass flow rates (9, 10, and 11 g s−1), the nozzle flow reaches
transonic/sonic conditions. For these cases, the compressible transient solver sonicFoam
is used. The upstream mean pressure measured experimentally is compared with the
simulated results for validation purposes. We accept a maximum relative error of 10%.

LNSE

The LNSE are solved in the frequency domain for a given set of discrete frequencies.
At each frequency, the perturbed flow field is computed for upstream acoustic forcing.
Characteristic non-reflective boundary conditions at the inlet and outlet ensure free
propagation of all outgoing waves (i.e. acoustic waves are not reflected). The forcing is
superimposed on top of the characteristic boundary conditions and imposes a real-valued
acoustic wave with unity amplitude normal to the respective boundary. The coefficients
of the scattering matrix are retrieved by measurement of the spatially averaged acoustic
waves exiting the computational domain normal to the inflow and outflow. With this
approach, the coefficients To1 and Ro1 can be determined with upstream forcing. The
boundary conditions at all other boundaries are chosen as the linearised equivalent of the
RANS boundary conditions. Further details about the method can be found in Meindl
et al. 223 and a description of the numerical approach can be found in Meindl et al. 222 .

The frequency band up to 1,000 Hz is investigated in 10 Hz steps. All computations
were run on a machine with 128 GB RAM, employing 6 CPUs. Solving for one perturbed
flow field at a given frequency takes approximately 10 minutes for the nozzle and 25
minutes for the perforated plate case. LNSE results were obtained for one perforated
plate case (no bias flow, ¯̇m = 0 g s−1) and for all nozzle flow rate cases ( ¯̇m/ ¯̇mc = 0.6–1.1).
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6.3.3 Results

The acoustic results are presented, and, for one case, comparisons are made between
experimental and numerical data. The RANS mean fields are not shown here.

Validation case: perforated plate

The impedance of perforated plate geometries has been a source of various analytical,
numerical and experimental studies. It has been shown to be dependent on many
variables, including - but not limited to - forcing frequency, forcing amplitude, plate
porosity, hole diameter, spacing between holes, plate thickness, pressure drop across plate,
and bias flow19,161. Usually employed as part of a liner configuration for their damping
properties120,147,285, here the perforated plate has been used to maximise the reflection
coefficient at the inlet when a mid-to-high Mach number bias flow is passing through it.
Investigations for perforated plates tend to assume low Mach number flows19,136. As a
result, for higher Mach number bias flows, comparisons between numerical predictions
and experiments are useful291.

Figure 6.3 provides an initial comparison between experimental and numerical data
for the case of no bias flow (i.e. ¯̇m = 0 g s−1). As expected, the lower frequencies are
more prone to experimental error since the transducer separation is less than optimal
(i.e. ∆x = 1/4λ). However, overall agreement in the magnitude improves with increasing
frequency. The opposite is true for the phase. At frequencies below 300 Hz, the
experiments and numerical data describe a compact (i.e. zero phase shift) boundary.
However, with increasing frequency, the phase shift becomes more pronounced for the
numerical results (reaching π/2 rads at 1000 Hz), whereas experimental data remains
fairly constantly near and around 0 rads. Any mismatch between the results could be
due to not having an anechoic termination (i.e. to reduce error due to resonances162).

Fig. 6.3 Reflection coefficient for perforated plate inlet as a function of frequency f for
no bias flow ( ¯̇m = 0 g s−1): experimental magnitude |Ri1| ( ) and phase ∠Ri1 ( ), and
numerical magnitude |Ri1| ( ) and phase ∠Ri1 ( ) computed using the LNSE method
(numerical data courtesy of Kah Joon Yong and Maximilian Meindl).
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Additionally, using more transducers and equally distanced separation might have also
increased accuracy160. The full 100 s acquisition window was used to compute the
reflection coefficients – further data analysis should be done using shorter time windows
to see if and how this affects the experimental results.

Further comparisons between experimental and numerical data for the case of a
perforated plate with bias flow is not currently possible since mean flow simulations for
the geometry have not yet been started. However, this will be done in the near future and
will provide more fruitful grounds for discussion. For now, we can provide a preliminary
discussion by looking at the experimental data shown in Fig. 6.4.

Experimental results show that the perforated plate demonstrates compact behaviour
throughout the frequency range studied (i.e. phase is near zero). With increased flow rate,
the reflection coefficient magnitude increases throughout the spectrum, but only slightly.
In particular, across the flow rate and frequency range investigated, the magnitude ranges
from 0.84 to 0.96, meaning it is a highly reflective boundary across the investigated flow
regime.

Fig. 6.4 Reflection coefficient for perforated plate inlet as a function of frequency f
and flow rate ¯̇m measured using multi-microphone method: magnitude |R| (left) and
phase ∠R (right).
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Fig. 6.5 Upstream reflection Ro1 and transmission To1 coefficients for the convergent-
divergent nozzle obtained using a hybrid RANS/LNSE approach (numerical data courtesy
of Kah Joon Yong and Maximilian Meindl). Experimental data obtained in §5.3.3 for
zero-frequency case (i.e. acoustically compact He = 0) is also included for comparison ( ).

Convergent-divergent nozzle

The LNSE results for the convergent divergent nozzle are shown in Fig. 6.5 with the
flow rate normalised by the nozzle’s choking flow rate ¯̇mc = 10 g s−1. We see that
with increasing flow rate, the upstream reflection coefficient Ro1 generally increases,
approaching unity for the transonic ( ¯̇m/ ¯̇mc = 0.9) and choked ( ¯̇m/ ¯̇mc = 1.0 and 1.1)
test cases across the frequency spectrum. For the subsonic cases ( ¯̇m/ ¯̇mc = 0.6, 0.7,
and 0.8), the reflected wave decreases in amplitude until a specific frequency is reached
(300 Hz, 400 Hz, and 500 Hz, respectively). Above this frequency, the reflection coefficient
increases with frequency until 1000 Hz. A linear decrease in phase shift is seen with
increasing frequency for all flow rates. Good agreement is found in the zero-frequency
limit with experimental data obtained in §5.3.3.

The upstream transmission coefficient To1 generally increases with frequency, and
reduces with flow rate. For the subsonic ( ¯̇m/ ¯̇mc = 0.6, 0.7, and 0.8) and transonic
( ¯̇m/ ¯̇mc = 0.9) cases, a peak transmission coefficient is found around 400 Hz, 500 Hz,
850 Hz, and 900 Hz, respectively. For the two choked test cases ( ¯̇m/ ¯̇mc = 1.0 and 1.1), the
transmission increases monotonically with frequency for the frequency range investigated.
Positive agreement is found in the zero-frequency limit with experimental data obtained
in §5.3.3.

A more detailed discussion will be possible when the velocity field data is available
for analysis.
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6.4 Reverberating system

6.4.1 Setup and methodology

The CWR is used here without pseudo-anechoic tubes in the upstream chamber. As
a result, the upstream chamber reverberates. Downstream of the nozzle, four pseudo-
anechoic tubes are used, providing an anechoic time of τa = 0.7 seconds. Methane is
injected in the close injection location (Lc = 0.11 m) as shown in Fig. 6.6. The pressure
signals presented are the result of an averaging of 10 pulse bursts, followed by the filtering
of the mains frequency (50 Hz). The test cases are outlined in Table 6.1.

6.4.2 Pressure perturbations

The pressure signals for the pulse burst injection of methane for four of the eight cases
are shown in Fig. 6.7. Measurements made with two transducers upstream and two
transducers downstream of the nozzle are presented for the anechoic window (τa = 0.7 s).

For the subsonic flow case ( ¯̇m/ ¯̇mc = 0.6), the 10 Hz acoustic pulse decays before the
subsequent pulse is injected. The increase in pressure build up from subsonic, ¯̇m/ ¯̇mc = 0.6
(Fig. 6.7a) to choked ¯̇m/ ¯̇mc = 1.1 (Fig. 6.7b) nozzle flow is due to the increase in the
reflection coefficients (perforated plate and nozzle) with flow rate, as shown in Figs. 6.4
and 6.5. Indeed, as seen in §5, the low frequency increase in pressure is caused by
reverberation. The higher frequency content is superimposed on top of this low frequency
signal (see §6.6).

We see a maximum change in pressure of approximately 18% in the upstream chamber
in the case of the choked nozzle for fi = 250 Hz. Due to the low transmission coefficient
of the nozzle, the downstream pressure signals are an order of magnitude smaller than
the upstream signal, as seen in the single pulse experiments (§5).

Fig. 6.6 CWR setup for the pulse burst injection campaign using the close injection
location (Lc= 0.11 m). The anechoic length is La ≃ 120 m giving an anechoic time
of ta = 0.7 s. Pressure fluctuations measured by four transducers (two upstream and
downstream of the nozzle, respectively). Dimensions not to scale.



6.5 Time-resolved entropic and compositional wave measurement 155

Fig. 6.7 Acoustic pressure perturbations measured by the two upstream (p′
11 and

p′
12 ) and downstream (p′

21 and p′
22 ) transducers due to the co-flow injection of

methane at frequency fi for two mean flow rate limit cases: (a) ¯̇m/ ¯̇mc = 0.6 (subsonic
nozzle) and (b) ¯̇m/ ¯̇mc = 1.1 (sonic/choked nozzle). Anechoic window τa = 0.7 s is shown.

Since we are injecting methane close to the nozzle, indirect noise is generated syn-
chronously to direct noise. As such, time separation is not possible and the pressure
traces are a result of constructive/destructive interference between both sources. As a
result of this, we can not identify indirect noise in the time series as was done in §5.4.2
for the far injection case.

6.5 Time-resolved entropic and compositional wave
measurement

In §4.3, we presented the Raman technique for measuring methane and nitrogen concen-
trations. Here we apply the technique for the time-resolved measurement of entropic and
compositional wave amplitudes during the transient pulse burst injection of methane5.

5The author kindly acknowledges the work of Dr. Lee Weller who collected the Raman data.
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Fig. 6.8 Original calibration curve ( ) and corrected calibration curves ( ) used to
extract species concentration from the time-resolved integrated counts Ĉ. The nitrogen
counts during the unsteady injection experiments were different than during the original
calibration. As a result, a corrected calibration curve is needed obtained using the
methodology described in §4.3.7. The 2 Hz injection case is used to calibrate all the
Raman experiments in this chapter.

Firstly, the Raman calibration curves are introduced, and then the injection measurements
are presented.

6.5.1 Calibration curves

The calibration method for the Raman measurements was discussed in §4.3.5. As seen
in the single pulse experiments presented in §5.7, it was found that the nitrogen counts
were lower than during the original calibration. This was attributed to slight changes in
the optical alignment during the setup and quartz etching. An assumption was made
that all total signals had to be re-scaled based on the nitrogen signal obtained on the
day (the method used to obtain the corrected curves is explicitly outlined on page 98).
In particular, the 2 Hz injection case is used to calibrate all other injection frequency
experiments in this chapter. The modified calibration curves are shown in Fig. 6.8.

In the case of nitrogen (Fig. 6.8a), we see that with increasing test case (and, therefore,
mean pressure – see Table 6.1), the signal maintains its linear dependency on concentration.
In the case of methane (Fig. 6.8b), the error increases with concentration. Note that
the maximum measured concentration for the pulse burst injection cases is 14 mol m−3.
Measurement errors associated with each test case are presented in Appendix B.3.
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6.5.2 Results

Figure 5.27 shows the compositional and entropic perturbation amplitudes due to the
close injection of methane6. Only the first 0.7 seconds of the Raman data is presented as
this is the anechoic window τa for the acoustic setup. Two flow rates are presented in
Fig. 6.9. Specifically one subsonic ( ¯̇m/ ¯̇mc = 0.6) and one choked ( ¯̇m/ ¯̇mc = 1.1). The
area-weighted analysis presented in §5.7 is not repeated here.

In comparing the perturbation signatures produced by the injection at different
frequencies, two major differences can be identified, particularly in profile (i.e. pulse
width) and amplitude. For both 10 Hz and 60 Hz injection frequencies, the measured
compositional perturbation ξ is generally between 2 and 4%. This is expected since the
estimated injection mass fraction is approximately 4% (Table 6.1). At higher frequencies
(125 Hz and 250 Hz), we notice that the baseline is no longer zero. In fact, in the first

Fig. 6.9 Raman measurements – compositional ξ and entropic σ wave amplitudes due
to the co-flow injection of methane at frequency fi for two mean flow rate limit cases
(a) ¯̇m/ ¯̇mc = 0.6 (subsonic nozzle) and (b) ¯̇m/ ¯̇mc = 1.1 (sonic/choked nozzle). Anechoic
window τa = 0.7 s is shown with the first 40 ms highlighted in blue.

6Changes in specific entropy due to mean pressure increase are negligible (< 3%) and are, therefore,
not considered in the calculation of the entropic wave amplitude (Eq. (2.46)).
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50 ms, this baseline increases to ξ = 0.04 for fi = 125 Hz (for both flow rates), and to
ξ = 0.2 and ξ = 0.1 for fi = 250 Hz (for subsonic and sonic flow rates, respectively).
The reason for this is unknown. We hypothesise that a recirculation bubble is produced
upstream of the nozzle acceleration region. Numerical simulations and/or 2D species
measurements would help assess the cause of this feature.

Lastly, we note that the pulse width decreases with increasing injection frequency.
Specifically, from 20 ms at fi = 10 Hz to approximately 2 ms at fi = 250 Hz. Indeed,
the pulse width seems to be consistent for ¯̇m/ ¯̇mc = 0.6 and ¯̇m/ ¯̇mc = 1.1. This means
the valve has a response that is independent of mean flow rate ¯̇m (and, therefore, mean
pressure p̄), but dependent on injection frequency fi.

6.6 Frequency content

Of particular importance to the problem, is ensuring the nozzle is being forced at the
desired frequency. One way to assess this, is to look at the frequency content of both the
Raman and acoustic pressure signals.

The single-side spectrum of the fast Fourier transforms of both signals for the anechoic
acquisition window τa = 0.7 s is shown in Figs. 6.10 and 6.11 for the subsonic and sonic
limit cases, respectively. Note that the mains frequency 50 Hz has been filtered out from
the pressure signal (as outlined in §4.2.5) and that the Raman FFT frequency band is
limited to 750 Hz since the sampling frequency is 1500 Hz.

In general, the amplitude of the forced frequency signal increases with flow rate, both
in the acoustic and Raman measurements (by comparing Figs. 6.10 and 6.11). There
are two exceptions, namely the downstream pressure signals for 10 Hz and 250 Hz. The
compositional forcing is generally not monotonic. As a result, we note that in the pressure
signals we identify that forcing frequency harmonics are also excited, and can sometimes
exceed the amplitude of the forcing frequency itself. This is specifically true in the
upstream and downstream pressure signals for 125 Hz injection, and in the downstream
pressure signal for 60 Hz injection.
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Fig. 6.10 FFT magnitude for normalised air mass flow rate ¯̇m/ ¯̇mc = 0.6 (subsonic nozzle):
(a) acoustic pressure signals of the two upstream (p′

11 and p′
12 ) and downstream

(p′
21 and p′

22 ) transducers; (b) compositional wave amplitude ξ due to methane
injection. Signals cut at 0.7 s (anechoic time τa).
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Fig. 6.11 FFT magnitude for normalised air mass flow rate ¯̇m/ ¯̇mc = 1.1 (sonic/choked
nozzle): (a) acoustic pressure signals of the two upstream (p′

11 and p′
12 ) and

downstream (p′
21 and p′

22 ) transducers; (b) compositional wave amplitude ξ due
to methane injection. Signals cut at 0.7 s (anechoic time τa).



6.7 Source identification 161

6.7 Source identification

In order to complete the characterisation of the system transfer function Z in Eq. (6.1),
the acoustic attenuation α needs to be characterised as a function of frequency. With
pulses this short in duration (tp = 2 ms), it is difficult to implement the experimental
method used in §5.3.3. As a result, we need to use theoretical models from literature.

The Stokes-Kirchoff classic attenuation equation170,304 predicts the acoustic attenu-
ation of a plane wave due to viscous dissipation and heat conduction as a function of
frequency:

αsk = π2f 2µ

ρc3

[4
3 + γ − 1

Pr

]
(6.21)

where Pr = µcp/κ is the Prandtl number259.

Preliminary analysis

We apply the source identification method to the pressure results presented in §6.4.2. In
particular, we use the experimentally-acquired reflection coefficient for the perforated
plate and the numerically-acquired reflection and transmissions coefficients for the nozzle
(presented in §6.3.3). Frequencies above 1000 Hz have been filtered out since this is the
maximum frequency of the characterisation studies. It is important to note that the
matrix Z is close to singular. As a result, Eq. (6.1) is solved at discrete frequencies using
the minimum norm least-squares function in MATLAB (which minimises both ||Ax − b||
and ||x||). The results for a subsonic and a choked case are presented in Figs. 6.12 and
6.13, respectively.

We firstly focus our attention on the 10 Hz pulse burst. At this frequency, we expect
results similar to that of the single pulse experiments in §5. In other words, we expect to
see three particular features: firstly, π+

d > π−
d ; secondly that π−

i is negative; and lastly,
that π+

i is positive. Figures 6.12a and 6.12b show the resultant waves for this particular
case. Looking at the results, we identify two issues:

• π+
d is slightly smaller in magnitude than π−

d : we have demonstrated experimentally
(§5.3.2) and theoretically (§2.2.3) that π+

d is larger than π−
d . Furthermore, the end

of both π+
d and π−

d signals is negative.

• π−
i is positive: experimental results64,277,278 (§5.5) and theoretical predictions have

demonstrated that π−
i should be negative in amplitude; here it is positive and equal

to π±
d in amplitude and shape. As seen in the π±

d signals, the end of the pulse is
negative. The fact that π±

d and π−
i are essentially the same, could indicate that the
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Fig. 6.12 Source identification: extracting acoustic wave sources (π±
d , π±

i ) from reverber-
ated pressure signals for pulse burst injection frequencies fi for ¯̇m/ ¯̇mc = 0.6 (subsonic
nozzle). Included are the downstream-travelling waves π+

d , π+
i ( ) and the upstream-

travelling waves π−
d , π−

i ( ). Anechoic window τa = 0.7 s is shown with the first 40 ms
highlighted in blue.

system is unable to distinguish between the three waves in the upstream chamber
and, instead, outputs the sum of all three waves (i.e. π−

d + π+
d + π−

i ).

Despite these two issues, there are three features which are encouraging:

• π+
i is positive and the shape is as expected – specifically, the acoustic shape shows

signs of dispersion relative to the other three waves,

• the FFTs of the acoustic waves still have content at the injection frequency (not
shown here),

• the acoustic pulse widths agree reasonably well with the pulse width measured by
the Raman system (presented in §6.5.2).
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Fig. 6.13 Source identification: extracting acoustic wave sources (π±
d , π±

i ) from reverber-
ated pressure signals for pulse burst injection frequencies fi for ¯̇m/ ¯̇mc = 1.1 (sonic/choked
nozzle). Included are the downstream-travelling waves π+

d , π+
i ( ) and the upstream-

travelling waves π−
d , π−

i ( ). Anechoic window τa = 0.7 s is shown with the first 40 ms
highlighted in blue.

These conclusions also hold true for other frequency case results, as shown in
Figs. 6.12b-d and 6.13b-d.

The features identified in the results could be caused by a few different things. Firstly,
there could be errors in the reflection coefficient of the perforated plate. We must wait
for the numerical RANS/LNSE results to see whether they agree with the experimental
data or not. Secondly, there are still unanswered questions regarding the acoustic
attenuation α. We note that the measured acoustic attenuation α for the low-frequency
experiments in §5.3.3 is two orders of magnitude larger than the one predicted by the
Stokes-Kirchoff equation (6.21). For instance, for a frequency of 125 Hz and assuming
room temperature conditions for air, αsk = 2.2 ×10−7 m−1. Identifying the reason
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for this discrepancy, as well as completing a sensitivity analysis of the acoustic waves
to the input α, should both be future objectives. Lastly, and more importantly, the
transfer function matrix Z is ill-conditioned. Using the minimum norm least-squares
solution may not be the right approach for the problem. Although not shown, using
the Moore-Penrose Pseudoinverse254 resulted in the same results. Further investigation
into matrix regularisation with application to this particular problem is needed. It
may also be important to note that the transfer function matrix Z is set up with two
measurements in the upstream chamber which are both made upstream of the injection
source. Future acoustic measurements should be taken both upstream and downstream
of the injection region in the upstream chamber, so that rows 1 and 2 in Eq. (6.4) are
different. We hypothesise that this may provide the system with more information in
order to accurately separate and solve for the acoustic waves. Additionally, with more
transducer measurements, the resultant waves could be more accurately computed via
the least-squares method, therefore future work should employ as many transducers
upstream and downstream of the nozzle as possible.

6.8 Summary

In this chapter, we identified that experiments have yet to validate or refute theoretical
predictions for compositional indirect noise in the non-compact regime204,206. As such, we
presented the measurement of acoustic and compositional perturbations due to the pulse
burst, co-flow injection of methane into a low Mach number bulk flow of air. This was
done at frequencies ranging from 2 Hz to 250 Hz, a frequency band at which combustion
noise is a significant contributor in realistic engines at approach conditions68 and at which
non-compact effects are expected to be present for the nozzle geometry investigated.
Experiments were run at subsonic and sonic (choked) nozzle flow conditions.

The compositional wave amplitudes were characterised at each frequency and flow
rate using spontaneous Raman spectroscopy. For the lower injection frequencies, the
disturbances are separated in time. However, at the higher frequencies they merge, while
still maintaining their frequency content. Numerical simulations modelling the injection
would help assess the reason for this feature.

A source identification method proposed by Rolland 278 was introduced which the-
oretically allows for the extraction of the acoustic wave amplitudes from reverberated
pressure signals. Key variables that need to be characterised as a function of frequency
and flow rate were identified, namely the inlet perforated plate and the outlet nozzle
reflection and transmission coefficients. Using the multi-microphone method technique,
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experimental reflection coefficient results were obtained for the inlet for different bias flow
rates and frequencies. Numerical results obtained using a hybrid RANS/LNSE approach
were presented for the zero bias flow case for the inlet plate – numerical results for the
cases where there is bias flow will be produced in the near future. Additionally, numerical
results for the outlet nozzle were presented for all flow rates of interest. Preliminary
results from the source identification technique were presented, demonstrating features
which suggest that the acoustic sources were not fully recovered. As a result, the amount
of direct and indirect noise generated by each pulse burst frequency case could not be
quantified. These features may be attributed to a couple of reasons. Firstly, there is a
lack of clarity regarding the accuracy of the perforated plate reflection coefficient Ri1,
and the attenuation coefficient α as a function of frequency and flow rate. Numerical
results of the acoustic response of the perforated plate for different bias flows will soon
be available to validate or refute the experimental measurements. A sensitivity analysis
on the effect of α on the transfer function matrix Z (and, therefore, on the acoustic wave
amplitude results) should also be undertaken. Moreover, a reasoning for the difference
between the analytical predictions for attenuation and the measured low-frequency atten-
uation should be put forth. Secondly, the transfer function matrix Z is ill-conditioned.
Future work should focus on better understanding matrix regularisation methods and
applying it appropriately to the problem presented here. Lastly, it is advised that, in
future experiments looking to implement the source identification technique proposed by
Rolland 278 , measurements be taken both upstream and downstream of the source in the
upstream chamber. Moreover, maximising the number of transducers used would make
the problem over-constrained and allow for error reduction by solving the system via
least-squares method.





Chapter 7

Final remarks

In this chapter, the main findings of the thesis are summarised, and recommendations
for future work are given.
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7.1 Conclusions

Combustion-generated sound is often broken down into two categories: direct and
indirect noise. Direct noise is caused by the unsteady heat release rate of a flame, while
indirect noise is caused by the interaction of flow inhomogeneities, such as temperature
and composition, with mean flow gradients. Indirect noise generation is affected by the
convection, diffusion, dispersion, and heat transfer processes that precede the acceleration.
Moreover, the identification, separation, and quantification of direct and indirect noise
contributions in real engines are still important and unresolved issues in the field. Ideally,
these problems would be studied in reacting flow systems. However, this is difficult due
to the harsh temperature and pressure conditions inside real engines as well as the high
correlation between direct and indirect noise. For these reasons, model setups have been
employed to mimic the fundamental thermoacoustic principals that drive combustion
noise generation.

The objective of this thesis was to further the understanding of the mechanisms that
govern the generation, mixing, and convection of entropic and compositional inhomo-
geneities in the context of direct and indirect noise generation. This was done though a
combination of numerical, analytical, and experimental studies, all of which made use of
entropic and compositional sound and source measurements in model setups.

7.1.1 Numerical simulations

In §3, the URANS formulation was employed to model past experiments undertaken
using the Cambridge Wave Generator model setup62,65. Specifically, low-frequency flow
perturbations were generated by heat addition or cross-flow injection of argon or helium
into an open-ended flow duct with a mean flow of air. Numerical predictions for the
unsteady entropic and compositional waves generated were compared to experimental
results obtained via intrusive and non-intrusive methods. Although the flows investigated
were in the transitional and turbulent regimes (2500 < Re < 8100), the scalars convected
in similar ways and showed good agreement with experimental measurements. Heat
transfer at the walls was found to be a key variable in the convection of temperature
perturbations. For the compositional perturbation results, different sampling methodolo-
gies were contrasted. In the case of helium injection, in particular, it was found that the
planar symmetry assumption led to an overestimation of the amplitude of the convected
wave at the first probed location, but agreement was found at probes further downstream.
Numerical investigations on entropic and compositional perturbations have previously
made use of higher-fidelity approaches, such as LES18,104,233,347 or DNS39,236. However
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this work demonstrates that URANS simulations can provide fair accuracy at reduced
costs for the purposes of modelling experiments in model setups98,238. This work informed
the design of a new model setup, particularly as it highlighted two important issues.
Firstly, by demonstrating that a compositional perturbation is preferred as an unsteady
source over a temperature perturbation (i.e. heat addition). Since mass is constant
for non-porous walls, wall boundary conditions are not a source of error when running
numerical simulations; unlike in the case of heat addition where the wall temperature
boundary condition was shown to have a significant effect on the transport of temperature
perturbations. Additionally, it is easier to generate a larger entropic source when using
compositional disturbances278. By choosing a gas with a much larger or smaller specific
entropy than air, a more significant entropic source can be produced via gas injection than
heat addition (as shown in Table 2.2). Secondly, by demonstrating that even for small
cross-flow momentum flux ratios, the resulting transverse jet would hit the opposite side
of the duct. This may affect the frequency content of the disturbance when injecting at
higher frequencies. Since we wanted to control the frequency at which the nozzle is forced
(ideally via symmetric injection), the gas injection system was adjusted accordingly.

7.1.2 Phase-locked measurement of acoustic & compositional
waves

A new model thermoacoustic system – the Canonical Wave Rig – was introduced in §4.
It was designed for the purpose of quantifying direct and indirect noise under simplified,
well-controlled conditions. Symmetric injection of gases was possible via a centreline,
co-flow injection system which was designed to operate over a wide range of injection
frequencies. The canonical waves generated were controlled via the gas injected: air
injection produced acoustic waves, while methane injection produced acoustic, entropic,
and compositional waves. The gases were injected into a low Mach number mean flow of
air (0.005 ≤ M̄1 ≤ 0.014). All of the test cases investigated were in the turbulent regime
(4300 ≤ Re ≤ 19,000) and mean pressures of up to 150 kPa were attained. The CWR
has a visualisation section which allowed for the measurement of the local concentration
upstream of the nozzle. For this purpose, a spontaneous Raman spectroscopy technique
was presented. Potential factors affecting the Raman signal were investigated and
calibration curves were obtained. A linear dependence between concentration and
counts was identified for nitrogen, whereas a non-linear dependence was identified for
methane. Both molecules were tracked concurrently in unsteady injection experiments.
As such, the calibration curves could be used to extract time-resolved measurements
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of local species concentration at 1.5 kHz. Prior to this work, model experiments had
measured compositional perturbations65 and composition-generated acoustics64, but not
simultaneously (i.e. in phase-locked mode) as presented in this thesis. In §5 and §6,
direct and indirect noise experiments were carried out using the CWR.

Single pulse experiments

In §5, the measurement of acoustic perturbations due to the low-frequency, single pulse,
co-flow injection of air or methane into a low Mach number mean flow of air was presented.
Since the injection was done in the infrasound frequency range (i.e. < 1 Hz), these
experiments are considered to be in the compact limit (i.e. He ≈ 0), where it is assumed
that the spatial extent of the nozzle does not affect the acoustics. Experiments were
run at subsonic and sonic (choked) nozzle flow conditions, with reverberating and non-
reverberating upstream chambers. Using the non-reverberating system, two contributions
can be highlighted. Firstly, the direct noise produced by a co-flowing jet was quantified
and compared with theoretical predictions obtained from the co-flow model derived in
§2. Good agreement was found assuming a 10% error in injection mass fraction and
an effective injection diameter that is smaller than the geometric diameter. Secondly,
through the characterisation of the acoustic properties of the system in the low-frequency
limit, an anechoic subtraction method was introduced which allowed for the measurement
of non-reverberated indirect noise waves for the first time. These were contrasted with
indirect noise waves obtained via dereverberation. Two convective lengths were used to
investigate the effects of dispersion on the indirect noise generated. The pressure signals
generated due to far injection show clear signs of dispersion, particularly as the signature
is Gaussian and has a reduced peak, compared to the pressure signals due to close injection
which resemble a square pulse. Moreover, since the relative contributions of direct and
indirect noise in engine systems is still an ongoing question in the field, these were
quantified for the case of these low-frequency studies using the CWR. Specifically, direct
noise was found to be larger than indirect noise in the upstream chamber. The opposite
was found to be true in the downstream chamber. Furthermore, the methane mass
fraction was measured upstream of the nozzle using spontaneous Raman spectroscopy.
This was done in phase-locked mode with the acquisition of pressure perturbations
for the setup with the reverberating upstream chamber, demonstrating the viability of
the method. The importance of the simultaneous acquisition of acoustic and species
perturbations is underscored, as it allows for the confirmation that the convective time
delay of the disturbance agrees with the start of indirect noise generation. Lastly,
experimental transfer functions were obtained and contrasted using three methods. The
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results falsely suggest that injecting far from the nozzle produces larger transfer functions
than injecting close to the nozzle (by up to a factor of five). This evidences the difficulty
in demonstrating full quantitative agreement between theory and experiments64.

Pulse burst experiments

Magri et al.204,206 demonstrated the effects of non-compactness on the acoustic response
of nozzles. In particular, with increasing He (i.e. by increasing the nozzle length or
perturbation frequency), the compositional indirect noise was shown to decrease. However,
there is still no experimental evidence to prove or refute this. An experimental campaign
aiming to provide experimental evidence is presented in §6. In particular, through
the measurement of acoustic perturbations due to the pulse burst, co-flow injection of
methane into a low Mach number mean flow of air. These experiments were run using
the CWR with a reverberating upstream chamber. Frequencies ranging from 2 Hz to
250 Hz were investigated for subsonic and sonic (choked) nozzle flow conditions. This
is a frequency band at which combustion noise is a significant contributor in realistic
engines at approach conditions68 and at which non-compact effects are expected to
be present for the nozzle geometry investigated. Since for the two highest injection
frequencies the perturbations are above 10%, non-linear effects are also likely to be
present. The compositional wave amplitudes were characterised upstream of the nozzle
at each frequency and flow rate using spontaneous Raman spectroscopy – this was
done in phase-locked mode with the acquisition of pressure perturbations. For the
higher frequencies, the compositional waves were not time-separated. However, by
analysing the frequency content of the Raman measurements, we confirmed that the
nozzle was excited at the desired forcing frequencies in all cases. A frequency-domain
source identification method proposed by Rolland 278 was introduced which theoretically
allows for the extraction of the acoustic wave amplitudes from reverberated pressure
signals. Reflection and transmission coefficients were characterised experimentally and
numerically as a function of frequency and flow rate. Preliminary results from the source
identification technique demonstrated features which suggest the acoustic wave sources
are not correctly extracted. This is hypothesised to be primarily due to the transfer
function matrix Z, however, this requires further verification. As a result, the amount of
direct and indirect noise generated by these experiments could not be quantified.



172 Final remarks

7.2 Future work

7.2.1 Data analysis

With regards to the new datasets that have been presented in this thesis, further work
can be proposed.

Compact nozzle transfer functions

The experimental nozzle transfer functions πi/ξ presented in §5 can be compared to the
theoretical predictions using the non-isentropic compositional indirect noise model of
De Domenico et al. 64 and the isentropic noise model of Magri et al. 207 (as done in the
work of De Domenico et al. 64). The comparison between the different transfer functions
extraction methods and the analytical models will be a fruitful source of discussion.

Acoustic non-compactness

With regards to studying nozzle non-compactness effects using the pulse burst experiments,
future work should firstly focus on the application of matrix regularisation methods to
the source identification problem presented in §6. Secondly, the experimental results
for the reflection coefficient of the perforated plate need to be compared to numerical
results obtained from the hybrid RANS/LNSE approach. Thirdly, a sensitivity analysis
on the effect of the attenuation α on the transfer function matrix Z (and, therefore,
on the acoustic wave amplitude results) should be undertaken. Lastly, a reasoning
for the difference between the analytical predictions for attenuation and the measured
low-frequency attenuation should be put forth. Once these have been completed, the
lower frequency pulse bursts can be used to verify that the output waves are physically
meaningful since we know the acoustic signals should be similar to those presented in §5.

7.2.2 Numerical simulations

Acoustic characterisation: geometry scattering matrices

We currently have an ongoing collaboration with Prof. Polifke’s group at TUM with
the goal of fully characterising the scattering matrices for the perforated plate and the
convergent-divergent nozzle geometries as a function of mass flow rate and frequency.
The conclusion of this work will be important as it will inform the data analysis of
the experimental data, as well as allow for the accurate characterisation of boundary
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conditions which could be used as inputs to acoustically-resolved numerical simulations
of the unsteady injection experiments.

Direct & indirect noise

Following on from the numerical simulations presented in §3, the logical next step would
be to run acoustically-resolved URANS238 or fully compressible LES233 simulations of
the experiments presented in §5 and §6 with appropriate acoustic boundary conditions
in order to resolve the direct and indirect noise contributions. This would also aid
in understanding the mixing and convection processes of the injected compositional
disturbance, before being accelerated by the nozzle. The simulations would also allow for
the numerical computation of indirect noise transfer functions, providing another result
for comparison with experiments and theory.

Injection flow

It would also be useful to model the methane flow inside the injection tube in order
to understand whether the effective injection diameter is reduced owing to the elbow
geometry (as hypothesised in §5). The velocity field at the outlet plane of the injection
tube could then be used as an input (i.e. source term) in the direct and indirect noise
simulations. This work could be done using lower-fidelity simulations (e.g. URANS).

Multiphysics

The injection flow (via the injection tube) and direct and indirect noise simulations
could potentially be modelled all at once using a multiphysics software (e.g. COMSOL).
This may be a more costly computation, however, the effect of the injection tube on the
mean flow would be considered and the physics of the injected flow would be captured.
Computational costs could be saved by avoiding the modelling of the perforated plate
through the use of the acoustic characterisation results – in other words, the scattering
matrix of the perforated plate could be used as an inlet boundary condition. An anechoic
boundary condition could be implemented at the outlet of the second chamber through
use of a non-reflective boundary condition or by implementing a Perfectly Matched Layer
(PML).
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7.2.3 Experimental studies

Diagnostics

In light of the conclusions of §5, it would be insightful to have simultaneous velocity
and species measurements (preferably in 2D) upstream of the nozzle in the CWR setup.
Techniques such as PLIF and PIV would be able to provide planar data79,202,287,348. The
additional information acquired (when compared to the 0D measurement using Raman)
would help us better understand the injection and convection processes. Specifically,
we would have a measurement of the mean flow velocity in the main chamber and of
the injection velocity of the gas. This would give us a better understanding of how
the co-flow jet expands across the duct and how the convection processes affect the
compositional wave before reaching the nozzle. These results could then be compared
directly to numerical simulations.

Acoustic non-compactness

If the experiments presented in §6 are repeated and analysed using the source identification
method proposed by Rolland 278, then acoustic measurements should be made both
upstream and downstream of the injection location in the upstream chamber, so that
rows 1 and 2 in Eq. (6.4) are not the same. We hypothesised in §6.7 that this may provide
the system with more information to accurately separate and solve for the acoustic wave
sources. Additionally, with more transducer measurements, the resultant waves could
be more accurately computed via the least-squares method. For this reason, future
work should have as many transducers upstream and downstream of the nozzle and of
the injection location as possible. We would recommend these experiments be done in
phase-locked mode with the 2D velocity and species measurements suggested above.

Effect of system’s resonant frequency

The CWR was designed with an inlet piston that can extend the upstream chamber
length by up to 1.6 m. Although unused in the experiments presented in this thesis, it
could be employed in future pulse burst studies. The upstream chamber length could
be changed discretely prior to tests for a systematic study300, or continuously during
a test352 to see the effects that changing the resonant frequency of the system has on
direct and indirect noise generation at the different pulse burst frequencies.
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Towards realistic test conditions

The big picture goal in the thermoacoustics field is to be able to identify, separate, and
quantify direct and indirect noise contributions in reacting flow setups. As pointed out
by Dowling and Mahmoudi 68, aero-engine combustors are typically annular. As such,
entropic and compositional noise studies using model annular combustor geometries would
be most relevant to realistic engine systems. In such systems, accurate measurement of
unsteady scalars is difficult owing to the high temperature and pressures. Techniques such
as LIGS60 show promise in the accurate measurement of temperature and compositional
perturbations in such harsh conditions. However, before moving to reacting flow cases,
there could be one more route. As noted in §4.2.6, the experiments presented in this
thesis are limited in terms of mean pressures p̄ and Reynolds numbers Re, falling short of
realistic engine conditions. Running these simplified indirect noise experiments at higher
Reynolds numbers and mean pressures (e.g. using a wind-tunnel facility) would be a good
stepping stone before running flame experiments. In such a setup, it would be interesting
to measure the acoustic response of linear and non-linear compositional inhomogeneities
impinging upon nozzles, as well as other terminations (e.g. nozzle guide vanes and
turbine blade rows) using multiple pressure measurements upstream and downstream of
the acceleration region. As previously noted, simultaneous measurement of velocity and
species would be beneficial when running these experiments too.

7.2.4 Analytical modelling

In this thesis, we made a small contribution to the analytical modelling of direct noise
by extending a compact wave source model to consider the injection of a co-flowing jet.
Although this thesis only references indirect noise models, some suggestions for future
work in the analytical modelling of indirect noise generation are included here. A review
of the analytical modelling of indirect noise was presented in §2.2.1. To the author’s
knowledge, there are still a few gaps to be filled in terms of the one-dimensional analytical
modelling of acceleration regions subjected to acoustic, entropic, compositional, and
vortical perturbations – see Table 7.1. There are currently no models for acoustically
compact or non-compact isentropic geometries subjected to non-linear compositional
perturbations. Likewise, there are no models for non-isentropic geometries subjected to
linear or non-linear vortical perturbations. Also missing is the analytical predictions of
acoustically non-compact, non-isentropic geometries subjected to any linear or non-linear
disturbance type. In addition to subsonic nozzle flows, it is also relevant to consider
nozzle flows which are supersonic (with and without shocks in the downstream section).
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Additionally, there are many other interesting applications of the non-isentropic
theory of De Domenico et al.63,64. For example, Giauque et al. 103 optimised a nozzle
shape to minimise/maximise indirect noise for an isentropic nozzle subjected to entropic
perturbations. It would be interesting to re-run this optimisation routine to see how
the optimised nozzle shape differs when non-isentropic losses are considered. Further
extending this optimisation routine to all disturbance types would be an intriguing
addition to current literature and would help inform the design of nozzles.

Table 7.1 Summary of one-dimensional models for acoustically compact or non-compact,
isentropic or non-isentropic regions of flow acceleration subject to linear or non-linear
acoustic π, entropic σ, compositional ξ, or vortical Ω perturbations. The first published
journal papers are referenced; for full list of works, see the literature review presented in
§2.2.1. Empty table cells represent gaps in current literature.

Compact Non-compact

Isentropic Non-isentropic Isentropic Non-isentropic

Li
ne

ar
π Tsien 327 De Domenico et al. 63 Zinn et al. 357

σ Marble and Candel 213 De Domenico et al. 63 Marble and Candel 213

ξ Magri et al. 207 De Domenico et al. 64 Magri et al. 206

Ω Cumpsty and Marble 56 Stow et al. 305

N
on

-li
ne

ar
π Moase et al. 232

σ Huet and Giauque 145

ξ
Ω
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Appendix A

Derivations

This appendix serves to explicitly present the full derivations for some of the expres-
sions used in the main text of this thesis. In particular, the entropic wave amplitude

and the general compact wave source formulation.
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A.1 Entropic wave amplitude

We start with the enthalpy formulation H ≡ U + pV , one of the four fundamental
equations of chemical thermodynamics:

dH = TdS + V dp +
N∑

i=1
µidNi. (A.1)

By dividing through by the mass M of the closed element, we obtain the Gibbs’
equation for a calorically perfect multi-component gas (also known as the fundamental
thermodynamic relation) expressed in terms of specific enthalpy344:

dh = Tds + vdp +
N∑

i=1

µi

Wi

dYi, (A.2)

where s is the specific entropy, µi is the chemical potential of species i, and W is the
molecular weight of species i. As shown explicitly by Williams 344, the last term in
Eq. (A.2) is derived as follows:

dNi/M = d(Ni/M),
= d[(Ni/N)/(M/N)],
= d(Xi/W̄ ),
= d(Yi/Wi),
= dYi/Wi,

(A.3)

where N ≡ ∑N
i=1 Ni is the total number of moles in this closed element, W̄ ≡ M/N =∑N

i=1 XiWi =
(∑N

i=1 Yi/Wi

)−1
is the average molecular weight.

Since h = cpT :
dh = d(cpT ),

= T̄ dcp + c̄pdT.
(A.4)

Substituting this into Eq. (A.2), knowing that v = 1/ρ and employing the linear
perturbation theory notation (i.e. dα = α′):

T̄ c′
p + c̄pT ′ = T̄ s′ + p′

ρ̄
+

N∑
n=1

µi

Wi

dYi. (A.5)
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Dividing by c̄pT̄ :
c′

p

c̄p

+ T ′

T̄
= s′

c̄p

+ p′

ρ̄c̄pT̄
+ 1

c̄pT̄

N∑
n=1

µi

Wi

dYi, (A.6)

and re-arranging:
s′

c̄p

=
c′

p

c̄p

+ T ′

T̄
− p′

ρ̄c̄pT̄
− 1

c̄pT̄

N∑
n=1

µi

Wi

dYi. (A.7)

Linearising the equation of state, we obtain three useful formulations:

p′ = ρ̄R̄T ′ + ρ′R̄T̄ + ρ̄R′T̄,

p̄ = ρ̄R̄T̄,

p′/p̄ = ρ′/ρ̄ + R′/R̄ + T ′/T̄.

 (A.8)

In terms of temperature:
T ′

T̄
= p′

p̄
− ρ′

ρ̄
− R′

R̄
. (A.9)

We also know that:
c̄p = γ̄

γ̄ − 1R̄. (A.10)

Inputting this into Eq. (A.7), using p̄ = ρ̄R̄T̄ :

s′

c̄p

=
c′

p

c̄p

+ p′

p̄
− ρ′

ρ̄
− R′

R̄
−
(

γ̄ − 1
γ̄

)
p′

p̄
− 1

c̄pT̄

N∑
i=1

µi

Wi

dYi,

= p′

p̄

1 −
(

γ̄ − 1
γ̄

)+
c′

p

c̄p

− ρ′

ρ̄
− R′

R̄
− 1

c̄pT̄

N∑
i=1

µi

Wi

dYi,

= p′

p̄

 γ̄ − γ̄ + 1
γ̄

+
c′

p

c̄p

− ρ′

ρ̄
− R′

R̄
− 1

c̄pT̄

N∑
i=1

µi

Wi

dYi.

(A.11)

Therefore,

σ ≡ s′

c̄p

= p′

γ̄p̄
+

c′
p

c̄p

− ρ′

ρ̄
− R′

R̄
− 1

c̄pT̄

N∑
i=1

µi

Wi

dYi. (A.12)

We can now define the chemical potential function Ψ and heat-capacity factor ℵ204:

Ψ = 1
cpT

N∑
i=1

(
µi

Wi

)
dYi

dZ
, (A.13)

ℵ = R′

R
−

c′
p

cp

=
N∑

i=1

(
1
R

dR

dYi

− 1
cp

dcp

dYi

)
dYi

dZ
, (A.14)
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such that64:

σ = p′

γ̄p̄
− ρ′

ρ̄
− (ℵ̄ + Ψ̄)ξ. (A.15)

As explicitly done by Magri 204 , we use the 1st order homogeneity of Gibbs’ energy:

µi = Wigi, (A.16)

where g is the specific Gibbs’ energy204:

g = h − Ts. (A.17)

We can further simplify Eq. (A.15) since we are dealing with a non reacting, binary
gas mixture due to the injection of a gas i. All species are expressed in terms of mixture
fraction, such that Yi = Yi(Z), and dYi = (dYi/dZ)dZ 344:

dZ = Yi,

dYi

dZ
= 1,

dYair

dZ
= d(1 − Yi)

dZ
= −1.

(A.18)

Applying these definitions, along with Eq. (A.16), to Eq. (A.13):

Ψ = 1
cpT

(
µi

Wi

− µair

Wair

)
,

= 1
(cp,iYi + cp,air(1 − Yi)) (TiYi + Tair(1 − Yi))

(
Wigi

Wi

− Wairgair

Wair

)
,

= 1
(cp,iYi + cp,air(1 − Yi)) (TiYi + Tair(1 − Yi))

[
(hi − Tisi) − (hair − Tairsair)

]
.

(A.19)

For Yi ≪ 1, we can assume ( )air = (¯) and neglect terms multiplied by Yi. Knowing that
h = cpT , then:

Ψ̄ = 1
c̄pT̄

[
(cp,iTi − Tisi) − (c̄pT̄ − T̄ s̄)

]
.

Assuming the temperature of the perturbation is the same as the mean flow temperature
(Ti = T̄ ):

Ψ̄ = 1
c̄p

[
(cp,i − si) − (c̄p − s̄)

]
,
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Ψ̄ = cp,i − c̄p

c̄p

− si − s̄

c̄p

. (A.20)

Similarly, for the heat-capacity factor:

ℵ = R′

R
−

c′
p

cp

,

where
Ri = Ru

Wi

, Rair = Ru

Wair
,

and
R = Ru

N∑
i=1

Yi

Wi

.

Therefore:

R′

R
=

(Ru

Wi

)
−
( Ru

Wair

)
(Ru

Wi

)
Yi +

( Ru

Wair

)
(1 − Yi)

,

=

(RuWair

WiWair

)
−
( RuWi

WiWair

)
(RuWair

WiWair

)
Yi +

( RuWi

WiWair

)
(1 − Yi)

,

=

(RuWair − RuWi

WiWair

)
(

RuWairYi + RuWi(1 − Yi)
WiWair

) ,

R′

R
= Wair − Wi

WairYi + Wi(1 − Yi)
.

Equation (A.14) then becomes:

ℵ = Wair − Wi

WairYi + Wi(1 − Yi)
− cp,i − cp,air

cp,iYi + cp,air(1 − Yi)
. (A.21)

For Yi ≪ 1, we can assume ( )air = (¯) and neglect terms multiplied by Yi:

ℵ̄ = W̄ − Wi

Wi

− cp,i − c̄p

c̄p

. (A.22)
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Using Eqs. (A.20) and (A.22) in Eq. (A.15):

σ = p′

γ̄p̄
− ρ′

ρ̄
−
(

Wi − W̄

Wi

− cp,i − c̄p

c̄p

+ cp,i − c̄p

c̄p

− si − s̄

c̄p

)
ξ,

σ = p′

γ̄p̄
− ρ′

ρ̄
−
(

Wi − W̄

Wi

− si − s̄

c̄p

)
ξ. (A.23)



A.2 Compact wave source 209

A.2 Compact wave source

The Navier-Stokes equations can be simplified for an inviscid flow, without volumetric
heating, viscous forces, heat conduction, shear forces, and external forces. These are
called the three-dimensional compressible Euler equations and are written as:

∂U
∂t

+ ∂Fx

∂x
+ ∂Fy

∂y
+ ∂Fz

∂z
= ϕ′, (A.24)

where:

U =



ρ

ρux

ρuy

ρuz

ρet


, Fx =



ρux

ρu2
x + p

ρuyux

ρuzux

(ρet + p)ux


, Fy =



ρuy

ρuxuy

ρu2
y + p

ρuzuy

(ρet + p)uy


, Fz =



ρuz

ρuxuz

ρuyuz

ρu2
z + p

(ρet + p)uz


,

(A.25)
and the source term vector is:

ϕ′ = [ϕ′
m, ϕ′

Mx
, ϕ′

My
, ϕ′

Mz
, ϕ′

e]T . (A.26)

where we define the total specific energy et = e + ek, which is made up of the specific
internal energy e = cvT and specific kinetic energy ek = 1/2u2. The first row of the
vectors in (A.25) represents mass conservation (continuity), the second to fourth represent
momentum conservation in the three axial directions, and the fifth row represents energy
conservation.

For a one-dimensional (uy = uz = ϕ′
My

= ϕ′
Mz

= 0), steady-state (∂/∂t = 0) analysis,
we can simplify Eq. (A.24) into the following mass, momentum, and energy equations,
and relate them to their respective added fluxes ϕ′

m, ϕ′
M , ϕ′

e :

d

dx
(ρu) = ϕ′

m, (A.27)

d

dx
(ρu2 + p) = ϕ′

M , (A.28)

d

dx

(
(ρet + p)u

)
= ϕ′

e, (A.29)

where ϕM = ϕMx . We can re-formulate (A.29) by inputting the definition for total specific
energy et:

d

dx

(
ρucvT + 1

2ρu3 + pu
)

= ϕ′
e, (A.30)
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or
d

dx

(
ρucpT + 1

2ρu3
)

= ϕ′
e. (A.31)

The one-dimensional, steady Euler equations above, along with an additional composi-
tional addition ϕ′

Z , can be formulated as jump conditions across a compact discontinuity:

[
(ρu)′

]1

0
= ϕ′

m,[
(p + ρu2)′

]1

0
= ϕ′

M ,[(
ρu(cpT + 1

2u2)
)′
]1

0
= ϕ′

e,[
Z ′
]1

0
= ϕ′

Z .



(A.32)

The notation [·]10 denotes the difference in flow properties between the upstream [1] and
downstream [0] sections of the compact wave source (i.e. [·]10 = [·]1 - [·]0).

A.2.1 Linearisation and normalisation

The linearisation and normalisation of the mass, momentum, and energy equations are
outlined here.

Applying the linearisation procedure to each flow variable, we get:

[
(ρ̄ + ρ′)(ū + u′)

]1

0
= ϕ′

m,[
(p̄ + p′) + (ρ̄ + ρ′)(ū + u′)2

]1

0
= ϕ′

M ,[
(ρ̄ + ρ′)(ū + u′)(c̄p + c′

p)(T̄ + T ′) + 1
2(ρ̄ + ρ′)(ū + u′)3

]1

0
= ϕ′

e.


(A.33)

The fluxes are assumed to be small, such that the mean variables are constant before
and after the discontinuity. Terms with second-order fluctuations or higher are cancelled
out; only the terms with one first-order fluctuation remain.



A.2 Compact wave source 211

Mass

From Eq. (A.33):
ϕ′

m = (ρ̄ + ρ′)(ū + u′) − ρ̄ū,

ϕ′
m = ρ′ū + ρ̄u′. (A.34)

One can obtain the normalised mass flux φ′
m by dividing Eq. (A.34) through by ρ̄ū:

φ′
m = ρ′ū

ρ̄ū
+ ρ̄u′

ρ̄ū
,

φ′
m = ρ′

ρ̄
+ c̄u′

c̄ū
,

φ′
m = ρ′

ρ̄
+ c̄

ū

u′

c̄
,

φ′
m =

(
ρ′

ρ̄

)
+ 1

M̄

(
u′

c̄

)
. (A.35)

Momentum

From Eq. (A.33):

ϕ′
M = (p̄ + p′) + (ρ̄ + ρ′)(ū + u′)2 − (p̄ + ρ̄ū2),

ϕ′
M = p′ + ρ′ū2 + 2ρ̄ūu′. (A.36)

One can obtain the normalised momentum flux φ′
M by dividing Eq. (A.36) through by

ρ̄ū2:
φ′

M = p′

ρ̄ū2 + ρ′ū2

ρ̄ū2 + 2 ρ̄ūu′

ρ̄ū2 ,

φ′
M = p′

ρ̄ū2 + ρ′

ρ̄
+ 2u′

ū
,

φ′
M = p′

p̄
R̄T̄

M̄2c̄2
+ ρ′

ρ̄
+ 2

M̄

u′

c̄
,

φ′
M = p′

p̄
R̄T̄

M̄2γ̄R̄T̄
+ ρ′

ρ̄
+ 2

M̄

u′

c̄
,

φ′
M = 1

M̄2

(
p′

γ̄p̄

)
+
(

ρ′

ρ̄

)
+ 2

M̄

(
u′

c̄

)
. (A.37)
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Energy

Since there are more terms here, the linearisation of the energy term in Eq. (A.33) is
shown in full:

ϕ′
e = (ρ̄ + ρ′)(ū + u′)(c̄p + c′

p)(T̄ + T ′) + 1
2(ρ̄ + ρ′)(ū + u′)3 − (ρ̄ūc̄pT̄ + 1

2 ρ̄ū3),

ϕ′
e = ρ̄ūc̄pT ′ + ρ̄ūc′

pT̄ + ρ̄u′c̄pT̄ + ρ′ūc̄pT̄ + 1
2(3ρ̄ū2u′ + ρ′ū3).

Re-arranging,

ϕ′
e = c̄pT̄ (ρ′ū + ρ̄u′) + ρ̄ū(c̄pT ′ + c′

pT̄ + 3
2 ūu′) + 1

2ρ′ū3. (A.38)

One can obtain the normalised energy flux φ′
e by dividing Eq. (A.38) through by

ρ̄ūc̄pT̄t, where the total temperature is defined as T̄t = T̄
(
1 + γ−1

2 M̄2
)
:

φ′
e = ρ′ūc̄pT̄

ρ̄ūc̄pT̄t

+ ρ̄u′c̄pT̄

ρ̄ūc̄pT̄t

+
ρ̄ūc′

pT̄

ρ̄ūc̄pT̄t

+ ρ̄ūc̄pT ′

ρ̄ūc̄pT̄t

+ 3
2

ρ̄ū2u′

ρ̄ūc̄pT̄t

+ 1
2

ρ′ū3

ρ̄ūc̄pT̄t

,

φ′
e = ρ′

ρ̄

T̄

T̄t

+ u′

ū

T̄

T̄t

+
c′

p

c̄p

T̄

T̄t

+ T ′ 1
T̄t

+ 3
2

ūu′

c̄p

1
T̄t

+ 1
2

ρ′

ρ̄

ū2

c̄p

1
T̄t

,

φ′
e = T̄

Tt

ρ′

ρ̄
+ u′

ū
+

c′
p

c̄p

+ T ′

T̄
+ 3

2
1
c̄p

ūu′

T̄
+ 1

2
1
c̄p

ρ′

ρ̄

ū2

T̄

,

φ′
e = T̄

Tt

ρ′

ρ̄
+ 1

M̄

u′

c̄
+

c′
p

c̄p

+ T ′

T̄
+ 3

2
(γ̄ − 1)

γ̄R̄

ūu′

T̄
+ 1

2
(γ̄ − 1)

γ̄R̄

ρ′

ρ̄

M̄2γ̄R̄T̄

T̄

,

φ′
e = T̄

Tt

ρ′

ρ̄
+ 1

M̄

u′

c̄
+

c′
p

c̄p

+ T ′

T̄
+ 3(γ̄ − 1)

2 M̄ c̄
u′

c̄2 + (γ̄ − 1)
2 M̄2 ρ′

ρ̄

,

φ′
e = T̄

Tt

 1
M̄

u′

c̄

(
1 + (γ̄ − 1)

2 M̄2
)

+ 1
M̄

(γ̄ − 1)M̄2 u′

c̄
+

c′
p

c̄p

+ T ′

T̄
+ ρ′

ρ̄

(
1 + (γ̄ − 1)

2 M̄2
),

φ′
e = ρ′

ρ̄
+ 1

M̄

u′

c̄
+ T̄

Tt

(γ̄ − 1)M̄ u′

c̄
+

c′
p

c̄p

+ p′

p̄
− ρ′

ρ̄
− R′

R̄

.

Using Eq. (A.14), we finally arrive at:

φ′
e =

(
ρ′

ρ̄

)
+ 1

M̄

(
u′

c̄

)
+ 1

1 + γ̄−1
2 M̄2

(
γ̄

p′

γ̄p̄
− ρ′

ρ̄
+ (γ̄ − 1)M̄ u′

c̄
− ℵ̄ξ

)
. (A.39)



A.2 Compact wave source 213

A.2.2 Resulting jump conditions

Using Eqs. (A.35), (A.37) and (A.39), the normalised version of Eq. (A.32) is:
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[Z ′]10 = φ′
Z ,
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where M̄ is the Mach number, and φ′
m, φ′

M , φ′
e and φ′

Z are the normalised changes in
mass, momentum, energy, and mixture fraction:

φ′
m = ϕ′

m

ρ̄ū
, φ′

M = ϕ′
M

ρ̄ū2 , φ′
e = ϕ′

e

ρ̄ūc̄pT̄t

, φ′
Z = ϕ′

Z . (A.41a-d)

Equation (A.40) can be decomposed by using the wave amplitudes defined in
Eqs. (2.23) and (A.15):

σ = p′

γ̄p̄
− ρ′

ρ̄
− (Ψ̄ + ℵ̄)ξ,

ρ′

ρ̄
= p′

γ̄p̄
− σ − (Ψ̄ + ℵ̄)ξ,

p′

γ̄p̄
= π+ + π−,

u′

c̄
= π+ − π−,

Z ′ = ξ.
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Using Eq. (A.42) in Eq. (A.40):
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Re-arranging and combining terms related to the respective disturbance amplitudes:
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The jump conditions across the compact wave source of Eq. (A.44) can be recast in
matrix form64:

[Xw]10 = φ′, (A.45)

where X is the matrix of normalised flow fluctuations:
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w is the vector of wave amplitudes:

w =
[
π+, π−, σ, ξ

]T
, (A.47)

and φ′ is the vector of the normalised source terms:

φ′ =
[
φ′

m, φ′
M , φ′

e, φ′
ξ

]T
. (A.48)

Equation (A.45) can be manipulated to obtain the outgoing waves relative to the
wave source:

π+
1

π−
0

σ1

ξ1



=



π+
0

π−
1

σ0

ξ0



+



1
2

(γ̄−1)
2 M̄3 − M̄2

M̄ + 1
1
2

M̄2 − (γ̄ − 1)M̄3

M̄ + 1
1
2

M̄ + (γ̄−1)
2 M̄3

M̄ + 1
1
2 ℵ̄ M̄

1 + M̄

1
2

(1−γ̄)
2 M̄3 − M̄2

M̄ − 1
1
2

M̄2 + (γ̄ − 1)M̄3

M̄ − 1
1
2

(1−γ̄)
2 M̄3 − M̄

M̄ − 1
1
2 ℵ̄ M̄

1 − M̄

1
2(γ̄ − 1)M̄2 − 1 (1 − γ)M̄2 1

2(γ̄ − 1)M̄2 + 1 −Ψ̄

0 0 0 1





φ′
m

φ′
M

φ′
e

φ′
ξ



.

(A.49)



216 Derivations

Since we assume there are no incoming waves (i.e. π+
0 = π−

1 = σ0 = ξ0 = 0)278, we
can solve for the outgoing waves (i.e. π+

d = π+
1 , π−

d = π−
0 , σ = σ1 and ξ = ξ1):
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Considering a low Mach number mean flow (M ≪ 1), M̄3 terms can be neglected.
Re-arranging:
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Appendix B

Additional details on Raman
spectroscopy

This appendix serves three purposes. Firstly, to present the equations describing the
probe volume for a confocal Raman setup. Estimated values for the probe and

illuminated volumes of the spontaneous Raman spectroscopy technique presented in §4,
and used in §5 and §6, are reported. Secondly, to present the full calibration dataset and
the proportionalities of the Stokes signal with varying mass fraction, intensifier gains,
and mean pressure. Lastly, to provide an estimate of the measurement errors associated
with the experiments presented in §5 and §6.
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B.1 Probe volume

B.1.1 Confocal theory

In order to understand the spatial resolution of the diagnostic technique, it is important
to estimate the probe volume of the setup. In a confocal setup, the in-focus volume is
known as the confocal volume, Vcon. As mentioned in §4.3.2, only Stoke-shifted Raman
photons are expected to pass through the notch filter, before being focused through a
pinhole aperture in the conjugate image plane. The size of the aperture is such that only
the central part of the focus can pass through for detection. Any light which does not
come from the focal plane will not be transmitted through the pinhole66.

The confocal volume Vcon is given by:

Vcon = π3/2κω3
0 , (B.1)

where ω0 is the 1/e2 beam radius (13.5% of maximum) in the x–y plane given by:

ω0 = 2fλl

πd
= λl

πNA , (B.2)

where f is the focal length, d is the beam diameter at the lens, and λl is the laser pulse
wavelength286. The numerical aperture is given by Abbe’s formula, NA = d/2f 1. The
geometric factor κ describes the eccentricity of the confocal volume and is given by the
ratio of the optical resolution in the z direction and x–y plane.

The resolution in the x–y plane is given by the Rayleigh criterion198:

δxy = 0.61λl

NA , (B.3)

where δxy = δx = δy. The resolution in the z-axis is given by:

δz = 2nλl

NA2 , (B.4)

where n is the refractive index346.
The perfect diffraction-limited value of κ is given by:

κ = 2.33n

NA . (B.5)
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The diffraction-limited confocal volume is given by:

Vcon = 2.33
π3/2

nλ3
l

NA4 . (B.6)

Lastly, the illumination volume Vill is defined as the beam volume from the imaging
lens to the focus point. Assuming a spherically Gaussian beam, this volume is cone-shaped,
such that:

Vill = 1
6πd2f. (B.7)

B.1.2 Limit cases

For the optical setup used in the CWR, λl = 527 nm (set by the laser), n = 1 (for air)
and f = 100 mm. Assuming a spherically Gaussian beam, the volume will have an oblate
ellipsoid shape (as shown in Fig. 4.13c). The beam diameter is expected to be 5 mm194,
however, the actual diameter may stray from this due to optical component imperfection
and degradation356. In fact, during the alignment procedure, it was clear that the beam
was slightly elongated in the y direction. This inevitably affects the confocal volume
shape.

We assume the beam diameter is d = 5 ± 2 mm and, as such, calculate the confocal
volume assuming the beam is perfectly circular for d = 3 mm, d = 5 mm, and d = 7 mm.
The dimensions for the probe and illuminated volume have been estimated for the three
cases and are presented in Table B.1. In reality, the confocal probe volume and resolution
across all three axes are expected to lie somewhere between the two limit cases.

Table B.1 Raman spectroscopy setup: beam diameter d, numerical aperture NA, reso-
lution in x-y plane δxy, resolution in z plane δz, confocal volume Vcon, and illumination
volume Vill.

d NA δxy δz Vcon Vill
[mm] [-] [µm] [mm] [×10−4 mm3] [×103 mm3]

3 0.015 21.4 4.7 12.1 0.5
5 0.025 12.9 1.7 1.6 1.3
7 0.035 9.2 0.9 0.4 2.6
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B.2 Full calibration dataset

Calibration of the experimental setup was done by varying the methane mass frac-
tion YCH4 (0–100%), intensifier gain G (35–70%) and mean pressure p̄ (1–1.5 bar) for a
total of 144 test cases. The integrated counts ¯̄CS′ for each test case are shown in Fig. B.1
(cases where the camera has saturated are not shown). The figure has a normalised
x-axis where EM is the intensifier’s electron multiplication factor and c is the molar
concentration. The intensifier’s electron multiplication factor is EM = 15 which has a
non-linear dependency due to the behaviour of the intensifier’s MCPs (see §4.3.4). For
each test condition, the error associated with the measurement of the integrated counts
¯̄C is computed by taking the standard deviation of the single-shot integrated counts for a
series of 1450 shots (an example of test case variability is shown in Fig. 4.14). This value
accounts for all the measureable fluctuations in the system. Error bars are included in
Fig. B.1 presenting the standard deviation (±1σ) in the signal for each test case. The
shot-to-shot signal variation is larger for nitrogen than for methane.

The data shows a fit which follows a power-law y = βxη where β and η are constants
specific to each molecule which are solved for via minimisation of the residual sum
of squares (βCH4= 4289±1, ηCH4= 0.77±0.02, βN2= 673±2, ηN2= 0.79±0.04). The

Fig. B.1 Calibration curves for (a) N2 and (b) CH4 shows data points for calibration test
cases using different mean pressures p̄ (1.0–1.5 bar), intensifier gains G (35–70%) and
methane mass fractions YCH4 ( 0%, 10%, 20%, 30%, 40%, 50%, 100%). Error
bars show the standard deviation (±1σ) in the signal for each test case. The region of
operation is presented (cases where camera has saturated are not shown) where EM = 15
is the intensifier’s electron multiplication factor and ci is the molar concentration of
the respective molecule. Lines of best fit ( ) use the power-law y = βxη where β
and η are constants calculated via the sum of squared residuals method for each gas
(βCH4= 4289±1, ηCH4= 0.77±0.02, βN2= 673±2, ηN2= 0.79±0.04).
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Fig. B.2 Integrated counts for N2 ( ) and CH4 ( ) versus normalised x-axis where
EM = 15 is the intensifier’s electron multiplication factor, G is the intensifier gain, ci is
the molar concentration and dσ/dΩ|i is the differential Raman scattering cross section of
the respective molecule. Error bars show the standard deviation (±1σ) in the signal for
each test case. The region of operation is presented (cases where camera has saturated are
not shown). Data follows a power-law y = βxη where β and η are constants calculated
via the sum of squared residuals method (β = 1.63×1029, η = 0.76) along with the
ratio of differential Raman scattering cross section between the two molecules, which is
estimated to be dσ

dΩ |CH4/ dσ
dΩ |N2=7.9. This agrees with literature57,91,253.

errors on the slope was determined using the method of weighted least-squares fit for a
heteroscedastic data set (equations 6.3 to 6.7 in Hughes and Hase 146).

There is a factor 6.4 difference in the power-law slopes for each molecule. Since
the power of the scattered light is directly proportional to the differential Raman
scattering cross-section dσ/dΩ as per Eq. (4.7), the difference in slope can be, to first
order, attributed to the ratio between the molecules’ differential Raman scattering cross-
sections. From literature, we assume dσ/dΩ|N2 = 3.79×10−35 m2 sr−1 91,253,301, and the
curves fall along the same line as shown in Fig. B.2. Using a least-squares method1, a
differential Raman scattering cross-section ratio of 7.9 is computed which agrees with
literature’s estimates of 7.1±157,91,253.

Figure B.3 shows the range of SBR measured for the calibration test cases (cases
where the camera has saturated are not shown). The maximum SBR measured for the
molecules investigated was 3.8 for N2 and 7.6 for CH4.

1The author kindly acknowledges the work of Dr. Lee Weller who computed the fits shown in
Figs. B.1 and B.2.
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Fig. B.3 Signal-to-background ratio (SBR) for N2 and CH4: calibration test cases are
shown here (cases where the camera has saturated are not shown) with different mean
pressures p̄ (1.0–1.5 bar), intensifier gains G (35–70%) and methane mass fractions YCH4

( 0%, 10%, 20%, 30%, 40%, 50%, 100%). For cases shown, SBRCH4 > 4 and
SBRN2 < 4.

B.3 Error analysis

The error in the Raman measurement can be assessed by looking at the total mole
fraction across the anechoic windows of the respective experimental campaigns – this is
expected to be unity. Additionally, we can propagate forward the standard deviation
and standard errors of the time-resolved integrated counts by using Eqs. (4.15) and
(4.16). The mean standard deviation σ̄ and mean standard error σ̄x̄ of the measured
compositional wave amplitude ξ are then computed across the respective anechoic time
windows. These results are presented in Fig. B.4.

For the single pulse experiments (Fig. B.4a), both close and far injection cases show
a mean total mole fraction X̄tot near one. We note that during the convection of the
compositional wave through the probe volume, the total molar fraction deviates from
one (as shown in Fig. 4.26). This is accepted as the measurement error. Looking at σ̄

and σ̄x̄, we note that larger errors are present for the close injection case due to the fact
that the error in the methane measurement increases with concentration, as per Eq. 4.16.
A maximum of σ̄ = 3.5×10−2 and σ̄x̄ = 0.8×10−2 is estimated for the close injection
cases, and σ̄ = 0.8×10−2 and σ̄x̄ = 0.2×10−2 is estimated for the far injection cases.

In the pulse burst experiments (Fig. B.4b), there are more compositional waves
convecting through the probe volume during the anechoic window than in the single pulse
experiments. Since the 2 Hz case is used to correct the calibration curve, it naturally
shows the best agreement with X̄tot = 1 for all flow rates. Generally, with increasing
frequency, X̄tot decreases. A particular jump is seen from 100 Hz to 187.5 Hz and 250 Hz
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Fig. B.4 Error analysis for (a) single pulse and (b) pulse burst experiments: (top) mean
total mole fraction X̄tot computed across the anechoic window; (middle) mean standard
deviation σ̄ of compositional wave amplitude ξ computed across the anechoic window –
calculated by propagating forward the standard deviation of the time-resolved integrated
counts Ĉ; (bottom) mean standard error σ̄x̄ of compositional wave amplitude ξ computed
across the anechoic window – calculated by propagating forward the standard error of
the time-resolved integrated counts Ĉ.

– this is attributed to the fact that the latter two experiments were run on a separate day
to the first six experiments (2 Hz to 125 Hz). Similar to the single pulse experiments, we
note that larger σ̄ and σ̄x̄ are present for the cases where a larger injection mass fraction
is used (see Table 6.1). Once more, this is due to the fact that the error in the methane
measurement increases with concentration, as per Eq. 4.16.
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