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TRANSCRIPTION AND CHROMATIN DYNAMICS IN THE 
NOTCH SIGNALLING RESPONSE 

During normal development, different genes are expressed in different cell 

types, often directed by cell signalling pathways and the pre-existing chromatin 

environment. The highly-conserved Notch signalling pathway is involved in 

many cell fate decisions during development, activating different target genes in 

different contexts. Upon ligand binding, the Notch receptor itself is cleaved, 

allowing the intracellular domain to travel to the nucleus and activate gene 

expression with the transcription factor known as Suppressor of Hairless 

(Su(H)) in Drosophila melanogaster. It is remarkable how, with such 

simplicity, the pathway can have such diverse outcomes while retaining 

precision, speed and robustness in the transcriptional response. The primary 

goal of this PhD has been to gain a better understanding of this process of rapid 

transcriptional activation in the context of the chromatin environment. 

To learn about the dynamics of the Notch transcriptional response, a live 

imaging approach was used in Drosophila Kc167 cells to visualise the 

transcription of a Notch-responsive gene in real time. With this technique, it 

was found that Notch receptor cleavage and trafficking can take place within 15 

minutes to activate target gene expression, but that a ligand-receptor interaction 

between neighbouring cells may take longer. These experiments provide new 

data about the dynamics of the Notch response which could not be obtained 

with static time-point experiments. 

The chromatin accessibility and nucleosome dynamics at Notch-responsive 

enhancers were also studied using a variety of molecular techniques. These 

experiments showed that enhancers occupied by Su(H) were highly accessible 

with a high level of nucleosome turnover, and that Notch signalling promoted a 

further increase in accessibility. The BRM complex, a SWI/SNF chromatin 

remodeller implicated in many cancers, was identified as essential for the high 

chromatin accessibility at these regions and the Notch response. This new 

insight into the link between a simple signalling pathway and chromatin 

remodelling could have implications for understanding the complicated process 

of development and what goes wrong in diseases like cancer. 
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1 INTRODUCTION 

The discovery that specialised adult cells can be reprogrammed, giving them the 

potential to become any cell of an organism, was ground-breaking (Gurdon 

1962; Takahashi and Yamanaka 2006). This can occur because almost every cell 

in an organism contains the same genetic material, an initially surprising 

finding considering the large variation that exists in cell morphology and 

function. These apparent differences between cells arise as a result of different 

genes being utilised or expressed. Therefore, to understand how different cell 

types arise during the development of an animal, it is necessary to understand 

how gene expression is controlled on a cellular level. 

Gene expression involves the processes of transcription and translation, 

whereby DNA is converted into RNA and RNA into protein, respectively. It can 

therefore be regulated by controlling any stage of this pipeline. However, 

perhaps the most major axis of regulation is at the stage of transcription, which 

confers tissue-specific gene expression that is fundamental to development 

(Levine and Tjian 2003). Considering that the human genome contains three 

billion base-pairs of information, the structural packaging of this DNA into 

chromatin has a great impact on the accessibility of the DNA. The dynamic 

regulation of chromatin structure is therefore a key aspect of transcriptional 

control (ENCODE Project Consortium 2012). 

During development, different patterns of gene expression are triggered in 

response to cell-cell signalling pathways (Basson 2012). The mechanisms 
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regulating gene expression in response to the Notch signalling pathway are the 

subject of this thesis. Therefore, in this introductory chapter, general principles 

of gene expression will first be discussed in terms of transcription and 

chromatin, followed by a summary of the current state of knowledge about 

Notch signalling. 

1.1 Transcription and its regulation 

1.1.1 Regulation by enhancers 

To allow for the different gene expression profiles found across cells in complex 

organisms, gene transcription is tightly controlled. Regulation depends 

primarily on the binding of nuclear proteins, called transcription factors, to the 

DNA at enhancer sequences. Enhancers are genomic regions that modulate the 

transcription of genes, despite sometimes being very long distances from the 

regulated gene in the linear genome (Levine et al. 2014). The functional role of 

enhancers and the way they activate transcription is therefore of fundamental 

importance to development. 

It is thought that enhancers contact promoters by looping of the DNA (Figure 

1.1A), a concept for which there is now considerable evidence. For example, 

DNA loops have been observed by electron microscopy between the SV40 

enhancer and promoter (Su et al. 1991). Also, tethering a protein (LDB1) usually 

bound at a distal enhancer (the locus control region) to the beta-globin 

promoter rescued transcription under conditions where looping would 

otherwise not occur, suggesting that physical contact is sufficient for enhancer 

activity (Deng et al. 2012). Long-range interactions are prevalent across 

genomes, with many appearing stable in different cell types through 

development, suggesting that enhancer-promoter contact may be formed before 

gene activation (Dixon et al. 2012; Ghavi-Helm et al. 2014). It is less clear 

whether looping is required for short-range enhancer-promoter interactions, 

partly because the biochemical methods used for detecting DNA contacts give 

high background at close distances, and microscopy-based techniques lack the 

sufficient resolution, making these interactions difficult to detect (Shlyueva et 

al. 2014). 
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Figure 1.1. Transcription and its regulation. (A) Control of transcription 
by enhancer-promoter interactions. DNA looping allows physical contact 
between enhancers and promoters via DNA binding proteins. Different 
enhancers can be utilised in different cells. (B) Factors influencing transcription 
factor binding. 1. Transcription factors usually bind to accessible DNA. 2. Direct 
cooperativity occurs when direct protein-protein interactions result in improved 
binding affinity. This can occur between different transcription factors or 
multiple molecules of the same factor, and usually relies on the correct spacing 
of binding sites along the DNA. Continued on next page. 
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Developmental genes are commonly regulated by multiple enhancers (Zeitlinger 

et al. 2007b), allowing different enhancers to be active in different cell types or 

developmental time periods (Figure 1.1A). For example, the expression pattern 

of the Drosophila melanogaster pair-rule gene even skipped (eve) is regulated 

by several different enhancers, with the best-characterised enhancer (eve stripe 

2) regulating only one of the seven stripes (Small et al. 1992). Another well-

known example is the regulation of sonic hedgehog (Shh) by the ZRS enhancer 

in the developing limb, where the enhancer specifically regulates Shh, and 

furthermore only co-localises with the Shh coding region, in the Shh-expressing 

cells of the limb bud (Williamson et al. 2016).1In some cases, several enhancers 

function redundantly by regulating similar spatiotemporal gene expression 

patterns and can be deleted with no obvious phenotype. These have been named 

shadow enhancers and a comprehensive study in Drosophila has found them to 

be prevalent (Cannavò et al. 2016). It is suggested that these enhancers ensure 

robustness in developmental progression, but further studies of how they 

 

                                                     

Figure 1.1 continued (B, continued) 3. Indirect cooperativity occurs when 
one factor influences the binding of another without a direct protein-protein 
interaction between them. This can occur via several different mechanisms, but 
often involves changes to the chromatin structure or displacement of 
nucleosomes. In the example shown, the presence of the orange transcription 
factor displaces the nucleosome to allow the green transcription factor to bind 
to its site. (C) Regulation of transcriptional output. Cofactors such as Mediator 
can promote enhancer-promoter interactions and PIC formation for 
transcription initiation. Promoter-proximal pausing poises genes for rapid 
activation. Bursting is thought to occur due to the release of several polymerases 
in quick succession during an active period. Bursting may be modulated by a 
change in burst size or frequency. Note that bursts at high frequency may 
appear as a single larger burst when measuring RNA transcript levels (graphs 
inspired by Wang et al. 2018). Abbreviations not defined elsewhere in the text 
are: “TF” = transcription factor, “TFBS” = transcription factor binding site and 
“TSS” = transcription start site (Spitz and Furlong 2012; Haberle and Stark 
2018). 
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interact with different genes under different conditions are needed to 

understand their role in development. Indeed, despite some instances where 

enhancer function has been intensively studied, a global understanding of how 

specific enhancer-promoter interactions are chosen in a particular cell type at a 

particular time is lacking. 

1.1.2 Transcription factor binding to enhancers 

Enhancers can contain multiple binding sites for transcription factors and can 

therefore integrate different signals. For example, the sparkling enhancer of the 

Pax2 gene in Drosophila is regulated by both Notch and Epidermal Growth 

Factor Receptor (EGFR) signalling, and at least 12 transcription factor binding 

sites have been mapped to this 400-base-pair region (Swanson et al. 2010). This 

example illustrates how the overlapping patterns of transcription factor binding 

across the genome present a combinatorial code, increasing the complexity of 

gene expression control by a finite set of transcription factors. 

The specific DNA sequences bound by transcription factors are known as motifs, 

which are typically six to ten base-pairs long and degenerate, meaning that they 

allow different nucleotides at some positions (Shlyueva et al. 2014). Although 

motifs are highly prevalent, transcription factors usually do not occupy all of 

their potential binding sites and binding does not correlate directly with DNA 

affinity (Carr and Biggin 1999). Furthermore, transcription factors occupy 

different sites in different cell types (Kaplan et al. 2011). Thus, an important 

question is what determines transcription factor binding. 

One key factor is chromatin structure, specifically the accessibility of enhancers, 

which can greatly affect transcription factor occupancy. The packaging of DNA 

into nucleosomes can occlude or change the structure of DNA motifs, thus 

regulating their accessibility to transcription factors (Figure 1.1B). Transcription 

factor binding has been found to correlate well with DNaseI sensitivity, a 

measure of chromatin accessibility (Li et al. 2011; Degner et al. 2012), and when 

combined with DNA sequence data, chromatin accessibility can be predictive for 

transcription factor binding (Pique-Regi et al. 2011). Chromatin accessibility can 

be regulated by chromatin remodelling complexes, which will be discussed in 
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detail in section 1.2.2. The complex interaction between transcription factors 

and chromatin remodellers is also discussed in section 1.2.3. 

Since transcription factors often bind in close proximity at enhancers, it is also 

possible for one transcription factor to influence the binding of another (Figure 

1.1B). Cooperative binding has been illustrated in many contexts and may 

depend on sequence motifs being appropriately arranged in the DNA (Kazemian 

et al. 2013). For example, REL and GATA binding sites are positioned in the 

same orientation near many fat-specific immunity genes (Senger et al. 2004). 

The correct positioning of binding motifs is also required at the interferon-β 

enhancer where several transcription factors bind cooperatively (Thanos and 

Maniatis 1995; Panne et al. 2007). Cooperative binding of transcription factors 

can result in binary (“on-off” switch-like) effects on transcription, a concept 

illustrated by the translation of morphogen gradients into sharp transcriptional 

responses, such as in the control of patterning in the Drosophila embryo by 

Bicoid, where cooperative DNA binding is required for sharp patterning of the 

target gene hunchback (Lebrecht et al. 2005). The converse is true for NF-κB in 

human cells, where a lack of cooperativity is thought to give a graded 

transcriptional response (Giorgetti et al. 2010). 

Cooperativity can also occur indirectly, due to the involvement of other factors 

(Figure 1.1B). For example, the co-activator p300 mediates the synergistic 

effects of Sox-2 and Oct-3 at the distal FGF-4 enhancer (Nowling et al. 2003). 

The use of common co-activators by many different transcription factors makes 

this a widespread phenomenon and can explain the presence of transcription 

factor hotspots in the genome (Moorman et al. 2006; Chen et al. 2008; Siersbæk 

et al. 2014). As well as the recruitment of transcription factors by protein-

protein interactions, many examples of cooperativity rely on changes to the 

chromatin structure. For example, the competition of the glucocorticoid 

receptor (GR) for DNA binding with another receptor that had identical binding 

specificity unexpectedly led to increased levels of binding due to increased 

accessibility of the chromatin (Voss et al. 2011). 

The concept that transcription factors compete with histones for DNA binding 

was first discussed around the early 1990s (Felsenfeld 1992) following 
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experiments on the yeast PHO5 promoter and GAL4 system. It was shown that 

the trans-acting proteins PHO2 and PHO4 are required to generate the active 

chromatin state at the PHO5 promoter (Fascher et al. 1990). And it became 

apparent that different transcription factors have different requirements for 

DNA binding when it was shown that GAL4 could bind to nucleosomal DNA 

alone and binding improved when multiple sites were present, whereas heat 

shock factor (HSF) could only bind to nucleosomal DNA in the presence of 

TFIID (Taylor et al. 1991). The diversity in the ways that transcription factors 

access the DNA in different systems means that there remains no universal 

model for transcription factor binding to chromatin. Recent studies have shown 

that different transcription factors have different positional biases in relation to 

nucleosomes (Zhu et al. 2018) and nucleosome-depleted regions (Grossman et 

al. 2018). And while most transcription factors facilitate nucleosome 

dissociation, others can stabilise nucleosome binding (Zhu et al. 2018). Thus, it 

is important that the requirements for transcription factor binding to the DNA 

continue to be studied in different systems in vivo to understand the full 

regulation of gene expression. 

Transcription factor binding events at enhancers can be integrated in an 

additive, synergistic or antagonistic manner (Grossman et al. 2017). For 

example, in the Drosophila mesoderm, the response to Dpp signalling requires 

the synergistic binding of both Smad and Tinman (Xu et al. 1998). However, 

Wingless signalling antagonises this response in visceral mesoderm induction at 

the bagpipe enhancer (Lee et al. 2005). Antagonistic interactions sometimes 

result from transcription factors competing for overlapping binding sites, as is 

the case in the epithelial to mesenchymal transition in colorectal cancer, where 

SNAIL1 silences EPHB2 expression via the displacement of TCF7L2 by LEF1 at 

its enhancer (Schnappauf et al. 2016). Alternatively, indirect mechanisms can 

mediate the outcomes from transcription factor interactions. For example, the 

coregulator Hic-5 antagonises the binding of GR to enhancers by interfering 

with the mechanisms regulating chromatin accessibility (Lee and Stallcup 

2017). 

Recent evidence from single molecule tracking experiments has argued that 

many transcription factors interact with the DNA transiently, with residence 
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times at specific binding sites recorded in the order of seconds or tens of 

seconds (Chen et al. 2014; De Angelis et al. 2015; Zhang et al. 2016). These data 

have shifted the paradigm that the stable binding of transcription factors is 

necessary for enhancer activity, believed partly due to early kinetic dissociation 

studies performed in vitro where dissociation constants corresponded to a 

residence time in the order of hours (Perlmann et al. 1990; Lieberman and 

Nordeen 1997). New studies have led to more dynamic models where 

transcription factors continually search for binding sites via many short-lived, 

non-specific interactions with the DNA (Cartailler and Reingruber 2015; Dror et 

al. 2016). The dynamics of transcription factor binding have been shown to 

affect gene expression in a study where a longer residence time of transcription 

factor binding was correlated with higher transcriptional output (Lickwar et al. 

2012). It is therefore likely that local concentrations of transcription factors are 

also important for enhancer activity, and future studies of enhancer function 

will need to address both the dynamics of transcription factor binding and the 

architecture of the nucleus. 

1.1.3 Transcription activation 

Enhancer activity ultimately controls gene expression via transcription. Of the 

three RNA polymerase enzymes in eukaryotes, RNA polymerase II (Pol II) is 

responsible for the transcription of protein-coding genes (Carter and Drouin 

2009). To initiate transcription, Pol II interacts with a set of initiation factors 

and the DNA sequence at the promoter. This involves the sequential binding of 

these initiation factors (known as formation of the pre-initiation complex; PIC), 

DNA melting to separate the double helix, and promoter escape, whereby Pol II 

is released from the core promoter and begins transcribing the gene in the 

elongation phase (Haberle and Stark 2018). Mechanisms that perturb or 

promote these steps can therefore control whether a gene is transcribed. 

Enhancer activity is linked to transcriptional activation by co-activators such as 

Mediator or CBP/p300, which facilitate transcription via a wide range of 

mechanisms due to their ability to interact with other proteins or add post-

translational modifications (PTMs). For example, Mediator recruits Cohesin, a 

protein which can connect two DNA segments, to promote enhancer-promoter 
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interactions (Kagey et al. 2010), and can interact with initiation factors to aid 

formation of the PIC (Figure 1.1C; Esnault et al. 2008; Eychenne et al. 2016). 

p300 can also promote PIC formation by phosphorylating the C-terminal 

domain of Pol II (Imhof et al. 1997; Schröder et al. 2013). 

Co-activators may also modify transcription factors themselves, as occurs with 

p53, where acetylation is required for p53-mediated transcription activation 

(Tang et al. 2008). Since histone PTMs are thought to affect the structure of the 

chromatin (Hansen et al. 1998), the acetylation or methylation of histones by 

co-activators also has the potential to affect transcription factor binding and 

thus transcription. For example, methylation of histone H3K4 by MLL4 is 

required for enhancer activation in adipogenesis and myogenesis (Lee et al. 

2013). By regulating the interplay of transcription factors, chromatin structure 

and enhancer-promoter interactions, co-activators are able to coordinate the 

necessary steps for robust transcription activation. 

Many developmental processes rely on co-activator proteins or complexes. For 

example, Mediator is required for PPARγ-stimulated adipogenesis of mouse 

embryonic fibroblasts, most likely recruited via the MED14 subunit (Grøntved 

et al. 2010). In Drosophila, the Med12 and Med13 subunits of Mediator interact 

with Pygopus, an effector of Wingless signalling, and are required for Wingless 

target gene transcription (Carrera et al. 2008a). And the regulation of 

chondrogenesis by Sox9 in vertebrates depends on CBP/p300 and the Med25 

subunit of Mediator (Tsuda et al. 2003; Nakamura et al. 2011). However, it is 

not known whether Mediator and CBP/p300 are required for all enhancer-

promoter interactions and transcriptional activation. 

At many developmental genes, a phenomenon called promoter-proximal 

pausing occurs, whereby Pol II stops transcribing after only 30 to 50 nucleotides 

(Figure 1.1C; Muse et al. 2007; Zeitlinger et al. 2007a). Pol II can be detected at 

this promoter-proximal site, for example at the heat-shock-responsive Hsp70 

gene in Drosophila (Gilmour and Lis 1986; Rougvie and Lis 1988). It is thought 

that the presence of Pol II pausing poises genes for activation such that when 

induced by a developmental signal, transcription can proceed more rapidly and 

synchronously (Lagha et al. 2013). Some argue that Pol II binding at the pause 
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site is relatively stable with a high residence time (Buckley et al. 2014). 

However, another hypothesis is that Pol II pausing is due to premature 

termination of transcription, and a recent study using high resolution 

footprinting supports this (Krebs et al. 2017). Which of these models is correct 

has implications for transcriptional regulation, since the premature termination 

model implies that transcription initiation rate may not change upon gene 

induction, while the initiation rate must vary in the case of stable Pol II binding. 

Another recent study found that paused Pol II inhibited transcription initiation, 

implying that pausing must be released before new initiation can occur (Shao 

and Zeitlinger 2017). Resolving these discrepancies will lead to a clearer 

understanding of which are the key regulated steps in transcription. 

Although the exact behaviour of Pol II in promoter-proximal pausing is 

controversial, several proteins involved in its regulation are well established. 

The Negative Elongation Factor complex (NELF) and DRB-Sensitivity Inducing 

Factor (DSIF) both inhibit transcription elongation (Yamaguchi et al. 2013), 

while release from pausing involves Positive Transcription Elongation Factor-b 

(P-TEFb; Figure 1.1C). P-TEFb allows elongation to proceed by phosphorylating 

the C-terminal domain of Pol II as well as other factors (Peterlin and Price 

2006), for example in response to heat shock at heat-shock-responsive genes 

(Lis et al. 2000). Thus by interacting with P-TEFb, transcription factors can 

promote pause release, as has been shown for the cofactor BRD4 in human cells 

(Jang et al. 2005; Yang et al. 2005), and the transcription factor c-Myc in 

embryonic stem cells (Rahl et al. 2010). 

Pausing is widespread in Drosophila embryogenesis and is important for 

regulating developmental genes involved in both anterior-posterior and dorsal-

ventral patterning (Saunders et al. 2013). However, pausing was not found to be 

the rate-limiting step for the transcription of all genes, since some Zelda-

activated genes are regulated at the stage of Pol II recruitment (Saunders et al. 

2013). Although developmental genes were not found to have significant levels 

of paused Pol II in embryonic stem cells (Min et al. 2011), the involvement of 

pausing in somatic cell reprogramming (Liu et al. 2014) and cancer (Lee et al. 

2001; Mitra et al. 2012; Galbraith et al. 2013) suggests that it may play a role in 

the conversion of cell fates in mammalian systems. Further studies on different 
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cell types will be required to address which developmental processes are 

regulated at the stage of transcription pause release. 

Transcription has been found to occur in discrete pulses, a phenomenon known 

as transcriptional bursting and conserved between prokaryotes and eukaryotes 

(Golding et al. 2005; Chubb et al. 2006; Raj et al. 2006; Paré et al. 2009). Each 

burst is thought to involve a number of closely-spaced polymerases producing 

several transcripts during an active period (Figure 1.1C; Tantale et al. 2016). 

Mediator was found to control the number of polymerases per burst in this 

study. Thus, it is speculated that transcription can re-initiate repeatedly once a 

gene is in an active conformation, and that this is followed by a refractory period 

with no transcription. Mathematical models support these hypotheses (Fukaya 

et al. 2016; Wang et al. 2018); however, more experimental evidence is required 

to confirm what controls this switching of states and to fully understand why 

bursting occurs. 

The implications of bursting are that transcriptional output can be altered by 

changing either the size (amplitude or duration) or the frequency of bursts. 

Some transcription factors have been found to affect these bursting dynamics. 

For example, the bursting of the connective tissue growth factor (CTGF) gene 

responds to TGF-β1 stimulation (Molina et al. 2013), and the nuclear 

translocation of p-ERK modulates the bursting of c-Fos transcription (Senecal 

et al. 2014). Studying the bursting dynamics of genes opens up a new avenue for 

exploring transcription regulation, since it is possible to gain insight into 

transcription initiation and elongation rates (Larson et al. 2011; Muramoto et al. 

2012; Garcia et al. 2013; Fukaya et al. 2017), which may lead to novel findings 

about how genes are controlled through development. 

In summary, the developmental control of gene expression involves the 

integration of information at enhancers via transcription factor binding events, 

which is translated into transcriptional output by enhancer-promoter 

interactions. How different enhancers are used at different developmental time 

points is not fully understood, nor is what determines the exact patterns of 

transcription factor binding in different cell types. Enhancer-promoter 

interactions make heavy use of the co-activators Mediator and CBP/p300 to link 
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transcription factor occupancy to polymerase activity. Yet further studies are 

needed to understand how transient interactions of transcription factors with 

the DNA and other proteins can lead to robust levels of transcription. Gaining a 

further understanding of transcription dynamics in terms of elongation rates 

and bursting frequency could help to determine how developmental signals 

bring about developmental outcomes. 

1.2 Chromatin structure and its regulation 

1.2.1 Chromatin structure 

Since transcription involves reading the DNA code, the way the DNA is 

packaged into chromatin is highly important. Furthermore, transcription factor 

binding at enhancers relies on the recognition of binding motifs, which may or 

may not be accessible to the transcription factor depending on the chromatin 

structure. Therefore, it is important to determine which aspects of the 

chromatin structure have a significant influence on gene expression. 

The basic unit of chromatin is the nucleosome, consisting of 146 base-pairs of 

DNA wound around a histone octamer made up of the histone proteins H2A, 

H2B, H3 and H4 (Figure 1.2A; Kornberg 1974). Beyond this, the chromatin may 

also have a higher-order structure regulating its folding in the nucleus (Li and 

Reinberg 2011). Therefore, the chromatin can have a more open or closed 

conformation depending on how tightly packed the nucleosomes are. 

Additionally, chromatin structure can be influenced by localised histone marks 

or variants, adding complexity to the nuclear landscape in which gene 

expression takes place. 
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Figure 1.2. Chromatin structure and its regulation. (A) The nucleosome 
consists of 146 base-pairs of DNA wound around a histone octamer. The 
histones, particularly the N-terminal tails, can be post-translationally modified. 
(B) Chromatin structure can be altered by the presence of histone variants such 
as histones H2A.Z and H3.3. (C) Histones are incorporated into the DNA in 
either a replication-dependent or independent manner, involving different 
chaperone proteins. (D) Chromatin remodelling can alter the chromatin 
structure in several ways as shown, which may change the DNA accessibility and 
thus transcription factor binding (Burgess and Zhang 2013; Venkatesh and 
Workman 2015; Clapier et al. 2017). 
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The discovery that the N-terminal tails of histone proteins can be modified, for 

example by acetylation or methylation (Figure 1.2A), led to the “histone code” 

hypothesis that histone PTMs may direct chromatin structure and gene 

expression by altering the physical properties of the nucleosomes (Hansen et al. 

1998) or by recruiting proteins which recognise specific PTMs (Strahl and Allis 

2000). Indeed, there is a lot of evidence showing that different histone PTMs 

mark specific chromatin regions; for example, H3K27 acetylation is frequently a 

marker of active enhancer chromatin (Creyghton et al. 2010). Indeed, different 

chromatin states have been established from the patterns of PTMs (Mikkelsen et 

al. 2007; Kharchenko et al. 2011; Ho et al. 2014). Furthermore, correlative 

studies have found relationships between the pattern of PTMs, chromatin 

accessibility and transcription factor binding (Robertson et al. 2008; Shu et al. 

2011), suggesting that PTMs are intimately linked to the activity of genomic 

regions in a given cell type. 

It is well established that many proteins are able to “read” histone PTMs (Patel 

and Wang 2013). For example, proteins with bromodomains recognise 

acetylated lysine residues (Sanchez and Zhou 2009). Interestingly, many 

chromatin modifiers responsible for depositing histone PTMs also contain 

reader domains, such that the presence of PTMs can influence further PTM 

deposition. For example, CBP/p300 contains both a bromodomain and 

acetyltransferase activity, suggesting that a positive feedback loop may be 

important at CBP/p300-regulated enhancers to promote robust levels of 

acetylated histones (Chen et al. 2010). Additionally, it has been found in some 

cases that the enzymatic activity of chromatin modifiers can be influenced by 

PTM recognition. For example, the demethylase activity of KDM5A is enhanced 

when the PHD1 domain binds to the unmodified H3K4 residue (Torres et al. 

2015). These types of feedback loop provide a mechanism for how chromatin 

marks can spread through the genome, leading to distinct genomic domains. 

However, it is still unclear how the boundaries of these domains are set and how 

activating and repressive histone PTMs are balanced. 

Since many studies on histone PTMs are correlative, it has been difficult to 

elucidate how much of a functional role they play in transcription regulation. 

Many of the histone methyltransferases and acetyltransferases have non-histone 



Chapter 1: Introduction 

Zoe Pillidge - September 2018   15 

substrates, making it difficult to attribute phenotypic effects from disrupting 

these enzymes to perturbed PTM levels (Henikoff and Shilatifard 2011). 

Mutations of specific residues in yeast have been used to show that PTMs are 

important for normal gene expression levels, although often phenotypes only 

arise when several residues are mutated, and mutations of the N-terminal tails 

are rarely lethal (Ling et al. 1996; Martin et al. 2004; Dai et al. 2008; Jin et al. 

2009). In order to probe metazoan histones in the same way, the entire histone 

gene complex in Drosophila was deleted such that it can be replaced with 

mutant histones (Günesdogan et al. 2010). With this approach, it was found that 

H3K36 as well as residues on the globular domain, such as H3K56, were 

required for viability (McKay et al. 2015; Graves et al. 2016). H3K27me3 was 

shown to remain heritably associated at a repressed gene through multiple 

rounds of replication and is essential for Polycomb-mediated gene silencing 

(Pengelly et al. 2013; McKay et al. 2015; Coleman and Struhl 2017). Together 

these results indicate that in some cases histone PTMs have a clear function in 

development. However, further studies are required to fully understand the 

combinatorial action of histone PTMs with their interacting proteins, and to 

distinguish their role in the recruitment of reader proteins from their effects on 

chromatin structure. 

Histone variants present another way for the chromatin structure to be altered 

(Figure 1.2B), and similarly to histone PTMs, specific variants have been 

associated with particular genomic regions. For example, histone H2A.Z is 

enriched at promoter regions (Subramanian et al. 2015) and reduces the 

stability of the nucleosome (Luger et al. 2000), while histone H3.3 is found at 

enhancers and active genes bodies and is associated with histone exchange 

(Mito et al. 2005; Wirbelauer et al. 2005; Kraushaar et al. 2013; Deaton et al. 

2016). The presence of these variants at key regulatory regions allows them to 

influence transcription. For example, it is thought that the presence of histone 

H2A.Z at the +1 (first) nucleosome reduces the barrier to Pol II at the start of 

transcription (Weber et al. 2014). Indeed it was found that promoter-proximal 

pausing negatively correlated with histone H2A.Z presence at the +1 

nucleosome, and that histone H2A.Z levels were low at strong circadian 

promoters, suggesting that genes regulated by Pol II pausing benefit from a lack 

of histone H2A.Z to aid stalling of the polymerase (Westermark 2016). 
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Histone H3.3 appears to have several different roles. For example, it is enriched 

at telomeres where the H3K9 residue is trimethylated (Lewis et al. 2010; 

Udugama et al. 2015), and here it undergoes slow turnover (Kraushaar et al. 

2013). However, its deposition at enhancers and gene bodies has a higher 

turnover rate and is associated with gene activity (Kraushaar et al. 2013; Ha et 

al. 2014). For example, histone H3.3 turnover rates changed at enhancer regions 

after the differentiation of embryonic stem cells into neural stem cells (Deaton 

et al. 2016). And in the mammalian brain, histone H3.3 levels have been found 

to accumulate at active genes with age (Maze et al. 2015; McNally et al. 2016). 

This accumulation of histone H3.3 has been proposed to affect learning and 

memory, and Drosophila mutants for the orthologue of the intellectual 

disability gene BRWD3 have increased histone H3.3 levels and disrupted gene 

expression (Chen et al. 2015). Although these studies would imply an important 

role for histone H3.3 at genomic regulatory regions, this is called into question 

by studies in Drosophila with mutations in histone H3.3. While there are some 

transcriptional defects, null mutant animals are still viable, with histone H3.3 

only essential for male fertility (Sakai et al. 2009; Hödl and Basler 2009). Thus, 

in the same manner as with histone PTMs, it has been difficult to define a clear 

mechanistic function for histone H3.3. 

In addition to the ability of histone H3.3 to undergo replication-independent 

nucleosome assembly (Ahmad and Henikoff 2002), some of its effects may be 

linked to the presence of PTMs, since specific PTMs have been found to be 

enriched on histone H3.3 (McKittrick et al. 2004). For example, histone H3.3 is 

required for establishing PRC2-dependent H3K27me3 at developmentally-

regulated promoters in embryonic stem cells (Banaszynski et al. 2013), and the 

H3.3K27M mutation is associated with reduced H3K27me3 levels in paediatric 

glioma (Chan et al. 2013). Furthermore, H3.3K4 was required for epigenetic 

memory at the MyoD promoter in nuclear transplant embryos (Ng and Gurdon 

2008). Despite these examples relating histone H3.3 PTMs to specific functions, 

no PTMs were found to be present on histone H3.3 exclusively (McKittrick et al. 

2004). It is therefore possible that PTMs on canonical histone H3 variants 

perform similar functions to those on histone H3.3 in most cases, perhaps with 

reduced efficiency, which may explain the lack of lethality from histone H3.3 

mutants. The effects of histone H3.3 on transcription most likely result from a 
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combination of both the local histone dynamics and PTMs acting synergistically. 

This highlights the need to study the chromatin structure from several angles in 

order to understand its complex regulation. 

The physical chromatin structure is also affected by nucleosome occupancy, 

positioning or dynamics. Nucleosomes have intrinsic sequence preferences, so 

the positioning of nucleosomes in the genome is determined to some extent by 

DNA sequence (Segal et al. 2006; Kaplan et al. 2009). However, the positioning 

of most nucleosomes in the genome is not rigid, and can be influenced by 

chromatin remodellers or other proteins (Struhl and Segal 2013). For example, 

there is evidence to suggest that the transcriptional machinery itself positions 

the +1 nucleosome (Zhang et al. 2009; Rhee and Pugh 2012). Furthermore, 

transcription factor binding at regulatory regions can affect nucleosome 

occupancy (Barozzi et al. 2014; Ramachandran and Henikoff 2016b), and thus 

occupancy changes at enhancers with cell differentiation and reprogramming 

(West et al. 2014). In order for these changes to occur, the chromatin structure 

must be dynamic, with nucleosomes continually being replaced and moved. It 

has become apparent from studies of histone exchange that nucleosome 

turnover is not uniform across the genome, with the highest rates of turnover at 

active genes and regulatory elements (Deal et al. 2010; Ray-Gallet et al. 2011; 

Kraushaar et al. 2013; Yildirim et al. 2014). Therefore, the dynamic exchange of 

nucleosomes is likely to play a key role in the regulation of gene expression. 

1.2.2 Regulation by chromatin modifiers 

Regulation of the chromatin structure depends on histone chaperones, proteins 

which bind to histones and regulate their assembly into the chromatin (Burgess 

and Zhang 2013). A large part of nucleosome assembly occurs during DNA 

replication, where CAF-1 interacts with the replication machinery via PCNA to 

deposit histones onto the DNA (Shibahara and Stillman 1999; Burgess and 

Zhang 2013). However, replication-independent nucleosome assembly is 

thought to involve histone H3.3 (Ahmad and Henikoff 2002) and therefore 

involves different histone chaperones (Figure 1.2C). The deposition of histone 

H3.3 at telomeres involves DAXX and ATRX, while HIRA regulates H3.3 

enrichment at active genes (Ray-Gallet et al. 2002; Goldberg et al. 2010). It is 
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thought that HIRA-dependent histone H3.3 incorporation occurs at naked DNA 

to fill nucleosome-depleted gaps (Ray-Gallet et al. 2011; Schneiderman et al. 

2012). However, another chaperone DEK has been proposed to control the 

pattern of histone H3.3 deposition in embryonic stem cells (Ivanauskiene et al. 

2014). 

In Drosophila, mutants for histone H3.3 are viable, with histone H3.3 only 

being essential for male fertility, and it was found that an upregulation of 

canonical histone H3 can compensate for a loss of histone H3.3 to some extent 

(Sakai et al. 2009). Similarly, HIRA is only required for the assembly of paternal 

chromatin in the gametes and histone H3.3 deposition is not affected in HIRA 

mutant embryos or adults (Bonnefoy et al. 2007), suggesting that other 

chaperones are able to deposit histone H3.3 in place of HIRA. A candidate may 

be XNP, since double mutants for XNP and HIRA are lethal in Drosophila and 

both were shown to bind to nucleosome-depleted chromatin (Schneiderman et 

al. 2012). 

A variety of studies have identified different mechanisms of histone H3.3 

deposition in different contexts. For example, dBRWD3 was shown to negatively 

regulate HIRA-mediated histone H3.3 deposition important for normal gene 

expression levels in neurons (Chen et al. 2015). At chromatin boundaries, HIRA 

was found to interact with the DNA-binding protein GAGA factor, the 

chromatin factor FACT and the PBAP chromatin remodelling complex 

(Nakayama et al. 2007, 2012). And DEK was shown to be involved in ecdysone-

induced puff formation in the Drosophila salivary gland (Sawatsubashi et al. 

2010). Despite these studies, a comprehensive comparison of histone 

chaperones in different contexts has not been performed, and thus it remains 

unknown which mechanisms are context-specific versus widely applicable. 

Furthermore, the mechanisms of histone H3.3 deposition have not been 

described in great detail, so it is likely that more proteins will be implicated in 

coming years. 

By affecting chromatin structure, histone chaperones can have an impact on 

transcription and cell fate. For example, HIRA-mediated incorporation of 

histone H3.3 at an enhancer element is required for the expression of RUNX1 
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that generates haematopoietic stem cells (Majumder et al. 2015). DEK was 

found to bind to transcription start sites and its depletion caused changes in 

expression level of the regulated genes (Sandén et al. 2014). And suppression of 

CAF-1 complex subunits was found to affect transcription factor-mediated 

reprogramming of mouse fibroblasts by increasing the accessibility of enhancer 

elements (Cheloufi et al. 2015). While it is clear that histone chaperones play a 

role in regulating chromatin structure and are intimately linked to specific 

histone variants, further work is required to fully understand their different 

functions. For example, it is unclear how different histone H3.3 chaperones 

target different genomic regions and whether there is any redundancy between 

different chaperones or pathways. 

Chromatin structure is further regulated by chromatin remodellers, proteins or 

complexes which can alter nucleosome positioning and dynamics using energy 

from ATP. They fall into four main classes based on the presence of well-defined 

protein domains: SWI/SNF, ISWI, CHD and INO80 (Längst and Manelyte 

2015), and their function in development and disease is well documented (Hota 

and Bruneau 2016). For example, a mammalian SWI/SNF catalytic subunit Brg1 

is required during peri-implantation development for the proper development 

of the inner cell mass and trophectoderm (Bultman et al. 2000). Furthermore, 

chromatin remodellers are very frequently mutated in cancers (Nair and Kumar 

2012; Hodges et al. 2016). Therefore, an understanding of how chromatin 

remodellers function is beneficial for research on human diseases. 

All four classes contain the ATPase-translocase domain, and thus it has been 

argued that all chromatin remodelling may involve the same translocation 

mechanism (Clapier et al. 2017). Since there are many histone-DNA contacts 

within a nucleosome, it is energetically more favourable to break only a few of 

these contacts at a time, resulting in a wave of DNA that propagates around the 

nucleosome. Indeed, DNA loops have been detected with single molecule 

approaches as evidence of this (Lia et al. 2006; Zhang et al. 2006). The “loop-

recapture” model predicted that this DNA loop is introduced at the nucleosome 

entry site (Strohner et al. 2005). However, others have found that the 

translocase binds to a particular site near the nucleosome dyad and remains at a 

fixed position during translocation, where it pulls DNA in from one side and 
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transfers it to the other (Saha et al. 2005; Zofall et al. 2006). This has been 

named the “wave-ratchet-wave” model, and some have found it to involve a 

small step size of only a few base-pairs (Sirinakis et al. 2011; Deindl et al. 2013). 

Despite the current belief by some that there is a conserved mechanism of 

translocation among the four classes of chromatin remodellers, the effects of 

this translocation appear to differ (Figure 1.2D). In some circumstances, mainly 

involving SWI/SNF complexes, chromatin remodelling is thought to induce 

nucleosome eviction. Evidence for this comes from studies of the yeast PHO5 

promoter, where gene induction involves the complete disassembly of 

nucleosomes (Almer et al. 1986; Boeger et al. 2003, 2004, 2008). Models of this 

system suggest that nucleosome disassembly occurs continually with 

nucleosome reassembly (Boeger et al. 2008; Brown et al. 2011), suggesting that 

chromatin remodelling can promote nucleosome turnover instead of simply 

reducing nucleosome occupancy. Additional in vitro studies suggest that 

eviction may involve the stepwise loss of H2A/H2B dimers before the rest of the 

histone octamer (Lorch et al. 2006; Rowe and Narlikar 2010; Dechassa et al. 

2010), but it remains to be tested how this fits with the model of translocation. 

In other systems, ISWI, CHD and INO80 chromatin remodellers are thought to 

promote nucleosome sliding, due to their ability to affect the spacing or 

positioning of nucleosomes on DNA (Stockdale et al. 2006; Yang et al. 2006; 

Udugama et al. 2011; McKnight et al. 2011). Some evidence argues that 

SWI/SNF chromatin remodelling also involves sliding, since a barrier in the 

DNA blocked nucleosome displacement (Whitehouse et al. 1999) and adjacent 

nucleosomes were required for nucleosome disassembly (Dechassa et al. 2010), 

suggesting that the sliding of one nucleosome displaces its neighbour. In fact, it 

has been argued that both nucleosome eviction and sliding occur via the same 

mechanism, with differential translocation efficiency regulating whether the 

result is sliding or eviction, mediated by the binding of actin-related proteins 

(Clapier et al. 2016). 

Chromatin remodellers, namely of the INO80 class, have also been implicated 

in histone variant replacement. It has been shown that SWR-C replaces 

H2A/H2B dimers with H2A.Z/H2B dimers and the INO80 complex does the 
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opposite, together resulting in the proper localisation of histone H2A.Z at 

promoters (Mizuguchi et al. 2004; Papamichos-Chronakis et al. 2011). 

Structural studies of SWR-C and INO80 complexes have identified the domains 

responsible for nucleosome binding and remodelling activity (Watanabe et al. 

2015). Less is known about how chromatin remodellers interact with the histone 

H3.3 variant, but a link has been made between the Drosophila PBAP SWI/SNF 

complex and histone H3.3 replacement at chromatin boundaries (Nakayama et 

al. 2012). Therefore, it is possible that SWI/SNF remodelling is responsible for 

promoting nucleosome turnover involving histone H3.3. 

The vast majority of studies revealing mechanistic details of chromatin 

remodelling have been performed in vitro. However, a number of studies have 

gained mechanistic insight in vivo. For example, a yeast ISWI chromatin 

remodeller was shown to catalyse the sliding of nucleosomes towards target 

gene promoters, since sliding intermediates were detected (Fazzio and 

Tsukiyama 2003). Evidence of partially unwrapped nucleosomes was found to 

correlate with binding of the yeast RSC SWI/SNF remodeller in vivo 

(Ramachandran and Henikoff 2016a). And while few studies have made 

mechanistic comparisons between the different classes of chromatin 

remodellers, a comprehensive study in a Drosophila cell line showed that the 

depletion of different classes of chromatin remodellers led to different effects on 

nucleosome occupancy at target sites (Moshkin et al. 2012). Further studies like 

these are needed to bridge the gap between the mechanistic knowledge gained 

in vitro and the functional roles of chromatin remodellers in vivo. 

1.2.3 Transcription factor interaction with the chromatin 

By mobilising nucleosomes, chromatin remodellers have the ability to regulate 

DNA accessibility, either positively or negatively, which can impact 

transcription factor binding. Most transcription factors bind to accessible DNA 

(Li et al. 2011; Degner et al. 2012), and therefore mechanisms resulting in the 

exposure of motifs will promote transcription factor binding. However, this may 

not be the case for all transcription factors, since the progesterone receptor was 

found to require nucleosomes for optimal binding (Ballaré et al. 2013a, 2013b). 
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The term “pioneer factor” has been used to describe transcription factors such 

as FoxA, which have the ability to bind to nucleosomal DNA and subsequently 

cause changes in chromatin structure (Zaret and Carroll 2011). Thus, they can 

access their motifs even when present within nucleosomes, enabling the 

opening of relatively inaccessible regions of chromatin. Despite this, pioneer 

factors still do not occupy all of their binding sites in the genome and do exhibit 

cell-type-specific binding, most likely due to their inability to bind to highly 

compacted heterochromatin (Zaret and Mango 2016). The line between pioneer 

factors and other transcription factors is blurred by examples of indirect 

cooperativity, where transcription factors compete with nucleosomes for 

dynamic binding to the DNA and lead to “passive” nucleosome eviction (Mirny 

2010). Thus, it is not always clear whether high chromatin accessibility at 

enhancers is the cause or effect of transcription factor binding. To distinguish 

between these possibilities, a mathematical modelling approach was used, since 

the chromatin accessibility at pioneer factor binding motifs is expected to 

correlate with the expression of the relevant pioneer factor (Lamparter et al. 

2017). Using large datasets for chromatin accessibility and gene expression, this 

approach was able to predict pioneer function for six out of eight pioneer 

subfamilies. 

Regardless of whether they are pioneers, transcription factors can access the 

DNA and change the chromatin structure by interacting with chromatin 

remodellers, a process becoming known as “assisted loading” (Voss et al. 2011; 

Madsen et al. 2014; Swinstead et al. 2016). For example, INO80 is recruited by 

OCT4 at pluripotency genes in ES cells to maintain their accessibility (Wang et 

al. 2014b), and GR recruits SWI/SNF remodellers which subsequently inhibit 

GR binding at the MMTV promoter (Fryer and Archer 1998; Nagaich et al. 

2004). Although in most cases, the effect of chromatin remodelling on 

transcription factor binding has been studied, it is also possible for transcription 

factor binding to affect chromatin remodelling. It has been shown in vitro that 

transcription factor binding can present a barrier to ISWI but not SWI/SNF 

remodelling (Li et al. 2015). Thus, the dynamic order of events is likely to be key 

for the correct regulation of gene expression. 
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In summary, the chromatin represents a highly dynamic and complex structure 

with which transcription factors and the transcription machinery interact. A 

range of features including histone PTMs, histone variants, nucleosome 

occupancy and positioning can all affect chromatin structure. These features are 

interdependent and it is likely that the cooperation of histone marks with the 

physical properties of the chromatin is important for precise developmental 

control of transcription. The chromatin structure is controlled by chromatin 

modifying proteins such as histone chaperones and chromatin remodellers. By 

re-structuring the chromatin, chromatin modifiers can affect transcription 

factor binding and thus represent crucial elements for the control of 

transcription. However, there remain many unanswered questions about how 

these different factors operate together to control whether a gene is expressed. 

1.3 Notch signalling 

1.3.1 Notch as a cell signalling pathway 

Since every cell of an animal exists in the context of others, cell-cell 

communication is essential for the correct cell types and tissues to develop in 

the right place at the right time. Signalling pathways exist as mechanisms to 

transduce external signals into transcriptional outcomes (Basson 2012). Many 

signalling molecules are secreted and diffusible, allowing concentration 

gradients to be produced across tissues, with different concentrations resulting 

in different cellular outcomes. For example, graded BMP and Chordin signalling 

in the Xenopus laevis embryo pattern the dorsoventral axis, such that 

transplantation of the dorsal mesoderm to a ventral location results in a 

duplication of the body axis (Bier and De Robertis 2015). Later in development, 

a spatial and temporal gradient of SHH patterns the vertebrate neural tube to 

give the different neuronal subtypes dorsoventrally (Ribes and Briscoe 2009). 

Notch signalling differs from these pathways for two main reasons. Firstly, 

Notch itself is a transmembrane receptor activated in most cases by 

transmembrane ligands, so signalling usually occurs between neighbouring 

cells. Soluble forms of Notch ligands have been used experimentally (Klose et al. 

2015), and truncations of the ligand JAGGED1 which occur in human disease 
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also result in a soluble ligand (Ponio et al. 2007). Interestingly however, soluble 

ligands usually antagonise Notch signalling by competing with membrane-

bound ligands (D’Souza et al. 2010) and were shown to activate signalling only 

when immobilised (Varnum-Finney et al. 2000). Exceptions to this are found in 

Caenorhabditis elegans, where a number of soluble ligands are able to activate 

Notch signalling (Chen and Greenwald 2004; Komatsu et al. 2008). It is thus 

possible that these secreted ligands can act as morphogens, and indeed a 

gradient of Notch-dependent transcription was found to occur in the germline 

stem cells of C. elegans (Lee et al. 2016). However, since most ligands studied 

are membrane-bound, Notch signalling has mostly been implicated in cell fate 

decisions involving individual cells or triggered by proximal events. 

A second way in which Notch signalling differs from other signalling pathways is 

its signalling cascade. Ligand binding triggers cleavage of the receptor such that 

part of the receptor itself, the Notch intracellular domain (NICD), travels 

directly to the nucleus to activate transcription (Bray 2016). Without any 

protein intermediates, there is no opportunity for amplification, so the level of 

the response is directly determined by the level of signalling. With such 

simplicity, the Notch pathway presents an opportunity to study the basic 

mechanisms involved in regulated gene expression, whilst being integral for 

many stages of normal development. 

1.3.2 Role of Notch signalling in development and disease 

Notch signalling is involved in many cell fate decisions during development and 

is conserved through eukaryotic evolution. It is well known for its role in lateral 

inhibition, a process where inhibitory signalling between cells prevents 

neighbouring cells from adopting the same fate. This occurs during vertebrate 

neural development where neurons express Notch ligands to inhibit 

neurogenesis in surrounding cells (Pierfelice et al. 2011). Notch can also play a 

role in boundary formation between cell compartments, such as at the 

dorsoventral compartment boundary in the Drosophila wing disc (Major and 

Irvine 2005), or the boundary between the organ of Corti and Kölliker’s organ in 

the mouse cochlea (Basch et al. 2016). Many cell fate decisions controlled by 

Notch are concerned with balancing proliferation with differentiation. In the 
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mammalian intestine, high levels of Notch signalling maintain the proliferation 

of intestinal stem cells in the crypt base, but promote enterocyte differentiation 

in the transit amplifying cells (Sancho et al. 2015). 

Notch signalling is implicated in many diseases. Mutations in Notch receptors 

or ligands themselves cause a range of genetic disorders such as Alagille and 

Hajdu-Cheney syndromes, Cerebral Autosomal Dominant Arteriopathy with 

Subcortical Infarcts and Leukoencephalopathy (CADASIL) and spondylocostal 

dysostosis (Penton et al. 2012). Notch signalling also plays a key role in cancer, 

acting as an oncogene in some cases and a tumour suppressor in others (Lobry 

et al. 2011). It is best known for its role in T-cell acute lymphoblastic leukaemia 

where activating mutations in Notch1 are prevalent, but it is also crucial for 

some solid tumours such as breast and glioblastoma (Ranganathan et al. 2011). 

Notch signalling research therefore has implications for finding potential 

therapeutics for such diseases. 

Studies of Notch signalling over the last few decades have led to a good 

understanding of the basic activation mechanism and the main components 

involved, particularly since it is a relatively simple pathway (Bray 2016). 

However, some features of Notch signalling are less well understood and remain 

controversial. For instance, the Notch-specific transcription factor can act as 

either a repressor or activator, and it is unclear exactly how it switches function. 

And the genes upregulated by Notch signalling differ between cell types. This is 

clearly critical to the role of Notch signalling during development, but how it is 

regulated is not fully known. These features are all discussed below. 

1.3.3 Activation mechanism 

In mammals there are four Notch receptors, paralogues of the single Drosophila 

Notch receptor, created by genome duplications through evolution. The Notch 

extracellular domain contains Epidermal Growth Factor (EGF)-like repeats and 

a negative regulatory region, while the intracellular domain contains an RBPJ 

Association Module (RAM) domain, an ankyrin repeat domain, a 

Transactivation Domain (TAD) and several nuclear localisation signals. The two 

ligands in Drosophila are called Delta and Serrate while the five mammalian 
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ligands fall into two synonymous classes, Delta-like and Jagged. Binding of 

these to the Notch receptor triggers the S2 cleavage within the negative 

regulatory region by ADAM metalloproteases, followed by the S3 and S4 

cleavages within the transmembrane domain by γ-secretase, releasing NICD 

(Figure 1.3A; Kopan and Ilagan 2009). In the absence of ligand-induced 

activation, the negative regulatory region occludes the S2 site, preventing 

cleavage (Gordon et al. 2007). Ligand binding exerts a force which exposes this 

site to the metalloprotease and allows the subsequent cleavages to also occur 

(Gordon et al. 2015). Since the negative regulatory region structurally relies on 

calcium ions, removal of calcium by chelation causes cleavage of the receptor 

and Notch activation, a feature utilised in many studies on Notch signalling 

(Rand et al. 2000; Housden et al. 2013; Skalska et al. 2015). 

 

Figure 1.3. Overview of Notch signalling pathway. (A) The Notch 
transmembrane receptor is activated by transmembrane ligands on 
neighbouring cells, which triggers cleavage of the receptor, releasing NICD. 
Alternatively, cleavage can be chemically induced by calcium chelators such as 
EGTA. NICD travels to the nucleus where it activates target genes with the 
transcription factor CSL. (B) In the absence of signalling, CSL can act with co-

repressors to repress certain genes. Upon signalling, CSL forms an activating 
complex and occupancy increases at target sites to activate transcription (Bray 
2016; Bray and Gomez-Lamarca 2018). 
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1.3.4 Nuclear complexes 

In the nucleus, NICD binds to the transcription factor known by several names 

(CBF1 or RBPJ in mammals, Su(H) in Drosophila, LAG-1 in C. elegans) or CSL 

collectively. This allows the subsequent binding of the co-activator Mastermind 

(Mam in Drosophila, MAML1-3 in mammals) to form the ternary activating 

complex (Figure 1.3B, Notch-ON; Nam et al. 2006; Wilson and Kovall 2006). 

Mam is then thought to recruit the acetyltransferase CBP/p300 and the 

Mediator complex to target genes to promote transcription (Fryer et al. 2002; 

Wallberg et al. 2002; Fryer et al. 2004). However, the precise mechanism of 

action has not been well characterised and NICD itself may also have an 

important role. 

In the absence of Notch activation, CSL can form complexes with co-repressors 

which inhibit the transcription of target genes (Figure 1.3B, Notch-OFF). While 

other components of the Notch pathway are well conserved between vertebrates 

and invertebrates, surprisingly the co-repressors differ somewhat. In 

Drosophila, the key co-repressor Hairless binds to Suppressor of Hairless 

(Su(H)) directly (Kurth et al. 2011) and has the potential to recruit C-terminal 

Binding Protein (CtBP) and Groucho (Barolo et al. 2002). Removal of any of 

these factors can lead to upregulation of Notch target genes (Nagel et al. 2005). 

In mammals, CSL has been shown to physically interact with a range of 

different factors (Kao et al. 1998; Hsieh et al. 1999; Collins et al. 2014) including 

the SMRT and HDAC Associated Repressor Protein (SHARP, also known as 

Msx2-Interacting-Nuclear Target protein, MINT; VanderWielen et al. 2011). 

Despite Hairless only being conserved in insects (Maier et al. 2008), there are 

some similarities in the co-repressive mechanisms between Drosophila and 

mammals. For example, SHARP can recruit CtBP (Oswald et al. 2005) and the 

SMRT homologue, SMRT-related and Ecdysone Receptor interacting factor 

(SMRTER) has been linked to Notch signalling in Drosophila (Heck et al. 2012). 

However, the functionally different roles that the mammalian co-repressors play 

and how CSL swaps between these different partners is not well understood. 
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1.3.5 The switch from repression to activation 

It is clear in some cases that the genes suppressed by the repressive CSL 

complex are the same genes which are Notch-responsive upon signalling, with 

repression functioning to keep the genes switched off in the absence of a Notch 

signal (Castro et al. 2005). It was therefore initially thought that Notch 

activation triggered gene expression by the displacement of the co-repressors 

with the co-activators, making the assumption that CSL remains bound to the 

DNA (Kao et al. 1998). However this is not always the case, as some genes which 

are not under Hairless-mediated repression are able to respond to ectopic Notch 

signalling in the Drosophila wing disc (Chan et al. 2017). Additionally, some 

sites bound by CSL do not respond to Notch signalling (Castel et al. 2013). The 

original exchange model was further challenged by the key finding that CSL 

occupancy increases at Notch-responsive enhancers in response to Notch 

signalling (Krejci and Bray 2007; Castel et al. 2013; Wang et al. 2014a), since 

this implies that Notch-dependent transcription does not rely solely on CSL 

which was already present before signalling. A simple exchange of the co-

repressors for NICD is also less likely based on the affinities of the co-repressors 

and NICD for CSL, as the repressors were found to have a higher affinity 

(VanderWielen et al. 2011; Collins et al. 2014; Yuan et al. 2016). 

Recent work studying the dynamics of CSL showed that it binds transiently to 

the DNA in the absence of Notch signalling (Gomez-Lamarca et al. 2018). 

Furthermore, the residence time of CSL binding increased locally at target genes 

in response to Notch signalling, and in a manner that was dependent on MAM, 

suggesting that the interaction of CSL with the DNA is altered upon formation 

of the ternary activating complex. Surprisingly, Hairless recruitment was 

increased by Notch signalling at Notch-responsive targets, suggesting that there 

may be ongoing competition between the activating and repressing complexes, 

even under conditions of Notch activation. These findings also suggested a 

possible change in chromatin structure and accessibility with Notch signalling, 

which is discussed in detail and tested experimentally in chapter 4. 

In mammals, a different model has recently been proposed involving a 

“permissive” state between repression and activation, where SHARP interacts 
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with the activating histone methyltransferase KMT2D (Oswald et al. 2016). 

Interestingly, the KMT2D homologue in Drosophila, Trr, has also been found to 

be essential for the Notch response (Gomez-Lamarca et al. 2018). However, 

since the co-repressors are not well conserved between Drosophila and 

mammals, further work is required to elucidate whether the mechanisms 

controlling the Notch response are the same in the two cases. 

One parallel can be drawn between the new models of Notch-regulated 

transcription, since in both there is a focus on changes to the chromatin 

environment as well as the changes to the protein complexes themselves. 

However, it is still unclear how these changes to the chromatin structure are 

brought about, and how this impacts on CSL residence time and transcriptional 

output. 

1.3.6 Achieving cell type specificity 

It is remarkable how a single, very simple pathway can lead to such diverse 

outcomes. Notch does this by activating different sets of target genes under 

different conditions and in different cell types (Krejcí et al. 2009; Wang et al. 

2011; Jin et al. 2013; Terriente-Felix et al. 2013). Although not completely 

understood how this is achieved in all cases, there are some indications of 

mechanisms that influence the choice of target genes. 

A key aspect is likely to be the presence of tissue-specific transcription factors 

which cause changes in chromatin structure and thus affect CSL binding to 

enhancers. For example, RUNX transcription factors cooperate with Notch in 

several contexts, with some target genes only responding to Notch when RUNX 

is present (Terriente-Felix et al. 2013; Wang et al. 2014a; Hass et al. 2015). 

Furthermore, RUNX expression in Drosophila cells led to changes in histone 

PTMs and de novo recruitment of CSL to enhancers (Skalska et al. 2015). This is 

likely to involve other chromatin modifiers, since RUNX is known to interact 

with many different proteins (Chuang et al. 2013). For example, a SWI/SNF 

complex interacts with RUNX in human cells to control haematopoietic genes 

(Bakshi et al. 2010). This, along with the fact that no direct interaction between 
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CSL and RUNX has been detected, suggests that the recruitment of CSL by 

RUNX is likely to act via a mechanism of indirect recruitment. 

Several Notch-responsive enhancers have been characterised which contain 

binding sites for multiple transcription factors. By converging at specific 

enhancers, Notch signalling can interact with other signalling pathways. For 

example, Notch and Wingless signalling both control the vestigial gene in the 

Drosophila wing disc via Su(H) and dTCF binding sites in the enhancer (Klein 

and Arias 1999). Notch also cooperates with EGFR signalling to control Pax2 

expression in cone cells of the Drosophila eye disc (Flores et al. 2000). This is 

mediated by the sparkling enhancer where many transcription factor binding 

sites must be properly arranged for transcriptional activity and cell type 

specificity (Swanson et al. 2010). It is therefore possible that direct protein-

protein interactions between CSL and other transcription factors may be 

important for enhancer activity in some cases. Indeed, in another example, 

Notch interacts with Transforming Growth Factor-β (TGF-β) signalling by 

direct recruitment of the transcription factor Smad3 to Notch targets (Blokzijl et 

al. 2003). 

Since it is becoming apparent that the dynamics of transcription factor binding 

are important for transcriptional output (Lickwar et al. 2012; Gomez-Lamarca 

et al. 2018), the target genes which are activated by Notch signalling may be 

influenced in some way by the levels or temporal dynamics of Notch activation. 

Indeed, a recent study suggested that the two ligands Delta-like1 and Delta-like4 

activate different Notch targets by altering Notch dynamics (Nandagopal et al. 

2018). It remains to be seen how this kind of regulation could interact with the 

chromatin structure mechanistically to coordinate the response. Gaining a 

deeper understanding of the mechanisms controlling Notch-responsive 

transcription temporally could help to define how these different factors bring 

about different cellular responses. 
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1.4 Aims and outline of the thesis 

The simplicity of the Notch pathway makes it a useful system in which to study 

the regulation of inducible gene expression. The basic mechanism of Notch 

signalling activation provides little opportunity for modulation, yet the 

transcriptional and phenotypic outcomes which result are diverse. 

Understanding how this is achieved would be of benefit to our understanding of 

both normal development and disease. While some factors are known to 

influence the Notch response in certain contexts, a holistic model of how Notch 

target genes are selected does not exist. During this PhD, the aim has been to 

gain a deeper understanding of the mechanisms involved in bringing about the 

Notch response, to take us closer to understanding the complex processes of 

gene expression, relevant for cell fates controlled by Notch and for cell 

signalling responses more widely. 

One question is what the temporal dynamics of transcription are in response to 

Notch activation. In chapter 3, a live imaging technique is used to measure the 

transcription of a Notch target gene in cultured Drosophila cells, on a single-cell 

basis and in real time. This gives insight into which aspects of the Notch 

transcriptional response are homogenous or heterogeneous between cells, and 

how reliable, rapid and robust the transcriptional response is. 

A second question is what role changes in chromatin accessibility play in the 

Notch response, and what factors are required to implement these. In chapter 4, 

the regulation of the Notch response by the chromatin structure is investigated 

using molecular biology techniques and in vivo imaging. Through these 

experiments, a SWI/SNF chromatin remodelling complex was shown to have a 

crucial role in the Notch response. 
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2 MATERIALS AND METHODS 

2.1 Key reagents and methods 

To avoid recurring information, details of some key reagents and methods used 

throughout this chapter are given here. 

2.1.1 Molecular cloning 

Unless otherwise specified, all polymerase chain reactions (PCR) used either 

Phusion or Q5 High-Fidelity DNA polymerase (NEB #M0491 or #M0530 

respectively), restriction endonuclease enzymes were obtained from New 

England BioLabs (NEB), and ligations used T4 DNA Ligase (Promega #M1794). 

2.1.2 Cell culture conditions 

Unless otherwise specified, Kc167 cells (Drosophila Genomics Resource Center 

stock#1) were cultured in Schneider’s Drosophila medium (Gibco #21720024) 

supplemented with 5% fetal bovine serum (FBS; Sigma #F9665) and 1x 

Antibiotic-Antimycotic (Gibco #15240062) at 25ᵒC. 
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2.1.3 Transfection reagents 

Transfections and RNAi in Kc167 cells made use of Opti-MEM (Gibco 

#31985070) and FuGENE HD Transfection Reagent (FuGENE; Promega 

#E2311) at the volumes specified. 

2.1.4 Antibiotics and inhibitors 

Table 1. List of drugs used for selection of stable cell lines and cell 
treatments. 

Drug Source 

G418 (GeneticinTM) ThermoFisher #11811031 

Blasticidin ThermoFisher #R21001 

Puromycin Sigma #P9620 

Triptolide Sigma #T3652 

Flavopiridol Cayman Chemical #10009197 

MG132 Sigma #C2211 

2.1.5 Antibodies 

Table 2. List of antibodies used. 

Antibody Source 

Mouse anti-GFP Developmental Studies Hybridoma Bank #GFP-12A6 

Mouse anti-NICD Developmental Studies Hybridoma Bank #C17.9C6 

Mouse anti-Delta Developmental Studies Hybridoma Bank #C594.9B 

Mouse anti-OSA Gift from Peter Verrijzer (Moshkin et al. 2007) 

Guinea-pig anti-BAP170 Gift from Peter Verrijzer (Moshkin et al. 2007) 

Goat anti-Su(H) Santa Cruz Biotechnology, no longer available 

Rabbit anti-Su(H) Santa Cruz Biotechnology, no longer available 

Rabbit anti-H3 Abcam #ab1791 

Mouse anti-V5 Invitrogen #R960-25 



Chapter 2: Materials and methods 

Zoe Pillidge - September 2018   35 

2.2 Generation of mβ MS2 cell line 

The MS2 system was implemented to visualise the transcription of E(spl)mβ-

HLH in Kc167 cells. Making the mβ MS2 cell line first involved making an MCP-

GFP-expressing cell line, followed by CRISPR gene editing to alter the 

E(spl)mβ-HLH gene. This required several DNA constructs described below. 

Diagrams illustrating the constructs and the steps of the CRISPR gene editing 

are shown in Figure 2.1. The method used for CRISPR was inspired by 

publications and protocols from Klaus Förstemann’s laboratory (Böttcher et al. 

2014; Kunzelmann et al. 2016). 

2.2.1 Cloning of constructs 

To make a plasmid for stable MCP-GFP expression, MCP-GFP was cloned from 

the pMS2-GFP plasmid (a gift from Robert Singer; Addgene #27121) into the 

Ac5-STABLE2-neo plasmid (a gift from Rosa Barrio and James Sutherland; 

Addgene #32426). The sequence for MCP-GFP was amplified by PCR (primers 

listed in Table 3), digested and ligated into Ac5-STABLE2-neo at the XbaI and 

HindIII sites. 

To make the CRISPR gRNA, oligonucleotides specific for E(spl)mβ-HLH were 

incorporated into a vector containing the U6:3 promoter. Oligonucleotides were 

annealed and phosphorylated in a reaction containing 100 picomoles of each 

oligonucleotide, 1x T4 DNA Ligase Reaction Buffer (NEB #B0202) and 5 units 

of T4 Polynucleotide Kinase enzyme (NEB #M0201). The reaction was 

incubated at 37ᵒC for 30 minutes, then heated to 95ᵒC and cooled slowly. The 

pCFD3-dU6:3gRNA plasmid (a gift from Simon Bullock; Addgene #49410) was 

digested with BbsI and ligated with the annealed oligonucleotides using T4 DNA 

Ligase (NEB #M0202). To reduce the chance of stable incorporation of the 

gRNA plasmid, a double-stranded DNA PCR product was made for transfection. 

The gRNA-expression cassette was amplified by PCR from the U6:3 promoter to 

the RNA polymerase III termination signal. 
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Figure 2.1. Generation of mβ MS2 cell line. (A) Cloning of the HR 
template as described in the text. The original pMH3 plasmid contains the 
blasticidin resistance gene (“BlastR”) expressed from the copia promoter (“copia 
P”) between two FRT sites. Upstream and downstream homology regions 
(“upstr hom” and “downstr hom” respectively), followed by the DNA sequences 
for lacZ and the MS2 stem-loops (“MS2SL”), were added by traditional cloning 
methods. The restriction endonuclease sites used are shown on the plasmids. 
Two steps involved ligating compatible cohesive ends produced by distinct 
enzymes, as illustrated. This allowed NotI and SpeI to be re-used without re-

cleaving all original cut sites. Continued on next page. 
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Construction of the homologous recombination (HR) template involved several 

steps to add the following to the pMH3 plasmid (a gift from Klaus Förstemann; 

Addgene #52528): 800-base-pair upstream and downstream homology regions, 

the sequence coding for the MS2 stem-loops and a 3-kilobase section of the lacZ 

gene (Figure 2.1A). Firstly, the downstream homology region was amplified by 

PCR, digested and ligated into pMH3 at the NcoI and ClaI sites. Secondly, the 

upstream homology region was amplified by PCR, digested with EagI 

(compatible cohesive ends with NotI) and ligated into the vector digested with 

NotI. Thirdly, a 3-kilobase region of the lacZ gene was amplified by PCR from 

the pBlueRabbit plasmid (Housden et al. 2012), digested with XhoI and XbaI 

(compatible cohesive ends with SpeI) and ligated into the vector digested with 

XhoI and SpeI. Finally, the sequence for the MS2 stem-loops was digested from 

the pCR4-24XMS2SL-stable plasmid (a gift from Robert Singer; Addgene 

#31865) and ligated into the vector using NotI and SpeI sites.2 

 

                                                     

Figure 2.1 continued (B) Steps used to generate the mβ MS2 cells as 
described in the text. Diagrams represent Kc167 cells growing in culture and the 
constructs used in transfections. The Ac5-MCP-GFP plasmid expresses MCP-

GFP from the Actin5C promoter (“Ac5 P”) in a single transcript with the 
neomycin resistance gene (“neoR”, confers resistance to G418), separated by a 
T2A self-cleaving peptide (González et al. 2011). The gRNA was provided as a 
DNA template expressing the gRNA from the U6:3 promoter (“U6 P”) up to the 
RNA polymerase III termination signal (“pol III ter”). 
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Table 3. Primers used in cloning the MS2 constructs. 

Primer name Sequence 

XbaI_MCP-GFP_for TATCTCTAGAGCCACCATGGCTTCTAACTTTACTCAGT 

HindIII_MCP-GFP_rev CCTCAAGCTTGTACAGCTCGTCCATGCCG 

BbsI_gRNA_sense GTCGGGACGCCACATGGGGCCAG 

BbsI_gRNA_anti AAACCTGGCCCCATGTGGCGTCC 

U6-promoter_for GCTCACCTGTGATTGCTCCTAC 

Pol-III-ter_rev GCTTATTCTCAAAAAAGCACCGACTCGGTGCCACT 

NcoI_downstr-hom_for GACTCCATGGTGCCCCATGTGGCGTCCCTGGTGA 

ClaI_downstr-hom_rev GGCTATCGATGGTCAAGCGCAGTTAAAGCTGT 

EagI_upstr-hom_for GACTCGGCCGGCGCACGAGGCAAAATGAGTGT 

NotI_upstr-hom_rev TATTCTCGAGGCGGCCGCTGGAGCTGGCCTCGCTGGGCG 

XhoI_LacZ_for GACTCTCGAGACTAGTATGCCTGCTATTGGAATCGAT 

XbaI_LacZ_rev GACTTCTAGATTAGTCGACGGATCCCCGACACC 

2.2.2 Generation of MCP-GFP-expressing cells 

Kc167 cells were transfected with the MCP-GFP-expressing plasmid as follows. 

18 µg of the plasmid was mixed with 925 µL Opti-MEM and 54 µL FuGENE HD 

at room temperature for 30 minutes before adding dropwise to cells in 10 cm 

plates. After 24 hours, the media was replaced to contain 1 mg/mL G418. Cells 

were grown in G418-containing media for approximately one month to undergo 

selection. 

To homogenise the GFP expression levels, cell cloning was performed in a 96-

well plate. 25,000 cells were added to the top-left well and 2-fold serial dilutions 

performed down the first column and along the rows, leading to some wells 

containing single cells. Conditioned media, prepared by filtering media from a 

plate of Kc167 cells, was used for this. After several weeks, colonies had formed 

from the single cells which were picked and grown up in new plates. Colonies 
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were stained for GFP and compared to identify a colony with a high level of 

MCP-GFP expression. 

2.2.3 CRISPR transfection 

CRISPR induces double-stranded DNA breaks at sites directed by the gRNA 

(Doudna and Charpentier 2014). The double-stranded breaks can either be 

repaired via the Non-Homologous End-Joining (NHEJ) pathway, which is 

error-prone and can therefore cause small mutations, or the HR pathway to 

insert new sequences (Kakarougkas and Jeggo 2014). Therefore, Lig4, a 

component of the NHEJ pathway, was knocked down by RNAi in 5 million cells 

distributed in a 6-well plate (see section 2.6.4 for details of method), in order to 

encourage HR to occur. 

After 3 days, cells were approximately 50% confluent, the culture media was 

replaced and the CRISPR transfection was performed. 1 µg each of the gRNA-

expression PCR product, the HR template plasmid and the pAct-Cas9 plasmid 

(a gift from Simon Bullock; Addgene #62209) were mixed with 200 µL Opti-

MEM and 9 µL FuGENE at room temperature for 30 minutes before adding 

dropwise to cells in one well. A control was performed using 1.5 µg each of the 

HR template plasmid and the pAct-Cas9 plasmid (excluding the gRNA). After 

48 hours, 1 mg/mL G418 and 10 µg/mL blasticidin (increased to 50 µg/mL 3 

days later) were added to the media. 

2.2.4 Removal of the blasticidin resistance cassette 

To remove the blasticidin resistance cassette by flippase-induced 

recombination, the mβ MS2 cells were transfected with the pMH5 plasmid (a 

gift from Klaus Förstemann; Addgene #52531) which expressed flippase 

recombinase from a ubiquitous promoter. Transfections were performed in 

several wells of a 96-well plate with 40,000 cells per well. 150 ng of pMH5 was 

mixed with 20 µL Opti-MEM and 1 µL FuGENE at room temperature for 30 

minutes before adding to cells (volumes given per well). Cells were maintained 

in media containing G418 but no blasticidin. 
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After initial genotyping to confirm that flippase-induced recombination had 

occurred in some cells, cell cloning was set up as above (see section 2.2.2) to 

isolate cell clones where no copies of the blasticidin cassette remained. 

2.2.5 Genotyping 

DNA was extracted from samples of cells using the DNeasy Blood and Tissue Kit 

(Qiagen #69504), and selected regions were amplified by PCR with the primers 

listed in Table 4. PCR products were run on 2% agarose by gel electrophoresis. 

Table 4. Primers used for genotyping. 

Primer name Sequencing reaction Sequence 

Gtype_upstr_for rxn 1 & 2 ATAGCCCACGAGCCATAACA 

Gtype_MS2SL_rev rxn 1 GGATCCAAGGGCGAATTCGCGG 

Gtype_LacZ_rev rxn 2 TGCAAGGCGATTAAGTTGGG 

Gtype_LacZ_for rxn 3 & 4 ATATGGGGATTGGTGGCGAC 

Gtype_downstr_rev rxn 3 CGCGGGCTTAATTTGCAATG 

Gtype_BlastR_rev rxn 4 CCCAGGATGCAGATCGAGAA 

2.3 Cell culture for MS2 experiments 

2.3.1 MS2 imaging and EGTA-induced Notch activation 

2 million mβ MS2 cells were plated in a 35 mm FluorDish Cell Culture Dish 

(World Precision Instruments #FD35-100) 24 hours before imaging. Imaging 

was performed using a Leica TCS SP8 confocal microscope with a 40x/1.30 NA 

oil objective lens. GFP fluorescence was captured using a PMT detector with a 

laser at 488 nm. Z-stacks were acquired with 15 slices 1 µm apart, at 512x512 

resolution with a 12-bit depth and scanning speed of 400Hz. Scanning was 

continuous such that a Z-stack was acquired every 9.816 seconds. 

To activate Notch with EGTA, imaging was first set up with the plate of cells in 

normal culture media. With the plate on the microscope stage, imaging was 
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paused and media was replaced with 4 mM EGTA in phosphate-buffered saline 

(PBS), before imaging re-commenced. This was always performed quickly such 

that the start of imaging represented 1 to 2 minutes after EGTA addition. This 

small time delay was ignored in analysis such that time is given as time from the 

start of imaging. The PBS control experiment was performed in exactly the same 

way, excluding EGTA. 

2.3.2 Drug treatments 

Triptolide and flavopiridol experiments were performed as follows. For the 

reverse transcription-qPCR experiment, mβ MS2 cells were plated in a 6-well 

plate the day before. Cell culture media was replaced with media containing 10 

µM triptolide, 10 µM flavopiridol or DMSO (same volume added as a carrier 

control), for 10 minutes. Media was then replaced with 4 mM EGTA in PBS also 

containing DMSO or the drugs for 30 minutes before RNA extraction and 

reverse transcription-qPCR (details given in section 2.7.1). For MS2 imaging 

experiments with transcription inhibitors, cells were imaged as described above 

(section 2.3.1) 24 hours after plating. With the plate on the microscope stage, 

cell culture media was replaced with media containing 10 µM triptolide or 

flavopiridol and imaged for 10 minutes. Subsequently, media was replaced with 

4 mM EGTA in PBS also containing the drug at 10 µM and imaging continued. 

For MG132 experiments, cell culture media was replaced with media containing 

5 µg/mL MG132 (approximately 10 µM) for 5 hours before imaging. Imaging 

was performed as above and media was replaced with 4 mM EGTA in PBS also 

containing MG132 at the same concentration. For the Su(H) co-

immunoprecipitation experiment, cells were treated with 5 hours of 5 µg/mL 

MG132 or DMSO (same volume added as a carrier control) in media followed by 

4 mM EGTA treatment in PBS also containing MG132 or DMSO for 30 minutes. 

Controls without EGTA treatment were staggered such that cells were all 

harvested at the same time for protein extraction and co-immunoprecipitation 

(details given in section 2.7.2). 
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MS2 imaging was also performed with a 5 hour DMSO treatment in cell culture 

media followed by EGTA treatment containing DMSO, to serve as a control for 

MG132, triptolide and flavopiridol imaging experiments. 

2.3.3 Co-culture with S2 cells 

S2-Mt-Dl cells (which express Delta from the metallothionein promoter; 

Drosophila Genomics Resource Center stock #152) were maintained in 

Schneider’s Drosophila medium supplemented with 10% FBS, 1x Antibiotic-

Antimycotic and 200 nM methotrexate (Sigma #A6770) at 25ᵒC. For co-culture 

imaging experiments, a 35 mm FluorDish Cell Culture Dish (World Precision 

Instruments #FD35-100) was treated with 0.01% poly-L-lysine (Sigma #P4707) 

for 1 hour and then left to dry before plating 2 million S2-Mt-Dl cells. After cells 

had settled to the bottom of the plate, media was replaced with media 

containing 5 mM copper sulfate to induce Delta expression 24 hours before 

imaging. Imaging was set up, and with the plate on the microscope stage, the 

media was replaced to contain 1 million mβ MS2 cells. Imaging proceeded while 

the mβ MS2 cells settled to the bottom of the plate to contact the S2 cells. The 

transmitted light was captured alongside the GFP fluorescence to allow the S2 

cells to be visible and distinguished from the GFP-containing mβ MS2 cells. 

The same method was used to induce and plate the cells for the 

immunofluorescence stain, where the cells were fixed 30 minutes after addition 

of the mβ MS2 cells. 

2.3.4 Immunofluorescence staining of cultured cells 

For staining, cells were plated on coverslips treated with 0.01% poly-L-lysine. 

Cells were fixed with 4% formaldehyde for 10 minutes, then treated with 50 mM 

ammonium chloride and 0.1% triton X-100, and blocked with 5% bovine serum 

albumin (BSA; Sigma). Cells were incubated with primary antibodies diluted in 

2.5% BSA at 4ᵒC overnight, washed with PBS, and incubated with secondary 

antibodies in 2.5% BSA for 1 hour at room temperature. The primary antibodies 

used were: mouse anti-GFP diluted at 1:100, mouse anti-NICD diluted at 1:20 

and mouse anti-Delta diluted at 1:20. Coverslips were mounted in Vectashield 
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Mounting Medium with DAPI (Vector Laboratories #H-1200) and imaged using 

either the Leica TCS SP8 or Nikon D-Eclipse C1 confocal microscopes. 

2.3.5 Plasma membrane stain 

To observe cell projections in co-culture, 1x CellMask Deep Red Plasma 

membrane stain (Invitrogen #C10046) was added to the S2 cells before imaging, 

and co-culture imaging was set up as above (section 2.3.3). S2 cells were washed 

once with fresh media and then mβ MS2 cells were added. 

2.4 MS2 computational analysis 

2.4.1 Cell tracking 

For the analysis of MS2 videos, first, a maximum projection was made using the 

Fiji software (Schindelin et al. 2012). A MATLAB script (MATLAB Release 

2016b, The Mathworks, Inc.) was used to segment and track the cells (written by 

Julia Falo-Sanjuan, Bray laboratory; tracking shown in Figure 2.2A; for code see 

Appendix 2). Briefly, cells were segmented from the MCP-GFP signal using a 

combination of median filtering and identification of circular shapes using the 

“imfindcircles” function (Atherton and Kerbyson 1999). Cells were then tracked 

over time by finding the closest neighbour in a 15 pixel radius and allowing 

search in the previous 5 frames. Tracked cells were overlaid with the MCP-GFP 

signal to obtain the maximum intensity pixel for each nucleus and time point, 

which is used as a proxy for the MCP focus intensity. The outputs from this were 

the maximum fluorescence values for each tracked cell over time. 
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Figure 2.2. Cell tracking and data processing for MS2 analysis. (A) 
Cell tracking shown as coloured circles overlaid upon maximum projection 
fluorescence images, at the time points indicated in minutes after EGTA 
treatment. Note that while some cells are correctly tracked from start to finish, 
other tracks are lost over time or jump between cells. (B) Data processing 
performed in R. 1. Cell tracking yielded maximum fluorescence values for each 
cell over time. 2. Data was smoothed to remove noise by calculating a moving 
average. 3. Linear regression based on the lower quartile of values for each cell 
was used to predict the background level of fluorescence (shown as a red line). 
4. The background level was removed from all values of maximum fluorescence 
such that the baseline level fell roughly around zero for each cell. Continued on 
next page. 
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2.4.2 Data processing 

The fluorescence data was processed using an R script (R, R Core Team, R 

Foundation for Statistical Computing). See Appendix 3 for full code with 

explanations. Briefly, tracks were removed from analysis if they contained fewer 

than 360 frames (approximately 1 hour). Some noise was removed from the data 

by calculating a moving average using 5 consecutive frames. Since all cells had 

different general levels of GFP fluorescence, background was removed using a 

regression line calculated using the lower quartile of values for each cell 

(illustrated in Figure 2.2B). 

The data for co-culture videos was processed in much the same way. However, 

since the mβ MS2 cells contacted the plate at different times, the start times 

were adjusted for the tracks from responding cells. The frame when each cell 

contacted the plate was found manually and subtracted from the data such that 

time zero reflected the time of first contact for each cell.3 

All tracks were plotted, and upon examination, it became apparent that there 

was a recurring pattern in many of the tracks, while others appeared erratic. A 

numbering system generated by the MATLAB script allowed tracks to be 

correlated with individual cells in the video, as illustrated by the colour-coded 

plots in Figure 2.2C. This confirmed that the tracks showing peaks within the 

first 60 minutes corresponded to cells exhibiting clear transcription foci 

observed by eye (for example, the green cell in Figure 2.2A and C). It also 

showed that tracks with large jumps in fluorescence or a baseline that was not 

 

                                                     

Figure 2.2 continued (C) Example tracks corresponding to cells highlighted 
by white arrows in A. Tracks are colour-coded: green track appears to show a 
transcriptional response, red track has no clear response, and orange track 
clearly jumps between cells in the video. (D) Further examples of tracks that 
were categorised as problematic and therefore discarded. 
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flat corresponded to cells which were moving or tracked poorly (for example, 

the orange cell in Figure 2.2A and C). And finally, tracks with very flat profiles 

indeed corresponded to cells where no clear transcription foci was visible by eye 

(for example, the red cell in Figure 2.2A and C). 

Therefore, the tracks were used to manually categorise the cells as responding, 

non-responding or problematic, and the problematic tracks were removed from 

further analysis. This occurred with varying frequency between experiments, 

but always a minority of tracks were discarded. The exact numbers of tracks in 

each category and the percentage discarded are shown in Table 5. Using this 

chosen method of analysis, there is the possibility that some real transcriptional 

responses were discarded. However, the lack of consistency between the shapes 

of the problematic tracks (see more examples in Figure 2.2D) suggested that any 

potential ignored response was unusual and occurred with a low frequency. 

Thus, further analysis focused on tracks showing a clear response (responding 

cells) or lack of response (non-responding cells) that matched the patterns 

observed by eye. All percentages given in chapter 3 do not take problematic 

tracks into account. 

2.4.3 Analyses 

The mean maximum fluorescence values with standard deviations were found 

for all responding and non-responding cells and plotted. 

To investigate whether focus intensity depended on the general level of MCP-

GFP fluorescence, a measure of baseline fluorescence was found for each cell by 

taking the mean of the regression line calculated to remove background. This 

was compared with the maximum fluorescence value for each cell (see results in 

Figure 3.2G). 

To analyse the timing of transcription, cells were considered to switch on 

transcription when at least 15 consecutive frames (approximately 2.5 minutes) 

had a value above 250, and to switch off transcription when at least 15 

consecutive frames had a value below 250. These values were chosen by trial 
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and error to give transcription periods that matched what was observed in the 

graphs by eye. 

Table 5. Number of cells per category in each MS2 experiment shown 
in chapter 3. 

Experiment Responding 

Non-

responding Problematic 

Percentage 

discarded 

EGTA 

induction rep 1 
147 228 105 21.9% 

EGTA 

induction rep 2 
119 218 154 31.3% 

PBS control 0 379 184 32.7% 

Triptolide 0 378 124 24.7% 

Flavopiridol 0 339 96 22.1% 

Clone cells (no 

blasticidin 

cassette) 

125 208 174 34.4% 

DMSO control 110 219 154 31.9% 

MG132 
30 (unusual 

cells) 
299 203 38.2% 

Ligand 

induction 
16 64 13 14.0% 

2.5 Salivary gland experiments 

2.5.1 Fly stocks 

For expression of all UAS constructs in the Drosophila salivary gland, 1151-Gal4 

was used (L S Shashidhara, Centre for Cellular and Molecular Biology, 

Hyderabad, India; Roy and VijayRaghavan 1997). Notch signalling was 

activated by UAS-NΔECD (Fortini et al. 1993; Rebay et al. 1993). The E(spl)-C was 

imaged using the ParB-INT DNA tagging system where UAS-ParB1-mCherry or 

UAS-ParB2-GFP was expressed in the presence of the INT sequence inserted 
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either between E(spl)mδ-HLH and E(spl)mγ-HLH or between E(spl)m7-HLH 

and E(spl)m8-HLH (E(spl)-C INT insertions made by Matthew Jones, Bray 

laboratory; Saad et al. 2014; Gomez-Lamarca et al. 2018). Histone-GFP imaging 

made use of UAS-H3-GFP, UAS-H3.3-GFP and UAS-H3.3core-GFP constructs 

(flies kindly provided by Kami Ahmad; Henikoff et al. 2000; Ahmad and 

Henikoff 2002). Su(H) recruitment was monitored using Su(H)-GFP (Gomez-

Lamarca et al. 2018). Dominant negative Brm was expressed from UAS-

BrmK804R (Elfring et al. 1998). RNAi lines used are listed in Table 6. 

Table 6. Drosophila RNAi stocks used. 

RNAi Source 1 RNAi Source 1 

w BL-35573 Dek BL-28696 

Iswi BL-32845 yem V-26808 

Chrac-16 BL-51155 His3.3B BL-34940 

MTA1-like BL-33745 BRWD3 V-40208 

Moira BL-34919 zeste BL-31615 

Ino80 BL-33708 Snr1 BL-32372 

Tip60 BL-28563 osa (1) BL-31266 

Chd1 BL-34665 osa (2) V-7810 

Chd3 V-13636 Bap170 (1) BL-26308 

Caf1-55 V-26455 Bap170 (2) V-34581 

Caf1-180 BL-32478 polybromo BL-32840 

1 Bloomington Drosophila Stock Center is abbreviated BL, and Vienna Drosophila RNAi Center 

is abbreviated V. 

For MS2 imaging in the salivary gland, MCP-GFP was expressed ubiquitously 

from the Hsp83 promoter (Bloomington Drosophila Stock Center #7280) and 

localisation was observed due to the presence of MS2 stem-loops in the 

E(spl)mβ-HLH transcript. To achieve this, the E(spl)mβ-HLH gene was 

CRISPR-edited by injection of the HR template and gRNA-containing plasmids 

described in section 2.2.1, at a molar ratio of 3:1 respectively, and at a final 
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concentration of approximately 1 µg/µL, using a fly stock expressing Cas9 in the 

germline (injections performed by Kat Millen, Bray laboratory; Port et al. 2014). 

2.5.2 Live imaging 

Salivary glands were dissected and mounted as described previously (Gomez-

Lamarca et al. 2018), using Shields and Sang M3 Insect Medium (Sigma 

#S3652) supplemented with 5% FBS and 1x Antibiotic-Antimycotic for 

dissection and the same medium with the addition of 2.5% methyl-cellulose 

(Sigma) for mounting. For live DNA stains, salivary glands were incubated in 

dissecting media containing 200 µg/mL Hoechst 33342 (ThermoFisher 

#H1399) for 10 minutes at room temperature before washing with PBS and 

mounting. 

Image acquisition was performed with a Nikon D-Eclipse C1 confocal 

microscope using lasers at 405, 488 and 543 nm. Images captured of nuclei 

used the 60x oil objective with a 4.5x zoom level. To monitor Su(H)-GFP 

recruitment, nuclei were scanned slowly through the Z-stack using a 2x zoom 

level while looking for accumulations of fluorescence. 10 glands and 5 nuclei per 

gland were analysed and scored per condition, with the five nuclei closest to the 

coverslip chosen each time. 

For quantifications of histone-GFP, representative images where the E(spl)-C 

could be clearly observed were used with the Fiji software (Schindelin et al. 

2012) as follows. The images were rotated such that the E(spl)-C was vertical 

and a rectangle 1.29 µm by 2.58 µm was placed over it, centered on the peak 

fluorescence of the ParB-mCherry marker. The “plot profile” function was used 

to obtain mean fluorescence intensity across the rectangle in each channel. 

Arbitrary fluorescence values were adjusted such that the highest value obtained 

was set to one and the lowest to zero, and the mean values were taken from 

several nuclei (n numbers given in figure legend). 
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2.5.3 Immunofluorescence staining of salivary glands 

Staining of salivary glands was performed as described (Gomez-Lamarca et al. 

2018) except for the following changes. Glands were permeabilised with 1% 

Triton X-100 for 30 minutes. Antibodies against OSA and BAP170 were used at 

dilutions of 1:200 and 1:100 respectively. 

2.6 Cell culture for molecular biology experiments 

2.6.1 Generation of stable cell lines 

Stable Kc167 cell lines were generated by transfection followed by antibiotic 

selection. In all cases, 18 µg of the relevant plasmid was mixed with 925 µL 

Opti-MEM and 54 µL FuGENE HD Transfection Reagent at room temperature 

for 30 minutes before adding dropwise to cells in 10 cm plates. After 24 to 48 

hours media was replaced to contain antibiotic selection. Cells were grown in 

the presence of antibiotic and experiments were performed after significant cell 

death and recovery had taken place to indicate selection (usually after 

approximately 3 weeks). The cell lines used were as follows: 

CATCH-IT was performed in the pMT-NICD cell line generated previously 

(Skalska et al. 2015), where cells were maintained with 2 µg/mL puromycin. 

Cell lines expressing BrmWT and BrmK804R were generated using plasmids 

kindly provided by Neus Visa (Yu et al. 2014). BrmK804R was re-made by 

mutagenesis to ensure homogeneity between the two constructs using Pfu DNA 

Polymerase (Promega #M7741) with the primers listed in Table 7. The BrmWT 

and BrmK804R sequences were then cloned into the pMT-puro vector (a gift 

from David Sabatini; Addgene #17923) by digestion and ligation at SpeI and 

PmeI sites. After transfection of pMT-BrmWT and pMT-BrmK804R, cells were 

selected then maintained with 5 µg/mL and 2 µg/mL puromycin respectively. 

Constitutive expression of histone-V5 proteins made use of pIB-H3-V5 and pIB-

H3.3-V5 plasmids kindly provided by Dirk Schübeler and used as described 

(Wirbelauer et al. 2005). Cells were selected then maintained with 50 µg/mL 

and 20 µg/mL blasticidin respectively. For Notch activation in these cells, they 
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were further transfected with pMT-NICD, and selected then maintained with 5 

µg/mL and 2 µg/mL puromycin respectively. 

For inducible expression of histone-V5 proteins, H3 and H3.3 sequences were 

cloned from pIB-H3-V5 and pIB-H3.3-V5 into the pMT-puro vector using SpeI 

and XhoI sites with the primers listed in Table 7. After transfection of pMT-H3-

V5 and pMT-H3.3-V5, cells were selected then maintained with 5 µg/mL and 2 

µg/mL puromycin respectively. 

Table 7. Primers used in BrmK804R mutagenesis and histone-V5 
cloning into the pMT vector. 

Primer name Sequence 

BrmK804R_for CCGATGAAATGGGTTTGGGTCGAACCATTCAAACCATTTCGC 

BrmK804R_rev GCGAAATGGTTTGAATGGTTCGACCCAAACCCATTTCATCGG 

SpeI_histone_for CCTACTAGTCATGGCTCGTACCAAGCAAACTGC 

XhoI_histone_rev CACCTCGAGGCGGCCGCCACTGTGCTGGATA 

2.6.2 Notch activation 

Notch was activated in Kc167 cells either by NICD expression from the pMT 

vector (cell lines described above in section 2.6.1) or by EGTA treatment where 

media was replaced with 4 mM EGTA in PBS for 30 minutes (or the length of 

time specified). 

2.6.3 Copper induction of pMT constructs 

To induce expression from all pMT constructs in Kc167 cells, cell culture media 

was replaced to contain 5 mM copper sulfate. Induction was performed for 24 

hours in experiments to express pMT-BrmWT and pMT-BrmK804R, for 6 

hours in experiments to express pMT-NICD in cells with constitutive histone-V5 

expression, and for the lengths of time specified in experiments to induce pMT-

histone-V5 expression. See CATCH-IT method (section 2.7.6) for details of 

copper induction in this experiment. 
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2.6.4 RNAi in Kc167 cells 

300 to 800 base-pair regions of lig4, brm and Snr1 DNA were amplified from 

Kc167 cell genomic DNA, and GFP and lacZ sequences were amplified from 

plasmids as controls, by PCR with overhanging primers containing the T7 

promoter sequence listed in Table 8. In vitro transcription was performed using 

the MEGAscript T7 Transcription Kit (Invitrogen #AM1334). RNA was purified 

by phenol-chloroform extraction and then annealed to form double-stranded 

RNA by heating to 75ᵒC and cooling slowly. 100 µg double-stranded RNA was 

mixed with 3.5 mL Opti-MEM and added to approximately 10 million cells in a 

10 cm plate for 30 minutes before topping up to 10 mL with normal culture 

medium. Volumes were scaled down for some smaller experiments. 

Experiments were performed 3 days later. 

Table 8. T7 primers used to make double-stranded RNA for RNAi in 
Kc167 cells. 

Primer 

name 

Sequence 

T7_Lig4_for 
CCGAATTAATACGACTCACTATAGGGCCCAATGATCCAAAGTGTTT

TTGCA 

T7_Lig4_rev CCGAATTAATACGACTCACTATAGGGAAGTAGGATGCCTTCGCGA 

T7_GFP_for TAGTAATACGACTCACTATAGGGAAAGGGCAGATTGTGTGGAC 

T7_GFP_rev TAGTAATACGACTCACTATAGGGTCAAGGACGACGGGAACTAC 

T7_lacZ_for CCGAATTAATACGACTCACTATAGGGCCGCTGGATAACGACATTGG 

T7_lacZ_rev CCGAATTAATACGACTCACTATAGGGGACTGTAGCGGCTGATGTTG 

T7_brm_for TAGTAATACGACTCACTATAGGGCGATCATAAACCCAAGGTGG 

T7_brm_rev TAGTAATACGACTCACTATAGGGCAGTGATGGTTCTTCATGCG 

T7_Snr1_for TAGTAATACGACTCACTATAGGGCTGGACATGGAGCTAGAGGG 

T7_Snr1_rev TAGTAATACGACTCACTATAGGGCGTCGGTAAGCGTCTCTAGG 
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2.7 Molecular biology techniques 

2.7.1 RNA extraction and reverse transcription 

To extract RNA from Kc167 cells, TRI reagent solution (Invitrogen #AM6738) 

was used, followed by phenol chloroform extraction and isopropanol 

precipitation at -20ᵒC overnight. For reverse transcription, RNA was 

resuspended in water and first DNase-treated with the DNA-free DNA Removal 

Kit (Invitrogen #AM1906), before reverse transcribing with M-MLV Reverse 

Transcriptase (Promega #M1705) using Oligo(dT)15 Primers (Promega #C1101). 

cDNA was diluted 5-fold before analysis with qPCR. 

The same protocol was used to extract RNA from salivary glands, exactly as 

described previously (Gomez-Lamarca et al. 2018). 

2.7.2 Su(H) co-immunoprecipitation 

Co-immunoprecipitation was performed similarly to described previously 

(Housden et al. 2013). Approximately 20 million mβ MS2 cells were lysed in 500 

µL lysis buffer (50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 10% glycerol, 0.5% 

triton X-100) on ice for 30 minutes before debris was removed by centrifugation 

at 13,000xg, 4ᵒC for 30 minutes. Cell lysate was incubated with 2 μg of goat anti-

Su(H) antibody at 4ᵒC overnight, followed by addition of protein G agarose 

beads (Roche # 11719416001) for 2 hours. The beads were washed 4 times 

before resuspending in loading buffer (10 mM Tris-HCl, pH 6.8, 20% glycerol, 

4% SDS, 0.025% bromophenol blue, 2% mercaptoethanol) and boiling. 

2.7.3 Western blots 

To extract protein from cells expressing histone-V5 proteins, approximately 20 

million cells were lysed in 100 µL lysis buffer (as above, section 2.7.2). Samples 

were then combined with loading buffer (as above, section 2.7.2) and boiled. 

Samples from CATCH-IT experiments were taken at different stages of the 

streptavidin capture and boiled with loading buffer. 
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Proteins were resolved using standard protocols with 7% SDS-PAGE for all 

Su(H) co-immunoprecipitation experiments, or 15% SDS-PAGE for histone-V5 

and CATCH-IT experiments, and transferred to nitrocellulose. All blots were 

blocked with milk (3% milk powder, 0.05% tween-20 in Tris-buffered saline, 

TBS), except for CATCH-IT experiments when blots were blocked with BSA (5% 

BSA, 0.05% tween-20 in TBS). The primary antibodies used were: mouse anti-

NICD diluted at 1:100, rabbit anti-Su(H) diluted at 1:400, rabbit anti-H3 diluted 

at 1:1000 and mouse anti-V5 diluted at 1:4000. Horseradish peroxidase-

conjugated secondary antibodies were used and detected with the ECL system 

(GE Life Sciences). Streptavidin-peroxidase (Roche #11089153001) was used to 

detect biotinylated proteins in CATCH-IT samples. 

2.7.4 Assay for transposase accessible chromatin 

ATAC using salivary glands was performed exactly as described previously with 

no changes (Gomez-Lamarca et al. 2018). ATAC was performed with Kc167 cells 

in a similar manner with the following changes. After a 30-minute EGTA 

treatment in 10 cm culture plates containing approximately 40 million cells, 

cells were immediately harvested taking a quarter of the cells for the experiment 

(roughly 10 million). Cells were pelleted at 500xg, 4ᵒC for 5 minutes, washed in 

10 mL of cold PBS and pelleted again. The cells were then lysed by resuspending 

in 50 µL lysis buffer (10 mM Tris-HCl, pH 7.4, 10 mM NaCl, 3 mM MgCl2, 0.3% 

NP-40), vortexing for 10 seconds, keeping on ice for 3 minutes, and vortexing 

again. Nuclei were pelleted at 400xg, 4ᵒC for 5 minutes and resuspended in 30 

µL TD buffer (Illumina #FC-121-1030). 25 µL was used for the tagmentation 

reaction and the rest of the protocol performed exactly as described previously 

for salivary glands (Gomez-Lamarca et al. 2018). 

2.7.5 Chromatin immunoprecipitation 

Su(H) and V5 ChIP were performed largely as described previously (Krejci and 

Bray 2007; Skalska et al. 2015), using 2.5 µg goat anti-Su(H) antibody and 1-2 

µg mouse anti-V5 antibody. Briefly, cells were cross-linked with 1% 

formaldehyde (Sigma #F8775) in PBS for 10 minutes at 25ᵒC. After lysis, 

chromatin was diluted 2-fold for sonication and then a further 5-fold for pre-
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clearing with goat or mouse IgG and 40 µL protein G or protein A/G PLUS-

Agarose (Santa Cruz Biotechnology #sc-2002 and #sc-2003 respectively) for 

Su(H) and V5 ChIP respectively. Immunoprecipitation was performed with 40 

µL of the same beads at 4ᵒC overnight, followed by washes, elution by vortexing, 

de-crosslinking with 0.3 M NaCl, 0.1 mg/mL RNase A and 0.1 mg/mL 

proteinase K treatment. DNA was purified with the QIAquick PCR purification 

kit (Qiagen #28106) and eluted in 100 µL water for analysis with qPCR. 

2.7.6 CATCH-IT 

Schneider’s Drosophila medium without methionine (PAN Biotech #P04-

90599), supplemented with 5% FBS and 1x Antibiotic-Antimycotic was added to 

cells for 1 hour, followed by adding either 4 mM azidohomoalanine (AnaSpec 

#AS-63669), or 4 mM methionine (Sigma #M9625) as a control, for 4 hours. To 

activate Notch, pMT-NICD cells were induced with 5 mM copper sulfate for 1 

hour before the medium was substituted for methionine-free medium, also 

containing 5 mM copper sulfate, so that cells were incubated with copper sulfate 

for a total of 6 hours. 

CATCH-IT was performed as previously described (Teves et al. 2012), except 

where stated otherwise. Briefly, cells were harvested and nuclei were extracted 

with 30 μL of 10% NP-40. Nuclei were resuspended in 180 μL of HB125 buffer, 

and the following were added: 5 μL of 2 nM biotin-alkyne (Invitrogen #B10185), 

10 μL of 100 mM THPTA (Sigma #762342) premixed with 2 μL of 100 mM 

copper sulfate (Jena Bioscience #CLK-M1004), and 6 μL of freshly-prepared 

500 mM sodium ascorbate (Jena Bioscience #CLK-M1005). Cycloaddition 

reaction was performed for 30 minutes at room temperature on a rotor. 

Reaction with MNase (Sigma #N3755) was performed at 37ᵒC for 3 minutes. 

After capture with Dynabeads M-280 Streptavidin (Invitrogen #11205) as 

described, captured chromatin and input chromatin samples were treated with 

0.25 mg/mL RNase A and 0.25 mg/mL proteinase K. DNA was purified with the 

QIAquick PCR purification kit (Qiagen #28106) and analysed by qPCR. 
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2.7.7 qPCR 

All qPCR was performed using a LightCycler 480 Instrument II (Roche) with 

the SYBR Green I Mastermix (Roche #04707516001) as described previously 

(Gomez-Lamarca et al. 2018). For all experiments, two technical replicate qPCR 

reactions were performed per sample and the mean taken for analysis. Replicate 

numbers given in figure legends do not count these technical replicates and 

instead refer only to repeats of the full experimental protocol from start to finish 

with different cells or animals (biological replicates). For ATAC experiments, 

tagmented samples were normalised to genomic DNA and the closed chromatin 

control region (as described in Gomez-Lamarca et al. 2018). For reverse 

transcription experiments, relative amounts of the genes of interest were 

normalised to the control gene RpL32. For ChIP, immunoprecipitated samples 

were normalised to input samples. For CATCH-IT, pulldown samples were 

normalised to input samples and then to the Sec15 transcribed region as an 

internal control. Primers used for qPCR are shown in Tables 9-12. 

Table 9. Primer pairs targeting E(spl)mβ-HLH MS2 construct. 

Primer name Forward sequence Reverse sequence 

mβ_5’ AGGTAGTTGAGACGATGGCC GCTGCCAATGAAGTGTCCAA 

LacZ GATCCCAGCGGTCAAAACAG TAGCAGAGCGGGTAAACTGG 

BlastR AGCTGGCAACCTGACTTGTA CCCAGGATGCAGATCGAGAA 

mβ_3’ AGAAGTGAGCAGCAGCCATC GCTGGACTTGAAACCGCACC 

 



Chapter 2: Materials and methods 

Zoe Pillidge - September 2018   57 

Table 10. Primer pairs targeting the E(spl)-C. 

Primer name Forward sequence Reverse sequence 

mγ-mβ_igr GGAGTTGAGGAGTTGGTCG ATAAGTGTGGTTGGGTGCCT 

mβ_tr AGAAGTGAGCAGCAGCCATC GCTGGACTTGAAACCGCACC 

mβ_enh AGAGGTCTGTGCGACTTGG GGATGGAAGGCATGTGCT 

mβ-mα_igr AAGCCAGTGGACTCTGCTCT TGATCTCCAAGCGGAGTATG 

mα_tr GCAGGAGGACGAGGAGGATG GATCCTGGAATTGCATGGAG 

m2-m3_igr GCGCGTATTTCCCAAATAAA GATTGTACGTGCATGGGAAA 

m3_enh ACACACACAAACACCCATCC CGAGGCAGTAGCCTATGTGA 

m3_tr CGTCTGCAGCTCAATTAGTC AGCCCACCCACCTCAACCAG 

m8_tr CAATTCCACGAAGCACAGTC GAGGAGCAGTCCATCGAGTT 

 

Table 11. Primer pairs targeting control regions for ATAC. 

Primer name Forward sequence Reverse sequence 

Rab11_tr ACTGAAAATGGGCCGTTTCG AGGAGTGGTAATCGACGGTC 

Eip78C_enh AGAAGTAGGGGCCGTCAAGT GTGTAAGACCCGTCGCATTT 

Closed_ctrl GCATTTTTGTGGCAGAGGCA CTCTTTCGGTGTCGCCTTCT 

Mst87F_tr ATCCTTTGCCTCTTCAGTCC AATAATGATACAAAATCTGGT

TACGC 

CTPsyn_tr TCGATTGTTGTTGGCTGAGC TTCCTTCGCTCTTCCTGTCC 

fru_tr CTCTTTCGCACACTTGGCAT CCGTTCGTTGCCCATCTAAG 

kay_tr CTCTCTCATTGGCTCTCCCC TGAAGCGGAGACCACACAAT 

vri_tr TGTGTGTTTGTGTCTGCGAG TCACTCACCCTCACCATGAC 

 



Transcription and chromatin dynamics in the Notch signalling response 

58  Zoe Pillidge - September 2018 

Table 12. Primer pairs targeting control regions for CATCH-IT. 

Primer name Forward sequence Reverse sequence 

p53_tr TTATAGCAATGCACCGACGC GACGAACGCCAGCTCAATAG 

CG17119_enh TACATGGGCTTTGTCGGTCG CACGGCCCTCGCCATATAAA 

sav_tr GAGTAGGTGTTCCGACTGGTG ATCAGCGGGCCAAGAAGAAAT 

PPO1_enh AAGTCCCAACCGCAAAACTG GCTATCGACTAAACCACAACG

T 

Him-Her_enh CGAACCGAGTTGTGGGAAAT CCCTTGGAGTGACAATTAGCT

G 

Rab11_tr1 GTAAAGTGTGTGAGCCGACG AATCCAATAATCCCTGCGCG 

Rab11_tr2 ACTGAAAATGGGCCGTTTCG AGGAGTGGTAATCGACGGTC 

Sec15_tr GGTAGCGGTTCTCTTGCTTG GTAACCGTCAGCTGTTGGAC 
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3 TRANSCRIPTION DYNAMICS 
IN THE NOTCH RESPONSE 

3.1 Introduction 

Notch signalling is ultimately a means to activate genes. In order for 

development to proceed reliably and successfully, gene activation must be 

reliable and occur with the correct timing. Very few studies have examined the 

dynamics of the Notch response on a temporal or single cell level. It therefore 

remains unclear how the different factors controlling Notch signalling are 

translated into a transcriptional output. For example, it is not known whether 

there is any stochasticity in the transcriptional output leading to heterogeneous 

cell populations within the same developmental context. Nor is it known how 

rapidly transcription is initiated when the receptor is activated. To answer these 

questions, a live imaging method was used to investigate the dynamics of the 

Notch response in single cells. 

The MS2 system makes it possible to quantitatively measure active transcription 

in real time (Larson et al. 2013; Bothma et al. 2014; Corrigan et al. 2016). This 

system relies on the interaction between the MS2 bacteriophage coat protein 

(MCP) and the MS2 RNA stem-loops, such that if fluorescently labelled with 

GFP, MCP-GFP can be visualised accumulating on nascent transcripts 

containing MS2 stem-loops (Bertrand et al. 1998). Due to the high temporal 

resolution of this technique, it has been used to examine transcriptional 
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bursting dynamics, and to study whether transcriptional output is controlled by 

burst size or frequency. While some have found evidence for the modulation of 

burst size (Skupsky et al. 2010; Dar et al. 2012; Molina et al. 2013), others 

believe that bursting frequency underpins all differences in gene expression and 

have used mathematical modelling to demonstrate this (Fukaya et al. 2016; 

Wang et al. 2018). Several studies have observed changes in burst frequency in 

response to signalling and transcription factor concentration (Larson et al. 

2013; Senecal et al. 2014; Bartman et al. 2016). Most experimental methods that 

have been used to detect bursting are unable to distinguish a series of closely 

timed bursts from one larger burst (refer to Figure 1.1C for illustrations of this), 

and thus it is currently unproven which is true. Furthermore, since only a 

limited number of systems have been studied, it remains plausible that different 

mechanisms regulate different genes to give differing bursting profiles. 

The MS2 system has been used in Drosophila embryos to study the 

transcription of early patterning genes (Garcia et al. 2013; Lucas et al. 2013; 

Bothma et al. 2014, 2015; Fukaya et al. 2016). This has allowed the dynamic 

regulation of these genes to be uncovered with fine temporal resolution, and led 

to the finding that a single enhancer can drive transcriptional bursts from 

multiple promoters simultaneously (Fukaya et al. 2016). So far, these 

experiments in Drosophila have used reporter constructs. However, the 

Clustered Regularly Interspaced Short Palindromic Repeat (CRISPR)/CRISPR 

Associated protein 9 (Cas9) system now allows genes to be tagged endogenously 

with ease (Roberts et al. 2017) and has been used extensively for genome editing 

in recent years (Zhang et al. 2014). This is based on the ability of Cas9 to cause 

double-stranded DNA breaks at specific sites in the genome, directed by a guide 

RNA (gRNA) species (Doudna and Charpentier 2014), making CRISPR a highly 

specific and flexible system for genome editing. 

In this chapter, CRISPR is used to set up the MS2 system for monitoring the 

transcription of the endogenous Notch target gene E(spl)mβ-HLH in a 

Drosophila cell line. This aims to answer questions about the dynamics of Notch 

signalling and to discover how quickly transcription is initiated after Notch 

receptor activation. 
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3.2 Results 

3.2.1 Implementing the MS2 system in Kc167 cells 

In order to study the precise dynamics of the Notch transcriptional response, 

the MS2 system was implemented in Drosophila Kc167 cells, where Notch 

signalling can be activated in several ways. If NICD is expressed from a plasmid, 

it travels directly to the nucleus to activate transcription, a method which will be 

used in chapter 4. Alternatively, the endogenous Notch receptor can be 

activated by exposing it to a ligand, which may be immobilised (Varnum-Finney 

et al. 2000) or expressed on a co-cultured cell line, as will be demonstrated later 

in this chapter. And perhaps the simplest method, which also provides the most 

rapid activation, is to add a calcium chelator such as EGTA to the cells. This 

destabilises the negative regulatory region of the Notch receptor, causing its 

rapid cleavage and the activation of target genes (Rand et al. 2000; Housden et 

al. 2013; Skalska et al. 2015). 

To set up the MS2 system in this cell type, first, a cell line was created which 

expressed MCP-GFP constitutively (Figure 3.1B). To ensure cells within the 

population had similar levels of MCP-GFP expression, a clone was grown up 

from a single transfected cell. Then, the DNA sequence coding for the MS2 RNA 

stem-loops was inserted, by CRISPR gene editing, into the E(spl)mβ-HLH gene, 

a reliable Notch target in Kc167 cells. This yielded a cell line in which nascent 

E(spl)mβ-HLH transcripts would be bound by MCP-GFP, producing a focus of 

accumulated fluorescence at the transcription site (schematic shown in Figure 

3.1A). Also inserted into the gene were a blasticidin resistance cassette between 

two FRT sites, to enable selection of the engineered cells, and a three-kilobase 

section of the lacZ gene (Figure 3.1C) to increase the length of the transcript and 

improve detection of transcription foci (Garcia et al. 2013; Bothma et al. 2014). 
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Figure 3.1. Implementing the MS2 system in Kc167 cells. (A) Schematic 
illustrating the MS2 system. Transcripts of the Notch target gene E(spl)mβ-

HLH contain MS2 stem-loops which are bound by MCP-GFP, leading to an 
accumulation of fluorescence detectable by live imaging. (B) MCP-GFP-

expressing cell line shown both after initial transfection and after cell cloning to 
produce more homogenous GFP levels. Images show immunofluorescence 
staining of GFP. (C) Schematic illustrating E(spl)mβ-HLH gene editing with 
CRISPR. New gene includes the DNA sequence coding for MS2 stem-loops 
(“MS2SL”), part of the lacZ gene and a blasticidin resistance cassette (“BlastR”) 
between FRT sites. (D) Successful gene editing demonstrated by genotyping 
PCR reactions. Positions of primers used are shown by half arrows in C. PCR 
products are formed from reactions 1 to 3 (“rxn 1, 2 and 3”) only when CRISPR 
transfection included guide RNA (“CRISPR +gRNA”) and not in control 
conditions (without guide RNA, “CRISPR -gRNA”, and un-transfected “Kc 
cells”). Continued on next page. 
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Genotyping confirmed successful CRISPR gene editing (Figure 3.1D), and 

reverse transcription-qPCR confirmed that the engineered cell line responded to 

Notch signalling normally, with transcript levels of two Notch target genes 

increasing rapidly within the first 30 minutes of EGTA treatment at comparable 

levels to un-transfected Kc167 cells (Figure 3.1E and F). This included the 

CRISPR-targeted E(spl)mβ-HLH gene, as well as the additional, unmodified 

E(spl)m3-HLH gene. Probes targeted to different regions of the engineered 

construct showed that although transcription terminated before the 3’ end of 

the gene (most likely due to the presence of the blasticidin resistance cassette), 

the tagged E(spl)mβ-HLH gene was still strongly Notch-responsive. These 

engineered cells, referred to here as mβ MS2 cells, can therefore be used to 

monitor the real-time response of E(spl)mβ-HLH to Notch activation. 4 

3.2.2 Characterising the MS2 response to Notch 

Live imaging revealed the full dynamic transcriptional response to Notch when 

activated by EGTA treatment. In order to perform this experiment, cells were 

first imaged continuously in culture medium to observe their pattern of 

fluorescence in the absence of Notch signalling. Imaging was then paused for a 

short time (around two minutes) while the culture medium was removed and 

replaced with a solution containing EGTA, with the cells still on the microscope 

stage. Imaging recommenced and cells were observed continuously for around 

 

                                                     

Figure 3.1 continued (E and F) Engineered mβ MS2 cells and the edited 
E(spl)mβ-HLH gene are Notch-responsive, shown by reverse transcription-

qPCR at the lengths of time indicated after Notch activation by EGTA. Positions 
of primers used are indicated by black arrows in C. Expression of the lacZ 
transcript responds to Notch, and is detected in mβ MS2 cells (F) and not in un-

transfected Kc cells (E). Expression of the 3’ end of the gene is reduced in mβ 
MS2 cells. Relative levels of lacZ and 3’ expression indicate that a large 
proportion of E(spl)mβ-HLH copies are successfully edited. E(spl)m3-HLH 
(“m3”) is shown as another Notch-responsive gene. Mean ± SEM; n = 3. 



Transcription and chromatin dynamics in the Notch signalling response 

64  Zoe Pillidge - September 2018 

two hours. With this experimental set-up, transcription foci were observed in 

many of the mβ MS2 cells only 15 minutes after EGTA addition and remained 

present for a period of time before disappearing (Video 1; Figure 3.2F). 

To obtain precise single cell data from the video, cells were segmented and 

tracked computationally, and the maximum fluorescence values for each cell 

were used as a measure of the intensity of the fluorescent foci (see Materials and 

methods for full details). When maximum fluorescence intensities for individual 

cells were plotted over time, patterns emerged which reflected what was 

observed in the video by eye. In many tracks, the maximum fluorescence level 

increased after EGTA addition and peaked after 15 to 30 minutes before 

dropping back to baseline (Figure 3.2A and B), while other tracks had very flat 

profiles (Figure 3.2D). The peaks in fluorescence were confirmed to represent 

the transcription foci observed. In addition to these common profiles, some 

tracks were erratic and corresponded to poorly segmented and tracked cells; 

these data were therefore discarded from further analysis (see Materials and 

methods for further explanation of this and the number of tracks discarded for 

each experiment). 

It was found that 35 to 40% of the well-tracked cells showed a transcriptional 

response (Figure 3.2A and B) and the majority of transcriptional activity 

occurred in the first 60 minutes after EGTA addition, as illustrated by the mean 

maximum fluorescence from these cells (Figure 3.2C). The remaining cells had 

no detectable transcription foci (Figure 3.2D and E), but it is unclear whether 

this is because the signal was below the level of detection or because these cells 

did not respond. 
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Figure 3.2. Live imaging of Notch-responsive transcription. (A-C) 
Many cells respond to EGTA-induced Notch activation and are labelled 
“Responding Cells”. They upregulate and subsequently down-regulate 
transcription over a period of approximately 60 minutes after Notch activation. 
(D-E) Some cells show no response and are labelled “Non-Responding Cells”. 
Graphs are example tracks illustrating maximum fluorescence intensity from 
individual cells (A, B and D, where A and B show graphs from two independent 
experiments; see Materials and methods for details of data processing), and 
mean maximum fluorescence with standard deviation for all responding (C) or 
non-responding (E) cells. Time zero represents initiation of EGTA treatment to 
activate Notch. Percentages and n numbers (top right) indicate the number of 
cells in each category. (F) Images of mβ MS2 cells at the time points indicated in 
minutes after EGTA treatment, showing transcription foci within 15 minutes of 
Notch activation. (G) Maximum increase in fluorescence at foci plotted for 
individual cells against baseline fluorescence level (see Materials and methods 
for calculation of this). There is no significant correlation, indicating that MCP-

GFP concentration does not strongly influence focus formation. Pearson 
product moment correlation coefficient: r = 0.078, p = 0.40. 
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The intensities of the transcription foci varied greatly from cell to cell. Since 

focus formation depends on the cooperative binding of MCP-GFP to the MS2 

stem-loops (Bos et al. 2016), it is possible that the concentration of MCP-GFP in 

the cell could have affected the formation of foci. Therefore, it was investigated 

whether the intensity of fluorescent foci was influenced by the general level of 

MCP-GFP expression in the cell. To this end, the maximum increase in 

fluorescence measured at transcription foci during the response was plotted 

against the baseline MCP-GFP level for each responding cell (Figure 3.2G). 

Since there was no significant correlation, it appears that the level of MCP-GFP 

expression did not influence fluorescent focus formation and thus the profiles 

obtained are likely to represent the levels of real transcription. 

These initial results suggest that varying E(spl)mβ-HLH transcription levels 

were detectable with the MS2 system in these cells, and that the transcriptional 

response was temporary. 

No transcription foci were observed in control videos without EGTA, showing 

that the response is EGTA-dependent (Video 2; Figure 3.3A and B). To further 

confirm that the fluorescent foci represented sites of active transcription, two 

different transcription inhibitors were added to the cultures. Triptolide inhibits 

the ATPase activity of the transcription initiation factor TFIIH to prevent 

transcription initiation (Titov et al. 2011; Vispe et al. 2009; Henriques et al. 

2013), while flavopiridol prevents the release from Pol II pausing by inhibiting 

P-TEFb (Chao et al. 2000; Henriques et al. 2013). Both of these transcription 

inhibitors were highly effective at inhibiting transcription, based on the levels of 

mRNA produced. Even the low levels of transcription detected in the Notch-

OFF state were abolished (Figure 3.3C). Importantly, when either of these 

inhibitors were added only 10 minutes prior to EGTA treatment, transcription 

foci were no longer detected (Figure 3.3D-G). Together these results show that 

the fluorescent foci represent sites of active transcription and are dependent on 

conditions that activate Notch. 
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Figure 3.3. Observed foci are EGTA-dependent and represent 
transcription. (A and B) Transcription is not detected under control 
conditions (treatment with PBS only). (C) Triptolide and flavopiridol prevent 
transcription of E(spl)mβ-HLH and E(spl)m3-HLH under both Notch-ON (“N-

On”; EGTA treatment) and Notch-OFF (“N-Off”; PBS control) conditions, 
measured with reverse transcription-qPCR. Positions of primers are as in Figure 
3.1C. (D-G) Triptolide (D and F) and flavopiridol (E and G) prevent detection of 
transcription with live imaging. Graphs are example tracks illustrating 
maximum fluorescence intensity from individual cells (A, D and E) and mean 
maximum fluorescence with standard deviation for all cells (B, F and G). Notch 
is activated with EGTA treatment at time zero as in Figure 3.2. Percentages and 
n numbers (top right) indicate the number of cells analysed. 
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EGTA-induced Notch activation relies on the γ-secretase-mediated cleavage to 

release NICD and its subsequent transfer to the nucleus (Krejcí et al. 2009). 

There are varying estimates for how rapidly these steps occur (Kawahashi and 

Hayashi 2010; Ilagan et al. 2011). The mβ MS2 cells provide a powerful system 

for determining the time needed to elicit a transcriptional response to Notch, 

since the time when transcription foci first appear can be found for each cell 

after EGTA addition. Transcriptionally active periods for each cell were 

determined (Figure 3.4A-C), which showed that the majority of responding cells 

had initiated transcription within the first 10 to 15 minutes, and this was highly 

reproducible (Figure 3.4D and E). In contrast, the cessation of transcription was 

more variable, occurring between 30 and 60 minutes after Notch activation. It is 

notable however that the profiles were very similar between cells, with the 

majority showing activity which roughly increased and then decreased within 60 

minutes. These results demonstrate that the Notch response is very rapid and 

highlight its reproducibility. 

To investigate whether there was a relationship between the levels of 

transcription and the duration, the maximum focus intensity was compared 

with transcriptional start and end times on a cell-by-cell basis. Focus intensity 

was negatively correlated with transcriptional start time but positively 

correlated with transcriptional end time (Figure 3.4F and G), meaning that cells 

with higher levels of transcription were detected as responding earlier and had a 

longer response than those with lower levels. This could be due to technical 

detection limits, since enough transcripts must be present to cause sufficient 

fluorescence accumulation for detection, or due to biological reasons. For 

example, cells with lower amounts of Notch present may take longer to reach 

threshold levels of NICD required for transcription, leading to a slower and 

dimmer response, followed by faster depletion of NICD levels to terminate the 

response. 
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Figure 3.4. The timing of the Notch transcriptional response is 
reproducible. (A and B) Transcriptionally active periods (grey boxes) 
indicated with example tracks showing maximum fluorescence intensity for 
individual cells from two independent experiments. (C) Mean maximum 
fluorescence for responding cells from three pooled experiments (green line). 
Grey box indicates the transcriptionally active period determined from the 
mean results shown. Values given are the mean transcriptional start and end 
times determined for the responding cells from three experimental replicates. 
Continued on next page. 
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It was also important to investigate whether the baseline level of MCP-GFP 

fluorescence in each cell affected the timing of focus detection. Therefore, in a 

similar manner, the baseline fluorescence level was plotted against 

transcriptional start and end times (Figure 3.4H and J). While correlations were 

once again detected in one experiment (with transcriptional start time 

negatively and end time positively correlated with baseline fluorescence level), 

these were weaker than the correlations detected between the transcriptional 

timings and maximum focus intensity, and were not reproducible between 

experiments. Thus, it appeared that the varying concentrations of MCP-GFP in 

the cells did not affect the experimental detection of active transcription. And 

therefore, the transcription foci which were present for longer durations indeed 

represented the cells reaching higher peak transcription levels, rather than 

simply the cells with brighter or dimmer average levels of MCP-GFP.5 

 

 

 

                                                     

Figure 3.4 continued (D and E) Histograms of transcriptional start (“Time 
On”, dark green) and end (“Time Off”, pale green) times from two independent 
experiments. Most cells start transcription within the first 15 minutes after 
Notch activation, while the end of transcription varies more between 
approximately 30 and 60 minutes. Percentages and n numbers (bottom right) 
indicate the number of responding cells. (F and G) Transcription level correlates 
negatively with the transcriptional start time (dark green) and positively with 
transcriptional end time (pale green). Maximum increase in fluorescence 
plotted for individual cells against time. (H and J) Baseline fluorescence level 
plotted for individual cells against time. Correlations were not reproducible 
across three replicates (two shown here). Pearson product moment correlation 
coefficients: r = -0.36, -0.24, -0.25, -0.13 for Time On, and r = 0.38, 0.39, 0.21, 
0.032 for Time Off (F, G, H and J, respectively); p = 6x10-6, 0.008, 0.002, 0.1 for 
Time On, and p = 3x10-6, 2x10-5, 0.01, 0.7 for Time Off. Notch is activated by 
EGTA treatment for all data in this figure. 
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To verify that the blasticidin resistance cassette present in the engineered 

E(spl)mβ-HLH gene was not affecting the dynamics of the Notch response, it 

was removed by flippase-induced recombination (Figure 3.5A and B). A 

homogenous population of cells in which the cassette was removed were 

obtained by cell cloning. These cells responded to Notch activation in a similar 

manner to the original mβ MS2 cells, except that the transcription now 

extended through to the 3’ portion of the engineered E(spl)mβ-HLH gene 

(Figure 3.5C). Live imaging confirmed that the dynamics of the response in 

these cells was similar (Video 3; Figure 3.5D and E), with transcription 

occurring rapidly in the responding cells and giving similar fluorescence 

profiles. The most notable difference was that the levels of transcription were 

slightly lower. Most likely as a result of this, as discussed above, the 

transcriptional start times detected were slightly later on average (compare 

Figure 3.5F with Figure 3.4D and E) and transcriptional end times were earlier 

(Figure 3.5F and G). It is possible that a more efficient transcription termination 

in the absence of the blasticidin resistance cassette was partly responsible for 

the earlier end time, and indeed possibly for the lower fluorescence intensity of 

transcription foci, since the efficient release of transcripts from the site would 

reduce the build-up of fluorescence. However, the similarity in the overall shape 

of the response argues that the 3’ UTR does not make a major contribution to 

the qualitative dynamics of E(spl)mβ-HLH transcription. In other words, the 

normal processing of the 3’ end of the transcript is not required for further 

transcription initiation or to regulate bursting behaviour. 
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Figure 3.5. Removal of the blasticidin resistance cassette did not 
alter the speed of the detected transcriptional response. (A) Schematic 
illustrating flippase-induced recombination to remove the blasticidin resistance 
cassette. (B) Successful removal of the blasticidin resistance cassette from 
“Clone cells”, demonstrated by genotyping PCR reactions. Positions of primers 
used are shown by half arrows in A. PCR product is reduced in size in Clone cells 
for reaction 3 (“rxn 3”), and is absent for reaction 4 (“rxn 4”). Un-transfected 
“Kc cells” and “mβ MS2 cells” before flippase-induced recombination are shown 
as controls. (C) Notch-responsive transcription of the edited E(spl)mβ-HLH 
gene from “Clone cells”, demonstrated by reverse transcription-qPCR, with un-

transfected “Kc cells” and “mβ MS2 cells” as controls. Positions of primers are 
as in Figure 3.1C. Data is shown for Notch-ON (“N-On”; EGTA treatment) and 
Notch-OFF (“N-Off”; PBS control) conditions. There is no transcription from 
the blasticidin resistance cassette in Clone cells, and the levels of transcription 
from the 3’ end of the gene match the 5’ end. Mean ± SEM; n = 2. Continued on 
next page. 
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3.2.3 Effects of MG132 on the dynamics of the Notch response6 

Pulse-chase experiments suggest that the termination of the Notch response is 

due to the degradation of NICD, and it is proposed that NICD becomes post-

translationally modified and targeted to the proteasome (Fryer et al. 2002, 

2004; Fortini 2009; Ilagan et al. 2011; Guruharsha et al. 2012). To gain insight 

into the speed of NICD degradation in the Kc167 cells, the amount of active 

NICD present at different times following Notch activation was assessed by 

analysing the amounts that co-immunoprecipitated with Su(H) (Figure 3.6A). 

Results showed that the amount of active NICD increased within 30 minutes of 

Notch activation, and the levels then decreased gradually over time. Rather than 

disappearing rapidly to account for the termination of transcription, the levels 

remained quite robust even at 120 minutes post-activation. This suggests that 

either there is a particular threshold of NICD required for transcription, or that 

NICD is becoming inactivated in another way such as post-translational 

modification. When the distribution of NICD in the cells was detected by 

immunofluorescence, it was enriched in the nuclei after activation and 

subsequently became restricted to discrete regions, which may indeed be sites of 

degradation (Figure 3.6B). 

 

                                                     

Figure 3.5 continued (D and E) The detected transcriptional response to 
EGTA-induced Notch activation is largely similar when the blasticidin cassette 
is removed. Graphs are example tracks of maximum fluorescence intensity from 
individual cells (D) and mean maximum fluorescence with standard deviation 
for all responding cells (E). Percentage and n number (top right) indicate the 
number of responding cells. (F) Histograms of transcriptional start (“Time On”, 
dark green) and end (“Time Off”, pale green) times from Clone cells. Start time 
is not altered but end time may be slightly earlier. (G) Maximum increase in 
fluorescence plotted for individual cells against time. As before, transcription 
level correlates negatively with the transcriptional start time (dark green) and 
positively with transcriptional end time (pale green). Pearson product moment 
correlation coefficients: r = -0.44 for Time On, and r = 0.24 for Time Off; p < 
0.05. 
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Figure 3.6. Active NICD levels decrease slowly over time. (A) Active 
NICD levels detected by co-immunoprecipitation with Su(H), shown on 
Western blot probed with NICD antibody, at the times indicated after EGTA-

induced Notch activation. Western blot probed with Su(H) antibody is shown as 
a control. Input indicates protein samples taken before immunoprecipitation. 
Active NICD levels increase dramatically by 30 minutes after Notch activation, 
then decrease slowly. (B) Immunofluorescence staining of NICD in Kc167 cells 
at the indicated lengths of time after EGTA-induced Notch activation. NICD is 
observed on the membrane at zero minutes, and at decreasing levels in the 
nucleus and other compartments after Notch activation. 

 

To investigate whether the decline in NICD levels was due to proteasomal 

degradation, cells were treated with MG132, a widely used proteasome inhibitor 

(Oberg et al. 2001; Wu et al. 2001; Sriuranpong et al. 2002; Chapman et al. 

2006). Surprisingly, when Notch was activated in mβ MS2 cells pre-treated with 

MG132 for five hours, very few transcription foci were detected within the first 

60 minutes, suggesting that the normal transcription response of E(spl)mβ-

HLH did not occur (Figure 3.7A and C). The length of treatment was chosen to 

be similar to previous studies (Wu et al. 2001; Dale et al. 2003; McGill and 

McGlade 2003). Since the possibility of indirect effects occurring is likely to 

increase with time, it would instead have been an improvement to optimise the 

length of treatment by testing when the proteasome was successfully inhibited 

using a Western blot for ubiquitinated proteins (Lundgren et al. 2005). 

However, when MG132 was added only in conjunction with the EGTA and not 

before, the result was similar, with far fewer cells responding than normal. 
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Figure 3.7. MG132 treatment disrupts transcription dynamics. (A-D) 
The transcriptional response to EGTA-induced Notch activation is disrupted by 
the inhibitor MG132. Most cells do not respond (A and C), while a small 
proportion show a delayed and increasing transcriptional response (B and D). 
(E and F) Control cells treated with DMSO have a normal transcriptional 
response to EGTA-induced Notch activation. Graphs are example tracks of 
maximum fluorescence intensity from individual cells (A, B and E) and mean 
maximum fluorescence with standard deviation for all cells in each category (C, 
D and F). Percentages and n numbers indicate the number of cells in each 
category. (G) Effect of MG132 on active NICD levels detected by co-

immunoprecipitation with Su(H), shown on Western blot probed with NICD 
antibody, with (“+EGTA”) and without (“-EGTA”) 30-minute EGTA induction of 
Notch. Western blot probed with Su(H) antibody is shown as a control. Input 
indicates protein samples taken before immunoprecipitation. MG132 (“M”) 
severely reduces the level of active NICD produced by EGTA treatment 
compared to controls with DMSO (“D”). 
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Surprisingly, a small proportion of cells acquired foci after a considerable delay, 

suggesting that they had started transcribing E(spl)mβ-HLH much later than 

normal, and in these cases transcription levels gradually increased over time 

(Figure 3.7B and D; Video 4). This behaviour was observed in three 

independent experiments when MG132 was added for five hours (and also in the 

experiment where MG132 was added in conjunction with the EGTA), but always 

only occurred in less than 10% of the cells. This type of profile had not been 

observed before and did not occur in control experiments (Figure 3.7E and F), 

suggesting that it does reflect a real response in the presence of MG132, albeit 

with low penetrance. 

The effects of MG132 were not consistent with a simple model where the drug 

had perturbed the proteasomal degradation of Notch. However, although 

MG132 has been primarily used as a proteasome inhibitor assumed to prevent 

NICD degradation (Oberg et al. 2001; Wu et al. 2001; Sriuranpong et al. 2002; 

Chapman et al. 2006), it was also shown previously to inhibit the γ-secretase 

cleavage of Notch (Brou et al. 2000; Taniguchi et al. 2002; Dale et al. 2003). It is 

possible therefore that MG132 has different effects dependent on concentration, 

and one of its targets appears to be the γ-secretase complex. It was therefore 

important to assess its effects on active NICD levels, so the levels of NICD that 

co-immunoprecipiated with Su(H) in the presence of MG132 were analysed. At 

30 minutes after Notch activation, the amount of NICD present in the 

immunoprecipitate was severely reduced and barely detectable in the MG132-

treated cells (Figure 3.7G). These results were replicated in two independent 

experiments and are therefore consistent with MG132 inhibiting the cleavage of 

Notch. 

These data have two implications. Firstly, they confirm the Notch-dependency 

of the EGTA-induced transcriptional response, since a disrupted formation of 

the active Su(H) complex correlated with a disrupted transcriptional response. 

It is possible that the delayed transcriptional response observed in some cells 

was due to a slower cleavage of Notch, but this would need to be tested by 

assessing active NICD levels at different time points. Secondly, they highlight 

the need to use MG132 with caution when using it as a proteasome inhibitor in 

Notch studies. 
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3.2.4 The dynamic response to ligand-induced Notch activation 

The results show that transcription is initiated very rapidly within 15 minutes of 

EGTA-induced Notch cleavage. Previous experiments in mammalian cells using 

split-luciferase to measure NICD-CSL association made a similar estimate for 

EGTA-mediated complex formation, but have estimated that ligand-induced 

NICD-CSL complexes appear much more slowly (Ilagan et al. 2011). To 

investigate how rapidly ligands can elicit a transcriptional response, a simple co-

culture system was used to activate Notch by the ligand Delta. A Drosophila S2 

cell line expressing Delta was plated first, then the mβ MS2 cells were added to 

the plate. The cells were imaged live throughout the process so that the 

behaviour of the mβ MS2 cells could be analysed as they made contact with the 

Delta-expressing S2 cells. 

Clear transcription foci were observed in around 20% of the mβ MS2 cells after 

they settled onto the plate (Video 5; Figure 3.8C-F), suggesting that Notch had 

been activated and initiated transcription in those cells, and this behaviour was 

observed reproducibly. In agreement, no foci were detected in the absence of S2 

cells, even when the mβ MS2 cells were manipulated in a similar manner 

(Figure 3.8G). 
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Figure 3.8. Ligand-induced Notch activation takes longer and can 
signal via cell projections. (A) Immunofluorescence staining of Delta 
(magenta) in co-cultured S2 and mβ MS2 cells. S2 cells express Delta from the 
inducible pMT promoter, while mβ MS2 cells show no staining. mβ MS2 cells 
are marked by their MCP-GFP expression (green) and DNA is stained with 
Hoechst (cyan). (B) Cells have many projections, shown by a live plasma 
membrane stain (magenta) of S2 cells. An mβ MS2 cell (green) is observed 
interacting with these projections. Continued on next page. 
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The transcription foci appeared quickly after addition of the mβ MS2 cells, and 

at first glance it appeared that some responding mβ MS2 cells were not in 

contact with any S2 cells, raising the question of how the receptor could have 

been activated (Figure 3.8E).7However, closer examination revealed that there 

were dynamic cell projections on the surface of both the mβ MS2 cells and the 

Delta-expressing S2 cells. These were also detected in fixed cells (Figure 3.8A), 

and became even more apparent when a live plasma membrane stain was used 

(Figure 3.8B). It was therefore likely that all mβ MS2 cells touching the plate 

were in contact with an S2 cell via one or more projections. As illustrated by the 

examples in Figure 3.8C-F, the response levels were robust even for cells 

signalling through projections, and there were similar strong responses 

regardless of whether the cells were in close contact or more distant from one 

another. Due to the low sample size from these experiments, the effect of the 

extent of contact between the cells on the transcription levels or timing could 

not be analysed. Nonetheless, it is a remarkable result that transcription 

occurred at a sufficient level for detection even when signalling took place 

through contacts between cellular projections. 

 

                                                     

Figure 3.8 continued (C-F) The Notch transcriptional response can be 
triggered by ligand-induced activation, either from an adjacent cell (C and D) or 
at a greater distance, most likely via projections (E and F). Examples are shown 
by images of co-cultured S2 and mβ MS2 cells at the time points indicated in 
minutes after the mβ MS2 cells settled onto the plate (C and E), and their 
individual tracks of maximum fluorescence intensity, where time zero is the 
time the cells settled onto the plate (D and F). (G) No transcriptional response is 
observed in control experiments where S2 cells are excluded, shown as mean 
maximum fluorescence with standard deviation for all cells. (H) The ligand-

induced transcriptional response occurs after a 20 to 30 minute delay, 
illustrated by the mean maximum fluorescence with standard deviation for the 
responding cells in a co-culture experiment. Time zero is the time the cells 
settled onto the plate. Percentages and n numbers (top right) indicate the 
number of cells analysed. 
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It took 20 to 30 minutes for the transcription foci to be detected after the first 

S2 cell contact, demonstrated by the mean maximum fluorescence intensity 

from the responding cells (Figure 3.8H). This is in contrast to EGTA-induced 

Notch activation, where transcription was detected within five minutes in some 

cells. The additional delay could be due to events upstream of the S3-S4 Notch 

cleavage. For example, it may take some time for the receptor and ligand to 

come close enough together and physically interact, or the additional S2 

cleavage step could add a significant delay. Alternatively, if transcription can 

only start when a threshold level of active NICD is reached, it could take longer 

to reach this threshold if fewer receptors are activated during the same time 

frame. 

Another notable difference following ligand-induced activation was that some 

mβ MS2 cells exhibited transcription foci for a prolonged period, as illustrated 

by the profile in Figure 3.8F. However others appear to switch off after a period 

of time, more similarly to what was seen with EGTA-induced signalling (Figure 

3.8D). With the current dataset, it is difficult to tell whether the two cell types 

are continuously signalling to each other or whether the interaction provides a 

single pulse of Notch signalling. More data would be required to fully 

understand whether the termination of transcription depends on the 

termination of signalling or something more intrinsic to the E(spl)mβ-HLH 

gene. 

3.3 Discussion 

In this chapter, the MS2 system was used to investigate the transcriptional 

response to Notch signalling with fine temporal resolution. Chemical-induced 

cleavage of Notch was found to give reliable and detectable transcription in a 

subset of the cell population very rapidly, which subsequently switched off. 

Detectable transcription could also be achieved by ligand-induced Notch 

activation, but this involved a delay. 

The MS2 system is inherently quantitative since the fluorescence intensity of 

transcription foci reflects the number of RNA molecules present. However, the 

lower limit of detection depends on the imaging conditions (Corrigan et al. 
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2016). By comparing the foci obtained with the MS2 system with those obtained 

from fluorescence in situ hybridisation experiments, some have estimated the 

lower detection limit to be around six nascent transcripts in the Drosophila 

embryo system (Garcia et al. 2013), while others have increased the number of 

MS2 stem-loops to achieve single molecule detection (Tantale et al. 2016). One 

concern was whether the varying levels of MCP-GFP expression in the Kc167 

cells would affect the detection of different transcription levels. Despite no 

calibration experiments being performed, the lack of correlation between the 

maximum fluorescence value and the baseline fluorescence level for each cell 

promisingly suggested that the increase in fluorescence detected at transcription 

foci likely reflects the level of transcription, rather than an MCP-GFP 

concentration-dependent effect. Furthermore, there were no reproducible 

correlations between the timing or duration of detected transcription and 

baseline fluorescence level, suggesting that in this system, the range of MCP-

GFP levels did not significantly affect the detection of active transcription. 

Further experiments are required to determine the absolute detection threshold 

for this system and thus find out whether the seemingly unresponsive cells are 

likely to be transcribing low levels of E(spl)mβ-HLH or not. 

The number of MS2-labelled nascent transcripts located at the site of 

transcription at any one time depends on the initiation, elongation and 

termination rates of transcription. Attempts have been made to distinguish 

between these by comparing the dynamics produced by MS2 stem-loops 

inserted at the 5’ or 3’ end of the gene (Larson et al. 2011; Garcia et al. 2013; 

Fukaya et al. 2017). Additionally, fluorescence recovery after photobleaching 

(FRAP) has been used, since focus recovery reflects new initiation events 

(Muramoto et al. 2012). These studies concluded that initiation rate was 

stochastic and related to transcription factor binding events, while elongation 

rate was deterministic (but variable), yet it remains to be seen if this is 

universally true. This could mean that Notch signalling upregulates E(spl)mβ-

HLH expression by increasing the number of initiation events via Su(H)-NICD-

Mam complex binding to enhancers. However, E(spl)mβ-HLH is thought to be 

regulated by promoter-proximal pausing involving the co-repressor Groucho 

(Kaul et al. 2014, 2015), and is therefore likely to also be regulated by the release 

from pausing, as has been found for genes regulated by TNFα (Danko et al. 
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2013). Since it had been shown previously that depletion of Groucho by RNAi in 

Kc167 cells reduces Pol II pausing at E(spl)mβ-HLH (Kaul et al. 2014), it would 

be interesting to see if this manipulation changes the dynamics of transcription 

measured by the MS2 system. 

Although transcriptional bursting has been shown to be a widespread 

phenomenon (Nicolas et al. 2017), individual bursts were not easily 

distinguished for E(spl)mβ-HLH in the Kc167 cells (see Figure 3.2A and B). 

With EGTA treatment, the majority of responding cells appeared to have one 

“on” period without discrete bursts (Figure 3.2A, left). And where some cells 

exhibited short “off” periods during their response (Figure 3.2A, right), the 

“bursts” in between differed in size greatly. In the experiments using ligand-

induced activation, some plots appeared to have bursts (see Figure 3.8F), 

although a larger sample size would be needed to assess this computationally. 

These bursts could either have occurred due to lower levels of transcriptional 

activation induced by fewer molecules of released NICD, or they could result 

from pulses in the upstream signalling. 

At first glance, it may appear that this supports a model where transcriptional 

output is regulated by burst size. However, it has been argued that at high burst 

frequencies individual bursts merge in an additive manner when measured by 

the MS2 system, giving misleading results (Fukaya et al. 2016; Wang et al. 

2018), and it is possible that this is the case here. If the fluorescence produced 

by an individual burst falls below the detection limit, the transcription foci 

observed may represent only those cells experiencing transcription bursts in 

quick succession, and this would explain the large variability in transcription 

focus intensity observed. Mathematical modelling would be required to draw 

firm conclusions about bursting in this system. 

Regardless of whether the differences in intensity observed are due to a 

different burst size or frequency, it will be interesting to identify what controls 

the level of the response. For example, the transcriptional output of E(spl)mβ-

HLH may be determined by the concentration of active NICD in the cell, which 

could be tested for example by the expression of a fluorescently-tagged NICD 

protein. Alternatively, there may be a greater degree of stochasticity in the 
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response, intrinsic to the gene being transcribed. One way to distinguish 

between the effects of extrinsic and intrinsic factors is to observe cells with two 

transcription foci, formed as a result of both copies of the E(spl)mβ-HLH gene 

being edited. While the computational analysis of two foci within a single cell is 

complicated, by eye some cells were observed to have two active sites of 

transcription at once. When this occurred, the responses were similar, with the 

two foci responding to Notch activation within the normal time window. 

However, the exact intensity and duration of transcription appeared to differ 

within single cells, fitting with a model of stochastic transcription initiation, 

although further analysis is needed to confirm this. 

While the intensity of the transcriptional response differed from cell to cell, the 

speed of the response was highly reproducible, with the majority of observed 

transcription being detectable within the first 15 minutes after chemical-

induced Notch activation. This is in line with previous experiments in 

mammalian and Drosophila cells where NICD was detected in the nucleus or 

target genes were upregulated shortly after calcium chelation (Kawahashi and 

Hayashi 2010; Ilagan et al. 2011; Housden et al. 2013), confirming that the 

trafficking of NICD to the nucleus to activate target genes can occur very 

rapidly. Interestingly, different classes of genes were identified in the 

Drosophila cells, some of which had a more delayed response to Notch 

signalling (Housden et al. 2013), indicating that some genes may be less poised 

for transcription, perhaps due to a lack of Pol II pausing, and take longer to 

become activated. It would be very interesting to analyse a gene which exhibits a 

delayed response to Notch with the MS2 system to observe whether the 

dynamics differ from E(spl)mβ-HLH. 

Another study identified that the mammalian target genes Hes1 and Hey1 

respond differently to Notch signalling, with Hes1 responding to a short pulse of 

signalling while Hey1 requires a longer period of sustained signalling. The two 

modes of signalling were found to be elicited by the two ligands Delta-like1 and 

Delta-like4, respectively, making an exciting link between ligand expression and 

target gene activation (Nandagopal et al. 2018). However, the time resolution of 

this study was a matter of hours since it relied on the expression of reporter 

proteins, so it remains to be seen how different ligands could affect the Notch 
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response on a finer timescale. Additionally, it is unclear how a broad change in 

NICD level over a period of several hours is translated into the transcriptional 

outcome. The fact that E(spl)mβ-HLH responded more slowly with the MS2 

system when Notch was activated by ligands on neighbouring cells suggests that 

cell-cell signalling events upstream of Notch cleavage take significant time to 

occur. A similar conclusion was drawn by others using a single-cell optogenetic 

approach, where the delay due to ligand-induced NICD production was 

estimated to be around 50 minutes (Isomura et al. 2017). An alternative 

explanation is that when fewer Notch receptors are cleaved it takes longer for 

enough NICD to accumulate for detectable transcription. 

The results presented in this chapter are significant for the understanding of 

Notch signalling mechanisms for several reasons. Firstly, very few previous 

studies have analysed the Notch response with such high temporal resolution or 

on a single cell basis. It has become apparent for other signalling pathways that 

the temporal dynamics of signalling can encode additional information (Purvis 

and Lahav 2013). For example, the dynamics of transcription factor NF-κB 

activity (nuclear localisation) differ depending on the concentration of 

activating TNFα signalling in terms of the speed of response and number of 

oscillations, driving the expression of different target genes (Tay et al. 2010). 

And while it has been known for some time that the different outcomes driven 

by epidermal (EGF) and nerve (NGF) growth factors via the same cascade in rat 

adrenal PC-12 cells depend on the different dynamics of ERK activation 

(Marshall 1995), recent experiments in single cells highlight the heterogeneity of 

the response (Ryu et al. 2015). Therefore, it is possible that the temporal 

encoding of signalling information is widespread and should not be overlooked 

in the case of Notch signalling. 

Secondly, while most cell fate decisions during development are thought to be 

governed by a rigid set of conditions and inputs, some examples appear to be 

stochastic (Losick and Desplan 2008), including many where Notch signalling is 

implicated. The process of lateral inhibition, whereby small differences in gene 

expression between neighbouring cells are amplified by feedback loops leading 

to the spatial separation of cells with the same fate, is thought to depend on an 

initial stochastic imbalance (Sjöqvist and Andersson 2017). Many examples of 
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lateral inhibition, such as in the patterning of epidermal sensory bristles in 

Drosophila (Corson et al. 2017) or inner ear hair cells in the mouse (Basch et al. 

2016), depend on Notch signalling. Being able to measure and characterise the 

stochasticity and cell-to-cell variability in the transcriptional Notch response is 

thus helpful for understanding this type of cell fate decision. 

Finally, unlike other signalling mechanisms that rely of diffusible extracellular 

signals, Notch signalling is thought to be restricted to neighbouring cells, since 

in most animals, both the receptor and ligands are transmembrane proteins. 

The surprising result that the Notch response could be stimulated from 

signalling via cell projections gives the possibility that Notch signalling could act 

over longer distances, which has been proposed by several recent studies. 

Lateral inhibition-driven bristle spacing in Drosophila has been found to rely on 

basal actin-based filopodia spanning several cell diameters (Cohen et al. 2010), 

and the development of zebrafish stripes involves Notch signalling via thin 

projections between the two cell types, xanthophores and melanophores 

(Hamada et al. 2014; Eom et al. 2015). Therefore, this is a useful observation 

strengthening the argument that Notch signalling can occur through very small 

contact areas. It would be interesting to compare how the transcriptional 

response differs when Notch signalling is activated by cell contacts compared to 

soluble ligands, as found in C. elegans (Chen and Greenwald 2004; Komatsu et 

al. 2008). 

The experiments presented in this chapter are novel and illustrate a successful 

method for measuring the Notch response on a temporal and single cell level. 

This will be a valuable system in which to evaluate different aspects of Notch 

signalling such as the response to different levels of signalling or different 

ligands. With mathematical modelling this system could give insight into the 

regulation of transcription initiation, elongation and termination rates by Notch 

signalling, contributing to a greater understanding of transcription regulation 

during development. 

  



Transcription and chromatin dynamics in the Notch signalling response 

86  Zoe Pillidge - September 2018 

 



Chapter 4: Chromatin dynamics in the Notch response 

Zoe Pillidge - September 2018   87 

4 CHROMATIN DYNAMICS IN 
THE NOTCH RESPONSE 

4.1 Introduction 

In chapter 3 the rapidity of the Notch response was illustrated, with Notch-

dependent transcription occurring within 15 minutes of Notch cleavage. To 

allow target genes to be so receptive to Notch, yet appropriately constrained in 

the absence of signalling, the chromatin structure must be highly regulated. 

Notch signalling has been reported to interact with various chromatin modifiers 

(Takeuchi et al. 2007; Yatim et al. 2012; Yu et al. 2013), and changes in histone 

PTMs occur at enhancers during Notch activation (Castel et al. 2013; Wang et al. 

2014a; Skalska et al. 2015). While these findings make it clear that chromatin 

structure regulation is crucial for Notch signalling, it is still unknown how the 

interplay of these factors brings about the correct response mechanistically. The 

experiments in this chapter aim to address how the chromatin structure 

influences Su(H) binding and how this is regulated. 

By switching between different partners in the Notch-OFF and Notch-ON state, 

CSL has a complex association with the chromatin (Bray and Gomez-Lamarca 

2018). Beyond the immediate co-repressors and co-activators that interact 

directly with CSL (Hairless and Mam in Drosophila), many additional 

chromatin regulators have been found to modify CSL function. To name a few, 

the demethylase LSD1 has been shown to be important both for repression and 
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activation of Notch targets (Wang et al. 2007; Di Stefano et al. 2011; Yatim et al. 

2012), the histone chaperone CAF-1 modulated the binding of Su(H) to 

enhancers (Yu et al. 2013), and a SWI/SNF chromatin remodelling subunit 

Baf60c was required for Notch-dependent transcription in mouse embryos 

(Takeuchi et al. 2007). 

Genome-wide studies led to the finding that CSL binding increases with Notch 

signalling at Notch-responsive enhancers (Krejcí et al. 2009; Wang et al. 2011; 

Castel et al. 2013; Wang et al. 2014a), but the mechanism for how this is caused 

was not known. Additionally, the chromatin states at Notch target genes have 

been identified and changes in histone PTMs have been found to occur in 

response to Notch signalling (Castel et al. 2013; Wang et al. 2014a; Skalska et al. 

2015). In Drosophila, these changes have been most clearly observed at the 

Enhancer of split complex (E(spl)-C), a 60-kilobase region where 11 highly 

Notch-responsive genes are concentrated (Bailey and Posakony 1995; Cooper et 

al. 2000; Housden et al. 2013; Schaaf et al. 2013). Notch signalling dramatically 

upregulates H3K27 and H3K56 acetylation at this locus (Skalska et al. 2015). 

While these findings were ground-breaking, they do not reveal the underlying 

mechanisms for how they contribute to Notch-responsive transcription. For 

example, it is unclear what causes these chromatin changes and what functional 

effect they have on the cellular outcome. 

In this chapter, the dynamic nature of the chromatin structure is studied, giving 

new insight into the features of Notch-responsive enhancers. A chromatin 

remodelling complex essential for the Notch response is identified, and the 

mechanistic basis for its involvement is examined. 

4.2 Results 

4.2.1 Ectopic Notch signalling causes largescale changes in 
chromatin structure 

The Drosophila larval salivary gland has been used extensively with live imaging 

to study intranuclear dynamics due to its large nuclei (Yao et al. 2006, 2007, 

2008). Endoreplication in this tissue results in polytene chromosomes; many 
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copies of the DNA are aligned such that each genomic locus occupies a single 

position (Rodman 1967). To take advantage of these characteristics, the Bray 

group set out to use live imaging tools to study mechanisms required for Notch-

dependent transcription in the salivary gland. Normally there is no Notch 

activity in the third instar salivary gland (Notch-OFF), except in the imaginal 

ring, but Notch activity can be provided by the expression of a constitutively-

active form of Notch, NΔECD (Notch-ON; Gomez-Lamarca et al. 2018). As part of 

this project, the E(spl)-C was non-intrusively labelled using the ParB-INT 

system, where the fluorescently-labelled ParB protein binds and oligomerises at 

the INT DNA segment within the locus, allowing a single bright band of 

fluorescence to be visualised (Saad et al. 2014; Gomez-Lamarca et al. 2018). 

This makes it possible to observe changes at a specific Notch-regulated locus. 

Indeed, when the E(spl)-C was labelled on both homologous chromosomes with 

different fluorescent proteins, the overall architecture of the locus was visible 

(Figure 4.1A and B). Notably, in Notch-ON conditions, the two chromosomes 

appeared more open with more intermingling between them (Figure 4.1B). This 

correlates with the increased activity of the E(spl)-C genes (shown by changes in 

mRNA production in Gomez-Lamarca et al. 2018). 

To observe Notch-activated transcription in situ, the MS2 system was adapted 

for use in the salivary gland. In a similar manner to that outlined in chapter 3, 

the genomic E(spl)mβ-HLH gene was tagged with MS2 stem-loops using 

CRISPR gene editing (see Materials and methods). Combining this with a 

ubiquitously-expressed MCP-GFP should allow transcription to be visualised in 

the salivary gland. In agreement with E(spl)mβ-HLH being a direct 

transcriptional target of Notch, transcription foci were only observed in the 

Notch-ON condition (Figure 4.1C), where their distribution was similar to that 

seen with the GFP ParB-INT system (Figure 4.1B). It is unclear at present 

whether each transcription focus observed reflects a single strand of DNA 

transcribing the gene, or whether the DNA is clustered into hubs of 

transcription activity. It is estimated that there are up to around 1000 copies of 

the DNA in these polytene chromosomes (Rodman 1967). As there are fewer 

than 1000 foci detected, it is more than likely that they represent clustered 

transcription sites, although it remains possible that only a subset of the DNA 

copies are utilised for transcription, so that each fluorescent focus is an 
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individual transcription initiation site. Super-resolution microscopy techniques 

(Cho et al. 2016), perhaps combined with mutants affecting the number of 

salivary gland endoreplication cycles (Weng et al. 2003), could help to resolve 

this. 

 

 

Figure 4.1. The E(spl)-C changes structure in Notch-ON nuclei. (A and 
B) Live imaging of ParB1-mCherry (magenta) and ParB2-GFP (green) expressed 
with 1151-Gal4 in Notch-OFF (A; NΔECD expression) and Notch-ON (B; LacZ 
expression) larval salivary gland nuclei. ParB proteins bind to their respective 
INT DNA sequences in the E(spl)-C on the two homologous chromosomes (Saad 
et al. 2014; Gomez-Lamarca et al. 2018). (C) Live imaging of MCP-GFP (green) 
expressed ubiquitously and localising to E(spl)mβ-HLH transcripts via MS2 
stem-loops in the Notch-ON (NΔECD expression) condition. In control conditions 
(Notch-OFF; LacZ expression), MCP-GFP is seen in the space outside of the 
chromosomes and in the nucleolus. DNA is stained with Hoechst 33342 (cyan, A 
and B; blue, C). 
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Considering the apparent changes observed at the E(spl)-C in response to Notch 

signalling, it was hypothesised that the chromatin itself may be altered to allow 

this upregulation of Notch-dependent transcription. Therefore, GFP-tagged 

histone proteins were used to assess both the general structure of the 

chromosomes and the presence of histone variants at the E(spl)-C under Notch-

ON and Notch-OFF conditions (Figure 4.2; Henikoff et al. 2000; Ahmad and 

Henikoff 2002). In order to do this, the histones were expressed using 1151-Gal4 

along with either NΔECD (Notch-ON) or LacZ in the Notch-OFF control and the 

salivary gland nuclei were imaged. Without Notch signalling, both the canonical 

histone H3-GFP and histone variant H3.3-GFP were present at low levels at the 

E(spl)-C compared to surrounding regions (Figure 4.2A and C, Notch-OFF). 

However, under Notch-ON conditions, the relative levels of H3.3-GFP were 

greatly increased at the E(spl)-C compared to surrounding regions (Figure 4.2A, 

Notch-ON). This was highly reproducible, as seen from quantifications of 

relative fluorescence intensity across the locus in images taken from multiple 

nuclei in live salivary glands (Figure 4.2B). No such change was detected when 

the effects on histone H3 were examined in a similar manner (Figure 4.2C and 

D). 

It should be noted that the changes detected represent changes in histone-GFP 

levels within or in the vicinity of the 60-kilobase region and cannot distinguish 

between histones incorporated at gene bodies versus intergenic regions. 

However, histone H3.3 has been associated with actively-transcribed genes and 

can be incorporated into the chromatin independently of DNA replication 

(Ahmad and Henikoff 2002; Wirbelauer et al. 2005). To verify that the Notch-

dependent increase in H3.3-GFP was replication-independent, a mutant form of 

histone H3.3 was used, H3.3core-GFP, which is only incorporated in a 

replication-independent manner (Ahmad and Henikoff 2002). Indeed with 

H3.3core-GFP the same effects were seen as with H3.3-GFP. Little H3.3core-GFP 

was present at the E(spl)-C in Notch-OFF conditions (Figure 4.2E and F, Notch-

OFF), and high levels were recruited in Notch-ON nuclei (Figure 4.2E and F, 

Notch-ON). This argues that the local increase in H3.3 concentration at the 

E(spl)-C is not due to an increased level of endoreplication at this locus and 

likely reflects incorporation associated with Notch-induced gene activation. 
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Figure 4.2. Histone H3.3 levels increase at the E(spl)-C in Notch-ON 
nuclei. Legend on next page. 
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4.2.2 The BRM chromatin remodelling complex promotes high 
chromatin accessibility at Notch-regulated enhancers8 

The changes in E(spl)-C architecture and the incorporation of histone H3.3 in 

the vicinity of Notch-regulated genes suggest the involvement of chromatin 

remodelling complexes or histone chaperones. As well as the change in histone 

H3.3 levels, Notch activation in the salivary gland promotes a robust and 

detectable recruitment of Su(H)-GFP to the E(spl)-C when imaged live (Figure 

4.3A; Gomez-Lamarca et al. 2018). This band of fluorescence is not observed in 

the Notch-OFF condition and thus represents increased recruitment of 

activating complexes. This was therefore used as a powerful assay to investigate 

which chromatin regulators might be required. Su(H) recruitment was assessed 

under conditions where different chromatin remodellers and histone 

chaperones were depleted by RNAi, to identify whether any of these 

manipulations would prevent this Notch-dependent effect on Su(H). In most 

cases, little or no change was detected. For example, depletion of components in 

the ISWI, NuRD or INO80 chromatin remodelling complexes (Bouazoune and 

Brehm 2006) failed to perturb Su(H) recruitment (Figure 4.3). Likewise, 

knockdown of chromatin assembly factors (CAFs) associated with canonical 

replication-coupled nucleosome assembly (Burgess and Zhang 2013) or 

 

                                                     

Figure 4.2 continued (A, C and E) Live imaging of histone-GFP (green) and 
ParB-mCherry (magenta) expressed in larval salivary gland nuclei using 1151-

Gal4. H3.3-GFP levels are increased at the E(spl)-C in Notch-ON nuclei (A; 
NΔECD expression) compared to control Notch-OFF nuclei (A; LacZ expression). 
The same is seen with H3.3core-GFP (E), but there is little change in H3-GFP 
between Notch-OFF and Notch-ON nuclei (C). ParB-mCherry marks the E(spl)-

C as in Figure 4.1A and B. Yellow dotted box contains the E(spl)-C and yellow 
arrow indicates the position of the E(spl)-C on the chromosome. (B, D and F) 
Quantifications (see Materials and methods for details) of relative fluorescence 
intensity of histone-GFP and ParB-mCherry across the E(spl)-C in Notch-OFF 
(upper) and Notch-ON (lower) conditions. Mean ± SEM; n ≥ 5. 
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chaperones associated with histone H3.3 deposition such as DEK (Sawatsubashi 

et al. 2010) and Yemanuclein (YEM; Orsi et al. 2013) had no effect (Figure 4.3). 

 

Figure 4.3. Chromatin remodelling factors required for Su(H) 
recruitment. (A) Effects from depleting chromatin remodellers and histone 
chaperones, as indicated, by RNAi on recruitment of Su(H)-GFP in Notch-ON 
nuclei (NΔECD expression). In all conditions shown except Moira RNAi, nuclei 
exhibit a bright accumulation of Su(H)-GFP at a single locus when imaged live. 
(B) Percentage of Notch-ON nuclei retaining a single clear band of Su(H)-GFP 
when the indicated RNAi was co-expressed with NΔECD. For each genotype, 5 
nuclei in each of ten glands were scored (50 nuclei total). **** Moira RNAi 
resulted in a significant number of nuclei losing the fluorescent band when 
compared to the w RNAi control; p<0.0001, two-tailed Fisher’s exact test. 

 

However, manipulation of the BRM SWI/SNF chromatin remodelling complex 

had a striking effect. Knockdown of the core components Moira and Snr1 

(Mohrmann and Verrijzer 2005) by RNAi reduced Su(H) recruitment, with 

Moira RNAi preventing any visible localisation of Su(H)-GFP in all nuclei 

(Figure 4.3) and Snr1 RNAi preventing a single clear band of recruitment in 

most nuclei (Figure 4.4A and B). Additionally, all visible recruitment of Su(H)-

GFP was prevented by the expression of a dominant negative form of the Brm 

ATPase, BrmK804R (Figure 4.4A and B; Elfring et al. 1998). 
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Figure 4.4. Core components of the BRM complex are required for 
Su(H) recruitment. (A) Effects from perturbing BRM complex components, 
as indicated, on recruitment of Su(H)-GFP in Notch-ON nuclei (NΔECD 
expression). All show depletion by RNAi except BrmK804R, which is dominant-

negative Brm expression. Only the core components of the BRM complex 
affected the accumulation of Su(H)-GFP at the E(spl)-C. (B) Percentage of 
Notch-ON nuclei retaining a single clear band of Su(H)-GFP when the indicated 
manipulation was performed in the presence of NΔECD expression. **** 
Manipulation of core components resulted in a significant number of nuclei 
losing the fluorescent band when compared to the w RNAi control; p<0.0001, 
two-tailed Fisher’s exact test. (C) Effect of Snr1, Bap170 (1) and polybromo 
RNAi in salivary glands on Snr1, Bap170 and polybromo cDNA levels 
respectively, measured by reverse transcription-qPCR; percentage cDNA 
compared to w RNAi control. All reduce their respective cDNA levels, with 
polybromo RNAi causing a greater reduction than Snr1, despite not having an 
effect on Su(H) recruitment. Mean ± SEM; n ≥ 2. Continued on next page. 

 



Transcription and chromatin dynamics in the Notch signalling response 

96  Zoe Pillidge - September 2018 

Two types of BRM complexes have been characterised in Drosophila, BAP and 

PBAP. These are distinguished by the presence of OSA in BAP and of BAP170 

and Polybromo in PBAP (Mohrmann and Verrijzer 2005). However when these 

BAP or PBAP-specific components were depleted, no effect on Su(H) 

recruitment was detected. Depletion of OSA, BAP170 or Polybromo by RNAi did 

not prevent the band of Su(H)-GFP recruitment, despite clear reductions in 

their RNA and protein levels (Figure 4.4C-G). The knockdown of Polybromo led 

to a greater reduction in RNA levels than that of Snr1 (Figure 4.4C), and no OSA 

protein remained detectable after depletion by one of the RNAi lines (Figure 

4.4D and E). This evidence suggests that either the two complexes can 

compensate for each other or that the specialised subunits are not necessary for 

the Notch-mediated effects on chromatin.9 

Since the BRM complex is known as a chromatin remodeller which functions to 

alter chromatin structure, the molecular approach ATAC (Assay for Transposase 

Accessible Chromatin; Buenrostro et al. 2015) was used to assess whether there 

were any local changes in chromatin accessibility at the E(spl)-C under several 

conditions. The results were analysed using qPCR with probes targeted to a 

number of regions across the E(spl)-C (regions illustrated in Figure 4.5A). 

Firstly, ATAC was performed in Notch-OFF and Notch-ON conditions, where 

Notch was activated by NΔECD expression controlled by 1151-Gal4 (Figure 4.5B; 

 

                                                     

Figure 4.4 continued (D and F) Immunofluorescence staining of OSA (D, 
magenta) and BAP170 (F, magenta) in salivary glands expressing osa (2) and 
Bap170 (1) RNAi respectively, compared to w RNAi control glands. osa (2) 
RNAi depletes all detectable OSA protein and Bap170 (1) RNAi removes most 
BAP170 protein. Yellow arrows indicate salivary gland nuclei and yellow 
arrowheads indicate fat cell nuclei for comparison where RNAi is not expressed. 
(E and G) Quantifications of OSA (E) and BAP170 (G) nuclear levels from 
maximum projection images of immunofluorescence staining, with salivary 
gland nuclei normalised to fat cell nuclei. (1) and (2) denote different osa and 
Bap170 RNAi stocks used. 
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data was published in Gomez-Lamarca et al. 2018). The results showed that 

there is a dramatic increase in accessibility across large portions of the E(spl)-C 

in Notch-ON nuclei. Strong increases were detected at the enhancer regions, 

even though these are already relatively accessible in the Notch-OFF state 

compared to surrounding regions. The distal E(spl)m8-HLH region of the 

E(spl)-C, as well as other non-Notch-responsive regions did not change in 

accessibility, in agreement with the fact that these genes are not upregulated by 

Notch in this tissue. 

Secondly, Su(H) was depleted by RNAi to assess its role in chromatin 

accessibility (Figure 4.5C). The same regions across the E(spl)-C that became 

more accessible with Notch activity were found to increase in accessibility with 

Su(H) RNAi, showing that Su(H) has the effect of suppressing accessibility in 

the absence of Notch signalling. It is likely that this occurs through the 

recruitment of co-repressors via Hairless, since a loss of these factors has been 

shown previously to de-repress target genes (Nagel et al. 2005; Chan et al. 

2017). Therefore, the depletion of Su(H) most likely caused a loss of these co-

repressors at the E(spl)-C and de-repression. The accessibility did not increase 

with Su(H) RNAi to the same extent as in the Notch-ON nuclei, highlighting 

that the effects of Notch on accessibility cannot solely be explained by a loss of 

repression. 
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Figure 4.5. Chromatin accessibility of the E(spl)-C is regulated by 
Notch signalling and dependent on the BRM complex. (A) Genomic 
region encompassing the E(spl)-C; green graphs indicate ChIP enrichment for 
Su(H) in Kc167 cells (Log2 scale is -0.5 to 2.9; data obtained by Jin Li and 
published in Skalska et al. 2015); gene models are depicted in dark blue. 
Positions of primer pairs used in qPCR experiments are indicated with black 
arrows. Abbreviations are as follows: “igr” = intergenic region, “tr” = transcribed 
region and “enh” = enhancer. Continued on next page. 



Chapter 4: Chromatin dynamics in the Notch response 

Zoe Pillidge - September 2018   99 

Finally, chromatin accessibility was measured in the presence of BrmK804R 

expression to test whether the BRM complex regulates accessibility. Despite the 

BRM complex being known as a general chromatin remodeller, which could 

have very widespread effects across the genome, expression of BrmK804R had a 

surprisingly local effect on accessibility measured with ATAC. The accessibilities 

of the E(spl)mβ-HLH and E(spl)m3-HLH enhancer regions were strongly 

reduced in both Notch-OFF (Figure 4.5D) and Notch-ON (Figure 4.5E) 

conditions. The effects in the Notch-ON condition were the most dramatic, with 

BrmK804R mostly abolishing the large increases in accessibility induced by 

Notch across the E(spl)-C, so that the locus resembled that in the Notch-OFF 

condition. These results demonstrate that the BRM complex is necessary to 

maintain a degree of accessibility at enhancers, even before the cells experience 

Notch signalling, and is then essential for the Notch activity-dependent increase 

in accessibility of the E(spl)-C. 10 

 

                                                     

Figure 4.5 continued (B-E) Chromatin accessibility in salivary gland nuclei 
measured by ATAC-qPCR under several conditions; fold enrichment at the 
indicated regions compared to a “Closed ctrl” region. Notch signalling (B; NΔECD 
expression) and Su(H) depletion by RNAi (C) both caused increases in 
accessibility across the E(spl)-C without significant changes at control regions. 
Expression of dominant-negative Brm, BrmK804R, led to reduced accessibility 
of E(spl)mβ-HLH and E(spl)m3-HLH enhancer regions in Notch-OFF 
conditions (D), and to a more widespread reduction in accessibility across the 
E(spl)-C in Notch-ON conditions (E; NΔECD expression). This is in contrast to 
other inducible enhancers and genes where BrmK804R expression caused 
either little change or an increase in accessibility. “Rab11 tr” and “Mst87F tr” 
represent highly and lowly-expressed control genes respectively which do not 
respond to Notch. “Eip78C enh”, “Hr4 enh”, “Dip-B tr” and “Eip75B tr” are 
ecdysone-responsive enhancers and genes (Skalska et al. 2015). “Hsp26 tr” and 
“Hsp70 enh” are regions near to heat shock-responsive promoters (Boehm et al. 
2003). Note the difference in scale between D and E – the changes observed at 
heat-shock regions are similar in both. Mean ± SEM; n = 3; * p<0.05 with two-

tailed Welch’s t-test compared to controls which express LacZ. 
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To determine whether the BRM complex plays the same role at other inducible 

genes, several additional regions were analysed, including heat-shock and 

ecdysone-responsive enhancers and genes. In contrast to the Notch-responsive 

regions in the E(spl)-C, these other regions showed no decrease in accessibility 

in the presence of BrmK804R and, in some cases, actually showed an increase 

in accessibility (Figure 4.5D and E). This was particularly clear at the heat-shock 

promoters of the Hsp26 and Hsp70 genes, which showed an increase in 

accessibility in both the Notch-OFF and Notch-ON experiments, suggesting that 

chromatin remodelling by the BRM complex acts to inhibit these genes. These 

data suggest that SWI/SNF chromatin remodelling has different effects 

depending on the regulatory mechanisms operating, and demonstrate that there 

is some specificity in the role that the BRM complex plays at Notch-regulated 

loci. 

4.2.3 The BRM complex is also required at Notch-regulated targets 
in Kc167 cells 

To test whether the BRM complex is similarly required in another context, its 

role was investigated in Kc167 cells, where Notch signalling can be acutely 

manipulated by chemical treatments. As characterised in detail in chapter 3, 

Notch signalling is rapidly activated by the calcium chelator EGTA (Rand et al. 

2000). As in the salivary gland, gene activation is accompanied by an increase in 

Su(H) recruitment, detectable by chromatin immunoprecipitation (ChIP; 

Skalska et al. 2015). To test the involvement of the BRM complex in this context, 

the core components Brm and Snr1 were depleted by RNAi (Figure 4.6A) and 

the effects on Su(H) recruitment were analysed by ChIP with qPCR. Both in 

Notch-OFF (Figure 4.6B) and Notch-ON (Figure 4.6C) cells, the level of Su(H) 

recruitment was decreased when Brm and Snr1 were depleted, showing that the 

BRM complex is essential for Su(H) recruitment. The transcription of the target 

genes E(spl)mβ-HLH and E(spl)m3-HLH, which are usually strongly induced 

following Notch activation, was also decreased by brm RNAi (Figure 4.6D). 
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Figure 4.6. The BRM complex is required for Su(H) recruitment and 
Notch-dependent transcription in Kc167 cells. (A) Effects of brm and 
Snr1 RNAi on brm and Snr1 cDNA levels respectively, measured by reverse 
transcription-qPCR in Kc167 cells; percentage cDNA compared to GFP RNAi 
control. The knockdowns were highly effective, with only 1-2% of brm and Snr1 
cDNA remaining detectable. (B and C) Knockdown of core components of the 
BRM complex reduced Su(H) recruitment both in Notch-OFF (B) and Notch-

ON (C; EGTA treatment) conditions. Fold enrichment of Su(H) occupancy at the 
indicated positions detected by ChIP-qPCR, relative to input, in Kc167 cells 
treated with brm, Snr1 or GFP RNAi as a control. These data were obtained 
during the rotation project and were therefore submitted for the MRes degree. 
Mean ± SEM; n = 3 (B) and 2 (C); * p<0.05 with one-tailed student’s t-test 
compared to GFP RNAi control. (D) Effects of brm RNAi on E(spl)mβ-HLH 
(“mβ”) and E(spl)m3-HLH (“m3”) induction by Notch activation (EGTA 
treatment) measured by reverse transcription-qPCR, shown as fold difference to 
lacZ RNAi control. Mean ± SEM; n = 3. (E) Effects of BrmK804R expression on 
E(spl)mβ-HLH (“mβ”) and E(spl)m3-HLH (“m3”) expression measured by 
reverse transcription-qPCR. Expression was analysed in stable cell lines 
containing pMT-inducible BrmWT or BrmK804R in the absence (left, 
“Uninduced”) or presence of copper sulfate (right, “Cu2+ induced”). The 
responses of E(spl)mβ-HLH and E(spl)m3-HLH to Notch activation (“Non” = 
EGTA treatment, “Noff” = PBS control) were reduced in the BrmK804R-

expressing cells compared to BrmWT-expressing cells, only when induced with 
copper (right graph). Mean ± SEM; n = 2 (left) and 3 (right); * p<0.05 with one-

tailed student’s t-test comparing BrmWT and BrmK804R. 
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In order to confirm that the ATPase activity of the BRM complex was essential, 

stable cell lines were made expressing BrmK804R or the wild type form, 

BrmWT as a control from the copper-inducible pMT promoter (Yu et al. 2014). 

Expression of E(spl)mβ-HLH and E(spl)m3-HLH was rapidly induced by Notch 

activation in control conditions (Figure 4.6E, Uninduced). However, following 

copper-induced expression of BrmK804R, cells had a significantly reduced 

upregulation of E(spl)mβ-HLH and E(spl)m3-HLH compared to cells 

expressing BrmWT (Figure 4.6E, Cu2+ induced). This shows that the ATPase 

function of the BRM complex is key to the Notch response in these cells. 

4.2.4 Nucleosome turnover increases in response to Notch signalling 
and is BRM complex-dependent 

Chromatin remodellers are thought to slide, replace or eject nucleosomes 

(Längst and Manelyte 2015). Additionally, the histone variant H3.3 has been 

associated with nucleosome turnover (Huang and Zhu 2014; Deaton et al. 2016). 

A short pulse of activity in Kc167 cells induced by EGTA treatment was 

sufficient to bring about a change in chromatin accessibility measured with 

ATAC (Figure 4.7A), suggesting that Notch-dependent chromatin changes may 

be very dynamic and have an ongoing requirement for chromatin remodelling. 

The effect of Notch activation here was smaller than in the salivary gland, partly 

due to difficulties of the technique. In an ATAC experiment, the chromatin is 

tagmented in live nuclei for 30 minutes. Thus, the brief and reversible nature of 

the EGTA-induced Notch response (demonstrated in chapter 3) was more 

difficult to detect with this method. Nonetheless, these results indicated that the 

mechanisms controlling the Notch response may be similar in Kc167 cells. 

Given the results showing changes in accessibility and histone H3.3 levels, 

experiments were performed to measure nucleosome turnover. To do this, the 

CATCH-IT technique was used, which relies on the incorporation of a 

methionine analogue called azidohomoalanine into newly-synthesised proteins 

(Deal et al. 2010; Teves et al. 2012). Click chemistry is used to biotinylated this 

residue so that any chromatin containing newly-synthesised histones can 

therefore be isolated (Figure 4.7B and C). 
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Figure 4.7. Nucleosome turnover at Su(H)-bound enhancers is 
increased in Notch-ON cells and is dependent on the BRM complex.  
(A) Chromatin accessibility across the E(spl)-C in Notch-ON (30-minute EGTA 
treatment) and Notch-OFF (PBS control) Kc167 cells detected by ATAC-qPCR. 
Fold enrichment of the indicated regions compared to a “Closed ctrl” region. 
“CTPsyn tr”, “fru tr”, “kay tr” and “vri tr” are highly accessible control regions 
which do not respond to Notch. Mean ± SEM; n = 3. (B) Schematic illustrating 
the CATCH-IT technique. DNA incorporating newly-synthesised nucleosomes is 
labelled and isolated. Continued on next page. 
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CATCH-IT was performed in Kc167 cells by incubating the cells with media 

containing azidohomoalanine after a period of methionine starvation, in the 

presence or absence of NICD. To achieve this, NICD was expressed from the 

copper-inducible pMT promoter (Skalska et al. 2015). Differential levels of 

histone turnover were detected across the E(spl)-C. Notably, the Su(H)-binding 

enhancer regions had high levels of nucleosome turnover compared to 

surrounding regions, and this turnover was significantly increased in the 

presence of NICD (Figure 4.7D). This increase did not occur at control regions, 

including an unresponsive Su(H)-bound enhancer at CG17119, and regions 

within the Rab11 gene (UTR and intron), chosen for their high levels of 

“enhancer”-like chromatin marks and nucleosome turnover in the data 

published for S2 cells (Deal et al. 2010). 11 

 

                                                     

Figure 4.7 continued (C) Samples from different fractions of the CATCH-IT 
DNA isolation procedure shown on a Western blot probed with streptavidin-

peroxidase. “A” denotes samples which have had azidohomoalanine added and 
“M” denotes methionine controls. “A” samples contain higher levels of 
biotinylated proteins and while some of these remain unbound from the 
streptavidin beads, biotinylated proteins are only bound in “A” and not “M” 
samples. (D) Nucleosome turnover measured by CATCH-IT-qPCR; fold 
enrichment over input samples compared to “Sec15 tr” control region. Su(H)-

bound enhancers show increased nucleosome turnover in response to Notch 
signalling. Notch signalling is activated in Kc167 cells by 6 hours of copper-

induced NICD expression (“Notch-ON”) with copper excluded in the control 
(“Notch-OFF”). Mean ± SEM; n = 2; * p<0.05 with two-tailed student’s t-test 
compared to Notch-OFF. (E) brm RNAi reduces nucleosome turnover at Notch-

responsive regions. CATCH-IT-qPCR results as in D after brm or lacZ RNAi as a 
control. Mean ± SEM; n = 5 for all primers, except “p53 tr”, “CG17119 enh”, “sav 
tr” and “Rab11 tr1” where n = 3; * p<0.05 with one-tailed student’s t-test 
compared to lacZ RNAi. Positions of E(spl)-C primers in the genome are shown 
in Figure 4.5A. “p53 tr”, “CG17119 enh” and “sav tr” are control regions located 
near an unresponsive Su(H) binding site. “PPO1 enh” and “Him-Her enh” are 
Su(H)-binding enhancers which are not occupied by Su(H) in Kc167 cells 
(Skalska et al. 2015). “Rab11 tr1”, “Rab11 tr2” and “Sec15 tr” are additional non-

Notch-responsive control regions. 
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Brm was then depleted by RNAi to test whether knockdown of the BRM 

complex would affect the levels of nucleosome turnover measured with CATCH-

IT. Brm depletion resulted in a localised decrease in histone turnover at the 

Notch-responsive regions with relatively little change at control regions (Figure 

4.7E), strengthening the evidence that the BRM complex has a critical role in 

Notch signalling and providing a mechanism by which this may occur. 

Given that histone H3.3 recruitment was increased in Notch-ON cells in vivo, it 

is possible that the increased turnover can be explained by a replacement of 

histone H3 with the histone variant H3.3. The levels of histone H3.3 were 

therefore measured specifically at different genomic regions by expressing V5-

tagged histone proteins in Kc167 cells (Figure 4.8A) and performing ChIP 

(Wirbelauer et al. 2005). When H3-V5 and H3.3-V5 were expressed from a 

constitutive promoter, differential levels of the two variants were found across 

the E(spl)-C (Figure 4.8D-F). Histone H3.3 predominated over histone H3 at 

the Notch-responsive regions of the E(spl)-C. This included the transcribed 

regions of the two target genes E(spl)mβ-HLH (mβ tr) and E(spl)m3-HLH (m3 

tr) and nearby enhancer regions (mβ enh, mβ-mα igr and m3 enh). However, 

the levels of the two variants were similar at the unresponsive E(spl)m8-HLH 

region (m8 tr). Notch signalling, when induced by either EGTA treatment 

(Figure 4.8D) or NICD expression (Figure 4.8E), did not result in a detectable 

change in levels of either histone protein at the regions tested, despite clearly 

inducing target gene expression (Figure 4.8B and C). The effects of Brm 

depletion were also minor, with brm RNAi giving slight reductions in histone 

H3.3 levels within gene bodies but no change at the enhancers (Figure 4.8F). 

Together, these data argue that there is no gross change in the overall levels of 

histones H3 or H3.3 during an acute Notch response, and that the BRM 

complex is not essential for H3.3 incorporation at enhancers. Thus, the BRM 

complex-dependent Notch-responsive accessibility at Su(H)-bound enhancers 

cannot be explained by a simple model of histone H3.3 replacement. 
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Figure 4.8. Notch activation or BRM complex depletion does not 
affect the overall distribution of histones H3 and H3.3. (A) H3-V5 
(“pIB-H3-V5”) and H3.3-V5 (“pIB-H3.3-V5”) expression in stable cell lines 
compared to un-transfected “Kc cells”. Western blots probed with H3 and V5 
antibodies. V5-tagged histones have a larger molecular weight and are not 
detectable in the H3 blot due to low levels of expression in comparison to 
endogenous histone H3. Continued on next page. 
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The experiments above measure the steady-state levels of histones, but do not 

give insight into their rates of turnover. To investigate the dynamics of the two 

histone variants in the Kc167 cells, expression of H3-V5 and H3.3-V5 from the 

pMT promoter was induced for varying lengths of time, allowing their 

incorporation over shorter timescales to be measured. By approximately 90 

minutes to three hours after their induction, the labelled histones had started to 

be incorporated into the chromatin, as can be seen from the increasing levels of 

ChIP enrichment and different levels of incorporation of H3.3-V5 between 

regions (Figure 4.9A-D; compare mβ tr, mβ enh and m3 enh with m8 tr). This 

pattern of H3.3-V5 incorporation replicated the pattern seen across the E(spl)-C 

with CATCH-IT, while the levels of H3-V5 incorporation were lower and largely 

uniform. Crucially, the incorporation of H3-V5 and H3.3-V5 was greatly 

reduced following depletion of Brm, in agreement with the BRM complex 

having a key role in nucleosome turnover (Figure 4.9F). This abolished the 

pattern of differential H3.3-V5 incorporation between regions such that the 

Notch-responsive enhancer regions (mβ enh and m3 enh) had similar levels of 

H3.3-V5 incorporation to the unresponsive E(spl)m8-HLH region (m8 tr). 12 

 

                                                     

Figure 4.8 continued (B and C) Effects of Notch activation by EGTA (B) or 
copper-inducible NICD expression (C) on E(spl)mβ-HLH (“mβ”) and E(spl)m3-

HLH (“m3”) expression in stable cell lines expressing H3-V5 and H3.3-V5, 
measured by reverse transcription-qPCR. Both methods of activation strongly 
induce both genes. “N-On” denotes EGTA or copper treatment and “N-Off” 
denotes PBS alone or no copper. (D-F) V5 ChIP-qPCR in Kc167 cells expressing 
H3-V5 or H3.3-V5 from a ubiquitous promoter, with Notch signalling activated 
by EGTA (D) or copper-inducible NICD expression (E), or with Brm depleted by 
RNAi (F); fold enrichment over input samples. Notch activation caused no 
detectable change in levels compared to controls treated with PBS (D) or no 
copper (E). The changes caused by Brm depletion compared to lacZ RNAi 
control were minimal and did not take place at enhancers (F) Mean ± SEM; n = 
3 (D and F) and 2 (E). * p<0.05 with two-tailed student’s t-test compared to 
control. 
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Figure 4.9. Histone H3.3 is incorporated rapidly at Notch-responsive 
enhancers in a BRM complex-dependent manner. (A-D) V5 ChIP-qPCR 
in stable cell lines with H3-V5 and H3.3-V5 expression induced by copper from 
the pMT promoter for 60 minutes (A), 90 minutes (B), 3 hours (C) and 24 hours 
(D), shown as fold enrichment over input samples. Differential incorporation of 
H3.3-V5 across the E(spl)-C is clear after 90 minutes. Experiment performed 
only once at 60 and 90 minute time points (A and B). Mean ± SEM; n = 2 (C and 
D). (E) H3-V5 and H3.3-V5 expression induced for 24 hours in stable cell lines, 
demonstrated by Western blots probed with H3 and V5 antibodies. (F) brm 
RNAi reduces dynamic incorporation of histones H3 and H3.3. V5 ChIP-qPCR 
after lacZ or brm RNAi treatment in cells with H3-V5 or H3.3-V5 expression 
induced for 3 hours, shown as fold enrichment over input samples. Mean ± 
SEM; n = 3. * p<0.05 with two-tailed Welch’s t-test compared to lacZ RNAi 
control. 



Chapter 4: Chromatin dynamics in the Notch response 

Zoe Pillidge - September 2018   109 

4.3 Discussion 

Changes in gene expression are likely to rely on dynamic rearrangements of 

chromatin. The goal of the experiments here was to investigate how such 

chromatin dynamics contribute to the Notch response. Using live imaging and 

molecular techniques, it has been possible to show that Notch activity brings 

about largescale changes at the responding E(spl)-C, including a broad increase 

in histone variant H3.3 levels, a large increase in accessibility and enhanced 

nucleosome turnover. Screening a set of chromatin modifiers identified the 

BRM SWI/SNF chromatin remodelling complex as a crucial component for the 

Notch response. It regulates the accessibility of Notch-responsive genomic 

regions, Su(H) occupancy and the transcriptional output of Notch-responsive 

genes. Furthermore, the BRM complex was required for nucleosome turnover 

broadly across the genome. 

It has been known for some time that Su(H) occupancy increases in response to 

Notch signalling (Krejci and Bray 2007; Castel et al. 2013; Wang et al. 2014a), 

challenging the dated view that Su(H) is stably bound to the DNA while the co-

repressors are displaced by NICD and the co-activators (Borggrefe and Oswald 

2009). However, the mechanisms leading to this increased dynamic recruitment 

of Su(H) were unknown. Previous studies have correlated Su(H) binding sites 

with histone PTMs (Skalska et al. 2015), but it is not clear that an increase in a 

particular histone PTM (such as H3K27 or H3K56 acetylation) could be 

causative for an increase in Su(H) binding. The ATAC data presented in this 

chapter provide a clear rationale for the Su(H) recruitment observed in the 

salivary gland and it is therefore highly likely that Notch-responsive Su(H) 

occupancy is controlled by chromatin accessibility. To distinguish between 

cause and effect, Su(H) RNAi was performed, which highlighted that the role of 

Su(H) in the Notch-OFF state is to inhibit accessibility rather than promote it. 

This is likely to occur via the co-repressor Hairless with its partners, since 

removal of these factors is also known to lead to de-repression (Nagel et al. 

2005; Chan et al. 2017). The repressive state may depend on the maintenance of 

certain histone PTMs, as has been argued in mammalian cells (Oswald et al. 

2016), or on the recruitment of other classes of chromatin remodeller to 

counteract the BRM complex and inhibit chromatin accessibility. 
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A number of studies have previously made links between SWI/SNF chromatin 

remodelling and Notch signalling (Kadam and Emerson 2003; Armstrong et al. 

2005; Das et al. 2007; Takeuchi et al. 2007). In particular, BRM has been found 

to bind to Notch-responsive enhancers (Kadam and Emerson 2003), and Baf60c 

has been shown to physically interact with RBPJ in mammalian cells (Takeuchi 

et al. 2007). However, the mechanistic role of SWI/SNF remodelling in the 

Notch response has not been established. Additionally, SWI/SNF remodelling 

has been shown to both positively (Takeuchi et al. 2007) and negatively (Das et 

al. 2007) regulate Notch target gene expression in different systems. The data 

presented in this chapter provide a possible answer for this discrepancy. It was 

demonstrated that both in Notch-ON and the Notch-OFF states, the BRM 

complex promotes chromatin accessibility and Su(H) recruitment. Therefore, 

since Su(H) acts to repress target genes in the Notch-OFF state, it is possible 

that some Notch target genes are de-repressed by removal of BRM complex 

activity. 

While the number of studies which have reported links between SWI/SNF 

chromatin remodelling and Notch is relatively small, there is robust literature 

documenting connections between SWI/SNF complexes and cancer (for review 

see Nair and Kumar 2012; Hodges et al. 2016), with around 20% of human 

malignancies having mutations in SWI/SNF subunits (Kadoch et al. 2013). 

Since Notch signalling also has a complex role in cancer, in some cases acting as 

an oncogene and in others as a tumour suppressor (Yuan et al. 2015; Aster et al. 

2017), it is possible that some cancer phenotypes could be explained by the 

interaction of the two. For example, SWI/SNF remodelling has been found to be 

required for triple negative breast cancer (Wu et al. 2015), a disease in which 

Notch signalling has an established role (Speiser et al. 2013; Locatelli and 

Curigliano 2017). Both SWI/SNF remodelling and Notch signalling have gained 

interest as therapeutic opportunities for cancer (Yuan et al. 2015; St Pierre and 

Kadoch 2017), so perhaps a combinatorial approach could hold the key to an 

effective treatment. 

SWI/SNF complexes fall into two subclasses, BAF and PBAF-like complexes, 

which are conserved throughout eukaryotic evolution and called BAP and PBAP 

in Drosophila (Mohrmann and Verrijzer 2005). BAP and PBAP are thought to 
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act on different sites in the genome, with OSA (BAP-specific) and Polybromo 

(PBAP-specific) subunits displaying distinct but overlapping patterns on 

polytene chromosomes (Mohrmann et al. 2004). The two complexes have also 

been found to have specialised functions in development (Terriente-Félix and de 

Celis 2009; He et al. 2014). However in this study, BAP and PBAP-specific 

subunits did not appear to be necessary for the function of the BRM complex in 

Notch signalling. This could be explained if there is some redundancy between 

the complexes and either complex is able to function in Notch signalling, which 

could be tested by the dual knockdown of BAP and PBAP-specific subunits. 

However, a previous study found that the removal of OSA, BAP170 and 

Polybromo together did not phenocopy brm null mutants in oogenesis (Carrera 

et al. 2008b). Thus, an alternative explanation may be that the core components 

of the BRM complex have some BAP and PBAP-independent roles. The intricacy 

of BRM complex function is exemplified by its known ATPase-independent 

functions (Kwok et al. 2015; Jordán-Pla et al. 2018). 

The mechanism by which SWI/SNF complexes remodel the chromatin in vivo is 

not well established. It has been shown that removal of SWI/SNF function leads 

to changes in nucleosome positioning, disfavouring precise nucleosome 

placement (Moshkin et al. 2012; Shi et al. 2014), but whether this occurs 

through a sliding or eviction-based means is not clear. The data presented in 

this chapter suggest that the BRM complex is required for nucleosome turnover 

at Notch-responsive enhancers. Nucleosome turnover could be promoted in 

several ways: either by the active eviction of nucleosomes from the chromatin, 

the sliding of nucleosomes to less favourable positions where they become 

dissociated from the DNA, or the displacement of nucleosomes by the 

movement or incorporation of others. Regardless of the precise mechanism, 

these data illustrate the dynamic nature of nucleosomes and highlight that static 

views of nucleosome occupancy cannot give the whole picture. 

The difference between the static and dynamic view is demonstrated by the 

histone ChIP experiments in Kc167 cells. While Notch signalling and brm RNAi 

did not appear to dramatically change the levels of histones H3-V5 and H3.3-V5 

when they were expressed constitutively, the dynamics of histone incorporation 

became apparent when the tagged histones were expressed transiently. The 
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incorporation of histone H3.3-V5 mirrored the results found with CATCH-IT, 

with higher levels of incorporation at Notch-responsive enhancer regions. Both 

H3-V5 and H3.3-V5 levels were reduced by brm RNAi. The effect of brm RNAi 

was more dramatic for H3.3-V5 and led to similar levels of incorporation at all 

regions tested. Further experiments would be required to establish whether an 

even longer period of histone expression would give results more similar to 

expression from the constitutive promoter and whether the removal of copper 

induction would result in histone levels being depleted differentially. 

The result shown in Figure 4.2 that histone H3.3 levels are increased by Notch 

activity in the vicinity of the E(spl)-C in the salivary gland was intriguing, as it 

suggested that histone H3.3 could be part of the mechanism controlling the 

Notch response. However, histone H3.3 is known to be deposited at actively-

transcribed gene bodies, enhancers and telomeres by different mechanisms 

(Campos and Reinberg 2010), so it was not clear at this macroscopic level which 

regions within the E(spl)-C were incorporating an increased level of histone 

H3.3. The data from Kc167 cells suggest that histone H3.3 may be involved in 

BRM complex-dependent nucleosome turnover. However, the dynamic 

incorporation of histone H3 was also affected by brm RNAi, showing that the 

mechanism is unlikely to involve histone H3.3 exclusively. Furthermore, the 

only essential function for histone H3.3 is in male fertility in Drosophila and 

upregulation of histone H3 has been shown to compensate for a lack of histone 

H3.3 (Sakai et al. 2009). Therefore, it is likely that the increase in histone H3.3 

recruitment and turnover can be compensated by similar changes in histone H3 

when it is not present. 

4.3.1 Model 

In light of the data presented in this chapter, the following model is proposed 

and illustrated in Figure 4.10. Su(H) competes with nucleosomes for binding to 

the DNA at enhancers and is unable to bind to closed chromatin. The BRM 

complex actively promotes nucleosome turnover at enhancer regions to 

encourage Su(H) binding and maintain accessibility of these regions. In the 

absence of Notch signalling, Su(H) recruits repressive factors which ultimately 

limit the accessibility of the DNA and counteract the BRM complex. This 
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balance between the BRM complex and repressive factors maintains genes in a 

highly-responsive state, able to change their chromatin and transcription status 

incredibly rapidly. Upon Notch signalling, the nucleosome turnover at enhancer 

regions increases, allowing more Su(H) recruitment to occur. This may be 

required to recruit sufficient levels of transcriptional machinery for rapid 

transcriptional activation. 

 

Figure 4.10. Model of BRM complex action in the Notch response. (A) 
In the absence of Notch signalling, the BRM complex maintains the accessibility 
of Notch-responsive enhancers to allow Su(H) recruitment by promoting 
nucleosome turnover. (B) When Notch signalling is activated, the nucleosome 
turnover at Notch-responsive enhancers increases, increasing the accessibility 
of the chromatin and allowing more Su(H) to bind. The BRM complex is 
essential for the process to occur. Target genes are activated via co-activators. 

 

Since the BRM complex appears to play a key role in nucleosome turnover, it is 

plausible that the BRM complex itself is responsible for the Notch-dependent 

increase in nucleosome turnover. However, another possibility is that the BRM 

complex is required only to set up the Notch-OFF accessibility of enhancers and 

that another factor drives the opening of the chromatin in response to Notch 

signalling. To test this, a system is required in which Notch signalling can be 

activated and the BRM complex subsequently sequestered or rendered inactive. 

If the BRM complex is required continuously to maintain the high accessibility 

of enhancers in the Notch-ON state, removal of BRM complex activity would 

switch off the Notch response. One option to achieve this would be to control 

the localisation of the dominant negative BrmK804R protein with an 

optogenetically-controlled nuclear import signal (Wehler et al. 2016), assuming 

the protein could be modified to remain cytoplasmic in the dark. 
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The studies performed in this chapter have addressed the mechanisms by which 

Notch signalling activates the E(spl)-C genes. However, it will be important to 

understand to what extent the BRM complex is necessary at other Notch targets 

and in other contexts. While many Notch targets increase Su(H) binding in the 

Notch-ON state, other Su(H)-bound sites do not respond in this way (Castel et 

al. 2013). It will be very interesting to see whether BRM complex involvement 

could be a determining factor for the type of response. Genome-wide ChIP-seq 

for Su(H) in the presence of BrmK804R would identify how widespread the 

necessity of the BRM complex is. This has the potential to improve our 

understanding of how Notch targets are specified in a context-dependent 

manner. 
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5 CONCLUSIONS AND 
OUTLOOK 

In this thesis, progress has been made in understanding two key features of the 

Notch signalling response. Firstly, insight has been gained into the temporal 

dynamics of the transcriptional response using a live imaging approach. This 

has also raised a number of questions, especially in the context of ligand-

induced activation, where small areas of contact are sufficient for signalling but 

there is a temporal delay in transcription. Secondly, our understanding of the 

role of chromatin remodelling in the Notch response has been advanced, with 

mechanistic details regarding chromatin accessibility and nucleosome turnover 

at enhancers coming to light. It remains to be seen how widely these 

mechanisms apply. 

5.1 Most significant findings 

The use of the MS2 system to analyse the Notch signalling response of the target 

gene E(spl)mβ-HLH led to unprecedented temporal information about its 

transcription. Active transcription was observed in real time, and thus it was 

found that most cells with detectable responses switch on transcription within 

15 minutes of chemical-induced Notch cleavage, and later switch it off again. 

Interestingly, there was a large heterogeneity in the level of transcription 

detected between cells. And while the start of transcription was fairly 

reproducible between cells, there was more heterogeneity in the times that cells 
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switched off transcription, with cells that transcribed E(spl)mβ-HLH at higher 

peak levels having detectable transcription for longer periods. 

Studies of the chromatin structure gave significant insight into the mechanistic 

role of the BRM SWI/SNF chromatin remodelling complex in Notch signalling. 

It was discovered that the BRM complex controls chromatin accessibility and 

thereby CSL recruitment at Notch-responsive enhancers. BRM complex 

remodelling was found to be required for nucleosome turnover broadly, and 

Notch signalling promoted local increases in nucleosome turnover at Notch-

responsive enhancers, suggesting that the Notch response involves an increase 

in SWI/SNF-dependent nucleosome turnover. These findings are relevant for 

understanding the mechanisms used by SWI/SNF chromatin remodellers to 

change chromatin structure, as well as for understanding the CSL switch from 

repression to activation during Notch signalling. 

5.2 Main unanswered questions 

The MS2 system provided a useful tool for characterising the transcriptional 

response to Notch, but it remains unclear what caused the heterogeneous levels 

of transcription between single cells within the same population. It is possible 

that the experimental design may have contributed to the different levels 

detected, for example if the cooperative binding of MCP-GFP to the MS2 stem-

loops caused small differences in transcriptional output to be amplified. And 

different levels of Notch expression or activation may cause different levels of 

transcription to occur between cells. Furthermore, it is not known how the 

temporal dynamics of the response may change with different levels of Notch 

signalling. This could be tested by expressing different levels of NICD in these 

cells to identify how the level of NICD impacts the response. For example, if the 

levels of signalling are lower, transcriptional bursts may become 

distinguishable, or the level of transcription may be reduced in all cells, with 

fewer cells having detectable levels of transcription. Mathematical modelling 

could help to distinguish whether the level of NICD affects the rate of 

transcription initiation, pause release or elongation. 
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Another question is how the upstream activation of Notch affects the 

transcriptional response. It was shown that ligand-induced Notch activation 

resulted in a delayed response, which could be attributed to the time taken for 

establishing cell contact, cleavage of the receptor or the dynamics of NICD 

trafficking to the nucleus. Further similar studies could provide more insight 

into how the contact area between cells or the number of neighbours influences 

the transcriptional response. It is currently unknown whether the ligands Delta 

and Serrate could promote different transcription dynamics, which could be 

tested in this system. It would also be possible to tag different genes with the 

MS2 system to find out how the dynamics of different Notch targets differ, since 

previous data has shown that target genes can be categorised into different 

classes based on their response profiles to a pulse of signalling (Housden et al. 

2013). Combining these studies could make new links between the mode of 

upstream activation and different transcriptional behaviours. 

Notch signalling activates different genes in different cell types and tissues, and 

so a major question in the field is how this is controlled. Rather than target 

genes simply being on or off, it is possible that the transcriptional dynamics vary 

between cell types. The E(spl)mβ-HLH gene was CRISPR-edited in vivo during 

this PhD and can therefore be analysed with the MS2 system in different live 

Drosophila tissues. Furthermore, combining the MS2 system with studies of 

CSL dynamics in vivo (Gomez-Lamarca et al. 2018) could help to identify how 

local transcription factor binding events affect transcription dynamics. 

Additionally, observing Notch target transcription in an endogenous system 

where signalling directs cell fate, such as the process of neurogenesis in the 

embryo, where lateral inhibition between cells leads to neuroblast selection 

(Wech et al. 1999), could give new insight into the regulation of cell fate choices 

by Notch signalling. It is likely that the precise dynamics of transcription are 

important for this kind of dynamic developmental process. 

It will also be important to find out whether SWI/SNF chromatin remodelling is 

required for Notch signalling in different contexts, which could be tested using 

dominant-negative forms of the ATPase subunit (de la Serna et al. 2001; Zraly et 

al. 2006; Marathe et al. 2013). It is plausible that SWI/SNF chromatin 

remodelling determines which genes respond to Notch in different cell types by 
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promoting enhancer accessibility to CSL, and genome-wide studies of CSL 

binding profiles in the presence or absence of SWI/SNF function could address 

this. While SWI/SNF remodelling has been linked to transcription factor 

binding in other signalling pathways (Lee et al. 2002; Nagaich et al. 2004), it is 

unknown whether this involves the same nucleosome turnover-mediated 

mechanism or not. Correlating genome-wide nucleosome turnover levels with 

different transcription factor binding profiles could identify for which classes of 

transcription factor nucleosome turnover is important. 

Considering that SWI/SNF complexes are likely to play a key role in 

determining target gene selection, there is a major question over how they are 

recruited specifically to the DNA. The presence of a bromodomain, which binds 

to acetylated histones, suggests that histone PTMs may be crucial for SWI/SNF 

targeting, and inhibition of the bromodomain has cellular consequences 

(Fedorov et al. 2015). In Drosophila, the protein Zeste has been shown to recruit 

the SWI/SNF complex (Kal et al. 2000; Déjardin and Cavalli 2004). However, 

Zeste depletion did not affect CSL binding in the salivary gland, so further 

studies are needed to fully understand the recruitment of SWI/SNF complexes 

to Notch-responsive enhancers. The increase in local nucleosome turnover in 

response to Notch signalling suggests that Notch activation may lead to 

increased SWI/SNF complex recruitment. Since there have been previous 

reports of SWI/SNF complex components interacting with CSL or NICD 

(Takeuchi et al. 2007; Yatim et al. 2012), it is likely that the active CSL complex 

can recruit SWI/SNF either directly or indirectly. ChIP studies may be able to 

confirm this. 

While the majority of this thesis has focused on the Notch-induced 

transcriptional activation mechanism, the MS2 experiments highlight the fact 

that the switching off of Notch targets is important too, since Notch targets do 

not remain active indefinitely. It is believed that Notch-dependent transcription 

is terminated by post-translational modification and degradation of NICD 

(Fortini 2009; Guruharsha et al. 2012). However, questions remain about how 

quickly this occurs and MS2 provides a useful system in which to study this. For 

example, mutations of specific residues or domains in NICD could perturb this 

process and the resulting transcriptional response could be analysed. 
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Questions also remain about the chromatin changes that occur after a Notch 

response. The ATAC data showing that CSL depletion increases chromatin 

accessibility confirmed that CSL acts with co-repressors to reduce activity in the 

Notch-OFF state. It remains to be seen exactly how SWI/SNF chromatin 

remodelling influences the balance between activation and repression during a 

Notch response. By promoting nucleosome turnover, it may facilitate the rapid 

switching of chromatin states (for example via changes in histone density or 

PTMs), allowing Notch targets to be quickly inactivated upon the termination of 

signalling. Since different classes of chromatin remodelling complex may have 

different effects on the chromatin, the balance between activation and 

repression may also involve the balance of different chromatin remodellers. 

5.3 Future outlook 

The use of modern tools and techniques during this PhD has allowed the Notch 

response to be studied from a dynamic perspective, resulting in novel findings. 

The continued development and utilisation of innovative methods are expected 

to drive further Notch signalling and developmental biology research in the near 

future. Two techniques of note are CRISPR gene editing and optogenetics, 

discussed here. 

CRISPR gene editing along with new imaging techniques are opening up new 

avenues for developmental biology research. The MS2 system has now been 

used in multiple studies to analyse developmental gene expression in the 

Drosophila embryo (Garcia et al. 2013; Lucas et al. 2013; Bothma et al. 2014, 

2015; Fukaya et al. 2016). So far, these studies have all made use of reporter 

constructs. However, the proof-of-concept demonstrated in this thesis that the 

MS2 system can be used to analyse endogenous transcription levels by CRISPR-

editing paves the way for more genes to be analysed with this approach. The 

combination of high-throughput screening based on CRISPR with the MS2 

system, as has already been established with RNA-seq (Adamson et al. 2016; 

Dixit et al. 2016; Jaitin et al. 2016), could even lead to advances in biomedical 

research in the future. 
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So far, experiments studying the Notch response in vivo have relied on chronic 

Notch activation, where the transcriptional response is ongoing. However, the 

ability to perturb Notch signalling with temporal control paired with the MS2 

system would allow questions to be answered about how quickly the 

transcriptional response to Notch occurs. Optogenetics, referring to the class of 

techniques where cell biology is controlled by light, provides an opportunity to 

achieve this. Recent advances in optogenetic techniques have revealed 

mechanistic insight into developmental processes (Johnson and Toettcher 

2018). For example, the temporal dynamics of Bicoid-dependent transcription 

in the Drosophila embryo have been uncovered using a light-responsive fusion 

protein (Huang et al. 2017). An optogenetic tool to control Notch signalling 

would thus be of great benefit to the field, particularly if combined with high-

resolution or single molecule tracking in a tissue such as the salivary gland 

(Gomez-Lamarca et al. 2018). This could allow the different steps of Notch 

activation and subsequent inactivation to be dissected temporally.  
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APPENDIX 1: VIDEO INFORMATION 

All videos show maximum projections of live GFP imaging. Time stamps shown 
are in minutes and second. 

Video 1. Live imaging of Notch-dependent transcription. mβ MS2 cells 
imaged live before and after EGTA-induced Notch activation. Fluorescent foci 
appear rapidly in many cells, before disappearing more slowly. Time after EGTA 
addition is shown. 

Video 2. Transcription foci do not appear under control conditions.  
After addition of PBS, with EGTA excluded, there is no transcriptional response 
comparable to that shown in Video 1 in mβ MS2 cells. Time after PBS addition is 
shown. 

Video 3. Removal of the blasticidin cassette did not dramatically 
alter the Notch-dependent transcriptional response. Live imaging of 
“Clone cells”, produced by flippase-induced recombination and cell cloning, 
after EGTA-induced Notch activation. Cells have a similar response to that 
shown in Video 1. Note that many Clone cells have two transcription foci, 
indicating that two copies of the edited E(spl)mβ-HLH gene are present. Time 
after EGTA addition is shown. 

Video 4. MG132 perturbs the transcriptional response to EGTA. mβ 
MS2 cells do not show the normal transcriptional response to EGTA after 
treatment with MG132. Most cells do not respond, while a small proportion 
display a delayed response. Time after EGTA addition is shown. 

Video 5. The transcriptional response to ligand-induced Notch 
activation. Live imaging of mβ MS2 cells co-cultured with Delta-expressing S2 
cells. The mβ MS2 cells settle onto the plate at different times and form contacts 
with the S2 cells. Transcription foci are visible in mβ MS2 cells after they 
appear. (Left) MCP-GFP fluorescence from the mβ MS2 cells. (Right) Bright 
field imaging (greyscale) overlaid with GFP fluorescence (green). mβ MS2 cells 
are distinguished from the S2 cells by the presence of MCP-GFP. Time after 
addition of mβ MS2 cells is shown. 
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APPENDIX 2: MATLAB SCRIPTS FOR CELL TRACKING 

In order to obtain quantitative data from the MS2 imaging experiments, the 

following code was used with MATLAB (MATLAB Release 2016b, The 

Mathworks, Inc.) to segment and track cells from maximum projection tiff files. 

This code was written by Julia Falo-Sanjuan, Bray laboratory, and relies on 

further functions available at https://github.com/juliafs93/MS2_cells/. 

Comments are written after the % symbol and shown here in grey. 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% CODE USED FOR EGTA-INDUCED NOTCH ACTIVATION EXPERIMENTS %%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Start by running this line of code: 
manual = true 
 
%% Read in tiff tile: 
if manual == true 
  clear all 
  [File,Path] = uigetfile('*.tif'); 
  Name = '_segmented/' 
  mkdir([Path,File,Name]) 
  PathToSave = [Path,File,Name,File];  
  show = 'on' 
else 
  show = 'off' 
end 
 
%% Setting parameters: 
mkdir([Path,File,Name])   
 
% Uses try and catch functions to import previous parameters if 
they have been saved previously. Otherwise, sets new parameters. 
Note that the “T0” parameter should be set to the first frame to 
be analysed. 
try  
  Parameters = … 
 readtable([Path,File,Name,File,'_parameters.txt']); 
  for x = … 
 [1:length(Parameters.Properties.VariableNames)] 
    command = … 
  strcat(char(Parameters.Properties.VariableNames(x)), … 
 '=', num2str(Parameters.(x))); 
    eval(command) 
  end 
  skip = true 
catch 
  disp('couldnt read parameters, set them below (press any … 
 key to continue)') 
  pause 
  [Bits, Width,Height, Channels, SlicesO, FramesO,XRes, … 
  YRes, ZRes] = readMetadata(Path, File) 
  try 
  XYRes=round(mean([XRes,YRes]),2); 
  ZRes = round(ZRes,2); 
  end 
  Y0 = 1 % Y start, pixels, default 1 
  Yf = Height % Y end, pixels, default Height 
  X0 = 1 % X start, pixels, default 1 
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  Xf = Width % X end, pixels, default Width 
  Z0 = 1 % Z start, pixels, default 1 
  Zf = SlicesO % Z end, pixels, default Slices 
  T0 = 1 % T start, frame, default 1 
  Tf = FramesO-1 % T end, frame, default Frames 
  Z0toSeg = 1 % Z start for segmentation, pixels, default 1 
  ZftoSeg = SlicesO % Z start for segmentation, pixels, default 
 Slices 
  skip = false 
  TimeRes=9.816; % set time resolution 
End 
 
%% Segmentation and tracking: 
A = Read5d([Path,File], Channels, SlicesO, FramesO); 
disp('read 5d') 
B = A(Y0:Yf, X0:Xf,:,Z0:Zf,T0:Tf); 
Frames = size(B,5)  
Slices = size(B,4) 
clear A 
 
GFP_max_proj = MAX_proj(B, 1,Frames, 1,Slices,1); 
 
% parameters to segment and track cells: 
MedianFilt = 3; 
InputLow = 0;  
InputHigh = 0.4; 
RadiusMin = 3; 
RadiusMax = 10; 
Sensitivity = 0.95; 
Distance = 15; 
MaxN = 5; 
 
% Filtering: 
[toThresholdG] = Filter_3D(GFP_max_proj, MedianFilt, 'off'); 
 
% Increasing contrast: 
[toThreshold3G] = ContrastMSD(toThresholdG, InputLow, … 
 InputHigh,Bits,show); 
 
% Segmenting cells: 
[FTL_G FTL_RGB_G Stats_table_G] = SegmentNuc(toThreshold3G,… 
 @FindCircles, num2cell([RadiusMin RadiusMax … 
 Sensitivity]), Bits, show); 
 
% Tracking cells: 
cmap = jet(100000);    
cmap_shuffled = cmap(randperm(size(cmap,1)),:); 
[FTL_tracked FTL_tracked_RGB Stats_tracked] = Tracking(FTL_G,… 
 Stats_table_G, cmap_shuffled, Distance,MaxN,'off',show); 
[boundariesBW boundariesL boundaries_RGB] = … 
  BoundariesTracked(FTL_tracked,cmap_shuffled,show); 
WriteRGB(boundaries_RGB, PathToSave, … 
  '_segmented_tracked_boundaries_RGB.tiff','none') 
Write8b(boundariesL, PathToSave, … 
  '_segmented_tracked_boundariesL.tiff') 
 
% Measure and save F (fluorescence); save movies by F levels: 
[Stats_GFP MaxF MinF] = getStatsF(FTL_tracked, GFP_max_proj); 
[Stats_GFP] = printF(Stats_GFP,Path,File,Name,'on'); 
[FTL_tracked_meanF] = replaceLabelsbyF(FTL_tracked,… 
  Stats_GFP,1,2^Bits-1,'Max'); 
Merged_meanF_maxGFP = (GFP_max_proj./(2.^(Bits-8)) … 
  +FTL_tracked_meanF); 
Write8b(Merged_meanF_maxGFP, PathToSave, '_maxF_maxGFP.tiff') 
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% Save all images and parameters: 
Baseline=0; 
parameters = table(Bits,Channels, SlicesO, FramesO,Slices… 
  Frames,Width,Height,X0,Xf,Y0,Yf,Z0,Zf,T0,Tf,Z0toSeg,… 
 ZftoSeg,MedianFilt,InputLow,InputHigh,RadiusMin,… 
 RadiusMax,Sensitivity,Distance,MaxN,TimeRes,XYRes,ZRes); 
writetable(parameters,[Path,File,Name,File,'_parameters.txt']); 
 
Metadata = readtable(… 
 '~/MATLAB_R_scripts/metadata MS2_cells_new.txt',… 
 'Delimiter', '\t'); 
NewMetadata = cell2table({Path,File,Name,Frames,Bits,TimeRes,… 
 XYRes,ZRes,Baseline},'VariableNames', {'Path','File',… 
 'Name','Frames','Bits','TimeRes','XYRes','ZRes',… 
 'Baseline'}); 
SaveMetadata = [Metadata;NewMetadata]; 
writetable(SaveMetadata,… 
 '~/MATLAB_R_scripts/metadata MS2_cells_new.txt',… 
 'Delimiter', '\t'); 
 
system('/usr/local/bin/Rscript --verbose … 
 ~/MATLAB_R_scripts/RunfromMatlabZoe.R '); 
 
FTL_tracked_meanF_maxGFP_noB_selected = … 
 ~boundariesL.*Merged_meanF_maxGFP; 
[FTL_tracked_meanF_maxGFP_boundaries_selected] = … 
 Merge8bRGB(FTL_tracked_meanF_maxGFP_noB_selected,… 
 boundaries_RGB,show); 
Factor = 2; 
printLabels_new(FTL_tracked_meanF_maxGFP_boundaries_selected,… 
 Stats_GFP,Factor,'off', PathToSave,… 
'_segmented_tracked_info.tiff','packbits') 
disp('done') 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%% CODE USED FOR CO-CULTURE EXPERIMENTS %%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Due to lower numbers of cells in the co-culture experiments, 
slightly different parameters were required for the segmentation 
and tracking. Therefore, the code used was the same as above, 
with the following parameters substituted at the relevant 
section. 
  % parameters to segment and track cells: 
MedianFilt = 3; 
InputLow = 0.2; 
InputHigh = 0.8; 
RadiusMin = 7; 
RadiusMax = 12; 
Sensitivity = 0.94; 
Distance = 15; 
MaxN = 5; 
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APPENDIX 3: R SCRIPTS FOR MS2 DATA PROCESSING 

The output from the MATLAB script for cell tracking is a file called 

“F_selected.txt”, which contains maximum fluorescence values for each cell 

over time. The following code was used with R (R Core Team, R Foundation for 

Statistical Computing) to process the data as described in the Materials and 

methods and perform analyses. Comments are written after the # symbol and 

shown here in grey. 
 
# Start by manually setting the working directory to the folder 
containing the correct data file. Load the ggplot2 library: 
library(ggplot2) 
 
################################################################ 
#################### DATA PROCESSING ########################### 
################################################################ 
# Reading in data: 
# Reads F_selected file and selects the columns of interest. 
F_selected <- read.delim("F_selected.txt", sep="\t", header=T, 
 stringsAsFactors=F) 
head(F_selected) 
OriginalData <- F_selected[,c(6,7,14,15)] 
head(OriginalData) 
 
# Removing short tracks: 
# Uses tabulate function to get the number of occurrences of 
each label, which is the number of frames each cell is present 
for. Puts these numbered in a data frame, so that after short 
tracks are removed, the labels remain. Finally, subsets the data 
to include only those rows where the labels match the 
“CutoffLabels”. The “Cutoff” is the minimum number of frames to 
still be included (set to 360 frames = around 1 hour). 
AllOccurences <- data.frame(1:max(OriginalData$Label), 
 tabulate(OriginalData$Label)) 
Cutoff <- 360 
CutoffOccurences <- subset(AllOccurences, 
 AllOccurences[,2]>=Cutoff) 
CutoffLabels <- as.vector(CutoffOccurences[,1]) 
CutoffData <- subset(OriginalData, OriginalData$Label %in% 
 CutoffLabels) 
 
# Smoothing data: 
# Aim is to calculate a moving average over 5 time points. Uses 
a loop to do this for each cell. First, creates an empty data 
frame “SmoothData”. Then for each cell in the “CutoffData”, 
subsets the cell, and uses the filter function to calculate the 
moving average. The sides=2 means that the average is calculated 
using both the values before and after the current value. Each 
cell that is processed is added to the “SmoothData” dataframe. 
Important to use the “CutoffData” for this, otherwise the filter 
function gets stuck on any cells where there are less than 5 
time points. 
SmoothData <- data.frame() 
for (n in unique(CutoffData$Label)) { 
  CellX <- subset(CutoffData, CutoffData$Label==n) 
  CellX$MaxIntensity <- filter(CellX$MaxIntensity/5, rep(1,5), 
 sides=2) 
  CellX$MaxIntensity <- as.numeric(CellX$MaxIntensity) 
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  SmoothData <- rbind(SmoothData, CellX) 
  cat("Cell number", n, "has been smoothed.", "\n") 
} 
 
# Removing background with a regression line: 
# NA values are removed. Then all the values that fall within 
the lower quartile are made into a subset. A regression line is 
found for these values. Values are predicted from the regression 
line - the whole dataset is an argument for this so that values 
are predicted across the whole time, not only for those sections 
of the graph below the lower quartile. The differences between 
the measured and predicted values are found, and these are added 
as a column in the dataset. 
SignalData <- data.frame() 
for (n in unique(SmoothData$Label)) { 
  CellX <- subset(SmoothData, SmoothData$Label==n) 
  CellX <- na.omit(CellX) 
  lowerQX <- quantile(CellX$MaxIntensity, probs=0.25) 
  LowValuesX <- subset(CellX, CellX$MaxIntensity<=lowerQX) 
  line <- lm(MaxIntensity~Time, data=LowValuesX) 
  PredictedValuesX <- predict(line, CellX) 
  DifferencesX <- CellX$MaxIntensity - PredictedValuesX 
  CellX <- cbind(CellX, DifferencesX) 
  SignalData <- rbind(SignalData, CellX) 
  cat("Background has been removed from cell number", n, ".", 
   "\n") 
} 
 
# Plotting the data after background removal: 
# All of the data is plotted as a PDF at this point so that it 
can be analysed by eye. The height of the PDF should be adjusted 
for how many graphs (individual cells) are to be plotted: 
head(SignalData) 
length(unique(SignalData$Label)) 
pdf("SignalData.pdf", width=7.5, height=200) 
g <- ggplot(SignalData, aes(x=Time, y=DifferencesX, 
 colour=Label)) +geom_line() 
g <- g + theme(legend.position="none") 
g <- g + facet_wrap(~Label, ncol=3) 
g <- g + ylim(-500, 3500) 
g <- g + labs(x="Time /mins", y="Fluorescence") 
print(g) 
dev.off() 
 
# To save and re-open the data as a text file for later: 
write.table(SignalData, file="SignalData.txt", sep="\t", 
 row.names=F, col.names=T) 
SignalData <- read.delim("SignalData.txt", sep="\t", header=T, 
 stringsAsFactors=F) 
 
################################################################ 
################ CATEGORISATION OF TRACKS ###################### 
################################################################ 
# The cells are manually divided into responding, non-responding 
and problematic based on their tracks from the PDF file, and 
their labels are saved in an excel csv file. This code reads 
that data in, then divides the “SignalData” into the three 
subsets. 
CategorisedTracks <- read.csv("CategorisedTracks.csv", 
 stringsAsFactors=F, header=T) 
RespondingCells <- CategorisedTracks$RespondingCell 
NonRespondingCells <- CategorisedTracks$NonRespondingCell 
ProblematicTracks <- CategorisedTracks$ProblematicTrack 
RespondingSignalData <- subset(SignalData, SignalData$Label 
 %in% unique(RespondingCells)) 
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NonRespondingSignalData <- subset(SignalData, SignalData$Label 
 %in% unique(NonRespondingCells)) 
ProblematicSignalData <- subset(SignalData, SignalData$Label 
 %in% unique(ProblematicTracks)) 
RespondingSignalData$Label <- as.factor(as.numeric 
 (RespondingSignalData$Label)) 
NonRespondingSignalData$Label <- as.factor(as.numeric 
 (NonRespondingSignalData$Label)) 
ProblematicSignalData$Label <- as.factor(as.numeric 
 (ProblematicSignalData$Label)) 
 
# Counts the number of cells in each category and calculates a 
percentage responding (not including the problematic tracks): 
length(unique(RespondingSignalData$Label)) 
length(unique(NonRespondingSignalData$Label)) 
length(unique(ProblematicSignalData$Label)) 
PercentageResponding <- (length(unique( 
 RespondingSignalData$Label)) / 
 (length(unique(RespondingSignalData$Label)) +  
 length(unique(NonRespondingSignalData$Label)))) *100 
NumberRespondingStats <- data.frame(NResponding= 
 length(unique(RespondingSignalData$Label)), 
 NNonResponding=length(unique( 
 NonRespondingSignalData$Label)), 
 NProblematicTracks=length(unique( 
 ProblematicSignalData$Label)), 
 PercentageResponding=PercentageResponding) 
write.table(NumberRespondingStats, 
 file="NumberRespondingStats.txt", sep="\t", 
 row.names=F, col.names=T) 
 
 
################################################################ 
########### FINDING MEAN AND STANDARD DEVIATION ################ 
################################################################ 
# Finding the mean for the responding cells and saving into a 
data frame (similar code was used for non-responding cells): 
RespondingMeanData <- data.frame() 
for (n in unique(RespondingSignalData$Frame)) { 
  FrameX <- subset(RespondingSignalData, 
RespondingSignalData$Frame==n) 
  MeanIntensityX <- mean(FrameX$DifferencesX) 
  MeanDataEntry <- data.frame(Frame=n, Time=mean(FrameX$Time),  
         Mean=MeanIntensityX) 
  RespondingMeanData <- rbind(RespondingMeanData, 
  MeanDataEntry) 
} 
 
# Finding the standard deviation and adding to data frame of 
means: 
RespondingSDData <- data.frame() 
for (n in unique(RespondingSignalData$Frame)) { 
  FrameX <- subset(RespondingSignalData, 
 RespondingSignalData$Frame==n) 
  SDX <- sd(FrameX$DifferencesX) 
  SDDataEntry <- data.frame(Frame=n, Time=mean(FrameX$Time),  
    SD=SDX) 
  RespondingSDData <- rbind(RespondingSDData, SDDataEntry) 
} 
SD <- RespondingSDData$SD 
RespondingMeanData <- cbind(RespondingMeanData, SD) 
 
# Plotting a graph with mean and standard deviation and saving 
as EPS file: 
g <- ggplot(RespondingMeanData, aes(Time)) 
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g <- g + geom_errorbar(aes(ymax=(Mean+SD), ymin=(Mean-SD)), 
 color="gray80") 
g <- g + geom_line(aes(y=Mean), size=1.5, color="#05BE78") 
g <- g + ylim(-100, 1300) 
g <- g + scale_x_continuous(limits = c(0, 120), breaks = c(0, 
 30, 60, 90, 120)) 
g <- g + theme_classic() 
g <- g + theme(legend.position="none") 
g <- g + labs(x="Time /mins", y="Mean Fluorescence Intensity") 
g <- g + ggtitle("Responding Cells") 
print(g) 
ggsave(file="RespondingCellsMean.eps", width=10, height=7, 
 units="cm") 
 
 
################################################################ 
############ INVESTIGATING BASELINE FLUORESCENCE ############### 
################################################################ 
# Testing if focus intensity correlates with background MCP-GFP 
fluorescence: 
# Tests whether the maximum increase in fluorescence intensity 
correlates with the mean background fluorescence. Uses the same 
lower quartile method to find the background regression line, 
then finds the mean of this line for an approximate general 
background level for each cell. Writes this information into a 
new data frame. 
CellStats <- data.frame() 
for (n in unique(RespondingSignalData$Label)) { 
  CellX <- subset(RespondingSignalData, 
 RespondingSignalData$Label==n) 
  lowerQX <- quantile(CellX$MaxIntensity, probs=0.25) 
  LowValuesX <- subset(CellX, CellX$MaxIntensity<=lowerQX) 
  line <- lm(MaxIntensity~Time, data=LowValuesX) 
  PredictedValuesX <- predict(line, CellX) 
  IntensityX <- mean(PredictedValuesX) 
  MaxX <- max(CellX$MaxIntensity) 
  MaxDifferenceX <- max(CellX$DifferencesX) 
  DataEntryX <- data.frame(Label=n, Background=IntensityX, 
 Max=MaxX, MaxDifference=MaxDifferenceX) 
  CellStats <- rbind(CellStats, DataEntryX) 
} 
 
# Plotting increased fluorescence against background: 
g <- ggplot(CellStats, aes(x=Background, y=MaxDifference)) 
g <- g + geom_point(color="#05BE78") 
g <- g + xlim(0, 2000) 
g <- g + ylim(0, 4000) 
g <- g + theme_classic() 
g <- g + theme(legend.position="none") 
g <- g + labs(x="Background fluorescence", y="Maximum 
 fluorescence increase") 
print(g) 
ggsave(file="RespondingCellsIncreaseCorrelation.eps", 
 width=10, height=7, units="cm") 
 
# Finding correlation coefficient the graph: 
str(CellStats) 
cor.test(CellStats$Background, CellStats$MaxDifference, 
 method="pearson") 
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################################################################ 
##################### ON-OFF ANALYSIS ########################## 
################################################################ 
# Detecting when transcription is "on": 
# Code uses a for loop to run through all of the data and makes 
a new column called “OnOff” which will be 1s and zeros. Uses a 
moving value called “Transcription” which starts as zero but 
will be changed to 1 if at least 15 frames are above the 
threshold value 250, and will only be changed back to zero if at 
least 15 frames are below the threshold value 250. This uses the 
function all() which asks if all 15 values are above threshold 
and gives the output TRUE/FALSE/NA. The if function is used to 
change the value of “Transcription” depending on the output of 
the all() functions. 
 OnOff <- RespondingSignalData$DifferencesX 
Transcription <- 0 
for (n in 1:length(OnOff)) { 
  A <- all(OnOff[c(n,n+(1:14))] > 250) 
  B <- all(OnOff[c(n,n+(1:14))] <= 250) 
  if (Transcription==0 & isTRUE(A)) { 
    Transcription <- 1 
  } else if (Transcription==1 & isTRUE(B)) { 
    Transcription <- 0 
  } 
  OnOff[n] <- Transcription 
} 
RespondingSignalDataOnOff <- cbind(RespondingSignalData, 
 OnOff) 
 
 
################################################################ 
######## FINDING TRANSCRIPTION START AND END TIMES ############# 
################################################################ 
# Finding the time on and off: 
# Uses the match function to find the first occurrence of a 1 in 
the “OnOff” column of the data. Converts this from a frame to a 
time. Then makes a new column in “SignalData”, “OffOn”, 
reversing the order of the 1s and 0s, and finds the first (last) 
occurrence of a 1. Total number of frames minus this "first" 
occurrence gives the frame of the last occurrence. Converts this 
to a time. Adds these data to a new data frame for the 
“TimeStats”. 
TimeStats <- data.frame() 
for (n in unique(RespondingSignalDataOnOff$Label)) { 
  CellX <- subset(RespondingSignalDataOnOff,  
  RespondingSignalDataOnOff$Label==n) 
  OnX <- match(1, CellX$OnOff) 
  OnX <- OnX * 0.1636 
  CellX$OffOn <- rev(CellX$OnOff) 
  OffX <- match(1, CellX$OffOn) 
  OffX <- max(CellX$Frame) - OffX 
  OffX <- OffX * 0.1636 
  TimeStatsEntryX <- data.frame(Label=n, TimeOn=OnX, 
 TimeOff=OffX) 
  TimeStats <- rbind(TimeStats, TimeStatsEntryX) 
} 
 
# Plotting “TimeOn” and “TimeOff” on a histogram: 
g <- ggplot(TimeStats) 
g <- g + geom_histogram(aes(TimeOff), binwidth=5, 
 fill="#41F0AE") 
g <- g + geom_histogram(aes(TimeOn), binwidth=5, 
 fill="#099963") 
g <- g + scale_x_continuous(limits = c(0, 120), breaks = c(0, 
 30, 60, 90, 120)) 



Chapter 7: Appendices 

Zoe Pillidge - September 2018   175 

g <- g + theme_classic() 
g <- g + theme(legend.position="none") 
g <- g + labs(x="Time /mins", y="Number of cells") 
print(g) 
ggsave(file="TimeOnOffHistogram.eps", width=10, height=7, 
 units="cm") 
 
 
################################################################ 
#### MANUAL TIME ADJUSTMENT FOR CO-CULTURE EXPERIMENTS ######### 
################################################################ 
# The following code is used to adjust the start times for co-
cultured cells, since the cells contacted the plate at different 
times: 
# By looking at the tiff files together with plotted tracks, 
legitimate responding cells were found manually. The frame at 
which the cell first appears to make contact with the plate was 
recorded in an excel csv file. The following code reads that 
file and subtracts the first contact frame from the data such 
that time zero becomes the time each cell first contacts the 
plate. 
ContactFrames <- read.csv("ContactFrames.csv", 
 stringsAsFactors=F, header=T) 
ContactFrames <- ContactFrames[,c(1,2,3)] 
ComplexData <- merge(RespondingSignalData, ContactFrames, 
 by.x=2, by.y=1) 
unique(ComplexData$Label) 
ComplexData$RelFrame <- (ComplexData[,3]) - (ComplexData[,6]) 
ComplexData$RelTime <- ((ComplexData$RelFrame) * 9.816)/60 

 


