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Abstract

A financial institution such as a bank is ultimately exposed to macroeconomic fluc-
tuations in the countries to which it has exposure, the most acute example being
commercial lending to companies whose fortunes fluctuate with aggregate demand. It
was this risk management need for financial institutions which motivated us to build a
compact global macroeconometric model capable of generating (point as well as den-
sity) forecasts for a core set of macroeconomic factors for a set of regions and countries
which explicitly allows for interconnections and interdependencies that exist between
national and international factors. This paper provides such a global modeling frame-
work by making use of recent advances in the analysis of cointegrating systems. In an
unrestricted VAR(p) model in k endogenous variables covering N countries, the num-
ber of unknown parameters will be unfeasibly large, of order p(kN — 1), requiring a
more parsimonious solution. We first estimate individual country/region specific vec-
tor error-correcting models, where the domestic macroeconomic variables are related
to corresponding foreign variables constructed exclusively to match the international
trade pattern of the country under consideration. The individual country models are
then combined in a consistent and cohesive manner to generate forecasts for all the
variables in the world economy simultaneously. We estimate the model using quarterly
data from 1979Q1 to 1999Q1 and shed light on the degree of regional interdependen-
cies by investigating the time profile of the transmission of shocks of one variable to
the rest of the world.

Keywords: Economic interlinkages, global macroeconometric modeling, con-
tagion, risk management.

JEL Classification: C320, E170, G200.



1 Introduction

Over the past decade the world economy has become increasingly globalized
with important consequences for the conduct of monetary and financial policies
and risk management. In setting interest rates, more than ever before cen-
tral bankers need to allow for the inter-relationships that exist between their
economy and the rest of the world. Moreover, the risk analysis of the financial
activities of commercial banks needs to take account of domestic economic con-
ditions as well as the economic conditions of countries that directly or indirectly
influence the loss distribution of banks’ loan portfolios.

At the heart of any credit risk analysis is a mapping from states of the world
economic conditions to the loss (or change in value) distribution of the credit
portfolio. Bangia et al. (2000) show that, for the US case, the economic capital
required to capitalize a bank during a recession year is about 25-30% higher
than during an expansion year. Thus portfolios which are diversified across
industries but not across countries remain dangerously tied to that single risk
factor called the macroeconomy. International diversification helps. Clark and
van Wincoop (2001), comparing the US and 14 EU countries, show that within
country correlations of output are far greater than cross-country correlations.
Backus and Kehoe (1992) show that output correlations between 10 major in-
dustrialized countries have remained very stable over most of the 20th century.
The motivation of linking a credit portfolio model to the macroeconomy be-
comes quite clear: being able to forecast the economy, even with error, will
greatly help an institution plan with its risk management strategy. Banks with
international portfolios (and this would include most of the top-50 players glob-
ally) are therefore highly motivated to have their macroeconomic engine reflect
the geographic diversification of their loan portfolio. In short, both commercial
and central bankers need to work with a global macroeconometric model which
is capable of generating forecasts for a core set of macroeconomic factors for a
set of regions and countries to which they have risk exposures and explicitly al-
low for interconnections and interdependencies that exist between national and
international factors in a coherent and consistent manner.

This paper aims to provide such a global modelling framework by making use
of recent advances in the analysis of cointegrating systems. So far applications
of the cointegrating approach have been confined to a single country covering
only some of the key macro-economic variables.! While in principle it is possible
to extend the approach to model inter-relationships across different economies,
in practice due to data limitations such a strategy will not be feasible. In an
unrestricted VAR model covering N regions the number of unknown parameters
rises with IV, and even if we focus on a few key macroeconomic indicators such
as output, inflation, interest rate, and exchange rate there will be p(kN — 1)
unknown parameters (not counting intercepts or other deterministic/exogeneous
variables) to be estimated per each equation, where p is the order of the VAR
and k is the number of the endogenous variables per region. For example, in
the case of a world economy composed of 10 regions with p = 2, and k = 5,
there will be at least as many as 98 unknown coefficients to be estimated per
equation with the available time series being of the same order of magnitude for

1See, for example, King, Plosser, Stock, and Watson (1991), Mellander, Vredin, and
Warne (1992), Crowder, Hoffman and Rasche (1999), and Garratt, Lee, Pesaran and Shin
(2000, 2001).



advanced economies and often much less in the case of other regions.

In view of these difficulties global forecasting models are often formed by
linking up of the traditional, often large-scale, macroeconometric models de-
veloped originally for the national economies. A prominent example of this
approach is Larry Klein’s Project Link adopted by United Nations. A similar
approach, but on a smaller scale, has been followed by international agencies
such as IMF and OECD. The National Institute’s Global Econometric Model
(NiGEM) estimates/calibrates a common model structure across OECD coun-
tries, China and a number of regional blocks. The country/region specific models
in NiGEM are still quite large each comprised of 60-90 equations with 30 key
behavioural relations. For a recent detailed account see Barrell et al. (2001).
Global models with limited geographical coverage have also been developed. For
example, Rae and Turner (2001) develop a small forecasting model covering the
United States, the Euro area and Japan. These contributions provide signif-
icant insights into the important inter-linkages that exist among major world
economies and have proved essential in global forecasting. Nevertheless, they
are difficult to use for risk management purposes, and do not adequately (for
risk analysis) address the important financial inter-linkages that exist amongst
the world’s major economies.

In this paper we propose a new approach to modelling of the global economy
which avoids some of these limitations, while at the same time providing a con-
sistent and flexible framework for use in a variety of applications such as risk
management. We first estimate individual country (or region) specific vector
error-correcting models (VECM) where the domestic macro-economic variables
such as Gross Domestic Product (GDP), the general price level, the level of
short-term interest rate, exchange rate, equity prices (when applicable) and
money supply, are related to corresponding foreign variables constructed exclu-
sively to match the international trade pattern of the country under consider-
ation. For purposes of estimation and inference these country-specific foreign
variables can be treated as exogenous for most economies when N is sufficiently
large; a notable exception of course being the US economy. The model for the
US can be estimated by treating most of the variables as endogenous. The indi-
vidual country models are then combined in a consistent and cohesive manner
to generate forecasts for all the variables in the world economy simultaneously.

The plan of the paper is as follows: Section 2 sets out the country/region
specific models and establishes the inter-linkages between each of the economies
and the rest of the world through trade-based weighting matrices. The dif-
ferent country-specific VECM models are then combined in Section 3, where
a complete solution of the global VAR (GVAR) model is provided. Section 4
examines the error-correcting properties of the global model and shows that the
number of long-run relationships in the global model can not exceed the sum
of the long-run relations of the region specific models. Dynamic properties of
the GVAR model and its stability properties are discussed in Section 5. Section
6 derives impulse response functions for the analysis of shocks in one country
on the macro-economic variables in other countries. Section 7 considers the
estimation problem of the country-specific models, with the technical details
provided in Appendix (A). Section 8 discusses the practical issues surrounding
the construction of regional aggregates. To ensure maximum global coverage
while keeping the risk analysis manageable it is often necessary to work at re-
gional levels and Section 8 also addresses the aggregation bias that this may



entail and ways of minimizing such a basis. An empirical illustration of the
approach is set out in Section 9, where a GVAR model in four countries (US,
Germany, China and Japan) and five regions (Western Europe, Central Europe,
Middle East, South East Asia, and Latin America) is estimated and analyzed.
This section also reports a number of impulse response functions demonstrating
how the model could be used in the analysis of the transmission of stock mar-
ket and interest rate shocks from one region to the rest of the world economy.
Section 10 offers some concluding remarks. Appendix (B) provides a summary
of data sources used, as well as a brief account of the way regional series were
constructed.

2 Country Specific Models

We assume there are N + 1 countries (or regions) in the global economy, in-
dexed by ¢ = 0,1,2,..., N. We adopt country 0 as the reference country. (US
seems an obvious choice). For each country we assume that the country spe-
cific variables are related to the global economy variables measured as country-
specific weighted averages of foreign variables, deterministic variables such as
time trends and exogenously determined variables such as oil prices or other
raw material prices. Focusing first on the domestic and foreign variables only,
we model the relationships for individual economies using the following simple
log-linear vector autoregressive specification:?

Xit = a0+ Pixiro1 + NioXjy + AuX ;g + Ear,
t = 1,2,..T:i=0,1,2,..,N (2.1)

where x;; is the k; x 1 country-specific factors/variables, ®, is a k; x k; matrix of
associated lagged coefficients, x7, is the £} x 1 vector of foreign variables specific
to country i (to be defined below) with A;p and A;; being k; x k¥ matrix of
fixed coefficients, and &;; is a k; X 1 vector of country-specific shocks assumed to
be serially uncorrelated with a zero mean and a non-singular covariance matrix,
i = (04ies), where 0 g5 = cov(ge, €ist), OF Written more compactly®

We also allow for the shocks to be correlated across regions. In particular, we
assume that

E (EitEQt/) = Eij for t = t/,
0 for t #£t.
The assumption that the variance covariance matrices, 3;;, 7,5 = 0,1,2,..., N,

are time invariant can be relaxed, but for the analysis of quaterly observations
this time invariant assumption may not be too restrictive. However, when the

2For simplicity, the exposition here is confined to first-order VAR models. But the analysis
can be easily extended to higher-order processes. The VAR formulation is also quite general
and accommodates many open macroeconometric specifications. For details see, for example,
Garratt et al. (2000, 2001).

3Deterministic trends and other common global variables, such as oil prices, can also be
included in the model. These are not central to our exposition here and will be considered in
Section 5.



focus of the analysis is on contagion or spillover effects resulting from systemic
risk it may be necessary to consider regime switching models where the param-
eters of the regional models (in particular X;;) switch between a “normal” and
a “crisis” set of values.* To accomodate such effects it would be necessary to
specifiy and estimate non-linear switching regional models from which a non-
linear global model can be derived, and this is beyond the scope of the present
paper.

Typically x;; will include real output (y;:), a general price index (p;;) or its
rate of change, a real equity price index (g;:), the exchange rate (e;;, measured
in terms of a reference currency, say US dollar), an interest rate (p,;), and real
money balances (m;;). To focus ideas we set x;; = (Yiz, Dit, Git, €it, Piz, Mir), With
k; = 6.5 We assume that these variables are observed at quarterly frequencies;
Yit, Dit, Qit, €42, and My are measured in natural logarithms and p;, is an interest
rate variable. Output could be measured by real gross domestic (or national)
product (GDP); the general price level by the consumer price index (CPI), the
real equity price index (when available) could be measured by broad market
indices such as the Standard and Poor 500 index in the US, or the All Times
Share index in the UK, deflated by the CPI, the real money supply by My or
M, measures of money supply deflated by the CPI, and finally the interest rate
variable could be either the nominal interest rate on three months Treasury Bill
rate (or its equivalent), or the (ex post) real interest rate defined as the nominal
rate minus the rate of inflation.® For example, a typical set of endogenous
variables for country ¢ (i # 0), could be:

Yir = In (GDPit/CPIit) )
pit = In(C'PI),
git = In(EQy/CPILy),

mig = In (M, /CPLy) (2:3)
€t = ln(Eit);
pir = 0.25 x In(1 + R;;/100),
where?
GDP; = Nominal Gross Domestic Product of country 4
during period ¢, in domestic currency,
CPI; = Consumer Price Index in country ¢ at time t,
equal to 1.0 in a base year (say 1996),
M;; = Nominal Money Supply in domestic currency,
EQ; = Nominal Equity Price Index,
FE;; = Exchange rate of country ¢ at time ¢ in terms of U.S dollars,
R;; = Nominal rate of interest per annum, in per cent.

4 A comprehensive review of the literature on systemic risk can be found in De Bandt and
Hartmann (2000).

5However, in practice it may be necessary to consider other transformations of these un-
derlying variables. For example, as can be see from our empirical analysis in Section 9, we
argue in favour of using the rate of inflation (p;; — ps,+—1) instead of the price level (p;;) and
the real exchange rate (e;z — p;¢) instead of the nominal exchange rate (e;¢).

6For details of the variables used in our empirical application and their sources see Section
9, and the Data Appendix.

"Note that the last transformation specified in (2.3) converts the annual rate of interest,
Rj¢, to quarterly interest rate, p;;, using a logarithmic scale.



Notice, that in the case of the base economy e;; = 0 and xo; = (Yo, Pot, 0¢5 Poz> Mot) s
with kg = 5. Also in the case of some of the emerging market economies and
the newly constituted economies of the Eastern Europe and Russia where the
interest rate and/or the equity price index may not be available over the whole
sample period, x;; may be confined to the y;;, pit, €it, msz, with k; = 4. The
foreign variables (indices), denoted by xJ;, is a k} x 1 vector® are constructed

as weighted averages, with country/region specific weights:

X3 = (Yl Pl @i €3 P )
Ui = Yo Wiy, Pl = Yoo whipj,
4 = ZN:O w?jqﬁ7 e = Z =1 wfjejta
Pir = ijo wfjpjta my = ijo w:‘?mjt-

(2.4)

The weights w;, wy;, w;, w;, w;, and wi} for i,j = 0,1, ...N,? could be based
on trade shares (namely the share of country j in the total trade of country i
measured in US dollars) in the case of y};, pf,, e}, and m}, and capital flows in

the case of equity price indices and interest rates, ¢}, and pj.19 Notice that

wfi = wﬁ = w?i = wfi =w} =wg; =0, for all ¢.

It is worth noting that the exchange rate variable, e};, defined for country
1 is not the same as the more familiar concept of the ‘effective exchange rate’.
To see this denote the exchange rate of country ¢ in terms of the currency of

country j by Ej;;. Then
ll'l(Eijt) = ln(Eit/Ejt) = €+ — eﬁ,. (25)

Let the trade share of country ¢ with respect to country j be wiTj and write the
(log) effective exchange rate of country i as (recall that eg; = 0):1!

N
G = Y _whlei—ej)
=0

N N
— § T . § To.
— w” 67{1/ - wijejt.
- )

7=0
But, Z;VZO wg; =1 and

N
~ T
€it = €4t — E W;5€5¢s
j=1

8In our application, ki =5 or 6. See Section 9.

91In practice, it may also be desirable to allow for these weights to vary over time in order to
capture secular movements in the geographical patterns of trade and capital flows. However,
too frequent changes in the weights could introduce an undesirable degree of randomness into
the analysis. This is the classic index number problem to which a totally satisfactory answer
does not exist. In our empirical analysis we use fixed trade weights but base their computation
on averages of trade flows over a three year period.

10See Glick and Rose (1999) who discuss the importance of trade links in the analysis of
contagion.

uwir can be measured as the total trade between country ¢ and country j divided by the
total trade of country i with all its trading partners.




or
* ~
eit = €5+ — €;¢.

Ouly in the case of the base country the two concepts coincide (apart from a
sign convention):
egt = *’é()t.

It is also worth noting that in the case of countries or regions that attempt
to maintain (approximately) a fixed effective exchange rate by pegging their
currency to a basket of currencies, there will be a close correlation between
e;r and e}, and for purposes of econometric analysis it will not be advisable
to include e}, as an exogenous variable in xj;, considering that e; is already
included amongst the endogenous variables. The inclusion of e;; in the model
ought to be sufficient to accommodate the possible effects of exchange rate
variations on the domestic economy. For the base economy, however, under our
set up ef; will be determined by the models for the rest of the world via equation
(2.1), for ¢ = 1,2,..,N. Hence, for internal consistency ej, must be treated as
an exogenous variable in the model for the base economy. Otherwise, there will
be two sets of equations explaining ef,; one equation derived by combining the
exchange rate equations from the models for the regions ¢ = 1,2,.., NV, and a
second equation obtained directly from the model of country i = 0, if ef, is
included in that model as endogenous.

The N + 1 country-specific models, (2.1), together with the relations linking
the exogenous variables of the country-specific models to the variables in the
rest of the global model, (2.4), provide a complete system. As emphasized in
the introduction, due to data limitations even for moderate values of IV, a full
system estimation of the global model is not feasible. To avoid this difficulty we
propose to estimate the parameters of the country-specific models separately,
treating the foreign price variables as exogenously given on the grounds that
most economies (possibly with the exception of the US) are small relative to the
size of the world economy. In this approach the accuracy of the approximation
is likely to increase with the number of countries under consideration.

Although country-specific models are estimated separately, we nevertheless
maintain a general specification for the correlation of shocks across the different
countries/regions. This flexibility is particularly important for the simulation of
loss distributions. In general, the GVAR model allows for interactions amongst
the different economies through three separate but inter-related channels:

1. Direct dependence of x;+ on xJ, and its lagged values.

2. Dependence of the country-specific variables on common global exogenous
variables such as oil prices. (see Section 5).

3. Non-zero contemporaneous dependence of shocks in country i on the shocks
in country j, measured via the cross country covariances, >J;;, defined by
3 = Cov(ei, €jt) = E(euel,). (2.6)
where €;; is defined by (2.1). A typical element of ¥;; will be denoted by
Oijes = cov(e;pt, 5jst) which is the covariance of the (th variable in country

1 with the sth variable in country j.



3 Solution of the GVAR Model

Due to the contemporaneous dependence of the domestic variables, x;;, on the
foreign variables, x%,, the country-specific VAR models (2.1) need to be solved
simultaneously for all the domestic variables, x;, ¢ = 0,1, ..., N. The solution
can then be used in impulse response analysis (also known as the scenario shock
analysis) and for ez ante forecasting. For this purpose we first define the (k; +

k¥) x 1 vector
R (3.1)
Zit — X?t ’ -

Azy = ay +Bizi_1 + €4, (32)

and rewrite (2.1) as

where

A; = (I, —Ay), Bi= (P, Air). (3.3)

The dimensions of A; and B; are k; x (k; + kf) and A; has a full column rank,
namely Rank(A;) = k;.

Collect all the country-specific variables together in the k£ x 1 vector z; =
(v}, Pi, 4, €}, pp,my)  where k = Zi\io k; is the total number of the endogenous
variables in the global model and

Yt = (yohylh"":yNt)/: Pt = (p0t7p1t7""7pNt)/7
Q¢ = (QOta‘Ilta ----:CINt)/: € = (61t, --~-7€Nt)/7
pt = (p0t7plt7""7pNt)I7 and m; = (m0t7m1t7""7mNt)l'

In the case where all the six main variables are present across all the coun-
tries/regions then k = 6N + 5. Notice that eq; = 0 and e; at most will be N
dimensional.

It is now easily seen that the country specific variables can all be written in
terms of z;:

ziy = Wiz, i=0,1,2,...,N, (3.4)

where W is a (k; + k) x k matrix of fixed (known) constants defined in terms of
the country specific weights w;, w};, w;, ws;, wf;, and wi}. W, can be viewed
as ‘link’ matrix that allows the country-specific models to be written in terms
of the global variable vector, z;.

Using (3.4) in (3.2) we have:
AWz, = a;0 + BiW;z;_1 + &4,

where A; W, and B;W; are both k; X k dimensional matrices. Stacking these
equations now yields:

GZt: a0+Hzt,1+et, (35)
where
apo €0t
aio €1t
ap = . , Et= . 3 (36)
anNo ENt



AyWy BoyW,
A1 W1 B1W1
G= ) )

H = (3.7)

ANWy ByWy
It is easily seen that G is a k£ x k dimensional matrix and in general will be of
full rank, and hence non-singular. Then the GVAR model in all the variables

can be written as

z; = G lag+G 'Hz,_, + G e,

which may also be solved recursively forward to obtain the future values of z;.
See Section 5 below for further details.

It is worth illustrating the above solution technique by means of a simple
example. Consider a global model composed of three regions in three variables,
say output, prices, output exchange rates (all in logs). Then

Yor
Y1t Yit
Yot
Y2t Pit
Pot Pot €it
. . * . 7} .
Zy= y 20t — Yor y it = * , 1= 172
Pt Pt Yit
0t *
P2t * Py
€ot *
€1t it
€2t
Using the trade shares, wiTj, to construct the foreign variables and recalling that
* T T
€t = Woi€1t T Woolat,
T
€l = wigen,
* T
€2t = Wa1€1t;

then the link matrices for these three regions are

1 0 0 0 0 0 0 o0
0o 0 0 1 0 0 0 0
Wo=|0 o, wfZ 0 0 0o o o |,
0 0 0 0wl wlh 0O O
00 0 0 0 0 wl wl
0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
Wi = wh 0w, 0 0 0 0 0 |’
000 0 wlh 0wl 0 0
0 0 0 0 0 0 0 b
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
Wo=I| W wl 0 0 0 0 0 0
0 0 0 wlh wh 0 0 0
0 0 0 0 0 0 wl 0



Notice that the country-specific weights are non-negative and satisfy the adding
up restrictions wi; +wi; = 1, wiy + wi, = 1, wl; + wi = 1. Furthermore, in
the case where trade shares are non-zero it is easily seen that the link matrices
are of full row ranks, a property that will be of importance when we come
to consider the error-correction properties of the global model in the following
section. Finally,

Ap = (Io,~Ago), Ay = (I3, —Aio), Ay = (I3, —Ag),

where I is an identity matrix of order s. Using the above W, and A; matrices
the G matrix defined by (3.7) can now be readily constructed. In this example
G is 8 x 8 and must be non-singular if the global model is to be complete.'?

4 Error-correcting Properties of the Global Model

It is of interest to see the extent to which error-correcting properties of the
country/region specific models are reflected in the global model, (3.5). Rewriting
(2.1) in the error-correction form

Axy = ajp— (L, — ®i)xi 1 + (Ao + As )X,y (4.1)
+Ai0AX;, + €4z,

and using (3.1)
Axy = a0 — (A;—B5)z; 1 + Ao AX], + €44, (4.2)

where as before z;; = (x},,x}{)’, and A, and B; are already defined by (3.3).
The error-correction properties of the model for country/region 4 is summarized
in the k; x (k; + k) matrix

II, = A,—B,. (4.3)

In particular, the rank of IlL;, say r; < k;, specifies the number of “long-run”
relationships that exists amongst the domestic and the country-specific foreign
variables, namely , x;; and xJ,. Therefore, following Johansen (1991) we have

where «; is the k; x r; loading matrix of full column rank, and 3, is the (k; +
E¥) x r; matrix of cointegrating vectors, also of full column rank.
Consider now the global model, given by (3.5), which has the following error-
correction form
GAZt: ag — (G — H)Zt71+€t. (45)

The number of long-run relationships in the global model is similarly determined
by the rank of G — H. Using (3.7) and (4.4) we first note that

(Ao —Bg)Wyq Oéoﬁg)wo
G H- (Ay —B)W, B a1 37 W,
(Ax —Bn)Wy anByWy

12A model is said to be complete if it is possible to uniquely solve for all its endogenous
variables.



which can be written equivalently as
G-H=a8,

where & is the k x r block diagonal matrix of the global (structural) loading
coefficients

Qg 0 0
0 aq 0

& = , . (4.6)
0 0 .. N

B = (WyB, WiB, ... WpBy ), (4.7)

r= Zi\io r; ,and k = Zﬁ\rzo k;. It is clear that Rank(&) = Zi\io Rank(oy) = r.

Consider now the global k X r cointegrating matrix B Each of the blocks
in B, namely W/3,, are of dimension k x r; with rank at most equal to r;.
Therefore, the rank of B will be at most equal to . Namely, the number of
the long-run relationships in the global model can not exceed the sum of the
numbers of long-run relations that exist at the country/region specific models.
Whether the number of the long-run relationships in the global model is equal
to this upper bound depends on the nature of the link matrices, W,, and the
country-specific long-run relations, 3;.

5 Dynamic Properties, Stability Conditions and
Forecasts of the GVAR Model

In this section we shall consider the dynamic properties of a slightly generalized
version of the global model that allows for deterministic trends and “common
global variables” such as oil prices. With this in mind first consider the following
generalization of (2.1)

Xit = a0 + it + ®ix 11+ Nioxjy + Anxi, g +Wiody + Windy—y + €3z, (5.1)

fort=1,2,..,T, and i = 0,1,2,..., N, where d; is an s X 1 vector of common
global variables assumed to be exogenous to the global economy, and a;; is a
k; x 1 vector of linear trend coefficients. The global model associated with these
country specific models is now given by

Gz; = agt+ait + Hz; 1+W¥od; + ¥1d;1+e&y,
where ap, G, H and &, are as already defined by (3.6) and (3.7), and

apl ‘I’OO ‘Il()l
aij Wi L 'ST

a1 - 7‘1!0 - - b) ‘Ill - - (52)
apg ¥ no RN

Assuming G is non-singular we now have the following reduced-form global
model

z; = bo+bit+Fz; 1+ Yod: + Y1ds 1+uy, (53)
fort = 1,2,....T,T+1,..,T +n,

10



where

b, = G la,i=0,1, F =G 'H, (5.4)
Yo = Gil‘I/(), T, = Gil‘I/l, and u; = Gilet.

Suppose now that the global economy is observed over the period ¢t =
1,2,...,T, and we wish to forecast z; over the future periods t = T + 1,T +
2,....,T 4+ n, where n is the forecast horizon. We assume that the parameters
and the values of the exogenous variables d; for t =T 4+ 1,T + 2, ... are given.
Then solving the difference equation (5.3) forward we obtain:

n—1
Zrin = F'zr+ Y F7 [botbi(T+n—7)+ (5.5)
=0
n—1 n—1
Z FT [TOdTJrnfT + ‘rldTﬁ»nfol] + Z FTuT+7sz~
7=0 7=0

This solution has four distinct components: The first component, f "zp, mea-
sures the effect of initial values, z7, on the future state of the system. The second
component captures the deterministic trends embodied in the underlying VAR
model. The third component measures the effect of the global exogenous vari-
ables, d¢, on the model’s endogenous variables, z;. Finally, the last term in (5.5)
represents the stochastic (unpredictable) component of zp,,. The point fore-
casts of the endogenous variables conditional on the initial state of the system
and the exogenous global variables are now given by

n—1

Z}Jrn = E(ZTJHI ‘ zZr, U:L:,ldTJrT) = F"zr + Z F7 [b0+b1 (T +n— T)] +
T7=0
n—1
Z FT [TOdTJrnf'r + TldTﬁ»nfol] . (56)
=0

The probability distribution function of zr,,, needed for the computation of
the loss distribution of a given portfolio, can also be obtained under suitable
assumptions concerning the probability distribution function of the shocks, &;.
Under the assumption that e; is normally distributed we have

2r4n | 20, Ul dryr o N(z7p,, ), (5.7)
where z7._,, is given by (5.6), and

n—1

Q, =) F'G'EG ", (5.8)
7=0

where X is the k£ X k variance-covariance matrix of the shocks, ;. Note that
the (i,7) block of X is given by X;; which is defined by (2.6). The estimation
of 3;; and the other parameters will be addressed below.

The dynamic properties of the global model crucially depends on the eigen-
values of F. In the trend-stationary case where all the roots of f lie inside the
unit circle, zry, will have a stable distribution and will satisfy the following
properties:
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e The dependence of zr,,, on the initial values, zp, will disappear for suffi-
ciently large values of n, the forecast horizon.

e The forecast covariance matrix, €2,, will converge to a finite value as
n — oo.

e The point forecasts, z7, ,, will exhibit the same linear trending property
as the one specified in the underlying country-specific VAR models.

In contrast, when one or more roots of F fall on the unit circle none of the
above properties hold.™ The unit eigenvalues correspond to the unit roots and
cointegrating properties of the various variables in the global VAR model.

e The multiplier matrix F ™ converges to a non-zero matrix of fixed constants
even if n is allowed to increase without bound, and the dependence of z7., ,
on the initial values does not disappear as n — oc.

e The forecast covariance matrix, €2,,, will rise linearly with n; indicating a
steady deterioration in the precision with which values of zr.,, are forecast
with the horizon, n.

e Finally, the linear trend in the underlying VAR model when combined with
a unit root in F generates a quadratic trend in the level of the variables.

Some of the above undesirable features can be avoided or by passed. For ex-
ample, to avoid increasing forecast error variances one could focus on forecasting
growth rates (using the GVAR in levels). Quadratic trends can be eliminated
by restricting the trend coefficients, by in (5.3) so that

b, = (Ik _F)’\/a

where 7 is a k x 1 vector of fixed constants.!* In terms of the trend coefficients
of the underlying VAR models we have

a; = (G —H)~.

To impose these restrictions we need to estimate the global model (5.3), com-
prising all the countries/regions simultaneously - which is not feasible. An alter-
native procedure would be to impose the restrictions on the trend coefficients at
the country /region level, namely to estimate the country/region models subject
to the restrictions

a;] = (Al — Bi)Ki, (59)

where k; is a (k; + kF) x 1 vector of fixed constants. This specification imposes
ki + kf — r; restrictions on the trend coeflicients, where r; is the cointegrating
rank of country-specific model, namely Rank(A; — B;) = ;. This estimation
problem is feasible and can be achieved by means of reduced-rank regression
techniques. See Section 7 below.

13The case where F has a root outside the unit circle leads to explosive forecasts and is of
little interest and could indicate model mis-specification.

11n the extreme case where all the roots of F lie on the unit circle (a case which arises if
all the elements of z; are independent random walk processes) then F = Iy and b; = 0.
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6 Impulse Response Analysis

One of the important tools in the analysis of dynamic systems is the impulse
response function, which characterize the possible response of the system at
different future periods to the effect of shocking one of the variables in the model.
For example, it may be of interest to work out the effect of a shock of a given size
to the Yen/Dollar exchange rate on the evolution of real output in Germany. In
carrying out such an analysis it is important that the correlation which exists
across the different shocks, both within each country and across the different
countries, are accounted for in an appropriate manner. In the traditional VAR
literature this is accomplished by means of the orthogonalized impulse responses
(OIR) a la Sims (1980), where impulse responses are computed with respect to
a set of orthogonalized shocks, say &,, instead of the original shocks, €;. The
link between the two sets of shocks are given by

£t = P_1€t7

where P is a k x k lower triangular Cheolesky factor of the variance covariance
matrix, Cov(e;) = X, namely

PP =X, (6.1)
Therefore, by construction E(&,£,) = Ir. The k x 1 vector of the orthogonalized
impulse response function of a unit shock (equal to one standard error) to the
jth equation on z;,, is given by

P3(n) = F"G™'Ps;, n=0,1,2, ..., (6.2)

where s; is an k x 1 selection vector with unity as its jth element (corresponding
to a particular shock in a particular country) and zeros elsewhere.

The orthogonalized impulse response function is usually used for small sys-
tems that admit a natural causal ordering for the variables in the VAR. But in
general such a natural ordering does not exist and the OIR functions are not
unique and sometime depend critically on the order in which the variables are
included in the VAR. In the case of the global VAR model the orthogonalized
impulse responses also depend on the order in which the variables from different
regions/countries are stacked in z;! Mathematically, this non-invariance prop-
erty of the orthogonalized impulse responses is simply due to the non-uniqueness
of the Cholesky factor, P.

An alternative approach which is invariant to the ordering of the variables
and the countries in the global VAR, would be to use (5.5) directly, shock only
one element, say the jth shock in &;, corresponding to the fth variable in the
ith country, and integrate out the effects of other shocks using an assumed or
the historically observed distribution of the errors. This approach is advanced
in Koop, Pesaran and Potter (1996), and Pesaran and Shin (1998) and yields
the generalized impulse response (GIR) function.

Gl..,,(n, /T, L—1) = E (2e4n| €iet = \/Tiiee, Li-1) — E (24| Ti-1)
(6.3)
where T; = (z¢,2,_4, ... ) is the information set at time ¢t — 1, and d; is assumed
to be given exogenously. On the assumption that e; has a multivariate normal
distribution and using (5.5) it is now easily seen

1
T’b? (n) = \/Tiiee

F"G™'Zs;, n=0,1,2, ..., (6.4)
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which measures the effect of one standard error shock to the jth equation (cor-
responding to the ¢th variable in the ith country) at time ¢ on expected values
of z at time ¢ +n. 17 (n) will be identical to 17(n) when 3 is diagonal or when
the focus of the analysis is on the impulse response function of shocking the first
element of &;.

6.1 Impulse Response Analysis of Shocks to the Exoge-
nous Variables

In this sub-section we derive generalized impulse response functions for a unit
shock to the i — th exogenous variable, d;;. For this purpose we need to specify
a dynamic process for the exogenous variables. Suppose d; follows a first order
autoregressive process:'’

d; = Bg+ ®4di—1 + Urz ny i.i.d. (07 2:dl)z (65)

where pt; is an s x 1 vector of constants, ®4 is s x s matrix of lagged coefficients,
1, is an sx 1 vector of shocks to the exogenous variables, and X is the covariance
matrix of these shocks which we assume could be singular. This allows for the
possibility that some of the elements of d; could be perfectly predictable (such
as linear trends, deterministic seasonal effects, etc.). As before the generalized
impulse response function of the effect of a unit shock to the i — th exogenous
variable on the vector of the endogenous variables n periods ahead is defined
by:

GIz:d,i (”7 Od,iis It—l) =K (Zt+n| diy = \VOd,ii, It—l) —F (Zt+n| It—l)

where 04, is the ¢ — th diagonal element of 3,;. Using (5.3) it is now easily
seen that

GL..q,(n, 0aui, Zi—1) = F Gl.gq,(n—1, 0a4, Zi—1) + YoGlaq, (1, 04, Ti—1) +

Y1Glyg,(n—1, 044, Ti—1),
for n =0,1,2,..., where GL..q,(n — 1, 044, Zt—1) =0, for n < 1
GIL..q,(0, 0g4, Zt—1) = YoGla.q,(0, 045, Le—1).

Similarly,

Gli.q4,(0, 0445, Tr—1) =

where ¢; is a s x 1 selection vector with its ¢ — th element unity and other
elements zero, and

Glyq,(n, 044, Li—1) = ®eGlaq,(n — 1, 044, Ty1), forn =1,2, ...

Hence
1

0d,ii

Glaq,(n, 0qu, 1) = [UDIPTIS

15The analysis is easily extended to higher order processes.
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Substituting this result in (6.6) we have

GlL..q,(n,044i,Zs—1) = F Gl..q,(n—1,0444, 1)+ (YoPu+Y1)®) ' Sye,

0d,ii
(6.7)
for n =1,2,..., where
1
GI..q,(0, 04,4, Tt—1) = — YoXqe;. (6.8)
d,ii
In the simple case where d is a scalar variable (such as oil prices) \/ald_MZdei =

\/0d,ii-

7 Estimation

As was pointed out earlier a system estimation of the VAR model in (5.3) will
not be possible even for moderate values of N. The unconstrained estimation
of (5.3) would involve estimating a large number of parameters often greater
than the number of available observations! But the modelling approach set
out above is feasible even for a relatively large of number of country/regions.
This is due to the fact that the weights wy;, w};, wy;, w§;, w;;, and w}; are not
estimated simultaneously with the other country-specific parameters but are
computed from cross-country data on trade and capital flow accounts. Also the
estimation of the country-specific parameters are carried out on a country-by-
country basis, rather than simultaneously.

For simulation of portfolio loss distributions ( and for impulse response anal-
ysis) we also need to estimate the covariance matrix of €;. Denote the least
squares (or reduced rank regression) estimates of €;; by &;;, then we have

T
Cob(eir, €50) =T~ &utly, (7.1)
=1
Cob(egt,eqt) Cob(eg,e1r) -+ Cot(egs, ent)
. CO’D(EH,E(H,) CO@(EH,EH) CO@(Eu,ENt)
Coi(e,) = ) , (7.2)
Cot(ent,eqr) Cotlent,err) -+ Coblent,ent)
B = xi— A ant— $ixip1 (7.3)

-~ ~ ~

A * *
Aioxy — Ainxi, 1 — Whody — ypdy .

The estimates a;9, a;1, <i>i, AiO; Ail, @io, and ¥,; can be obtained by OLS
method or by the reduced rank procedure directly applied to (5.1). The OLS
estimation is clearly much simpler, but suffers from the shortcoming that it
does not fully allow for the fact that all the six factors used in the model are
most likely to have unit roots; nor does it take into account the important
possibility that the level of domestic and foreign variables may be tied together
in the long-run ( the phenomenon known as cointegration in the econometric
literature). To deal with the unit root problem many researchers in the past
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have estimated the VAR model in first-differences (using rates of changes of
the factors rather than their logarithms). But the first-differencing operation
can be highly inefficient when there are in fact cointegrating relations amongst
the factors and can be avoided by the reduced rank regression approach. The
technical details of identification and estimation of country-specific models by
the reduced rank regression techniques is provided in Appendix A.

8 Cross-Country Aggregation in Global VAR Mod-
elling

One of the strengths of the global vector autoregressive (GVAR) modelling
approach set out above lies in its flexibility in taking account of the various inter-
linkages in the global economy in the context of a truly multi-country setting.
But it has the disadvantage that it could be computationally demanding when
a large number of countries (say100 or more) are included in the model. One
possible way of reducing the computational burden is to apply the approach
to a few key countries (say G7) individually, and then aggregate the remaining
countries into 5-10 blocks or regions. This section considers how regional models
can be constructed from the underlying country-specific models.'®

Consider a given region i (South Asia, North Africa, or the Middle East,
for example) composed of N; countries. Denote the vector of country-specific
variables in region i by Xz, and the associated foreign variable vector by x,,
where i = 0,1,2,..., R and ¢ = 1,2, ..., N;. We shall continue to assume that the
reference country (or region) is denoted by 0.!7 The country-specific model for
country ¢ in region ¢ is given by

Xiot = 00+t +PieXir 1+ NieoXjpr + NierXjp o 1+ Wirode+Wipdy 1 +€(iet, |

8.1
which is an adaptation of (2.1). The problem of aggregating the N; countries
within region ¢ centers on the heterogeneity of the coefficient matrices ®;p,
Ao, and A,y associated with the country-specific variables. The cross-country
heterogeneity of the remaining parameters does not pose any special problem.
There will always be an aggregation problem so long as ®;,, A, and A
differ across the countries in the region. But in practice it is possible to reduce
the size of the aggregation error by using a weighted average of the variables
X;e¢ (and hence of x7,); with the weights reflecting the relative importance of
the countries in the region. Let w, be the weight of country ¢ in the region i.
Clearly, Zé\il wY = 1. Then aggregating the countries in the region using these
weights we have

N; N;
0 0
Xy = ajot+ant+ Y wPiexe1+ E Wiy NigoXip + (8.2)

=1 —1

Ni

0
E wipNin1 Xy 1 + Wiody + Windy 1 + €4,
=1

16Note that this regional aggregation is a matter of computational convenience. It is not a
logical requirement of the model.
17 A region can be a reference country if it has a unified currency. Typically Ng = 1.
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where

N; N; N;
0 0 0
X = E WipXier, A0 = E W;pdi00, A;1 = E W;pd;p1, (8.3)
=1 =1 =1
N; N; N;
W, = YW, U = V,; it = Ve 8.4
0 — W;p ¥ i00, 71 — WipWie1, €it = W;p€ibt- ( - )
=1 =1 =1

Using (8.2) a regional model as specified in (2.1) can be obtained. In terms of
the above notations we have:

Xi = ot apt+ ®ixi1+ Aoxi + Aax, g+ (8.5)
Wiod; + Widy 1 + Wiods + Wyiyds 1 + &y,

where &;; = €;; + v;iz is now composed of the equation errors, €;, and the
aggregation error defined by

N; N N
vie = Y wi(@ie—Pi)Xioi1+ Y wh(Aio—Aio)Xip+ Y wh(Ain—Ain)Xfe, s
£=1 =1 r=1
(8.6)
The region-specific foreign variables, xJ;, can be constructed either using re-
gional trade weights or country-specific trade weights as in (2.4). In the case of
the latter y}, , for example, is defined as

N;
y;'kt = ngﬂy;}t: 1= 07 17 27 (KXY} R (87)
=1
where
R Nj
Ve =D > wh ikt £ =1,2,..,Ni, i =0,1,2,.., R, (8.8)
=0 k=1

w, k18 the share of country k in region j in the total trade of country ¢ in
region i.

N=> N. (8.9)

The importance of the aggregation error depends on the extent and nature of
the differences in the coefficient matrices ®,¢, Ao and A;p across the different
countries in the region. The aggregation error can be minimized by choosing
regions with similar economies (as far as possible) and by a sensible choice of
the weights, wgg. Importance of countries in a region is best measured by their
output levels and for comparability it is important that they are measured in
purchasing power parity (PPP) dollars. The weights w?e can be computed using
PPP-adjusted GDP series for a given year or based on averages computed over
several years. It may also be desirable to update the weights on a rolling basis;
say by using five-yearly lagged moving-averages.

In view of the above analysis the regional variables need to be constructed
from country-specific variables using the following (logarithmic) weighted aver-
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ages'®

N;
Yit Z wiyyiet, (8.10)
=1

N;
. 0
€t = E W;p€ibt,
=1

Notice that in constructing the regional variables y;¢, ps, €it, ... from the country-
specific variables ;s , piet, €ipt, ... one simply needs to use country-specific vari-
ables measured in their domestic currencies. Notice that e;y; stands for the
exchange rate of country ¢ in region 4, in terms of US dollars.

NL' NL'
_ 0 _ 0
Dit = § WipPitts it = E W;editt
=1 =1

N; N;
0 0
Pit = E WigPiets Mit = E Wigiet - (8.11)
=1 =1

9 An Empirical Application

In this section we illustrate our approach by estimating a global quarterly model
over the period 1979Q1-1999Q1 comprising of USA, Germany, Japan, China
and 25 other countries aggregated into 5 regions: Western Europe, Central
Europe, South East Asia, Middle East, and Latin America. The details of these
9 country/region classifications are given in Table 1.

Table 1
Countries/Regions in the GVAR Model

us Germany Japan

C. Europe S E Asia Latin America

-Poland -Korea -Argentina

-Czech Republic  -Thailand -Brazil

-Hungary -Indonesia -Chile
-Malaysia -Peru
-Philippines -Mexico
-Singapore

W. Europe Middle East China

-France -Kuwait

Ttaly -Saudi Arabia

UK ‘Turkey

-Spain

-Belgium

-Netherlands

-Switzerland

-Austria

These countries comprise about 70% of world GDP. They were chosen largely
because the major banks in G-7 countries have most of their exposure in this

set of countries.

Noticeably absent are Scandinavian countries, Africa and

18The weights w?l could be changed at fixed time intervals, say every 5 years, in order

to capture secular changes in the composition of the regional output.

However, changing

these weights too frequently could mask the cyclical movements of the regional output being

measured.
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Australia-New Zealand. Future extensions of the model will look to incorpo-
rate countries from these regions. These country groupings were then converted
into regional data using GDP shares for each country in the region weighted
by the GDP share. For this we used purchasing power parity (PPP)-weighted
GDP figures, which is thought to be more reliable than using weights based on
US dollar GDPs.'® For modelling purposes we distinguish between the regions
with developed capital markets namely USA, Germany, Japan, Western Europe,
South East Asia and Latin America, and the rest. As noted earlier US dollar
will be used as the numaraire and its value in terms of the other currencies will
be determined outside the US model.

The first step in the global VAR modelling exercise is to construct the foreign
country/region specific (“starred”) variables from the domestic variables using
the relations (2.4).2° For the weights we decided to rely exclusively on trade
weights based on the UN Direction of Trade Statistics. Information on capital
flows were not of sufficiently high quality and tended to be rather volatile. The
9 x 9 matrix of the trade weights computed as shares of exports and imports
over the 1996-98 period is presented in Table 2. The trade shares of each
country/region is displayed by columns. This matrix plays a key role in linking
up the models of the different regions together and shows the degree to which
one country /region depends on the remaining countries. For example, it can be
clearly seen that Latin America is much more integrated/dependent on the US
economy than the rest of the regions, whilst the Middle East is more integrated
with the economies of the Western Europe and Germany, and the bulk of China’s
trade is with USA, Japan, Germany, Western Europe, and South East Asia.

The second stage in the modelling process is to select appropriate transfor-
mations of the domestic and foreign variables for inclusion in the country /region
specific cointegrating VAR models. The reduced rank regression techniques re-
viewed in Appendix (A) are based on the assumption that the underlying en-
dogenous and exogenous variables to be included in the country /region specific
models are approximately integrated of order unity. To ascertain the order of
integration of the variables in the country/region specific variables in Tables
3a and 3b we present augmented Dickey-Fuller (ADF) statistics for the levels,
first differences and the second differences of the domestic and country/region
specific foreign variables. To ensure comparability all these statistics are com-
puted over the same period, 1980Q2 to 1991Q1, using an underlying univariate
autoregressive process of order 5, with a linear trend in the case of the levels
and an intercept term only in the case of the first and second-differences.

Generally speaking, the result of these unit root tests are in line with what
is known in the literature. Interest rates (domestic and foreign) and real eq-
uity prices (domestic and foreign) are unambiguously I(1) across all coun-
tries/regions. The same also applies to exchange rates with the notable ex-
ception of Latin America. In the case of Latin America the hypothesis that
exchange rate is I(2) can not be rejected. Mainly as a consequence, it is also
not possible to reject the hypothesis that the US-specific foreign exchange rate

91nformation on data sources and the construction of regional data series are provided in
the Appendix (B).
20The details and the sources of the primary macro variables are provided in Appendix (B).
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variable defined by
8

e*US = Z’U)U&jej, (91)

Jj=1

is an I(2) variable. (see the first column of Table 3b). There are two possible
ways of dealing with this problem. We could decide to model Ae instead of e,
but this will most likely involve over-differencing and efficiency loss in the case
of the seven remaining regional models. Another, arguably more attractive,
alternative would be to include the real exchange rate (e — p) in the regional
models. The hypothesis that e* — p* is I(1) now prevails across all countries,
and the hypothesis that e — p is I(1) is not supported only in the case of Latin
America, although at a lower level of significance (as compared to the ADF
test applied to e) and could be due to the low power of the ADF test in small
samples.

As far as the order of integration of the remaining three variables are con-
cerned, the evidence is less clear cut, which is partly due to uneven data quality
across the countries and the relatively short sample period under consideration.
Using the 95% significance level, a unit root in real outputs is not rejected in any
of the nine regions. However, in the case of three of the regions (Japan, Latin
America and China) the ADF statistics seem to suggest that real output could
be I(2)! This is clearly implausible and again could be due to poor data quality
in the case of Latin America and China. The result for Japan is, however, diffi-
cult to explain, although Japan’s national income statistics are not regarded as
particularly reliable. Also the I(2) results for Latin America and China are on
the borderline and do not hold if we adopt a 90% significance level. A similar
argument also applies to foreign output variables, y* and real money balances,
m and m™*. Therefore, it seems appropriate for our purposes to treat all these
variables approximately as I(1). Finally, for the price variables the test results
suggest that the general price level, p, is I(1) in four regions and I(2) in the
remaining five regions. The situation is more clear cut with respect to p*, which
is I(2) for all regions with the exception of Latin America. Therefore, within
our modelling framework we ought to be using inflation rates, Ap and Ap*, that
are at most I(1), instead of the price levels.

In view of the above results, the endogenous variables of the US model were
selected to be real output (yyg), the rate of inflation (Apyg), the level of interest
rate (ryg), the real money balances (mpg), and the real equity prices (qus), all
measured in logarithms as defined in (2.3). Within the GVAR framework the
value of the US dollar is determined outside the US model, and the US-specific
real exchange rate variable, e};¢ — pjg, is then included as an I(1) exogenous
(or long-run forcing) variable in the US model.?! Given the size of the US
economy and its importance for global economic interactions, no other foreign-
specific exogenous variable was considered for inclusion in the US model. But
to control for important global political events, the logarithm of oil prices (p°)
were included as an exogenous I(1) variable in all the country/region specific
models.??

21The weights wys,j, j =1,2,...,8 are given in the first column of Table 2.

22The ADF statistics computed over the period 1980Q2-1999Q1 for the level and first-
differences of oil prices were -2.27 and -4.74, respectively; thus providing empirical support
for treating oil prices as an I(1) variable.
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In the case of Japan, Western Europe, Germany, South East Asia and Latin
America with advanced capital markets we chose (y;, Ap;,7j,e; — pj, M, ;)
as their endogenous variables, and (y;‘, Aps,ri,mj, q}‘,po) as their exogenous
variables. Notice that e} is excluded from the set of exogenous variables on
the grounds of its close relationship to e;.2* For the remaining regions (Cen-
tral Europe, Middle East and China) the set of included endogenous and ex-
ogenous variables were (y;, Ap;,r;,e; — p;j, m;) and (y;‘, Apj,ri,m3, q}‘,po), re-
spectively.

The next step in the analysis is to estimate region-specific cointegrating
VAR models and identify the rank of their cointegrating space. The order of the
underlying VAR models was taken to be 1. This choice was dictated to us by the
small number of time series observations that were available to us relative to the
number of unknown parameters in each of the regional models. The “trace” and
“maximum eigenvalue” test statistics for each of the nine regions together with
the associated 90% and 95% critical values are summarized in Tables 4a-4c.?* Tt
is known that both of these statistics tend to over-reject in small samples, with
the extent of over-rejection being much more serious for the maximum eigenvalue
as compared to the trace test. Using Monte Carlo experiments it is also shown
that the maximum eigenvalue test is generally less robust to departures from
normal errors than the trace test.?’ The latter point is particularly relevant to
our applications since they contain equity prices, exchange rates and interest
rates, all of which exhibit significant degrees of departures from normality. We
shall therefore base our analysis on the trace statistics. Accordingly, for Western
Europe we obtain 5 cointegrating relations, for Central Europe, Germany and
Japan 4 each, for Latin America, Middle East, China and South East Asia
3 each, and only one cointegrating relation for the US. Therefore, the total
number of cointegrating relations in the global model can at most be equal to
r = Zi\io r; = 30, where N = 8.2

The global model can be obtained by combining the region-specific models
as in Section 3. The long-run and short-run dynamic properties of the global
model are determined by the global cointegrating matrix, B, given by (4.7), and
the eigenvalues of F = G~ H, defined by (5.4). Since the global model contains
50 endogenous variables and the rank of 3 is at most 30, it then follows that F
must have at most 20 eigenvalues that fall on the unit circle.?” It is encouraging
that our application does in fact satisfy this property. The matrix f, estimated
from the region-specific models has exactly 20 eigenvalues that fall on the unit
circle with the remaining 30 eigenvalues having moduli all less than unity.?®
Amongst the latter set, the 3 largest eigenvalues (in moduli) are 0.9397, 0.8654,
and 0.8467, thus ensuring a reasonably fast rate of convergence of the model to

23S8ee Section 2 for a more detailed discusion.

24These statistics are computed using VAR(1) specifications with restricted trends, except
for the US where we estimated a VAR(1) model with unrestricted intercepts. Inclusion of a
linear trend in the US model resulted in unstable roots for the global model.

258ee, for example, Cheung and Lai (1993).

26See Section 4 for further details.

27Notice that rank(8) =rank(G — H), and for a non-singular matrix G, then rank(I —
F) =rank(B).

280ut of these 30 eigenvalues, 22 (11 pairs) were complex, that produce the damped cyclical
character of the generalized impulse response functions discussed below. The eigenvalues with
the three largest complex part were 0.2388 +0.31834, 0.6888 40.2339%, 0.7190+£0.1657%, where
i =+/—1.
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its steady state once shocked. These results also establish that the (implied)
global model also forms a cointegrating system with 30 long-run relations and
a stable error-correcting representation.?’ In particular, the effects of shocks
on the long-run relations of the global economy will eventually disappear. The
decay rate is bounded by 0.9397. However, due to the unit root properties of the
global model (as characterized by the unit eigenvalues of F) global or regional
shocks will have permanent effects on the levels of the variables such as real
outputs, interest rates or real equity prices.

9.1 An In-sample Root Mean Square Forecast Error Com-
parison

Empirical evaluations of the global model can be carried out at two levels,
namely at the level of the regional models, each treated separately conditional
on the foreign-specific variables; and at the global level using the reduced-form
specification (5.3). The former exercise is informative regarding the precision
with which the parameters of the different regional models are estimated. While
the latter can be used to evaluate the in-sample fit of the global model as com-
pared to alternative benchmarks. The in-sample fit of the individual regional
models are likely to be exaggerated as they are conditional on contemporaneous
variables. In contrast the in-sample fit of the global model only depends on
contemporaneous changes in oil prices and can be more indicative of the po-
tential use of the model for forecasting, impulse response analysis and in risk
management.

The one-step ahead in-sample root mean square forecast errors (RMSFE’s)
of the global model computed over the period 1979Q3 to 1999Q1, grouped by
factors and regions are given in Table 5. As benchmarks we also computed
RMSFEs based on the following random walk models with drifts:30

_ Yy _ P P
Yit = VYit—1 + 12 + Eits Apzt - Api,t—l + 122 + Eitr
_ q q _ e e
QGit = Qit—1+t [ €5, €t —Pit = €it — Pit—1 1 [y T 5y
r T m m
Tit = Tip—1 Ty T € Mg =Myt + [y + €y

The RMSFEs associated with these benchmark models are also summarized
in Table 5. As can be seen the RMSFEs generated by the GVAR model are
all smaller than those of the benchmark model except for real equity prices in
the case of Western Europe and Germany, and the interest rate for the US. At
the global level, using averages of the RMSFEs across the regions, the GVAR
model performs better than the benchmark model in the case of all factors,
although the degree of its out-performance differs markedly depending on the
factor being considered. For forecasting real output, inflation, and real money
balances, the GVAR model outperforms the benchmark model by 31.8%, 18.9%,
and 18.1%, respectively. But for forecasting equity prices and interest rates the

29In constructing the global model only exact identifying restrictions are imposed on the
cointegrating relations of the underlying regional models. But in principle further long-run (or
even short run) over-identifying restrictions could also be imposed, as in Garratt et al. (2001).
However, this will require detailed long-run structural analysis of the individual regions and
will be beyond the scope of the present paper.

30The drift parameters are estimated over the same sample period, namely 1979Q3 to
1999Q1.
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extent of outperformance are very small, around 4.5% and 3.4%, respectively.
For real exchange rate the results are somewhere in between, namely 15.4%.
However, these estimates should be viewed as indicative rather than definite,
since they do not take account of parameter uncertainty and some will not be
statistically significant. These results also suggest that it may be agood idea to
consider restricted versions of the GVAR, say by imposition of over-identifying
restrictions on the long-run parameters and/or the imposition of simplifying
restrictions on the short-run coefficients. However, these and other extensions
of the GVAR model lie outside the scope of the present paper, but are clearly
worth pursuing.

9.2 Generalized Impulse Response Functions for Selected
Shock Scanarios

The time-profiles of the effects of a variety of shocks of interest on the global
economy can now be computed by means of the generalized impulse response
function (GIRF) discussed in Section 6. Note that the ordering of the variables
does not matter for our approach.3" There are many shock scenarios of interest
that could be investigated. Here we consider the following ones:

e A one standard error negative shock ( a negative “unit” shock) to US
equity prices.

e A one standard error positive shock to US interest rates.

e A one standard error negative shock to equity markets in South East Asia.

We could examine the time profiles of the effects of these shocks either on
the endogenous variables of a particular region, or on a given variable across all
the regions.

9.2.1 A Negative Shock to US Equity Prices

Figure 1 displays the impacts of shocks to US equity market on equity prices
worldwide. On impact, the fall in the US equity prices causes prices in all equity
markets to fall as well but by smaller amounts: 3.6% in Western Europe, 5.8% in
Germany, 2.4% in Japan, 3.0% in South East Asia, and 5.5% in Latin America,
as compared to a fall of 6.5% in the US. (See Table 6). However, over time the
fall in equity prices across the regions start to catch up with the US and gets
significantly amplified in the case of the two emerging markets, Latin America
and the Far East Asia. In the case of these markets the fall in equity prices
reaches 13.6% and 14.3%, respectively. These estimates should, however, be
viewed with caution. They are likely to be poorly estimated with large standard
errors, particularly those that refer to long forecast horizons.3? Nevertheless,
the relative position and pattern of the impulse response functions could still
be quite informative. For example, they confirm the pivotal role played by the

31For a detailed discussion, see Section 6.

32Tt is possible to compute standard errors for the generalized impulse responses using
bootstrap techniques. See, for example, Garratt et al. (2001). But this would be a highly
computer intensive exercise and it is not clear to us that it will add much to our overall
conclusions.
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US stock market in the global economy, and suggest that in the longer run the
emerging markets are likely to be more seriously affected than the markets in
advanced economies when the US equity market is shocked. See Figure 1.

The time profiles of the effects of the shock to the US equity market on real
output across the different regions are shown in Figure 2. The second panel
of Table 6 provides the associated point estimates for a number of selected
horizons. The impact effects of the fall in US equity market on real output are
negative for most regions, but rather small in magnitude. After one year real
output shows a fall of around -0.30% in Western Europe and Germany, -0.37%
in the US, -0.34% in Latin America, and -0.23% in South East Asia. Japanese
output only begins to be negatively affected by the adverse US stock market
shock much later. The three regions without capital markets are either not
affected by the shock or even show a rise in output (in particular the Central
European region). Once again these point estimates should be treated with

caution.33

9.2.2 A Positive Shock to US Interest Rates

The effects of a one standard error rise in the level of US interest rates on real
equity prices and real output across the different regions are summarized in
Table 7 and displayed in Figures 3 and 4.3* Table 7 also provides the point
estimates of the effects of the interest rate shock on inflation, interest rates and
real exchange rates for selected horizons. The important role played by US
interest rates in the global economy can be clearly seen from these results. On
impact the increase in US interest rates causes the equity prices to decline in
all markets, with the decline being most pronounced in Latin America. It is
also interesting that the long-run impacts of the interest rate rise are felt most
on equity prices in the emerging markets, with the Western Europe following
closely behind. Once again the US stock market seems to have been relatively
robust to the adverse move in interest rates.

The output effects of the interest rate rise are mixed. Notably on impact
they are adverse in the case of all regions except for South East Asia, Latin
America and the Middle East. However, these effects are rather small and
could be statistically insignificant. Over the long-run, however, the effects of
the shock on real outputs are negative in the case of 6 out of the 9 regions;
the notable exceptions being US, Germany and Central Europe. The emerging
markets are the ones that are most affected by the adverse interest rate shock:
-1.15% in the case of Latin America and -0.79% in the case of South East Asia
after 5 years.

The effects of the interest rate rise on the rate inflation across the different
regions is mixed, and tend to switch signs as one moves from the impact effects
to the long-run effects. On impact the effects of the rise in the US interest on
inflation are negative only in the case of Japan (-0.04), Latin America (-0.28)
and Central Europe (-0.44). However, in the longer run the rise in interest

33Table 6 also provides point estimates of the time profiles of the effects of the adverse US
stock market shock on inflation, interest rates and real exchange rates. Overall the pattern
of the impulse responses across the regions seem plausible, although space does not permit a
detailed discussion of these results here.

34 A one standard error change in the US interest rate is approximately equivalent to a 28
basis points change in the interest rate at a quarterly rate, or around 1.12% on an annual
basis.
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rate seems to have had the desired effect of reducing the rate of inflation in
all regions except for China, Eastern Europe, and ironically the US, although
the magnitude of the long-run effect on the US inflation is very small (0.09)
and most likely would not be statistically significant. The results for China and
Eastern Europe should be viewed with special caution due to poor data quality
and the centrally planned nature of these economies for the large part of the
sample period under consideration.

Finally, it is interesting that, as predicted by the uncovered interest parity
hypothesis, in the long run the rise in the US interest has been associated with
a rise in the interest rates across all the regions. See the fourth panel of Table
7.

9.2.3 A Negative Shock to Equity Markets in South East Asia

Given the interest in the effects of the 1997 South Asian Crisis and its possible
contagion effects, here we consider the generalized impulse response functions
for a one standard error negative shock to equity prices in South East Asia
(SEA).?® The one standard error shock is equivalent to 8.3% decline in SEA’s
equity prices and on impact has small positive effects on Japan’s and US equity
prices (1.25% and 0.28%, respectively) and relatively small negative effects on
equity prices in Western Europe, Germany and Latin America (-0.12%, -1.85%
and -0.57%, respectively). See the first panel of Table 8 and Figure 5. But
over time these effects accumulate and after two years all markets are adversely
affected with the exception of the US. The US equity market seems to have been
reasonably robust to the South Asian Crisis. It is also interesting to note that
in the longer run the Western Europe and Germany seem to be more vulnerable
to the South Asian Crisis than Japan.

As to be expected the ouput effects of the negative shock to the SEA’s equity
markets is much more muted when compared to its effects on equity prices. On
impact real output declines noticeably only in the case of China (-0.65%). See
the second panel of Table 8 and Figure 6. Even after one year adverse effects
of the shock can be seen only in the case of real output in Western Europe
(-0.08%), Germany (-0.17%), South East Asia (-0.60%) and China (-0.18%).
Once again the impulse responses suggest that Japan, US and Latin America
are likely to be reasonably robust to adverse shocks to the South East Asian
equity markets. At first this result seems rather surprising considering the
relatively strong trade links that exists between South East Asia, Japan and
US. (see Table 2). However, it largely reflects the apparently weak links that
exists between the equity markets of these economies as can be seen from the
first panel of Table 8 and discussed above. The impulse responses of the effects
of the negative shock to SEA’s equity markets on inflation, interest rates and
exchange rates are summarized in the bottom three panels of Table 8. Other
implications of the South Asian Crisis (such as an adverse shock to exchange
rates) can also be investigated using the global VAR modelling tools developed
in this paper.

350ur framework can also be used to investigate the contagion effects within the South
East Asian region. However, this would have required a much higher degree of regional
disaggregation and could be the subject of a separate study.
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10 Concluding Remarks

In this paper, we develop an operational framework for global macroeconomic
modeling, building on recent advances in the literature on the analysis of cointe-
grating systems. We demonstrate the feasibility of this approach by linking up
nine separate vector error-correcting regional models estimated using quarterly
observations over the period 1979Q1-1999Q1. The resultant global model is
shown also to be error-correcting with damped cyclical properties. Using gener-
alized impulse response analysis, we examine the propagation of shocks across
factors and regions.

The focus of the model is very much on constructing a compact, cohesive
and coherent representation of factor and regional interdependencies. The model
allows for interaction amongst the different economies through three separate
but interrelated channels:

1. Direct dependence of the relevant macro-factors on their country-specific
foreign counterparts and their lagged values;

2. Dependence of the country-specific variables on common global exogenous
variables such as oil prices and possibly other variables controlling for major
global political events;

3. Non-zero contemporaneous dependence of shocks in country ¢ on the
shocks in country j, measured via the cross-country covariances.

Thus, for instance, we are able to account for inter-linkages between equity
market movements in South East Asia and output in Germany. While accurate
point forecasts are not the primary goal of the model, it does compare favorably
to a chosen benchmark model, a random walk with drift, where one-step-ahead
in-sample root mean square forecast errors (RMSFE) is the evaluation metric.
Of 50 variables modeled across a total of nine regions, the GVAR model performs
better than the benchmark in all but three cases. It does relatively better
forecasting real output, inflation, real money and exchange rates than it does
equity prices and interest rates.?6

The original motivation for developing this model was as a risk manage-
ment tool for commercial, and perhaps even central, banks. By engaging in
commercial lending to companies whose fortunes fluctuate with aggregate de-
mand, a bank is ultimately exposed to macroeconomic fluctuations. This can
be mitigated through international diversification. However, precisely because
economic fluctuations are correlated across factors and countries, it fosters the
need for a compact global macroeconometric model which explicitly allows for
such interconnections and interdependencies. We plan to address the issue of
linking the loss distribution of a bank’s credit asset portfolio to the macroeco-
nomic fundamentals in a companion paper (Pesaran, Schuermann, Treutler and
Weiner, 2001).

Because of the focus on modeling interlinkages, the model can readily be used
to shed light on the analysis of a variety of transmission mechanisms, contagion
effects, and testing of long-run theories (for instance, purchasing power parity)
in a global setting. We can think of several other applications:

e “New economic geography”: a literature which sets the stage for explic-
itly incorporating geography into the models of economic activity through

36 Although, we do appreciate that the RMSFE differential of the two sets of forecasts may
not be statistically significant for some of the variables considered.
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either domestic or international trade (see Krugman, 1993, for an intro-
duction to the topic, and Fujita, Krugman and Venables, 1999, for a more
formal treatment)

e Regional and urban economics: models of inter-regional linkages, either
through city-suburb economic ties (Voith, 1998) or linkages between cities
as in the “systems of cities” literature (Henderson, 1988)

e Labor mobility: consider a longer horizon, lower frequency issue of labor
mobility responding to regional economic shocks; for instance, auto work-
ers migrating from Michigan to Texas in response to oil-price shocks in
the early 1980s (Blanchard and Katz, 1992).

This list is by no means exhaustive and is designed to stimulate interest, and
research, of applying the GVAR framework to problems of modeling economic
inter-linkages.
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A Estimation of Country-Specific Models by the
Reduced Rank Regression Techniques

The reduced rank estimation procedure in the case where all the variables in
the model are treated as endogenous has been developed by Johansen (1988,
1995). But in the context of the GVAR model (2.1) the foreign variables, xJ,
are exogenous, and Johansen’s approach needs to be modified to take this into
account. Appropriate methods for estimating reduced rank regressions contain-
ing exogenous regressors have been developed by Harbo, Johansen, Nielsen and
Rahbek (1998), and Pesaran, Shin and Smith (2000).

To estimate the country-specific models subject to reduced rank restrictions
we first rewrite (5.1) in the error-correction form

i

+(Py0 + Vi1)di—1 + AppAXx;; + U0Ad, + €4,

Axy = ap+agt — (g, — Po)xie 1+ (Ao + A )X, 4

or using (3.1)
Ax; = ajp +ant — (A;—B;)zi 1 + Cide1 + Ao Axj, + WioAds + €42, (A1)

where C; = W0 + W1, 2 = (X}, x}7) ,and A; and B; are defined by (3.3). To
avoid the problem of introducing quadratic trends in the level of the variables
when (A;—B;) is rank deficient we also impose the restrictions (5.9), namely
a;; = (A;—B;)k;. Under these restrictions (A.1) becomes

Axy = cio — TLivi 1 + AjoAxy, + Wi Ad; + €41, (A.2)
where
cio = a0 + (A;—Bj) K, (A.3)
I, = (A;—B;, —C;, —(A;—B))k;), (A.4)
Zit—1
Vig—r= | die1 |- (A.5)
t—1

II; is a k; x (k; + k* + s + 1) matrix and provides information on the long-run
level relationships that may exist amongst the variables of the model. In the
case where all the variables, z;; and d;, are I(1) and are not cointegrated then
IT; will be equal to zero and (A.2) reduces to the first differenced model®”

AX;; = agg + AiOAXZ‘ + W,0Ad; + €5. (AG)

It is interesting to note that this specification leads to random walk models
(augmented by oil price changes) for the global variables, z;. Using the solution
technique of Section 3, we have

GAZt = ao+‘I’0Adt+Et,

or

Az; = G lag+G 10 Ad+G ey,

37 A variable is said to be I(1), integrated of order 1, if it must be differenced ezactly once
before it becomes stationary, or I(0).
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where G and ¥, are defined by (3.7) and (5.2), respectively. Therefore, as
anticipated by the analysis of Section 4, there will be no long-run relationship
in the global model if there are no long-run relations in the underlying regional
models.

But in general due to long-term inter-linkages that exist between domestic
and foreign variables as well as between the domestic variables themselves (eg
the money demand equation that relates m;; — p; to p,, and y;;) one would
expect IL; to be non-zero but rank deficient. The rank of II; identifies the
number of long-run or cointegrating relationships. Rank deficiency arises when
Rank(II;) = r; and r; < k;. This could, for example, be due to the long-run
connections that exist between domestic and foreign interest rates, prices and
exchange rates (through the PPP relationship). In the more general case where
IT; is non-zero but could (possibly) be rank deficient the error-correction form
of the country-specific model (A.2) needs to be estimated subject to the reduced
rank restriction:

H,, : Rank(IL;) = r; < k;. (A.7)

Under the assumption that Rank(IL;) = r; one can write

where o; is a k; X r; matrix of rank r; and 3, is a (k; + k* + s+ 1) x r; matrix
of rank r;. Using (A.8) in (A.2) we have

Axit = cio — ai(Bivir—1) + NioAx), + WioAdy + €41, (A9)

where B.v;; (= n;,) is an r; x 1 vector of long run or cointegrating relations,
also known as error-correction terms. For a given value of 3; the remaining
parameters, namely c;o, &, Ao, W0, and 3;; = cov(ey), can be estimated by
least squares regressions of Ax;; on n;,, Ax},, and Ad,, including only intercept
terms. Recall that the trend terms are already included in 7,;,. To estimate 3,
we need first to identify its rank, namely the value of r;. For this purpose we can
use Johansen’s approach suitably modified to deal with the present application
where the model contains exogenous (1) regressors.

Suppose T observations are available, with ¢ = 1,2, ...,7. Stacking the
observations on (A.9) we have:

AX,; = CiOL/T — aiﬁgVi,,l + A AX] + ¥, 0AD + E;, (AlO)

where AX,; = (Ax;1, ..., AXy7), ¢y is a T-vector of ones, V; _1 = (Vio, ..., Vi 1—1),
AXY = (Ax}, ..., Ax%), D = (dy,...,dy) and E; = (e4,...,&;7). The log-
likelihood function of the model is given by

T 1
bp(apy;r;) o -3 In |X;| — ETrace(E;ilEiEg), (A.11)

where the parameter vector 1, collects together the unknown parameters in c;g,
azﬂé, Ao, W0, and X;;. For a given value of 3, the estimates of X;;, ci0, Ajo,
WU,y and ¢; are given by

2“‘ = Tﬁlﬁ)iﬁ);, (A12)

Ei = AXZ — éiOL/T + &i/@/ivi,—l — Iiz()A)(;F — ‘i’ioAD, (A13)
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& = AX; V] B, (BIViaVi 18,) 7" (A-15)
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where P, = Iy — ¢y (tpeq) =y, and H; = (AX%*, AD’)’. Using these estimates
in (A.11) yields the concentrated log-likelihood function

T
Cr(By;ms) o 5111

- s .. 1 s
T™'AX; <IT = Vi _1B; <5§V¢,—1V§,715¢) 5§V¢,1> AXQ‘ ;
(A.17)

where AX; and \71-,_1 are respectively the OLS residuals from regressions of
AX; and V; _1 on (¢r,HS). Defining the sample moment matrices

Si,mm = TﬁlAXZ‘AX/i, Si,mv = TﬁlAXZ‘VQ’_l, Si,v'u = T71Vi7_1{7;’_1,
(A.18)
the maximization of the concentrated log-likelihood function ¢5(3;; ;) of (A.17)

reduces to the minimization of

‘Si,cccc‘ |/3; (Si,vv - Si,vmsg‘;msi,mv) /31|
|IB;,S7,,1)’UIB7,| 7
with respect to B;. The solution BZ to this minimization problem, that is,

the maximum likelihood (ML) estimator for (3;, is given by the eigenvectors
corresponding to the r largest eigenvalues \j; > ... > \;, > 0 of

Si,mm - Si,:}cvﬁi (ﬁ;si,vv/ﬂi)il /Bgsi,vm -

5\isi,vv - Si,vms‘_l Si,:}cv

1,XT

=0; (A.19)

The ML estimator Bl is identified up to post-multiplication by an r; X r; non-
singular matrix; that is, 72 just-identifying restrictions on [3; are required for ex-
act identification.3® The resultant maximized concentrated log-likelihood func-
tion (5.(8;; 1) at B; of (A.17) is

. T T R
Cn(r) o —5 I Siol = 5 ;m (1 - Aij) . (A.20)

Note that the maximized value of the log-likelihood ¢5.(r;) is only a function
of the cointegration rank r; , k; and k* + s through the eigenvalues {j\w};;l
defined by (A.19).3°

The task of selecting the cointegrating rank, r;, for each country/region can
now be carried out using the log-likelihood ratio testing procedure. For example,
to test the null hypothesis of cointegration rank r;, H,, in (A.7), against the
alternative hypothesis

HHJA : Rank[ﬂl] =r;+1, r,=0,...,k —1,

380n the problem of identification of 3; see Pesaran and Shin (2001).

39For further details see Pesaran, Shin and Smith (2000). The necessary computations
can be carried out using the econometrics software package Microfit 4.0. (see Pesaran and
Pesaran (1997)). A less technical discussion of the various issues involved in the estimation
of cointegrating/reduced rank regressions can also be found in Pesaran and Smith (1998).
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the relevant log-likelihood ratio statistic is given by

‘CR(HH |HT'i+1) = _Tln(l - j‘in+1)7 (A21)
where );, is the r-th largest eigenvalue from the determinantal equation (A.19),
r; = 0,...,k; — 1. This is usually referred to as the “maximum eigenvalue”
statistic. To test the null hypothesis of cointegration rank r;, H,,,r; =0, ..., k; —
1, against the alternative hypothesis of stationarity; that is

Hk’ : Rank[ﬂz] = k?i,

the appropriate test statistic is given by

ki
LR(Hy |Hy) =—=T > In(l—Xy). (A.22)
j=ri+1

This is known as the “trace statistic”. Both of the above statistics have non-
standard asymptotic distributions. But their critical values are tabulated in
Pesaran, Shin and Smith (2000).%° In small samples cointegration tests (the
maximum eigenvalue as well as the trace tests) tend to have low power and
consequently yield a cointegrating rank which is lower than the true value.
Therefore, in practice it is advisable to use 90 per cent rather than the more
usual 95 per cent level when carrying out the cointegration tests. Also the trace
statistic tends to perform better than the maximum eigenvalue test.

Having chosen the cointegrating rank, r;, the estimation of 3, can be car-
ried out once suitable identifying and possibly over-identifying restrictions are
imposed on the elements of 3,. As was note above the solution to the eigen-
value problem, (A.19), only identifies 8, up to an r; X r; non-singular matrix.
To investigate the necessary identification condition in the present application
partition 3; as

ﬁi = (ﬁ;ma /6;3(:*7 ﬁgda ﬁ;L)/:

conformable to vy = (x4, x}/,d}, t)’. Then
6/ivit = B;mxit + 6233*)(2} + 6;ddt + 6'/LLt

To identify 3, it is only necessary that 3,, (an k; X r; matrix), namely the part
of B, which corresponds to the endogenous variables, x;;, are identified. For
this purpose we need a total of r? restrictions; 7; restrictions on each of the 7;
rows of 3,,. Notice that in the stationary case where r; = k; the identification
of the long run relations involves setting 3,, = I,. In cases where r; < k;,

exact identification of 3; can be achieved by setting B, = (I,,:Q;), where Q;
is an r; x (k; — r;) matrix of fixed coefficients to be estimated freely. Other
types of identifying restrictions, based on a priori economic theory can also
be entertained. But all exactly identifying restrictions yield the same estimate
of I1;, and hence for forecasting and impulse response analysis the results will
be invariant to the choice of exact identifying restrictions. In what follows

we suggest using the exact identifying restrictions 3}, = (IHEQZ-), which are
relatively simple to implement.

40Pesaran, Shin and Smith (2000) consider five different cases. It is their cases III and IV
which are likely to be relevant to our particular application. See Section 9.
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Finally, it may also be desirable to test the restrictions that all or some
of the elements of 3,,., B,; and B,, are equal to zero. For example, while it
may be reasonable to expect changes in oil prices to influence output changes,
but it may be desirable to impose the restriction 3,; = 0. Similarly one can
impose the co-trending restrictions 3;, = 0. Clearly, it is also possible to test
the validity of such restrictions by log-likelihood ratio tests.*! Having estimated

3, the remaining parameters can be estimated along the lines suggested above.
See (A.12) to (A.16).

41 Microfit 4.0 allows the imposition and testing of over-identifying restrictions on 3;. For
further details see the lessons on cointegration analysis in Pesaran and Pesaran (1997, Ch.

16).
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B Data Appendix

B.1 Data Sources

The primary variables (disaggregated by country/region when applicable) used
in this study are:

Gross Domestic Product (GDP)
General Price Index

Equity Price Index

Exchange Rate

Interest Rate

Money Supply

Oil Price

SExmoms

B.1.1 Output (GDP)

The source for all 29 countries is the IFS GDP (1990) series. France, Germany,
Italy, Japan, Mexico, the Netherlands, Spain, Switzerland, UK and USA are all
from series BR, and the remaining countries are from series BP.

Where quarterly data were not available (ie, for Brazil, China, Indonesia,
Kuwait, Malaysia, Poland, Saudi Arabia, Singapore, Thailand and Turkey),
quarterly series were interpolated linearly from the annual series. For Singapore,
Malaysia and Thailand, interpolated series were used only during the periods
1979-1992, 1979-1996 and 1979-1995, respectively. Quarterly output series were
available for the subsequent periods. Data for the Czech Republic were available
from 1992Q4 only.

For the period before German reunification, in 1990Q4, West German growth
rates were used. The growth rate from 1988Q3 to 1990Q3 was used to compute
a ‘unified’ output series for 1990Q4.

The data for Kuwait and Peru were rebased to 1990 using CPI for those
countries, and the nominal GDP for Poland was deflated to real (1990 base)
using CPL.

The data for Argentina and Singapore were seasonally adjusted.

B.1.2 General Price Indices

The data source for all countries except China was the IFS Consumer Price
Index Series ‘64’. A full sample was available for all countries except Brazil,
where 1979 data was unavailable, and a backcast using the average growth rate
of prices for 1980 was employed.

B.1.3 Equity Price Indices

There were no data for China, Czech Republic, Poland, Russia or Saudi Arabia.
For Austria we used Morgan Stanley Capital International (MSCI) series.

For Belgium, Indonesia, Italy, Malaysia, Singapore, Spain, Switzerland, Thai-
land, and Turkey we used Datastream, using quarterly averages from daily ob-
servations. However, we used quarterly average of weekly datapoints, as opposed
to daily observations, for Argentina. The data for Malaysia was market cap
weighted.
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We used IFS data for Brazil, Chile, France, Germany, Japan, Korea, Mexico,
The Netherlands, Peru, Philippines, UK and USA. Indices for share prices (IFS
code “62”) generally related to common shares of companies traded on national
or foreign stock exchanges. Monthly indices were obtained as simple arithmetic
averages of the daily or weekly observations(“ZF”).

These nominal equity price indices were deflated by the non-seasonally ad-
justed general price indices. The resultant real series were then adjusted for(possible)
seasonal variations.

B.1.4 Exchange Rates

IFS series ‘rf’ was used for all countries. Data for the Czech Republic was
available only from 1993Q1. The data was the period average using the official
or principal rate

B.1.5 Interest Rates

Interest Rate data was taken from IFS Series ‘60B’, the money market rate, with
the following exceptions: for Argentina, Chile, China, Saudi Arabia and Turkey
we used the IFS deposit rate; for the Czech Republic and Peru we used the IFS
discount rate; for Hungary and the Philippines we used the IFS Treasury rate;
and for Poland we used the IFS lending rate. Data for the Czech Republic was
available only from 1993Q1.

B.1.6 Money Supply

The Money Supply data source for all countries was the sum of IFS series 34
(money) and series 35 (quasi-money). All series were seasonally adjusted. The
data for Argentina, Brazil, Peru and Turkey required a decimal place adjustment
to make the Money:GDP ratio reasonable.

For Belgium, we used quarterly data for all quasi-money; for money we
used annual data converted to quarterly through interpolation up to 1990, and
quarterly data from 1990Q4 to 1999Q1.

There were no data for Hungary from 1979-1982. From 1982-1987 we used
annual data converted to quarterly through interpolation. Quarterly data were
available from 1987Q4 to 1999Q1.

We used annual data converted to quarterly through interpolation for the
Philippines and Poland, for the Philippines this was necessary for the period
1984-1986 only since quarterly data were available thereafter. There were no
quarterly data for Saudi Arabia for 1983, and therefore annual data were used
for that year.

Data for the Czech Republic were available only from 1993Q1.

B.1.7 Oil Price Index

For oil prices we used monthly averages of Brent Crude series from Datastream.

B.2 Construction of Regional Data Series

Time series observations at the regional level were constructed as weighted av-
erages of corresponding country-specific series as set out in equations (8.10)

34



and (8.11). For weights we used the GDP shares of each country in the region,
computed as that country’s PPP-adjusted GDP divided by the total PPP/USD
GDP of the region. In order to avoid the use of time-varying weights, we choose
a relatively recent time period for which PPP data is available, namely 1996.

Not all time series were available for all countries over the entire sample
period. As a result the composition of the regional series is allowed to change as
data on specific countries become available. For example, if data is not available
for a given country over the first few periods in the sample, a zero weight is
attached to this country with the weights of the remaining countries in the
region adjusted to ensure that the sum of the weights add up to unity. Once
data becomes available for the country in question, the weights are redistributed
and the new information is ‘folded into’ the dataset.

Foreign variables are constructed uniquely for each region. For example,
foreign money supply m* for Western Europe is different from m* for Latin
America. We use the trade shares to appropriately weight the influence of
foreign regions on a specified region’s economy. Using an inter-regional trade
matrix, we first compute the trade shares for each region with a given country
(eg. the percent of Argentina’s trade originating from the Western Europe),
and then aggregate across countries based on the trade weights of the countries
within the region.

The weights used to aggregate, across countries, the foreign variables need
to be constructed with care. Since each starred variable is a weighted average
of regional starred variables, if a given region’s x variable is not available, then
the weighted average must be adjusted to reflect the fact that the foreign vari-
able is not comprised of all the = variables. This can easily be accomplished.
For example, suppose that we are computing the German g*and that x% of
Germany’s trade is with Turkey. However, Turkey’s equity index is not avail-
able. When we take a weighted average of Germany’s trading partners’ equity
indices, we will be effectively only weighting (1-x)%, since the Turkish index is
unavailable. We can then divide our result by (1-x)% to yield the appropriate
q* for Germany. Finally, for regions with more than one member country, there
exists ‘intra-regional’ trade (ie. trade between countries in the same region)
that will not appear in the ‘foreign’ (starred) variables. As such, the weights
will sum to less than one.
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Table 5

In-Sample Root Mean Square Forecast Errors (in per cent)

(1979Q3-1999Q1)

GVAR Benchmark
Factor Country/Region Model Model*
Real Output USA 0.701 0.790
Western Europe 0.264 0.432
Germany 0.807 0.926
Japan 0.683 0.863
South East Asia 0.502 1.100
Latin America 0.586 0.769
China 1.000 1.060
Middle East 0.598 0.705
Central Europe 2.590 3.480
Average across regions 1.070 1.410
Inflation USA 0.467 0.507
Western Europe 0.294 0.347
Germany 0.367 0.510
Japan 0.365 0.587
South East Asia 0.743 1.130
Latin America 7.750 9.200
China 0.686 0.744
Middle East 2.560 3.570
Central Europe 6.750 7.740
Average across regions 3.550 4.220
Interest Rate USA 0.269 0.265
Western Europe 0.109 0.151
Germany 0.092 0.139
Japan 0.107 0.165
South East Asia 0.386 0.450
Latin America 10.600 10.900
China 0.111 0.147
Middle East 0.958 1.300
Central Europe 0.932 1.190
Average across regions 3.560 3.680
Real Equity Price USA 6.060 6.090
Western Europe 7.080 6.930
Germany 8.910 8.110
Japan 7.230 7.760
South East Asia 8.660 10.600
Latin America 17.000 17.600
China - -
Middle East - -
Central Europe - -
Average across regions 9.860 10.300

continued/....



Table 5 (continued)

In-Sample Root Mean Square Forecast Errors (in per cent)

(1979Q3-1999Q1)

Real Exchange Rate USA - -
Western Europe 4.090 4.680
Germany 4.590 5.020
Japan 5.380 5.580
South East Asia 4.310 5.650
Latin America 4.160 4.830
China 5.200 5.710
Middle East 3.710 4.350
Central Europe 5.080 6.370
Average across regions 4.600 5.310
Real Money Balances USA 1.100 1.250
Western Europe 1.630 1.730
Germany 1.590 1.710
Japan 0.851 1.220
South East Asia 1.470 1.620
Latin America 5.090 5.590
China 4.030 4.590
Middle East 0.965 1.170
Central Europe 5.580 7.130
Average across regions 3.040 3.590

! The following random walk models with drifts were used as benchmarks:
Yie = Yiea t 1 € AR = AP+ U FET,

_ 9,00 p _ r r
Qi = Qi t M HELT =1 T U &,

e

The drift parameters were estimated using the in-sampl e observations.

e e m m
it — Pit =€~ Piga T TELM =M, + U + &



Table 6

Generalized Impulse Responses of a Negative
One Standard Error Shock to US Equity Prices

Region

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

-6.5
-3.6
-5.8
-2.4
-3.0
-55

-0.09
-0.04
0.01
0.13
-0.02
-0.03
0.25
-0.08
-0.20

0.11
0.59
0.02
-0.06
-0.05
122
0.03
0.72
-0.29

0.02
0.49
0.23
0.02
-0.02
1.75
0.02
0.21
-0.18

-0.54
-1.63
-0.37
0.37
0.52
101
-0.58
0.70

-6.6
-5.2
-6.5
3.1
-3.9
-55

-0.24
-0.14
-0.11
0.14
-0.07
-0.12
0.35
-0.04
0.47

0.01
0.69
0.76
-0.03
-0.59
1.59
0.08
0.39
-0.71

0.19
0.12
-0.01
0.02
0.88
1.35
-0.22
0.17
-0.20

0.33
-1.70
-0.32

0.12

0.74

0.35
-0.88
-0.74

Quarters after Shock
2 3 4 8
on equity prices (%)
-6.7 -6.7 -6.7 -6.6
-6.5 -1.7 -86 -109
-7.4 -8.1 -8.6 -9.2
-3.7 -4.3 4.7 -6.1
-4.7 -54 -6.3 -9.3
-6.4 -7.5 -85 -11.0

on output (%)
-0.32 -037 -039 -041
-020 -025 -031 -0.62
-020 -025 -029 -055
0.14 0.13 011  0.06
-011 -016 -023 -055
-023 -034 -045 -0.78
0.42 0.44 045 035
-0.02 0.00 003 004
0.46 0.43 052 105
on inflation (%)
-0.04 -007 -008 -0.08
0.08 0.07 0.07 004
-001 -003 -039 -0.08
-051 -006 -0.07 -0.10
-009 -010 -010 -0.13
1.09 1.04 039 160
0.15 0.19 022 031
0.42 0.35 0.30 0.08
-1.09 -111 -099 -0.08
on interest rate (%)
-0.74 -001 -001 -0.02
0.26 0.40 026 -0.01
-0.03 -006 -008 -0.15
0.02 0.01 079 -0.01
0.01 0.02 002 0.03
1.19 1.27 142 189
0.92 0.02 0.03  0.06
0.24 0.27 031 044
-020 -023 -024 -0.29
on real exchange rate (%)

0.93 145 1.92 3.44
-189 -197 -190 -1.05
-044 -048 -046 -0.19

0.07 0.09 0.13 0.35

1.03 141 1.79 3.00
-0.36 -089 -129 -225
-1.21  -150 -1.71 -210
-198 -292 -362 -5.00

12

-6.5
-12.2
-9.2
-7.1
-11.8
-12.4

-0.39
-0.85
-0.82
-0.23
-0.87
-1.00
0.22
0.00
1.45

-0.08
0.63
-0.12
-0.13
-0.18
1.89
0.32
-0.10
-0.86

-0.01
-0.03
-0.23
-0.02
0.02
2.19
0.07
0.54
-0.43

4.44
0.08
0.10
0.52
3.82
-2.55
-2.08
-5.67

20

-6.3
-12.8
-84
-8.2
-14.5
-13.6

-0.37
-0.10
-0.12
-0.43
-1.28
-1.22

0.09
-0.12

1.93

-0.06
-0.05
-0.17
-0.16
-0.26

2.17

0.29
-0.29
-1.64

-0.01
-0.06
-0.36
-0.06
0.77
2.47
0.06
0.65
-0.71

524
2.39
0.49
0.70
4.66
-2.48
-1.64
-6.93




Table 7

Generalized Impulse Responses of a Positive
One Standard Error Shock to US Interest Rates

Region

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

-0.40
-0.05
-1.37
-0.11
-0.75
-3.28

0.33
0.41
0.13
0.06
-0.03
-0.05
0.69
-0.08
0.22

0.17
0.03
0.01
-0.04
0.22
-0.28
0.09
0.27
-0.44

0.28
-0.88
0.81
-0.02
0.11
-0.49
-0.67
0.05
-0.01

0.60
0.47
0.25
0.44
-0.48
0.05
0.06
0.10

-0.49
-0.45
-1.20
-0.40
-0.93
-3.80

0.25
0.35
0.18
-0.02
-0.09
-0.16
0.02
-0.10
0.12

0.12
0.05
0.04
0.06
0.03
-0.78
0.16
0.20
0.17

0.28
0.01
0.04
-0.59
0.08
-0.68
0.45
0.05
0.04

0.97
1.30
0.47
-0.40
-0.20
-0.41
-0.31
0.04

Quarters after Shock
2 3 4 8
on equity prices (%)
-052 -052 -051 -042
-0.72 -093 -115 -2.03
-092 -0.73 -062 -0.67
-0.56 -068 -080 -1.26
-112 141 -174 -3.26
-472 561 -637 -849
on output (%)
0.21 0.18 0.17 0.16
0.37 0.03 092 -0.15
0.21 0.23 0.27 0.30
-0.01  -0.26 049 -0.83
-0.12 -015 -0.18 -0.36
-0.27 -037 -047 -0.75
068 -004 -007 -0.18
-0.12 -014 -0.16 -0.23
0.15 0.20 0.27 0.46
on inflation (%)
0.09 0.08 0.70 0.07
0.06 0.05 0.05 0.04
0.03 0.03 0.02 -0.49
0.03 0.34 0.30 0.21
-0.04 -005 -0.06 -0.09
-091 -088 -080 -054
0.19 0.19 0.20 0.21
0.13 0.07 0.03 -0.08
0.72 117 1.53 2.26
on interest rate (%)
0.26 0.26 0.26 0.26
0.03 0.08 0.05 0.08
0.05 0.07 0.08 0.11
0.14 0.21 0.26 0.04
0.07 0.08 0.08 0.09
-069 -060 -051 -0.22
0.02 0.03 0.03 0.04
0.05 0.05 0.05 0.08
0.12 0.21 0.29 0.44
on real exchange rate (%)

1.30 1.57 181 2.66
1.67 1.82 1.87 0.18
0.39 0.40 0.42 0.55
-058 -059 -058 -054
0.15 0.51 0.84 1.85
-0.78 -097 -1.08 -1.25
-010 -012 -0.10 0.02
0.18 0.51 0.91 2.23

12

-0.34
-2.98
-1.16
-1.73
-4.69
-0.84

0.17
-0.32
0.28
-0.02
-0.54
-0.94
-0.23
-0.31
0.57

0.08
0.02
-0.01
0.87
-0.13
-0.36
0.22
-0.16
2.45

0.26
0.08
0.12
0.05
0.09
-0.01
0.04
0.12
0.45

342
175
0.66
-0.52
2.52
-1.32
0.19
2.69

20

-0.32
-4.49
-1.96
-2.47
-6.71
-11.38

0.19
-0.59
0.15
-0.06
-0.79
-1.15
-0.28
-0.41
0.81

0.09
-0.11
-0.37
-0.01
-0.19
-0.11

0.22
-0.26

2.37

0.26
0.07
0.10
0.05
0.07
0.26
0.04
0.20
0.38

4.50
1.90
0.84
-0.47
3.30
-1.45
0.52
241




Table 8

Generalized Impulse Responses of a One Standard Error
Negative Shock to South East Asia Equities

Region

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

USA

Western Europe
Germany

Japan

South East Asia
Latin America
China

Middle East
Central Europe

0

0.28
-0.12
-1.85

1.25
-8.28
-0.57

-0.03
0.02
-0.10
0.07
-0.08
0.03
-0.65
0.07
0.05

-0.05
0.03
0.03

-0.09

-0.14

-0.20
0.07
0.07

-0.03

0.88
-0.21
-0.03
-0.02

0.06

0.12
-0.79

0.09

0.06

-0.21
-0.03
-0.02
0.06
0.12
-0.79
0.09
0.06

1

0.38
-1.57
-2.07

1.02
-9.19
-0.85

-0.59
-0.02
-0.13
0.13
-0.20
0.01
-0.14
0.15
-0.05

-0.03
0.24
-0.02
-0.05
-0.11
0.26
0.05
0.04
-0.40

0.01
0.11
-0.03
-0.02
0.23
0.25
-0.22
-0.13
-0.26

0.11
-0.03
-0.02

0.23

0.25

0.22
-0.13
-0.26

Quarters after Shock

2 3 4 8

on equity prices (%)

0.43 0.46 0.48 0.54
-209 -265 -317 -4.68
241 -276 -3.06 -3.82

0.79 0.52 025 -0.72

-10.21 -11.18 -12.05 -14.75
-1.09 -133 -158 -245

on output (%)
0.01 0.03 0.04 0.05
-004 -006 -008 -0.20
-0.15 -0.16 -017 -0.24
0.18 0.20 0.22 0.22
-0.34 -047 -060 -0.99
0.04 0.07 0.09 -0.18
-0.16 -0.17 -0.18 -0.27
0.20 0.24 0.27 0.36
-0.03 0.15 0.03 0.14
on inflation (%)
-0.02 -0.79 -020 -0.79
0.02 0.02 0.02 0.01
-002 -003 -034 -005
-054 -005 -0.06 -0.09
-009 -010 -013 -0.02
0.32 0.35 0.36 0.42
0.06 0.07 0.08 0.08
0.18 0.17 0.15 0.52
-010 -018 -025 -0.31
on interest rate (%)
0.01 0.02 0.02 0.02
0.32 0.32 0.33 0.30
-0.03 -004 -005 -0.08
002 -061 0.26 0.01
0.02 0.01 052 -0.01
0.31 0.35 0.37 0.47
0.45 0.74 0.96 0.01
-001 -010 -0.10 -0.05
-0.04 -006 -007 -0.12
on real exchange rate (%)

0.32 0.32 0.33 0.30
-003 -004 -005 -0.08
-0.02 -0.61 0.21 0.01

0.02 0.01 052 -0.01

0.31 0.35 0.37 0.47

0.45 0.74 0.96 0.01
-011 -010 -010 -0.05
-004 -006 -007 -0.12

12

0.59
-5.57
-4.14
-1.40

-16.57
-3.07

0.06
-0.33
-0.34

0.18
-1.25
-0.25
-0.33

0.38

0.33

0.01
-0.30
-0.07
-0.11
-0.03

0.51

0.07
-0.14
-0.35

0.02
-0.29
-0.11

0.55
-0.03

0.58

0.89
-0.78
-0.17

-0.29
-0.11
0.55
-0.03
0.58
0.89
-0.78
-0.17

20

0.67
-6.29
-4.10
-2.08

-18.40
-3.69

0.07
-0.46
-0.55

0.09
-1.53
-0.35
-0.40

0.37

0.60

0.02
-0.03
-0.10
-0.13
-0.04

0.66

0.05
-0.28
-0.66

0.02
-0.02
-0.17
-0.01
-0.05

0.72
-0.11

0.06
-0.03

-0.02
-0.17
-0.01
-0.05

0.72
-0.11

0.06
-0.31




Percent Change

Figure 1

Impulse Response of a Negative Unit (-1 SE) Shock to US Real Equity

Prices on Real Equity Prices Across Regions
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Figure 2

Impulse Response of a Negative Unit (-1 SE) Shock to US Real Equity
Prices on Real Output Across Regions
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Figure 3

Impulse Response of a Positive Unit (+1 SE) Shock to US Interest
Rates on Real Equity Prices Across Regions
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Figure 4

Impulse Response of a Positive Unit (+1 SE) Shock to US Interest Rates

on Real Output Across Regions

1.5%

0%+ — — — — — — - —
—USA

05% 1— — — — 3§ - Y/ /= == Japan
—4+—\\V. Europe

-1.0% -

-1.5%

—>—SE Asia
—&— Mid East

—+—L. America
s -~ ®-- Germany
' —&—C. Europe

%‘QI —&— China

////

Quarters



Percent Change

Figure 5
Impulse Response of a Negative Unit (-1 SE) Shock to Equity Markets in SE
Asia on Real Equity Prices Across Regions
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Figure 6

Impulse Response of a Negative Unit (-1 SE) Shock to Equity Markets
in SE Asia on Real Output Across Regions
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