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ABSTRACT 22 

Ozone (O3) isopleths describe the non-linear responses of O3 concentrations to changes in nitrogen 23 

oxide (NOX) and volatile organic compounds (VOCs), and thus are pivotal to the determination of 24 

O3 control requirements. In this study, we innovatively use the Community Multiscale Air Quality 25 

model with High-order Decoupled Direct Method (CMAQ-HDDM) to simulate O3 pollution of 26 

China in 2017 and derive O3 isopleths for individual cities. Our simulation covering the entire China 27 

mainland suggests severe O3 pollution as 97% of the residents experienced at least one day, in 2017, 28 

in excess of Chinese Level-II Ambient Air Quality Standards for O3 as 160 µg·m-3 (81.5 ppbV 29 

equally). The ambient O3 concentration in China measured in the population-weighted average, is 30 

overall VOC-determinant as reducing VOC emissions shall be more effective for O3 mitigation than 31 

controlling NOX. However, the O3 responses to emissions of precursors vary widely across 32 

individual cities. Densely populated metropolitan areas such as Jing-Jin-Ji, Yangtze River Delta, 33 

and Pearl River Delta are following NOX-saturated regimes, where a small amount of NOX reduction 34 

increases O3. Ambient O3 pollution in the eastern region generally are limited by VOCs, while the 35 

western regions are limited by NOX. The city-specific O3 isopleths generated in this study are 36 

instrumental in forming hybrid and differentiated strategies for O3 abatement in China. 37 

  38 



INTRODUCTION 39 

Tropospheric ozone (O3) is a trace gas and major air pollutant with adverse impacts on human and 40 

ecosystem health.1 Human exposure to O3 is associated with increased risks of respiratory and 41 

circulatory disease and premature death.1-3 Elevated ground-level O3 also reduces crop production 42 

and warms the atmosphere.4 China is experiencing worsening O3 pollution in recent years.5 The 43 

Global Burden of Disease reported 1.8×105 premature deaths in China in 2017 from exposure to 44 

ambient O3, which is the highest among all countries (and the third highest in terms of the 45 

attributable mortality rate).6 Both large-scale surface measurements and satellite observations show 46 

that O3 levels in China are growing,7, 8 especially in eastern China, a region that is densely populated, 47 

with an annual increase rate of approximately 1–3 parts per billion by volume (ppbV).7, 9, 10 48 

Unlike most other air pollutants that are directly emitted, ambient O3 is formed indirectly from 49 

photochemical reactions between nitrogen oxides (NOX) and volatile organic compounds (VOCs) 50 

in the presence of sunlight.1 In many countries, emissions of NOX and VOCs are regulated for O3 51 

control.11, 12 The O3 responses to NOX and VOC reduction, however, are not linear,13 and in certain 52 

circumstances (e.g., in the presence of high NOX), reducing NOX can increase O3 because “NOX 53 

titration” is reduced.14, 15 This O3-NOX-VOC relationship conforms to a general pattern and can be 54 

illustrated with an isopleth diagram, referred to as “O3 isopleths”, where emissions or initial 55 

concentrations of NOX and VOCs define two different axes perpendicular to each other, and the 56 

corresponding O3 levels form the isopleths.16-18 O3 isopleths are widely used as a basis to diagnose 57 

O3 trends in response to precursors’ emission changes19 and are key to the development of control 58 

strategies for O3 reduction.20 59 

There are two major conventional approaches to draw O3 isopleths for a given locality, 1) developing 60 



empirical relationships based on observational data21-25 or, more commonly, 2) predicting O3 61 

changes using numerical models.26-33 While empirical approaches can be fast and effective, 62 

application of these approaches is limited by the availability of measurements in space and time. In 63 

contrast, modeling approaches, especially those using three-dimensional chemical transport models 64 

(CTMs), are often computationally expensive but have the advantage of high spatial and temporal 65 

continuity and can be applied to various locations and spatial scales.26-30, 33 66 

Many studies have used CTMs to generate O3 isopleths.33-35 A traditional method, perceived as 67 

“brute force” approach, repeats CTM simulations with altered emission inputs and is one of the 68 

commonly used approaches to calculating O3 isopleths.35 However, to cover a wide range of 69 

emission changes and ensure accuracy, this approach may need hundreds of simulations, which 70 

substantially increases the computational burden.22 With recent model development, advanced 71 

sensitivity analysis techniques have been incorporated in CTMs.36-38 Hakami et al., for example, 72 

first implemented the high-order decoupled direct method (HDDM)—a forward sensitivity analysis 73 

technique—in a CTM and successfully generated O3 isopleths by running the model just once.39 74 

HDDM implemented in CTMs provides first- and second-order forward sensitivities that depict 75 

both linear and nonlinear responses of model outputs (i.e., concentrations, deposition, etc.) to input 76 

parameters (e.g., emissions, meteorology, boundary conditions, reaction rates, etc.) and is an ideal 77 

tool to examine the non-linearity of O3 chemistry.40, 41 Compared to the brute-force approach, using 78 

HDDM to develop O3 isopleths requires less computing time and avoids numerical noises that have 79 

been found in applying brute-force.28, 42 Under a large change in precursor emissions (e.g., by ±50%), 80 

however, a single application of HDDM may fail to capture the O3 responses because the 81 

sensitivities provided by HDDM are local.43 Several recent studies have used weighting factors to 82 



combine multiple HDDM simulations with altered emissions to cover emission changes beyond 83 

±50%.44, 45 However, this weighting approach (or “stepwise approach” named in some studies) is 84 

subject to artificial parameterization, and the weighting options strongly affects the patterns of the 85 

generated O3 isopleths. In addition, this approach cannot maintain the continuity of the first- and 86 

second-order sensitivities. The accuracy of the O3 isopleths generated by this approach, thus, 87 

degrades significantly with increasing non-linearity of the system.45 So far, there is still a lack of 88 

reliable and universally applicable approach to combining multiple HDDM simulations to generate 89 

O3 isopleths.  90 

Here, using the Community Multiscale Air Quality Modeling model with HDDM (CMAQ-HDDM), 91 

we develop a novel approach, the High-order Integral Method (HIM), to generate O3 isopleths by 92 

fully exploiting the information provided by multiple HDDM simulations (METHODS). By 93 

integrating the multiple simulation ensemble, HIM maintains the continuity of the first- and second-94 

order sensitivities of the generated O3 isopleths, covers a wide range of changes in NOX and VOC 95 

emissions (from 0% to 150%), and shows the best performance in developing O3 isopleths among 96 

existing approaches (RESULTS AND DISCUSSION). By applying this approach, we investigate 97 

the O3-NOX-VOCs relationship across China in 2017, the year that a series of promulgated clean air 98 

actions set goals for.46 We focus on ambient O3, measured by the population-weighted O3 99 

concentrations (CO3,pop, see METHODS for the calculation), because of its stronger relevance to 100 

population-wide human health, compared to spatially-averaged metrics.47 Through the investigation 101 

of the O3 isopleths generated by CMAQ-HDDM, this study examines how O3 pollution has and will 102 

respond to emissions changes and will inform further strategies for O3 mitigation in China. The 103 

general innovations of this study lie in 1) the realistic interpretations and policy implications of the 104 



first- and second-order sensitivities simulated from CMAQ-HDDM; 2) the HIM approach being 105 

able to generate the O3 isopleths by respecting the atmospheric chemistry mechanism instead of just 106 

statistically interpolating; and 3) the HIM approach being able to plot the O3 isopleths by multi-107 

order mathematical integrations from an arbitrary single starting point in the NOX-VOC emission 108 

coordinate system. It should be noted that there are other factors likely associated with the O3 109 

pollution in China, such as the reductions in particulate matter concentrations,7 which are beyond 110 

the scope of this study.  111 

METHODS 112 

Model configuration 113 

We use CMAQv5.0.2 with HDDM to simulate ground-level O3 concentrations and calculate both 114 

the first- and second-order sensitivities (including the second-order cross sensitivity) of O3 115 

concentrations to anthropogenic emissions of NOX and VOCs. Gas-phase chemistry is modeled with 116 

the CB05 chemical mechanism48 which has been extensively evaluated in terms of photochemistry 117 

and widely used to simulate O3 production.49-51 The study domain covers East Asia (Figure S1) with 118 

124×184 horizontal grid cells resolved at a 36-km planar horizontal resolution and 13 vertical layers 119 

extending to ~16 km above ground. A previous study showed that compared to finely-resolved 120 

CMAQ-HDDM simulations, coarse resolutions yield similar predictions of average ozone 121 

sensitivity on regional scales but may fail to capture sensitivity features in urban areas.52 For 122 

example, VOC sensitivities tend to be underpredicted in urban areas by coarse resolutions.52 Given 123 

the high computational expense of running CMAQ-HDDM, we chose 36-km as a compromise. How 124 

the model resolution affects O3 isopleths warrants further investigation.  125 

A one-year simulation using the CMAQ base model is conducted for evaluation and spans the whole 126 



2017 year. To minimize computational costs, simulations using CMAQ-HDDM only span the period 127 

from April 1st, 2017 to October 31st, 2017. These seven months generally cover the high O3 days 128 

across China and is defined as the O3 season in this study. Initial and dynamic boundary conditions 129 

are derived from the Hemispheric CMAQ simulations for the same study period.53, 54 The 130 

meteorological and emission inputs used to drive CMAQ-HDDM are adopted from an online 131 

operational air quality forecasting system, called “AiMa”.55, 56 In the AiMa modeling system, the 132 

meteorological data are generated from the Weather Research and Forecasting (WRF) model version 133 

3.4.157 driven by the 0.5° global weather forecast products produced by the National Centers for 134 

Environmental Prediction (NCEP) Global Forecast System (GFS).58 The emission inventory 135 

adopted by AiMa (called the AiMa emission inventory) is derived and used in this study. The first 136 

version of the AiMa emission inventory, split into eight source categories (i.e., agriculture, fugitive 137 

dust, residential and commercial, solvent usage, transportation, biomass burning, industry, and 138 

power plants), was developed based on activity data for year 2013 reported by China Energy 139 

Statistical Yearbook59 and adjusted using scaling factors derived from performance evaluation of 140 

initial simulation results.60, 61 Emissions from regions outside of China were derived from the 141 

Intercontinental Chemical Transport Experiment-Phase B emission inventory.62 Since 2013, air 142 

pollutants concentrations in China have been decreasing year by year due to increasingly more 143 

stringent controls. To maintain a reliable air quality forecast, the AiMa emission inventory has been 144 

continuously updated using a variety of methods and techniques, such as incorporating most recent 145 

activity data, replacing with more detailed finer-scale emission inventories (in Sichuan Basin for 146 

example), adjusting by a trail-and-error method based on ground-level measurements, and adjusting 147 

by inverse modeling based on satellite observations. The purpose of these updates and adjustments 148 



was to ensure high accuracy of the air quality forecast. In this study, we use the 2017 version of the 149 

AiMa inventory for simulations. The total anthropogenic emissions of NOX and VOCs in China in 150 

2017 are estimated to be 21.2 and 28.5 Tg·yr-1, respectively, in line with the estimates reported by 151 

the Multi-resolution Emission Inventory for China (MEIC) as 22.0 and 28.6 Tg·yr-1, respectively.63  152 

CMAQ-HDDM is designed to calculate the semi-normalized first- and second-order sensitivities of 153 

O3 concentrations to anthropogenic NOX and VOC emissions. The sensitivity coefficients are 154 

expressed in the same units as concentrations (ppbV) as follows, 155 

 Eq. 1 156 

 Eq. 2 157 

 Eq. 3 158 

 Eq. 4 159 

 Eq. 5 160 

where the subscripts V, N, and O3 denote VOCs, NOX, and O3, respectively; CO3 denotes O3 161 

concentration; ɛV and ɛN denote relative perturbations in total anthropogenic emissions of VOCs and 162 

NOX in China, respectively; SV and SN are the first-order sensitivities of O3 concentrations to VOC 163 

and NOX emissions, respectively; SVV and SNN are the second-order sensitivities of O3 concentrations 164 

to VOC and NOX emissions, respectively; SVN is the second-order cross sensitivity of O3 165 

concentrations to VOC and NOX emissions. These sensitivities are local in terms of mathematical 166 

differentiation, representing how concentrations respond to changes under currently set precursor 167 

emission conditions in the nonlinear photochemical system. In our simulations, the input parameter 168 
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for ɛN is the sum of the total anthropogenic emissions of NO, NO2, and HONO in China; the 169 

parameter for ɛV is the sum of the total anthropogenic emissions of all non-methane VOC species as 170 

defined in CB05 mechanism (Section S1 and S2 in the Supporting Information) in China.48 By 171 

definition, the O3 sensitivities calculated by these CMAQ-HDDM simulations depict the O3 172 

responses to total NOX and VOC emissions in China. Given that O3 may respond differently to 173 

emissions in local, surrounding, and faraway areas, the O3 sensitivities represent the net 174 

responses of O3 to precursors’ emissions from all areas. Such nationwide configuration has been 175 

adopted in studies that investigate O3 sensitivities to precursors emissions using DDM or other 176 

sensitivity analysis approaches.31, 41  177 

Model evaluation  178 

We evaluate the model performance by comparing modeled O3 with ground-level measurements 179 

(Figure S2). The normalized mean bias (NMB) of the O3-season mean MDA8h O3 at the 1504 180 

monitoring sites64 across the country is -4.8%, and the Pearson correlation coefficient (r) is 0.76 181 

(Figure S2), suggesting good agreement. Detailed results of the model evaluation for MDA8h O3 182 

and other compounds, including NOX, CO, PM2.5, PM10, SO2, and VOC, are illustrated in Figures 183 

S3–S7. Overall, the model well reproduces the temporal trends of the concentrations of multiple 184 

pollutants in each region but shows low biases in absolute levels of the concentrations. The largest 185 

disparity between modeled and observed concentrations is found for CO which has NMB of -67% 186 

(Figure S2). Such an underestimation bias in modeled CO has been commonly found and reported 187 

by other studies65-67 and is likely associated with the inconsistency of spatial resolutions between 188 

observations and simulations and an underestimation in CO emissions.67 The high winter levels are 189 

affected by domestic coal combustion, as CO concentrations originate roughly 50% from direct 190 



burning emissions, most of which are local emissions, so that spatial grid-based modeling will 191 

unreasonably average the CO level inside each simulation cell.68 Besides, the ground-based 192 

monitoring stations are usually deployed near the high population density regions, hence the 193 

observations might not credibly reflect the grid-average level. Underestimation of background CO 194 

is another possible reason for the low biases in modeled CO. Figure S2 shows that modeled CO are 195 

biased low at both high and low concentration sites. A fraction of the sites with low concentrations 196 

are regional background sites. The low biases at these sites suggest the underestimation of 197 

background CO. The underestimation of background CO is further supported by the similarity of 198 

the variations in observed and simulated CO as illustrated in Figures S3-S6. The resulting impact 199 

on O3 isopleths is likely moderate because reducing CO would decrease the O3 concentrations across 200 

the O3 isopleths, but the patterns of the isopleths depicting the responses of O3 to NOX and VOC 201 

emissions would be likely retained.  202 

The model also shows low biases in PM2.5 (NMB= -32%) and PM10 (NMB= -51%), which could be 203 

associated with the exclusion of wind-blown dust emissions from the current simulation, a known 204 

underestimation in monoterpene SOA from oxidation in the aerosol scheme implemented in 205 

CMAQv5.0.2 (i.e., aero06), and the mechanistic simplifications on aging of primary and secondary 206 

organic aerosols, and photo-oxidation of intermediate volatility organic compounds.69, 70 The 207 

underestimations in modeled PM may increase O3 prediction through changing the photolysis rates 208 

and uptake of oxidants on aerosol surfaces.71-74 Changing PM concentrations may change the 209 

modeled O3 by similar levels across the O3 isopleths, whereas the responses of O3 to NOX and VOCs 210 

should not be altered significantly.  211 

Multiple CMAQ-HDDM simulations 212 



We conduct CMAQ-HDDM simulations at 16 different NOX and VOC emission levels (i.e., 1%, 213 

50%, 100%, and 150% of NOX by 1%, 50%, 100%, and 150% of VOCs). The 16 NOX-VOC 214 

emission combinations correspond to 16 “vital points” on a O3 isopleth diagram (Figure 1). The 16 215 

vital points are selected as scattered as possible, and tried to be distributed evenly across the whole 216 

coordinational domain so that the integration-based and statistics-based interpolations could be of 217 

homogeneous power throughout the 𝑥-𝑦 and 𝑥-#𝑦 plane. Any 0% points are not chosen because 218 

HDDM cannot calculate sensitivities for zero emission. It should be noted that although HDDM is 219 

more efficient for calculating sensitivities than the traditional “brute-force” mathematical approach, 220 

it is still computationally expensive. The average CPU time to achieve a one-day CMAQ-HDDM 221 

simulation with two first-order and three second-order sensitivity parameters is about 64,800 222 

seconds (the CPUs are AMD Opteron(tm) Processor 6378, 2.4 GHz), though this could vary across 223 

hardware condition. The total CPU time of our simulation experiment (16 seven-month simulations) 224 

is about 2.2×108 seconds or 2,555 days.  225 

Based on the model simulations, CO3,pop of a given region is calculated as follows:  226 

 Eq. 6 227 

where subscript k denotes a model grid cell within the given region; CO3,k is the modeled O3 228 

concentration in grid cell k; POPk is the total population in grid cell k. The population distribution 229 

within the study domain is derived from the LandScan dataset provided by Oak Ridge National 230 

Laboratory.75 The LandScan 2017 version is used in this study to ensure a consistent base year with 231 

CMAQ-HDDM simulations. The spatial resolution of the population data is originally 30″ × 30″ 232 

(approximately 1 km on the equator) and is aggregated to get the same resolution of the model 233 
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domain (i.e., 36 km).  234 

On the O3 isopleth diagram, x-axis denotes the percentage of the total anthropogenic VOC emission, 235 

y-axis denotes the percentage of the total anthropogenic NOX emission, and the isopleths represent 236 

the averaged CO3,pop over the O3 season. The 16 simulations provide CO3,pop values together with 237 

their first-and second-order sensitivities at the 16 NOX-by-VOCs emission vital points. In the x-y 238 

plane, the partial derivatives at the 16 vital points can be derived from HDDM sensitivities as 239 

follows, 240 

 Eq. 7 241 

 Eq. 8 242 

 Eq. 9 243 

 Eq. 10 244 

 Eq. 11 245 

where subscript i denotes a specific vital point. x and y are coordinates of vital point i. The vital 246 

point (50%, 1%), for example, represents 50% emissions of VOCs and 1% emissions of NOX. SV(xi, 247 

yi), SN(xi, yi), SVV(xi, yi), SNN(xi, yi), and SVN(xi, yi) are modeled sensitivities at vital point i. We 248 

generate the isopleths in the 𝑥-#y plane (with the coordinates of x and square-root-transformed y) 249 

(Figure 1). In terms of Pearson’s r and sum of squared residuals (SSRs), our tests show better 250 

performance when the isopleths are generated in this plane, compared to those generated in the 251 

original or logarithmic plane (Figure S8). The square-root association between NOX and O3 has 252 

been reported by a previous study based on semi-empirical analysis,21 which partially explains the 253 
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better performance of the sensitivity-based integration in the 𝑥-#y plane than in other planes. In 254 

the 𝑥-#y plane, three of the five partial derivatives are different from those (Eq. 8, 10, and 11) in 255 

the original x-y plane. They are determined by the following equations that are derived from Eq. 7–256 

11 using the chain rule, as  257 

 Eq. 12 258 

 Eq. 13 259 

 Eq. 14 260 

where xt and yt are the coordinates in the transformed 𝑥-#y plane where xt = x and yt = #y. 261 

Method to derive O3 isopleths 262 

We develop a new method, high-order integration method (HIM), to combine multiple CMAQ-263 

HDDM simulations. HIM starts from the mathematical integration of the second-order sensitivities 264 

including cross sensitivities, and then the first-order sensitivities, to finally generate the O3 isopleths. 265 

In the 𝑥-#y plane, the second-order partial derivatives of the 16 vital points are interpolated using 266 

the natural-neighbor interpolation method.76 Based on the interpolated second-order derivatives, we 267 

conduct integration from the (100%, 100%) vital point to obtain the first-order derivatives on the 268 

1:1 line (Figure 1). Then, from the 1:1 line along with both the horizontal and the vertical directions, 269 

we conduct the mathematical integration to fill the first-order derivatives at any point within the 0-270 

150% emission range (Figure 1). The values of the first-order derivatives calculated by the 271 

horizontal and the vertical integration procedures can be slightly different from each other. They are 272 

averaged to get the calculated derivatives. It should be noted that except for starting from the vital 273 

point (100%, 100%) along the horizontal and vertical directions, it is viable to start from any vital 274 
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points along either path to complete the integration. To make sure that the calculated and modeled 275 

derivatives are identical at the 16 vital points, the residuals between the modeled and calculated 276 

derivatives are interpolated and added on top of the calculated layers to generate the first-order 277 

derivative plane, and the same procedures are applied to derive the corresponding O3 concentrations 278 

under the transformed coordinate system from the generated first-order derivatives. We finally 279 

transform the coordinates from the 𝑥-#y plane to the original x-y linear plane (Figure 1), whereby 280 

we obtain the final O3 isopleths. This method maintains the continuity of the first- and second-order 281 

derivatives of an isopleth diagram and makes it feasible to make the full use of the differential 282 

information provided by multiple CMAQ-HDDM simulations. 283 

In addition to HIM, we adopt alternative methods to derive the isopleths, including the first-order 284 

Integral Method (IM) where we only use the first-order sensitivities to generate the isopleths (i.e. 285 

DDM), the stepwise approach as proposed by previous studies,45, 77 and the brute force approach 286 

where we directly interpolate the isopleth diagrams based on CO3,pop values of the 16 vital points via 287 

nearest, linear, cubic, and natural-neighbor interpolation, respectively, without involving any 288 

sensitivities. The performance of HIM, IM, the stepwise approach, and the brute force approach are 289 

evaluated (see in RESULTS AND DISCUSSION). Note that the O3 isopleths are derived by city, 290 

and the values of the isopleths are measured by the CO3,pop of the city which is calculated as the 291 

population-weighted O3-season-averaged MDA8h within the city. A total of 366 prefecture-level 292 

cities in China are considered in this study. The definition of prefecture-level cities in China contain 293 

both urban and rural regions under jurisdiction, in which sense urban-rural divergences of O3 294 

concentrations are not considered in this study.  295 

 296 



 297 

Figure 1. Schematic of the coordinate system transformation and the High-order Integral 298 

Method (HIM) to generate O3 isopleths. “sqrt” denotes square-root transformation. 299 

RESULTS AND DISCUSSION 300 

Comparing the performance of different approaches 301 

The performance of the four approaches to generating O3 isopleth diagrams (i.e., HIM, IM, the 302 

stepwise approach, and the brute-force approach) is evaluated for each city by randomly selecting 303 

15 of the 16 vital points to draw the isopleth diagram with the one remaining point for validation. 304 

The CO3,pop calculated by the four methods at the remaining vital point are plotted against the CO3,pop 305 

directly modeled by CMAQ in Figure 2 along with r and SSR. The CO3,pop calculated by the four 306 

methods are all significantly correlated with the CMAQ-modeled CO3,pop at the significance level of 307 

0.01. Among these methods, HIM, IM, and the stepwise approach are of the r values quite close to 308 

1, but the SSR of HIM is over an order of magnitude lower than the SSR of IM and nearly two 309 

orders of magnitude lower than the SSR of the stepwise approach (Figure 2), suggesting better 310 

performance of HIM than IM and stepwise. IM is biased high at high levels of CO3,pop (Figure 2), 311 

while the stepwise approach is biased high at low levels of CO3,pop. The linear interpolation is chosen 312 

as a representative of the brute force approach. The performances of other interpolation methods, 313 



including the cubic, natural-neighbor, and nearest interpolations, implemented in the brute-force 314 

approach are shown in Figure S9, which performed similarly to each other in terms of r values 315 

(0.49–0.50) and SSRs (2.3×105–2.4×105). All these three methods are severely lowly biased and 316 

thus inferior to HIM and IM. The low biases are more pronounced at the four 50% NOX-associated 317 

vital points as (1%, 50%), (50%, 50%), (100%, 50%), and (150%, 50%), suggesting that O3 levels 318 

would be underestimated by the brute-force approach as NOX emissions further decline – an 319 

expectable trend in China. Due to the limitation of these interpolation methods, CO3,pop at the vital 320 

points of (1%, 1%), (150%, 1%), (150%, 1%), and (150%, 150%) cannot be extrapolated and are 321 

set to null (Figure 2, resulting in the cycles falling on the x-axis). The nearest interpolation method 322 

shows the lowest r value (r = 0.20, SSR = 87680.9) with large biases especially at low CO3,pop levels 323 

(Figure S9). Overall, HIM has the best performance (r = 1.00, SSR = 89.6) in generating the O3 324 

isopleth diagrams among the existing approaches.  325 

We also compare the isopleths derived from the 16 vital points with the isopleths derived from one 326 

single specific vital point: (100%, 100%). Taking Beijing as an example, the isopleths generated by 327 

the single vital point highly resemble the isopleths generated from the 16 vital points (mostly with 328 

a difference of <5%) when the changes in NOX and VOC emissions are within -60%–40% (Figure 329 

S10). This similarity confirms that CMAQ-HDDM is an efficient tool for sensitivity analysis, 330 

coinciding with results from Hakami et al.39 as the O3 isopleths constructed from multi-order 331 

sensitivities by mathematical integrations having well reproduced the mechanism-driven model 332 

predictions have justified the credibility of the estimated sensitivities from side. Relatively large 333 

differences are found when the NOX emission is reduced by more than 70%, where the O3 334 

photochemistry falls deep into the NOX-sensitive regime (Figure S10), and CO3,pop is biased by more 335 



than 10%. To better reproduce the O3 changes to a wide range of emission changes, we use 336 

information of all the 16 vital points to generate isopleths and conduct subsequent assessments. 337 

 338 

 339 

Figure 2. Evaluation of the performance of different methods to generate O3 isopleths. The 340 

methods include HIM, IM, the stepwise approach, and the brute force approach. Linear 341 

interpolation is used in the brute force approach. Figure S9 shows the performance of the brute 342 

force approach using other interpolation methods, including nearest, cubic, and natural-neighbor 343 

interpolation. The performance is evaluated by randomly selecting 15 out of 16 vital points to 344 

generate the isopleths for each city. The remaining one (labelled as “CMAQ modelled O3”) is 345 

compared with that calculated using the isopleths (“Calculated O3”), as shown in the figure where 346 

each circle represents a city. The red solid line is the 1:1 line. The Pearson’s correlation coefficient 347 



(r) and the sum of squared residuals (SSRs) are noted in each panel. 348 

 349 

National-level O3 isopleths, historical and future trajectories 350 

The average of the modeled O3 concentrations at monitoring sites is 55 ppbV during the O3 season, 351 

in line with observations (57 ppbV). Most of the sites are located in urban areas and thus less 352 

representative for rural population. In order to cover the entire population, we use model results to 353 

calculate CO3,pop. Our simulation shows that the average O3-season CO3,pop in China in 2017 is 59 354 

ppbV. 95% of the population are being exposed to ambient O3 at levels between 44 and 71 ppbV. 355 

100% and 97% of the population reside in places that have at least one day in 2017 exceeding the 356 

Chinese Level-I and II health-based Ambient Air Quality Standards for MDA8h O3, respectively 357 

(the Level-I and II standards are 50.9 and 81.5 ppbV, respectively, note that the official standards 358 

are defined in µg·m-3 under a reference condition as 100 and 160 µg·m-3 and converted here to 359 

ppbV).78, 79 If measured by the United States O3 standard which is 70 ppbV for the annual fourth-360 

highest MDA8h O3,11 99% of the Chinese population live in non-attainment areas, compared to 30% 361 

in the United States in the same year,29, 80 suggesting severe O3 pollution in China.  362 

We generate the isopleths of national-level CO3,pop using HIM (Figure 3a). The national-level 363 

isopleths depict overall responses of O3 exposure of the entire Chinese population to emission 364 

controls. Given that the O3 exposure of the entire population is directly associated with the health 365 

burden of the country from O3 pollution, the national-level isopleths have important political and 366 

health implications. On the isopleths, we add the SN=SV and SN=0 lines (Figure 3a). The SN=SV line 367 

divides the diagram into two major regimes: above this line is the VOC-limited regime where VOC 368 

reduction is more effective for reducing O3; below this line is the NOX-limited regime where NOX 369 



reduction is more effective.14 Above the SN=0 line outlines the NOX-saturated regime – a part of the 370 

VOC-limited regime, where NOX reduction increases O3 (Figure 3a). In addition, we define the 371 

transition regime when the ratio of SN to SV lies between 0.8 and 1.2, where reductions in NOX and 372 

VOCs are almost equally beneficial (Figure 3a, the shaded area around the SN=SV line). The 373 

sensitivities of CO3,pop to NOX and VOC emissions show an overall VOC-limited regime in China 374 

(SN = 2.4 ppbV, SV = 5.3 ppbV, SN/SV = 0.45) (Table S1), suggesting that the VOC reduction is more 375 

effective for O3 mitigation, though both NOX and VOC reductions are beneficial. 376 

The second-order sensitivities of SNN, SVV, and SNV are -12.0, -3.1, and 5.0 ppbV, respectively (Table 377 

S1). Negative SNN and SVV reflect an increase in SN and SV as the emissions decline. The higher 378 

absolute value of SNN than that of SVV (|SNN | = 12.0, |SVV | = 3.1) suggests a faster increase in SN as 379 

the NOX emission decreases than in SV as the VOC emission decreases by the same percentage. 380 

Therefore, although VOC reduction is currently more effective for O3 mitigation, NOX reduction 381 

could become more and more effective as emissions continuously decrease and have the larger 382 

potential for O3 mitigation than VOC reduction. This tendency is well confirmed by the O3 isopleths 383 

(Figure 3a) which show a reduction of 4.3 ppbV in CO3,pop due to a 50% reduction in NOX, 28% 384 

larger than the CO3,pop reduction achieved by a 50% reduction in VOCs (3.3 ppbV). The 385 

corresponding SN (16.3 ppbV) at (100%, 50%) is 135% larger than the SV (6.9 ppbV) at (50%, 100%). 386 

Unlike the SNN and SVV, the cross sensitivity SNV (5.0 ppbV) is positive, indicating that reducing 387 

either NOX or VOCs would cause the other one being less effective for O3 abatement (due to a 388 

decrease in the first-order sensitivity). For example, the SV decreases from 5.3 to 2.2 ppbV when 389 

reducing the NOX emission by 50%, and similarly, the SN decreases from 2.4 to 0.2 ppbV when 390 

reducing the VOC emission by 50%. As a result, although simultaneously reducing both NOX and 391 



VOC emissions would achieve a larger CO3,pop reduction (5.9 ppbV) than solely reducing either NOX 392 

(4.3 ppbV) or VOCs (3.3 ppbV), the CO3,pop reduction of the former would be 23% smaller than the 393 

sum of the latter two. The first- and second-order sensitivities and O3 concentrations of the national 394 

average CO3,pop at the 16 vital points are summarized in Table S1. 395 

It has been reported that the total anthropogenic NOX emissions in China continuously increased 396 

between 1970 and 2012 from 12 Tg·yr-1 to 29 Tg·yr-1 and then decreased by about one quarter 397 

between 2012 and 2017, and that VOC emissions kept increasing throughout the entire period, 398 

although gradually levelled off after 2012 (Figure 3 and S11).81 Corresponding to the reported 399 

historical emission trajectories, the overall CO3,pop in the isopleths started from the NOX-limited 400 

regime in 1970, switched to the VOC-limited regime in around 2004, and stayed in the VOC-regime 401 

through 2017 (Figure 3a). The combination of the emission trajectories and the shift in O3 regimes 402 

results in a generally increasing trend in CO3,pop since 1970 which peaks in 2014 and then slightly 403 

declined in the most recent years (Figure 3b). Note that the CO3,pop trend in Figure 3b only shows 404 

the response of O3 to changing NOX and VOC emissions, while other factors, such as climate 405 

conditions and emissions of other compounds, are assumed unchanged as in 2017. The trend, 406 

therefore, cannot be regarded as a historical reconstruction of CO3,pop.  407 

 408 



 409 

Figure 3. The O3 isopleths and the historical and future trends of O3 in China. a. The O3 410 

isopleths in China showing the responses of the O3 concentration to the changes in total 411 

anthropogenic emissions of NOX and VOCs. O3 concentrations are calculated as the population-412 

weighted average O3-season MDA8h O3 across China. The SN=0 line, the SN=SV line, the historical 413 

emission trajectory since 1970, and the three VOC emission reduction scenarios are marked in the 414 

isopleth diagrams by the black dashed line, the solid line, the white circles, and the white dashed 415 

line, respectively. The shaded area represents the transition regime. b. The O3 concentrations in 416 

response to the historical NOX and VOC emissions during 1970–2017 derived from the O3 isopleths. 417 

This O3 trend corresponds to the black solid line in panel a. c. The future trends of O3 concentrations 418 

under different emission reduction scenarios. The historical trends of NOX and VOC emissions are 419 

derived from the Multi-resolution Emission Inventory for China version 1.2.81 The scenario 420 

projections are realized by prescribing +50%, no change, and -50% change of VOC emissions, 421 

crossed with 0–50% reduction of NOX. Note that Figure 3 illustrates the overall response of CO3,pop 422 

to precursors emissions in China, but different regions have different levels of NOX and VOC 423 

emissions and may represent different responses.  424 



 425 

To show how the future O3 trends would differ by different emission reduction strategies, we design 426 

three emission scenarios in which NOX emissions are consistently reduced by 50% while VOC 427 

emissions either increase by 50%, or remain constant, or decrease by 50% (marked as white dashed 428 

lines in Figure 3a). Notably, an 1-ppbV decrease in the national average CO3,pop would avoid 429 

approximately 5,300 deaths per year from exposure to ambient O3, indicating marked health benefits 430 

from O3 mitigation (Section S3 in the Supporting Information). Under the increasing-VOC scenario, 431 

the CO3,pop would eventually decrease by 3.4 ppbV but would change little with the first 25% NOX 432 

reduction; under the constant-VOC and decreasing-VOC scenarios, the CO3,pop would show a 433 

gradual decrease of 4.3 and 5.9 ppbV, respectively (Figure 3c). The different CO3,pop values at the 434 

end of the three scenarios demonstrate an important role of VOC reduction in O3 mitigation despite 435 

that reducing NOX is more efficient. When zeroing out the anthropogenic NOX and VOC emissions, 436 

the isopleths imply a background CO3,pop of ~40 ppbV (Figure 3a). 437 

O3 isopleths for individual cities 438 

The national-level analysis demonstrates the population-weighted O3 concentration of the country 439 

to historical and future emission changes, but different cities may respond differently, as reflected 440 

by the different patterns of the city-specific O3 isopleths in Figure 4. Different cities respond 441 

differently to NOX and VOC emission changes, as reflected by the different patterns of their O3 442 

isopleths. Figure 4 illustrates the O3 isopleths for six representative cities. Beijing and Guangzhou 443 

are two of the most developed cities in China, with populations of 21 and 13 million, respectively.82-444 

84 As marked by the black crosses on the city-specific O3 isopleths, CO3,pop in these two cities are 445 

currently in the NOX-saturated regime, and thus, reducing VOCs is effective for O3 mitigation in 446 



these cities, while reducing NOX increases O3. Chengdu, an inland capital city and a megacity with 447 

a population of ~14 million,84, 85 also shows a NOX-saturated O3 regime, but the NOX titration effect, 448 

quantified by the magnitude of the increase in ambient O3 in response to a decrease in ambient NOX, 449 

in Chengdu is weaker than in Beijing and Guangzhou as indicated by SN, that -7.4, -15.5, and -4.0 450 

ppbV in Beijing, Guangzhou, and Chengdu, respectively. Moderately or less developed cities are 451 

more divided in their O3 isopleths patterns, but their current CO3,pop locations in O3 isopleths are 452 

generally close to or below the SN=SV line (e.g., Jiaozuo, Changsha, and Yuxi in Figure 4). Yuxi in 453 

Yunnan province (Figure 4), as a representative less-developed city, falls deep into the NOX-limited 454 

regime (SN and SV are 6.2 and 0.5 ppbV, respectively) and shows a relatively low level of ambient 455 

O3 (46.0 ppbV).  456 

Generally, the city-specific O3 isopleths provide intuitive perceptions on the local surface O3 control 457 

strategies. Taking Beijing as an example, the annual average surface O3 concentration in 2017 was 458 

67.5 ppbV (i.e. the 100% NOX and VOC emissions in the isopleth). Reducing the NOX emission 459 

down to 50% while keeping the VOC emission constant could decrease the O3 to 66.4 ppbV, and 460 

reducing the VOC emission to 50% while holding the NOX emission as the same could control the 461 

O3 to 59.5 ppbV, indicating emissions of VOCs should be restricted in priority for Beijing at the 462 

current status. The background O3 concentration, defined at the (0%, 0%) emission coordination, 463 

could reflect the O3 pollution abatement potential under the zero-emission ideal circumstances (as 464 

45.0 for Beijing). However, elimination of all NOX and VOC emissions are never pragmatic, and 465 

hence setting the Level-I standard (50.4 ppbV) as our policy target would be more feasible, which 466 

could be achieved by suppressing the NOX emissions strictly to lower than 10% of the current 467 

condition, where VOC emissions would be of limited effects. The paradox that we should first lower 468 



down the VOCs to alleviate the high O3 pollutions but radically we have to restrict the NOX to a 469 

rather low level to control the O3 for Beijing in the long-run, shall be the most valuable realistic 470 

implication at the policy level, which could arouse future researches in cost-effective analyses and 471 

policy-making.  472 

 473 

 474 

Figure 4. O3 isopleths for six representative cities. The black cross marks the CO3,pop under 100% 475 

of NOX and VOC emissions, i.e., the current positions (2017) on the isopleths. The black dashed 476 

line is where the sensitivity to NOX emission changes is zero (above which, increased NOX 477 

emissions decrease O3), and the solid black line is where the VOC and NOX emission sensitivities 478 

are the same. 479 

 480 

Spatial distribution 481 

Figure 5 shows the spatial distributions of SN, SV, and CO3,pop covering the 366 cities in China. 34% 482 

of the cities, where 48% of the Chinese population reside, are in the VOC-limited regime. 14% of 483 



the cities, where 25% of the Chinese population reside, show negative SN (Figure 5a) and therefore, 484 

are classified into the NOX-saturated regime. These cities in the NOX-saturated regime often have 485 

high SV (Figure 5b). Cities in the VOC-limited regime are mostly located in the eastern China 486 

(Figure 5c). Those in the NOX-saturated regime are clustered in four major regions, as the North 487 

China Plain (NCP), Yangtze River Delta (YRD), Pearl River Delta (PRD), and Northeast China 488 

(Figure 5a). In particular, the first three regions are the target regions of several landmarks for 489 

tackling air pollution in China.46, 86 Our results indicate that the stringent control over NOX 490 

emissions is expected to cause a continuous increase in O3 in these regions likely due to reduced 491 

NOX titration.87, 88 The negative SN in Northeast China, particularly in Liaoning, might be 492 

attributable to high local emissions from heavy industries and a cold climate which have favored 493 

the pollutants accumulation due to the cool air stagnation effect.89-92 The majority of the cities in the 494 

middle and western parts are in the NOX-limited regime with relatively high SN and low SV. A 495 

complete list of the city-specific first- and second-order sensitivities are provided in Supplemental 496 

Dataset. The correlation between SN and SV of individual cities is significant (p-value = 10-43) (Figure 497 

S12). It is noteworthy that there are strong correlations between SV and the three second-order 498 

sensitivities (Figure S12). These correlations may facilitate a quick estimation by regression-based 499 

approximation for the second-order sensitivities from SV, as direct generation of them from CMAQ 500 

models could be rather computational costly.  501 

We collect observation data based on a thorough literature review and compare the observation-502 

based O3 regimes with the simulation results (Table S2). Given the rapid change in the severity of 503 

O3 pollution in recent years in China, we only consider the most recent measurements, i.e., those 504 

conducted in 2015 and beyond. Measurements are concentrated in NCP, YRD, and PRD, with a 505 



limited number of measurements conducted outside these three regions (Table S2). In line with our 506 

simulation, most measurements reveal a VOC-limited regime in these three regions. For example, 507 

both the observations and the simulation fall in VOC-limited regimes at the six sites in three NCP 508 

cities as Beijing, Tianjin, Zhengzhou (Table S2), other than which a relatively larger disagreement 509 

is detected (Table S2), probably due to the mismatch in time – the measurements showing 510 

disagreement in other regions were all conducted before 2017, which was the baseline year of our 511 

simulation. Overall, the simulation results match the observed O3 regimes at 20 out of the 33 sites 512 

(Table S2), suggesting fair performance of the model. 513 

 514 

 515 

Figure 5. The spatial patterns of the city-level SN (a), SV (b), and O3 regimes (c). SN and SV are 516 

the modeled sensitivities of O3 concentrations to anthropogenic NOX and VOC emissions, 517 

respectively, and are represented by the O3 concentration change due to a 100% change in NOX and 518 

VOC emissions, respectively. The O3 regime for each city is determined by the ratio of SN to SV 519 

(NOX-limited if SN/SV > 1.2, transitioning if 0.8 < SN/SV ≤ 1.2, VOC-limited otherwise). Several 520 

representative cities are marked with the regions where the cities are located: Jing-Jin-Ji (JJJ), 521 

Yangtze River Delta (YRD), Pearl River Delta (PRD), and Cheng-Yu (CY) (Figure 5a).  522 

 523 



Temporal trends 524 

We further investigate the temporal trends in CO3,pop, SN, and SV in China with a focus on four 525 

representative regions, as the Jing-Jin-Ji metropolitan area (JJJ, located in the north of NCP), YRD, 526 

PRD, and the Cheng-Yu metropolitan area (CY, an inland metropolitan area circumscribing 527 

Chengdu and Chongqing, alternatively named as “Yu”, in the southwest China). Temporally, CO3,pop 528 

across China peaks in May (Figure 6), in accordance with ground-level observations in 2017 (Figure 529 

S13), which is likely affected by long-range transport and intrusion from the stratosphere.93-95 530 

Similar peaks in May were also evident in YRD, PRD, and CY (Figure 6). Both modeled CO3,pop 531 

and observed O3 concentrations exhibit multiple peaks over PRD (for example, in May and 532 

September-October) (Figures 6 and S5). Note that due to recent emission control and climate 533 

variation, the intra-annual temporal patterns of CO3,pop may vary by year (Figure S13). SN summit in 534 

June-July-August across all China regions except PRD which exhibits multiple peaks. SV, on the 535 

other hand, shows a trough in summer in most regions, which shall be attributed to the strong solar 536 

radiations in summer that endow the photolysis of NOX with predominant position over the 537 

contribution from VOCs, so that the O3 sensitivities from VOCs were suppressed. The ratio of SN to 538 

SV generally peaks in summer, suggesting that a NOX-limited regime is of higher frequency to occur 539 

in summer; while an exception is PRD where SN/SV ratios are mostly negative throughout the study 540 

period. Large variability of the ratios is evident within each region as illustrated by the shaded 541 

areas in Figure 6 (see Section S4 in the Supporting Information for detailed discussion on 542 

relationships between sensitivity coefficients and climate variables).  543 

We find that compared to the 10% of days with lowest O3 in each region, the 10% of days with 544 

higher O3 are often concurrent with higher levels of SN, SV, and SN/SV ratios (Figure S14). On the 545 



low-O3 days, SN are more inclined to be negative, suggesting a stronger NOX titration effect. The 546 

policy implication from our results is that reducing NOX emissions are more efficient for controlling 547 

O3 on high O3 pollution episodes towards the prescribed O3 standards, but less effective on low-O3 548 

days. Taking JJJ as an example, the highest O3 pollution occurred on June 30, 2017 as 148.1 ppbV, 549 

when SN was 24.8 ppbV, indicating that surface O3 pollution could be alleviated by 0.248 ppbV per 550 

1% NOX emission reduction. However, for the median O3 pollution days like September 2, 2017 551 

when the O3 concentration was close to 70 ppbV, SN was modeled to be 7.1 ppbV, which corresponds 552 

to 0.071 ppbV O3 reduction per 1% NOX emission reduction, showing lower effects from NOX 553 

emission control. As for the lowest O3 concentration on October 22, 2017 as 28.0 ppbV, the SN was 554 

-13.6 ppbV, suggesting that surface O3 pollution could even be elevated by 0.136 ppbV when 555 

reducing 1% NOX emission. Solely reducing NOX may increase O3 on the low-O3 days, which has 556 

also been verified during the COVID-19 quarantine in winter 2020 when O3 was significantly 557 

elevated across China in response to the quarantine-induced reduction in NOX emissions.96 558 

 559 



 560 

Figure 6. Daily variations in MDA8h O3 concentrations, SN, SV, and SN/SV in China and four 561 

target regions during the O3 season in 2017. The four regions are Jing-Jin-Ji (JJJ), Yangtze River 562 

Delta (YRD), Pearl River Delta (PRD), and Cheng-Yu (CY) (Figure 5a). Variables are shown as 563 

population weighted levels in the regions. In each panel, the solid line indicates the median level; 564 

the shaded area with the dark color presents the inter-quartile range covering 50% population; the 565 

shaded area with the light color denotes the 95% interval.  566 
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Supporting Information. Further detailed illustrations on treatment of HONO emission and 568 

chemistry in the model (S1), VOC speciation in CB05 mechanism (S2), methodologies for health 569 

assessment (S3) and detailed discussion on relationships between sensitivity coefficients and 570 

climate features (S4). A total of 14 supplementary figures and 2 tables.  571 
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