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PREFACE

I present a collection of three essays exploring how firms in developing countries make
supply-chain decisions and how those microeconomic decisions aggregate into macroeco-

nomic outcomes.

CHAPTER 1 In the first chapter, which is co-authored with Vasco Carvalho and Matthew
Elliott, we consider how a firm’s position in a supply-chain can confer market power. We
develop a tractable theory which introduces the notion of a bottleneck: a firm whose
removal from the network leads to a sufficiently large fall in aggregate output such that
supply can no longer meet demand. We develop a network algorithm to identify bottle-
necks in an economy-wide production-network and apply these tools, at scale, in Uganda.
We show that bottleneck firms have significantly larger profits, sales, wage bills, and

higher mark-ups. They are also located in industries which have fewer new entrants.

CHAPTER 2 In the second chapter, I consider how firms form new supply-chain matches.
I develop a model of firm-to-firm search and matching to show that the impact of falling
trade costs on firm sourcing decisions and consumer welfare depends on the relative size
of search externalities in domestic and international markets. These externalities can be
positive if firms share information about potential matches, or negative if the market is
congested. Using unique firm-to-firm transaction-level data from Uganda, I show empir-
ical evidence consistent with positive externalities in international markets and negative

externalities in domestic markets.

CHAPTER 3 In the third chapter, I build and estimate a dynamic quantitative version
of the model presented in Chapter 2 to match transaction level tax data from Uganda.
Structural estimates of the model’s parameters provide evidence that the domestic market
is more congested than the foreign market. I then show that a 25% reduction in trade
costs will lead to a 5.2% increase in consumer welfare, 15% of which was due to search
externalities. I also show that reducing search costs between firms could significantly in-
crease welfare, but is best targeted on reducing international search costs when compared

to domestic search costs.
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CHAPTER 1

NETWORK BOTTLENECKS AND MARKET POWER

ABSTRACT We consider how a firm’s position in a production network can confer market
power. We develop a tractable theory of market power in production networks which
introduces the notion of a bottleneck: a firm whose removal from the network leads to a
sufficiently large fall in aggregate output such that supply can no longer meet demand.
The location of these bottlenecks can depend both on a firm’s immediate connections, and
also on the entire structure of the network. We show that the existence of bottlenecks
allows not only bottleneck firms to price above marginal cost, but that these distortions
allow other non-bottleneck firms to also price above marginal cost in equilibrium. We
develop a network algorithm to identify bottlenecks in an economy wide production-
network and apply these tools, at scale, in Uganda. We show that bottleneck firms have
significantly larger profits, sales, wage bills, and higher mark-ups. They are also located

in industries which have fewer new entrants.



1.1. INTRODUCTION

Goods and services reach final consumers via often complex supply-chains. The routing
of economic activity and efficiency of the system depends on prices set along these chains.
In this context, an important question to consider is whether a firm’s network position
can confer market power, and if so, how these corresponding distortions then propagate
through the supply network.

We seek to address these questions both theoretically and empirically. We build a
tractable theoretical model of market power in a production network which introduces
the notion of a bottleneck firm: a firm whose removal from the network leads to a suf-
ficiently large fall in aggregate output, at current prices, such that supply can no longer
meet demand. We then propose a scalable network algorithm to identify bottlenecks of
market power in a supply chain. The algorithm takes, as an input, all transactions in an
economy and gives, as an output, the set of bottleneck firms that preclude the economy
from operating at first best. We then apply these tools, at scale, in a developing country
using the near universe of Ugandan supply relationships, between 2010-2015. We identify
bottlenecks across a wide array of industries and stages of production, and provide evid-
ence that these firms have high market power based on their observable characteristics.

We develop a theory of market power in a production network in which firms are
located on an exogenously given hierarchical supply network, such that goods flow down-
stream from raw materials to final goods producers via intermediary producers. Firms
have Leontief production technology over the inputs they use from their suppliers, hetero-
geneous link capacities on the value of goods they can buy and sell from each connecting
firm, and they cannot form new links. Firms simultaneously pick the price of their good
which determines their demand which, in turn, determines the demand of firms up- and
downstream in the network. This is non-trivial given supply chains are typically complex
and interact with each other in important ways. For example, a given input can feature in
the supply chains for several different types of goods. Therefore, identifying the allocation
of demand through an economy-wide network is a complex problem. We resolve this by
modelling the flow of demand as an auxiliary flow problem which is analogous to the flow
of fluids through a system of pipes. Just as there are bottleneck conduits - pipes which,
if blocked, will substantially decrease the total of flow of water - there are also bottleneck
firms whose removal will substantially affect economy-wide production and leave final
product demand for goods and services unmet. We show that these bottleneck firms will
price above marginal cost in equilibrium.

These primary distortions will create secondary distortions. There will be horizontal
spillovers if competitor firms price above marginal cost in response to the pricing of the

bottleneck firm. There will be vertical spillovers if the absence of a bottleneck upstream



NETWORK BOTTLENECKS AND MARKET POWER 3

allows firms to earn higher profits, as they can set the same price as a competitor who
does have a bottleneck supplier, and hence has higher input costs. These secondary
distortions highlight a key distinction between the policy implications arising from this
paper, when compared to the more standard policy approach. Whereas a competition
authority might decide to intervene with any firms operating with abnormal profits, in
some instances these firms are symptoms and not the cause of the inefficiency. Indeed,
to return the economy to first best, we show that it is sufficient to intervene only in the
primary distortion i.e. markets with bottleneck firms.

Having introduced the notion of a bottleneck in theory, we then consider how to
identify these bottlenecks in firm-to-firm transaction data. An advantage of modelling
this problem as an auxiliary flow problem is that it gives us access to a rich toolkit of
algorithms from the engineering and computer science literature. We utilize the Ford-
Fulkerson method (Ford and Fulkerson, 1956) as implemented by the Edmonds-Karp
(Edmonds and Karp, 1972) algorithm to identify the maximum flow of goods from raw
materials to final goods when all supply-chains operate at full capacity. We then, one-
by-one, drop firms from the network and measure their marginal contribution to the
maximum flow. If supply can no longer meet demand when that firm is removed from
the network, we classify this firm as a bottleneck.

We develop new tools in order to adapt the auxiliary flow problem to an economic
setting. First, the theory requires that supply-chains can be represented by a Directed
Acyclical Graph (DAG). We, therefore, prune the minimum set of edges to convert the
dataset into a DAG using the Eades et al. (1993) algorithm." Second, unlike the flow
of fluid through a system of pipes, goods go through processing as they move from raw
materials to final goods. We, therefore, develop a novel Hierarchical Clustering Algorithm
(HAC) to transform the units of transactions between agents from a monetary value to a
unit of the final production good.? Third, we infer the edge capacity and the production
network structure utilizing the history of firm-to-firm trades.

We operationalize this approach on tax administration data from the Government of
Uganda between 2010 and 2015. The most important dataset contains firm transaction
receipts recorded for Value Added Tax (VAT) purposes. VAT-registered firms submit a
monthly value added tax return form which includes the universe of their transactions over
the previous month. Importantly, this dataset provides details on the transaction value

and the tax identifier of the firm on the other side of the transaction. We combine this

! This also provides a partial ordering of nodes from those which are most likely to be raw material
producers to final retailers.Intuitively, the algorithm classifies nodes which are "sink-like" or "source-like"
in that their out-degree relative to their in-degree is low or high. Once pruned, we connect firms with no
inputs to an artificial source. We connect firms to an artificial sink using their final goods sales.

2This ensures that the flow of goods is preserved at each node, a necessary condition to run the
Ford-Fulkerson algorithm.



data with information from Corporate Income Tax and the business registration including
information on the firm’s 4-digit ISIC sector.

In our baseline model, we identify an average of 50 bottleneck firms, every period.?
We find bottleneck status is persistent over time and that these firms are located in three
characteristic sectors which are consistent with anecdotal evidence on market power in
Uganda.® First, we observe bottlenecks in light manufacturing industries including agri-
cultural, food and drinks supply-chains. In Uganda, these are sectors which have large
fixed costs relative to the small market size, which only supports one or two large firms
(Agarwal and Spray, 2016). Second, we observe bottlenecks in more traditional natural
monopolies, including utilities sectors. This is what one might expect, given the import-
ance of utilities to a large number of firms. Third, we identify several bottleneck firms
which provide intermediary input services such as financial services. This demonstrates
why focusing on the full economy is important, as in the utilities sectors, these firms are
providing inputs into a large number of different sectors. Therefore, if we were to look
only at firms with market power on a supply-chain by supply-chain basis we might miss
bottlenecks which operate across multiple chains.

We find that bottleneck firms have observable characteristics consistent with market
power. When looking across firms, we find that bottleneck status is correlated with age,
higher sales, higher wage bills, higher profits, and higher mark-ups. They are also located
in less competitive industries as calculated by the Herfindahl-Hirshman Index (HHI), and
are located in industries with fewer new entrants, suggesting greater barriers to entry.

We find that when firms become bottlenecks they act in ways consistent with greater
market power. For the same firm across time, we find that a 1% increase in a firm’s
marginal maximum flow® corresponds to a 1.7% increase in sales and 0.5% increase in
profits, statistically significant at the 1% level. Once a firm becomes a bottleneck, this
effect roughly doubles the increase in sales and profits. Becoming a bottleneck also results
in a 1.2% increase in firm mark-ups with each 1% increase in maximum flow, statistically
significant at the 1% level.

Finally, we find evidence consistent with bottleneck distortions propagating through
vertical supply-chain spillovers. We find that having no bottleneck upstream corresponds
to 7% higher sales and 11% higher profits, significant at the 1% and 10% levels, respect-
ively. Additionally, having no bottleneck upstream corresponds to a 6% higher markup,

although this is not statistically significant. This is consistent with predictions from the

3We use periods of six month intervals

4Given we are using confidential data, we are restricted in not revealing which firms are bottlenecks.
However, we can provide some general information about which sectors they belong to.

5This is our measure of how much potential output would drop if this firm was removed from the
network.
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theory.

This paper relates to four main strands of the literature.

Several important theoretical works have shown that a firm’s network position can
confer market power (Manea, 2018; Goyal and Vega-Redondo, 2007; Choi et al., 2017,
Condorelli et al., 2016; Kotowski and Leister, 2018; Farboodi, 2014; Siedlarek, 2015; Nava,
2015; Fainmesser, 2014; Di Maggio and Tahbaz-Salehi, 2015; Ostrovsky, 2008). A central
theme of the theoretical literature, spanning several quite different modelling approaches,
is that firms at bottleneck positions in the network have market power. The exact defin-
ition of bottleneck differs across models, but the idea is the same—where there is no
viable, equally good, alternative path that can be taken through the network, such that
trade must pass through a given firm, that firm has market power. In this paper, we take
a direct approach to finding and identifying bottlenecks. We model the supply network
and production process as a flow problem, in which raw materials transition through the
supply network and end up (in a transformed state) at consumers. Bottleneck firms are
then those firms that would constrain this flow were they removed from the network.
The model captures the main features of the existing theoretical literature, whilst being
tractable enough to fit the data.

We relate to the literature on market power and supply-chains in developing countries.
Existing research has shown that intermediaries in agricultural supply-chains (Casaburi et
al., 2013; Casaburi and Reed, 2017; Bergquist and Dinerstein, 2019) and among imported
inputs (Atkin and Donaldson, 2015) are important sources of market power in developing
countries. Fafchamps (2004) shows that, across many markets in Sub-Saharan Africa,
firms organise into supply-chains influenced by their social network. This creates barriers
to entry which can confer market power.® While informative, this literature is primarily
focused on case-studies of particular sub-sectors, especially in agriculture. Moreover, the
tools used to identify market power typically rely on pricing data. Our data and method-
ology allow us to look across all sectors of the Ugandan economy to assess holistically the
major sources of market power using only firm transaction data, representing a significant
departure from the existing literature in focus and methodology.

We also relate to a literature demonstrating the importance of modelling production
networks for macroeconomic outcomes (Bigio and La’O, 2016; Grassi, 2017; Tintelnot
et al., 2018; Grassi and Sauvagnat, 2019; Kikkawa et al., 2019; Acemoglu et al., 2019;
Baqaee and Farhi, 2019; Liu, 2019). This literature has shown both theoretically and
empirically the importance of network structure to the propagation of micro-economic
shocks and has provided justification for policy intervention. We build on this literature

by demonstrating that network structure is important for considerations of firm market

6There is also an important literature on information diffusion in networks in developing countries
(Fafchamps and Quinn, 2018; Spray, 2020).



power which, in turn, impacts the efficiency and allocation on goods in the wider economy.

Finally, we contribute to the growing literature on measuring market power (De Loecker
et al., 2019; Gutiérrez and Philippon, 2017; De Ridder, 2019). This literature primarily
focuses on either the firm or the sector, by considering, for instance, mark-ups or market
shares. We take a very different, but complementary, approach to considering market
power. We focus on the full production network, allowing observation of competition
across multiple supply-chains. This allows us to consider the local, and non-local, impact
of network structure on a firm’s market-power. We are also able to calculate our metric
using only data on firm-to-firm transactions, obviating the need, for example, for mark-up
estimation.

The remainder of this chapter is organized as follows: Section 1.2 presents a model
of market power in a production network; Section 1.3 introduces an algorithm to find
bottleneck firms in data; Section 1.4 applies the algorithm to data from Uganda and

considers the empirical consequences of bottleneck firms; and Section 1.5 concludes.

1.2. A MODEL OF MARKET POWER IN A PRODUCTION NETWORK

We now present a model in which firms located on a production network transform raw
materials into final goods through layers of intermediary goods using a given technology.
We use the theory to demonstrate how a firm’s network position can confer market power

and how these primary distortions can create secondary distortions.

1.2.1. SET uP

There is a finite set of raw materials R, a finite set of intermediate goods I and a finite
set of final goods F'. Abusing notation we let R, I and I also denote the cardinality of
these sets, and also use these terms as an index. A vector z® € ]Rf denotes quantities
of the different raw materials, a vector 2 € R! denotes quantities of intermediate goods
and zf € R” denotes quantities of final goods. The vector X := (2 2!, 27) € REHHTE
combines these vectors.

Each final good and intermediate good is produced using a unique recipe which spe-
cifies the amount of the different intermediate goods and raw materials required to produce

REHHE  REFITE where

one unit. We represent the recipe for all goods in a matrix A €
the entry Agg represents the amount of good 0’ that is required to make one unit of good
0 € RUIUF. For each input quantity xy, the amount of good € that can be made is
ming. 4,,, >0 Ter /Ager. In other words, production is Leontief.”

We can represent this technological dependence of goods on each other in a directed

"Each smart phone has one screen, one speaker, one microphone, etc.
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weighted network with A as the adjacency matrix so that a link from a node 7 to j
represents the amount of good j required to produce a unit a good i. We assume that

this technology network is a directed acyclic graph (DAG).®

SUPPLY NETWORK

We now introduce firms into a second network. Let N denote the set of firms. These firms
produce intermediate goods and final goods. We assume that raw materials are extracted
at a given unit cost to be used by firms, and we assume there is no limit to the amount
that can be extracted.” Each firm is able to produce a single good. We let this be the
type of the firm and index product types by § € RU I U F. Let Z(f) denote the group
(set) of firms of type 6. If 6 is an intermediate good or raw material, it may appear in the
supply chain for many final goods and may be used as an input for multiple goods within
the same supply chain. Further, there may be many firms producing the same good, or
just one firm.

These firms are embedded in a weighted supply network G. This differs from, but is
closely related to, the technology network already introduced. Each node in the supply-
network represents a firm, and an edge from firm 4 to firm j with weight w;; represents
that firm ¢ € Z(f) can supply at most w;; units of good 6 to firm j. We let w;; = 0
if firm ¢ produces a product that is not an input for firm j or these firms do not have
a supply-relationship. The supply network G is a directed acyclical graph, which is a
consequence of the structure of the technology network.

Firms also face capacity constraints on their overall output. Let ¢; denote the capacity
constraint of firm i.

Finally, we assume there is a representative consumer who can purchase from all
producers which we index c.

To focus on the role of the network structure, and abstract from heterogeneities in
production technology, we assume a given transformation of raw materials and/or inter-
mediate goods costs the same amount per unit, for all firms performing this transform-
ation. Thus, there is a unique marginal cost of production (transformation) associated
with each intermediate and final good.

To demonstrate the set up of the model, we now introduce a simple example of a
production network. We will also use this example, later, to demonstrate key concepts in
the theory.

Example 1. Example of technology DAG and Supply-Chain DAG

8For example trees can be used in the production of pulp which can be used in the production of



Figure 1.1. Example of technology DAG and Supply-Chain DAG

Edges from firms are weighted,
but for simplicity, for this
example, all weights are 1 and
there are no node capacities

Technology DAG

[Final Consumer | [Final Consumer | Final Consumers| |Fina| Consumers

Notes: The left hand figure shows the underlying technology DAG e.g., one units of the orange interme-
diate and one unit of the green intermediate are required to produce one unit of the purple final good.
The right hand figure shows a hypothetical supply chain DAG. Red and blue nodes are raw materials
which provide large finite capacity to orange and green intermediary producers. There are multiple firms
producing each good. The capacity on each edge is 1.

PARTIALLY ORDERING THE GOODS

We associate each intermediate good and each firm in the supply chain for j with a

demand-level.
Lemma 1. There exists a non-empty set of goods that are sold only to final customers.

The proof of Lemma 1 is relegated to Appendix B.2. Denote the non-empty set of
goods that sell only to final producers as demand-level 1 goods. We can then define
demand-level 2 goods as those goods that are not demand-level 1 goods and sell only
to demand-level 1 producers and/or final consumers. By the same logic as that used to
prove Lemma 1, the set of demand-level 2 goods producers must be non-empty. We can
then proceed iteratively until all producers have been assigned a demand-level. We let
LP denote the last demand-level and index these demand-levels by 1P € {1,..., LP}.

We also associate each intermediate good in the supply chain for j with a supply-level.

The same argument used to prove Lemma 1 can be applied to show the following corollary.

Corollary 1. There exists a non-empty set of goods that are produced only with raw

materials.

The proof of Corollary 1 is in Appendix B.2. Denote the non-empty set of goods
that are produced only with raw materials by supply-level 1 goods. We can then define
supply-level 2 goods as those goods that are not supply-level 1 goods and use only supply-

level 1 inputs and/or raw materials. The set of supply-level 2 goods producers must be

paper. However, paper cannot be used in the production of either trees or pulp
9Constraints limiting extraction could be easily incorporated into the model—we omit them for
simplicity.
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non-empty (by the same logic as Corollary 1). We can then proceed iteratively until all
producers have been assigned a supply-level. We let L denote the last supply-level and
index these supply-levels by ¥ € {1,..., L%}.

Assigning the goods demand and supply-levels provides two partial orders of the goods

based on their position in the technology network. This will be helpful later.

CONSUMER PROBLEM

A representative consumer has utility u(z?), where u(-) is a continuous, twice differ-
entiable, strictly increasing and strictly quasi-concave function. Let x be a vector which
records quantities of goods the consumer purchases from each final goods producer. Given
that producers set prices p, the consumer’s problem is to maximise utility by choosing

the quantity of each final good to purchase from each producer,

max u(z") subject to 2 - p < w,
xr

where w is the consumer wealth and each entry of the vector z¥ is 2} = 3¢ z(0) Ti for
0 € F (recall that " records only a quantity for each type of good, and not which firms
that type of good was purchased from, while in comparison the vector x has an entry for
each final good producer).

The solution to this problem generates a demand correspondence. However, as we have
assumed that consumer utility is strictly quasi-concave and continuous, the demand cor-
respondence is single-valued and continuous (see, for example, Barten and Bohm (1982)).
We let D(p) denote the representative consumer’s demand function for good 6 given
prices p. We also assume that D.(p) is decreasing in the price of good 6 for all f—i.e.,

none of the goods is a Giffen good.'”
TIMING
Formally the timing of the game is as follows.

(i) All firms simultaneously set prices.
(ii) Pairwise demands and supplies are determined.

(iii) Consumption occurs.

10 A sufficient but not necessary condition for this is that all goods are normal, and a sufficient condition
for all goods to be normal is that are all Auspitz-Lieben-Edgeworth-Pareto complements (Chipman, 1977).
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MARGINAL COST PRICING

Let k; € R, be i’s constant marginal cost of transformation. This is the same for all firms
producing the same good 6. The overall marginal costs of a firm will depend on their cost
of sourcing their required inputs as well as their processing costs. However, if all firms of
the same type set the same price, the input costs faced by each producer of type 6 will be
the same. In this case, the overall marginal cost of production of a firm ¢ of type 6 will
be

Yo := Ko + Y Aooper,
9/

where py is the price charged by producers of goods of type 6’. We will be particularly
interested in equilibrium in which all firms set prices equal to their overall marginal cost.

In this case,

Yo = ko + Y Asorver-
6/

Because of the DAG structure of the network, this formula recursively pins down the
price of all goods in terms of the marginal costs of transformation only.'* We let v* denote

the unique vector of prices that solves this system of equations.

MARKET CLEARING

We fix the price of raw material inputs equal to the cost of extracting them and impose

no capacity constraints on the amount of raw materials firms can extract at this price.

HRecall that, by assumption, the price of raw material goods is fixed at their extraction cost. Thus,
for § € R,

Yo = Kg-
For a good 6 in supply-level 1 (using only raw materials in production),

R

Yo = kg + Z Apor Ko .
0'—1

For those goods in supply-level 1 (using only these intermediate goods and raw materials in production),

R R+1
Yo = Ko+ Z Aporgr + Z Agoryer
0'=1 0'=R+1
R R+1T1 R
= Ko+ Z Apo kgr + Z Agor </€9/ + Agl@m‘fé’) .
0'=1 o' =R+1 6—1

And so on.
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Firms, however, choose their prices. After these prices have been selected, the market
attempts to clear (taking these prices as given).

Modelling market-clearing in this context is a non-trivial exercise for four main reasons.
First, many of the firms produce intermediate goods, and demand for these goods is, at
least partially, derived from the demand other firms have for this input. Second, the
constraints on who can trade how much and with whom limit the demands that firms
can receive. Third, if one firm offers a lower price than another for the same input, then
demand should be preferentially allocated to the firm with the lower price.!? Fourth, when
firms offer the same prices, demand must be rationed in some way across them. While
this problem is complicated, the assignment of firms to levels, which we derived from the
DAG structure, allows demand and supply to be defined in a consistent way satisfying
the above constraints.

For a supply profile, S = S;; for all ij, we can inductively define a set of supply-
constrained relationships. We say firm j’s supply to i is supply-constrained if either (i)
wj; = Sj; or (ii) ¢; = > Sjk; or (iii) there exists an input type 6 used by j such that k’s
supply to j is supply-constrained for all suppliers k € Z(6)."

If a firm ¢ has an upstream supply relationship with j that is constrained, then there
is no scope for ¢ to source more from j. Even if supply in the relationship is not directly
constrained (wj; > Sj; and ¢; > >, Sji), were j to ask its suppliers to increase their
supply to it, j would find itself unable to source one of the inputs it requires to increase
production.

It is also helpful to define what we’ll call the total transacted cost associated with each
firm’s output. In general, given supplies S and demands D, the costs associated with 7’s
costs of production are given by ¢; + 3=; p; min{.Sj;, D;;}. Because of the DAG structure
of the supply network, it is easy to also find the cost associated with all these inputs,
the costs associated with all their inputs, and so on. We define the total transacted cost

associated with 7’s output, denoted by W¥;, recursively

> (pj + V;) min{Sj;, Dy;}
2k ik 7
and set ¥; = 0 for raw materials. The DAG structure of the supply network implies that

\Iji = lii‘i‘

U, is well defined and unique for all i.'* As there is a unique technology for producing

1235 permitted by the aforementioned constraints on trade.

13 Although this definition is recursive, it is well defined because of the DAG structure inherited by
the supply network from the technology network. supply-level 1 producers use only raw material as
inputs and so have no suppliers that are supply-constrained. Each such producer therefore has a supply-
constrained relationship with a downstream firm ¢ if and only if (i)w;; = Sj; or (ii) ¢; = >, Sjk. This
allows all relationships with supply-level 1 producers to be assigned to being supply-constrained or not.
But then supply-level 2 producers can be assigned, and so on.

1To see this, suppose we have supply and demand (S, D) and we start with supply-level 1 producers,
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each good, and all firms of the same type have the same constant marginal cost of trans-
formation, a difference in total transacted cost between suppliers of the same product
must be due to a difference in prices set in their supply chains.'” As our solution concept
has firms simultaneously setting prices, letting markets clear in a way that resolves supply
indifferences by preferentially allocating supply to lower total transacted cost suppliers,

allows market clearing to respond in a realistic way to relatively high upstream prices.
Definition 1. Given prices p, demand D and supply S clear the market if and only if,

(i) demand for firm i € Z(#)’s output induces i’s input demand
n Di .
(if input 0 is required by firm ¢, then 3¢ 791 Dji = % for alli € NU{c});

and

(ii) network supply constraints are satisfied
(Sij <w;jforalli e NU{c}and all j € {NUR} and }; S;; < ¢; for all j € N).

(iii) pairwise demands are met

(Sij = Dj; for all i € N U {c} and all j € {N U R}), with 3;c 79y Dei = Deo(p))-

(iv) no firm can source any input cheaper via a supply relationship that is not supply-

constrained.

(v) indifference about whom to buy from is resolved in favor of lower total transacted

cost suppliers for all i € N U {c}.

We can now specify how pairwise demands and supplies are determined given prices
p.- When markets can clear, we select demands and supplies that clear them, but pinning
down agents’ incentives to deviate requires also specifying what happens when markets
can’t clear.

Given prices p, pairwise demands D and supplies S are selected as follows:

1. If there exist demands D and supplies S such that (p,D,S) clears the market
(satisfy market clearing conditions (i)-(v)), such a demand and supply profile pair

is selected. We are agnostic about which such pair is selected when there are many.

who use only raw material as their input. In this case ¥; = x; + >, p; min{S;j;, Di;}. supply-level 2
firms then have well defined total transacted cost associated with supply and demand (S, D) as they only
use level 1 inputs and raw materials, and so on. Note, the total transacted cost is a somewhat artificial
quantity—input prices represent transfers rather than true costs and so the total transacted cost will
tend to exceed the value of the final good produced. Nevertheless, it will be useful for keeping track of
upstream price increases that are not passed on.

I5Tf one of firm 4’s indirect upstream suppliers increases its price, but i still faces the same prices from
its direct suppliers, the total transacted cost of production will increase while ¢’s input costs remain fixed.
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2. Otherwise we consider whether there exists demands D and supplies S such that
(p, D, S) satisfies market clearing conditions (i)-(iii). If so, such a demand and

supply profile are selected. Again, we are agnostic about which one.

3. Finally, if there do not exist demands D and supplies S (p, D, S) such that conditions
(i)-(iii) in the market clearing definition are satisfied, we look for the minimum
reduction in the value of final consumer demands such that, with these demands
imposed, there exist demands and supplies (p, D, S) such that conditions (i)-(iii) in

the market clearing definition are satisfied.

Conditions (i)-(iii) in the market clearing condition concern just the matching of de-
mand to supply and the feasibility of supply. Condition (iv) just requires firms to source
cheaper inputs when they are available. Condition (v) is more technical. To see why it is
required and how it captures realistic market forces, we present an example in Appendix
B.1.

A mapping from prices to pairwise demands D and supplies S is feasible if given prices
p, pairwise demand and supplies are selected in a way consistent with the above criteria.

There will typically be many consistent mappings.

EQUILIBRIA

An equilibrium is prices, demand and supplies (p, D, S) such that

(i) Firms choosing prices p is a Nash equilibrium of the pricing game for any feasible

mapping from prices to demands and supplies.

(ii) Prices, demand and supplies (p, D, S) clear the market.

The conditions for an equilibrium are quite demanding. It requires firms’ price choices
to be best responses to other firms’ pricing decisions for any determination of pairwise
demands and supplies consistent with the process outline in the previous section. We
define equilibrium in this way just to emphasize that we are not using an intricate selection

to create artificial incentives at odds with basic market forces.

Definition 2. An economy is competitive if there is an equilibrium in which all goods are
priced at marginal cost.
PLANNER’'S PROBLEM

Consider a social planner choosing supplies S to maximize consumer surplus subject to

technology and resource constraints. Specifically, the planner’s problem is to
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F
max U(z"™)

subject to

(i) Resource constraint -, > Sipx; < w

(ii) Leontief production constraints and capacity constraints are satisfied (for each xy

and all ¢ min9/;A09/>0 .T@//Ag,g/ and ZjeNu{c} Djz' S ¢z for all ’L)

(iii) consumption of good € is equal to amount of good € supplied to the consumer

(2o = > icz(0) Sic)

BOTTLENECK FIRMS

We now introduce an auxiliary flow problem which will allow us to identify the key notion
in the theory, bottleneck firms. For each final good 6 we add a consumer node we label
6. We also add a source node and a sink node. The raw material producers are linked
with large but finite capacities to the source node s. The final goods producers are linked
with large but finite capacities to their respective consumer nodes.!® The sink node ¢ is
linked to by all consumer nodes 0, and the capacities of these links is set equal to final
good demand given marginal cost pricing (wg; = Deg(7*)). Combining the sinks in this
way means that the flow can at most be equal to demand for the final good. It also
means that the aggregate demand constraint is the only individual demand constraint
that final goods producers face. We refer to this supply network including sinks, sources
and consumer nodes as the augmented supply network G(G).

We let fi; denote the flow from k to ¢ and fr = Y, fr; denote the total flow out of k.

The objective is to maximize the flow, which can be measured as the flow into the sink.!”

> it (1.1)

k
Given the Leontief structure of production, the conservation of flow constraints are

min functions. For example, if producer j € Z(f) uses inputs of types § and ¢’ only, then

the flow out of j is given by:

16These capacity constraints just need to be large enough to not matter. For example, it is sufficient
to set each of these capacities equal to the sum of all other capacities in the graph prior to these links
being added.

IT"We care about when production is supply-constrained. The key observation is that when production
is not supply-constrained, it is demand constrained and the minimum cut of the network will be across
the consumer to sink links (which reflect demands given marginal cost pricing).
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09 i€Z(9 0’9 i€Z(0")

fj:min{ Z fwvi Z fw}

These flow constraints can be represented by a series of simple inequalities. For example:

A Z fzy:

00 1€Z(0)

and

Z fz]

Aa/e i€z (0")

This helps us map our flow problem into a more standard set up, with linear con-

straints. So, our flow constraints for firms i € Z (é) are:

< T > fri, for all 8 required to produce good i. (1.2)
00 keZ(6)

We also have node capacity constraints.

fi < ¢i (1.3)

Next, edge capacity and non-negativity constraints are also present, implying that

fri < wy forall k1. (1.4)

fei = 0 for all k,i. (1.5)

Given an augmented supply network G, the linear program is to maximize 1.1 subject
to 1.2, 1.3, 1.4, and 1.5. We let f(G) denote the maximum flow in the graph G, and let

f(G — i) denote the maximum flow in the graph after node 4 is removed.
Definition 3. A firm i is a bottleneck if and only if f(G) > f(G —i).
Finally, it will be helpful to define the concept of a demand-constrained system.

Definition 4. A system is demand constrained if the maximum flow is equal to the

capacities on the links from the consumer nodes to the sink (i.e., if f(G) = Yger wor)-

We present a simple example of a supply-chain with and without a bottleneck firm

which may help to clarify the definitions above.
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Figure 1.2. Example of supply-chain with no bottleneck

M N A

\/\

Demand =1 Demand =1 |Demand:1 | |Demand=1 | |Demand 1 | |Demand 1 |

Figure 1.3. Example of supply-chain with one bottleneck

A

|Demand 2 Demand =1 |Demand =2 | |Demand =1 | |Demand =2 | |Demand =1 |

Notes: The ﬁgures show a hypothetical supply chain. Red and blue nodes are raw materials which provide
large finite capacity to orange and green intermediary producers. Purple uses 1 unit of orange and one
unit of green to make one unit of purple. Yellow uses one unit of green to make one unit of yellow. The
capacity on each edge is 1.

Example 2. In Figure 1.2, we present a supply-chain with no bottleneck firms. Assume
that the underlying technology is the same as presented in Example 1. Assume, for
simplicity, that the capacity on each edge is one and that final demand for purple and
yellow is both one. Recall that a firm is a bottleneck, if and only if, supply can meet
demand with the firm removed from the network at current prices. In panel 2 of Figure
1.2, we observe that five firms can be dropped with supply still meeting demand. These
firms can therefore not be bottlenecks, and so in panel 3 we fade them to grey. In panel 3,
we then observe that all of the remaining firms can also be routed around. Therefore, if
any firm was to deviate by pricing above marginal cost, their demand would fall to zero.
Therefore, there is no bottleneck.

Now consider Figure 1.3, where an increase in demand for purple from 1 to 2 generates
a bottleneck firm. If this bottleneck firm were removed (panel 3), two of the purple firms
could no longer source green. This leaves a maximum purple production of 1 (less than
consumer demand of 2). Therefore, the green firm is a bottleneck.'® We will show that

this firm can make a profitable deviation by pricing above marginal cost.

18 A similar process can be used to show that none of the remaining firms are bottlenecks.
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MARKET POWER AND COMPETITIVE OUTCOMES

Recall that D.(p) denotes the representative consumer’s demand for good 6 at price
p (by the assumptions we have made on the representative consumer’s preferences, the
demand correspondence is single valued and can be represented by such a function). We
say an outcome S is competitive if (i) all supplies are feasible and non-wasteful (i.e.,
for all & we have 3¢9 Ski/Age = 3; Sij) and (ii) final good production equals the
representative consumer’s demand at marginal cost pricing (i.e., for all § € F' we have
ZjeZ(&) Sje = Deo (7).

Competitive economies admit competitive outcomes. By definition there exists an
equilibrium in which all firms price at marginal cost if an economy is competitive. In
such an equilibrium all final goods are priced at marginal cost, and, for the market to
clear, final goods production equals consumer demand. On the other hand, there need
not exist a competitive outcome. Because of the capacity constraints on production, it
may be infeasible to produce sufficient quantities of the final goods to satisfy consumer
demand when goods are priced at marginal cost. We will tie the competitiveness of
economies (and thus competitive outcomes) to the presence of the bottleneck firms later
in this subsection, but first we show that (when they exist) competitive outcomes are an

appropriate benchmark.
Proposition 1. If a competitive outcome exists it solves the planner’s problem.

We relegate the proof to Appendix B.2

As competitive economies admit a competitive outcome, Proposition 1 shows that it is
socially desirable for an economy to be competitive, raising the question of the conditions
that are required on the supply network for an economy to be competitive. This leads us

to our main theoretical result.
Theorem 1. An economy is competitive if and only if no firm is a bottleneck.

We relegate the proof of Theorem 1 to Appendix B.2, but do provide some intuition
here. When no firm is a bottleneck, it can be shown that if all firms price at marginal cost
the system will be demand constrained and it is possible to satisfy consumer demand at
these prices. It is then possible to construct demands and supplies that clear the market
given marginal cost pricing from a maximum flow. Further, if at marginal cost pricing a
firm deviates by pricing above marginal cost, the market clearing will select demand and
supplies that give the deviating firm zero demand, rendering the deviation unprofitable.
This establishes that if no firm is a bottleneck then marginal cost pricing is an equilibrium.
To see that if a firm is a bottleneck there does not exist a competitive equilibrium, suppose

all firms priced at marginal cost but there was a bottleneck firm. If this firm increased
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its price it would still be possible to satisfy all induced demands and supplies, but only
if this deviating firm continued to receive positive demand. Market clearing would select
such demands and supplies, and hence the deviation would be profitable.

The following corollary provides an argument for tackling the sources of market power
(i.e., bottleneck firms) rather than the symptoms (i.e., all firms pricing above marginal

cost in equilibrium).

Corollary 2. To restore the existence of an efficient equilibrium it is sufficient to inter-

vene only in the markets containing bottleneck firms.

1.2.2. BOTTLENECKS IN UNCOMPETITIVE EQUILIBRIA

While Theorem 1 provides a nice benchmark, it is silent on where market power resides
when there are bottleneck firms. To explore this further, it is helpful to introduce a new
notion of a bottleneck firm. Suppose there is an equilibrium in which firms are setting
prices p (a p-equilibrium). These prices include the prices being charged to all consumers
for all goods. Given this pricing schedule for the different final goods, consumer demand
for each of the goods can be calculated. Let Deg (p) denote the overall consumer demand
for good 6, given prices p. We can then construct an adjusted production network by
taking our production network and replacing each link from a producer i € Z(6) to a final
consumer with a link of weight ﬁcg(p), and each link from a consumer of product 6 to

the sink node ¢, by a link of weight Do (p). Denote this adjusted production network by
G(p).

Definition 5. A firm ¢ is a p-equilibrium bottleneck if and only if p is an equilibrium
price vector and f(G(p)) > f(G(p) — ).

Note that on this new network the connection between bottlenecks and equilibrium
pricing is more subtle. While before all firms of the same product charged the same
price, now firms of the same product price differently. By construction, the maximum
flow calculation pays no heed to these price differentials. It seeks only to maximize the
flow through the network given the capacity and technological constraints. Nevertheless,
in any p-equilibrium, a maximum flow must be achieved. We argue this more carefully
in the proof of Proposition 2 below, but the intuition is simple. The maximum flow can
never exceed consumer demand given prices p and were the maximum flow strictly below
consumer demand at prices p, there would be a firm facing excess demand from consumers
and it would have a profitable deviation to increase its price.

Thus, in a p-equilibrium we must still obtain a maximum flow through the (new)
network. This connection is enough for us to show that bottleneck firms must always be

pricing above marginal cost in equilibrium. However, non-bottleneck firms can sometimes
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also price above marginal cost in equilibrium. While we cannot rule out the possibility
that many more firms than there are bottlenecks will end up pricing above marginal cost,
there is a concrete sense in which these firms pricing above marginal cost is a symptom

of the problem rather than the cause.

Proposition 2. If p is an equilibrium price vector, and firm i € Z(0) is a p-equilibrium

bottleneck, then firm i makes positive profits (p; > ki +_; p; Zsj;k).
k k2
Proof in Appendix B.2.

Proposition 3. If consumer demand for each product is independent of the prices of
other goods (i.e., Deg(p) depends only on (pi)icz(9)), P is an equilibrium price vector, and

firm i is a p-equilibrium bottleneck, then firm ¢ is also a bottleneck firm.

Proof in Appendix B.2.
An immediate corollary of Propositions 2 and 3 is that if consumer demand for each
product is independent of the prices of other goods, if there is p-equilibrium bottleneck

firm, then there does not exist a competitive equilibrium.

SECONDARY DISTORTIONS

Distortions created by p-equilibrium bottleneck firms can propagate. For example, suppose
firms ¢ and j both produce product #, both firms have access to the same suppliers (i.e.,
wy; = wy; for all firms k), and for simplicity, let firm ¢ be a p-equilibrium bottleneck
firm. We know by Proposition 2 that firm ¢ charges a price above its marginal cost. As
firm j has the same access to suppliers as firm ¢, it has the same marginal cost as firm
1. Suppose that firm j would be a p-equilibrium bottleneck firm on the network with ¢
removed, then the same argument used to prove that firm ¢ can’t be pricing at marginal
cost in equilibrium also applies to firm j. Further, downstream from the p-equilibrium
bottleneck firm, there may be a firm that has to source from ¢, while a competitor firm
is able to source from a cheaper supplier of the same input. Now that these firms face
different marginal costs of production (including their sourcing costs), we should not in

general expect them to both price at their (different) marginal costs either.

1.3. SCALABLE ALGORITHM TO FIND BOTTLENECK FIRMS

In this section, we develop an algorithm for identifying firm bottlenecks in data. We start
by considering how to identify bottlenecks in the theoretical setting outlined in section
1.2. We then consider how to address the challenges of identifying bottlenecks in a world

in which we observe real data on the universe of firm-to-firm transactions and final sales.
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1.3.1. IDENTIFYING BOTTLENECK FIRMS IN THEORY

Assume we observe an economy in equilibrium described by some price vector, p. Assume
we also observe the full production network, the capacities on each edge, the underlying

technology DAG, a source and a sink, and final demand, D.

Under these conditions we can exploit the auxiliary maximum flow problem as dis-
cussed in Section 1.2.1 to obtain a measure of the maximum network flow from raw
materials to final consumers given three constraints: (i) firms must use inputs as defined
in the technology DAG, (ii) firms must use the existing production network and cannot

form new links, (iii) firms cannot exceed the link capacities.

In order to identify the maximum flow of goods through the production network, we
utilize the Ford-Fulkerson method (Ford and Fulkerson, 1956) as implemented by the
Edmonds-Karp (Edmonds and Karp, 1972) algorithm. Intuitively, the algorithm begins
by assuming no flow. It then adds more flow on any path for which there is available
capacity on all edges in the path. These paths are called augmenting paths. When
there are no more augmenting paths available, the algorithm terminates and reports the

maximal flow, f(G).

Recall from Definition 4, that if prices p are an equilibrium, a firm ¢ is a bottleneck
if and only if supply cannot meet final demand at these prices with ¢ removed from the

network.

To identify firm bottlenecks we, therefore, calculate the maximum flow dropping each
firm ¢, f(G —1i). A firm is defined as a bottleneck if f(G — i) < D i.e. the supply cannot

meet demand, at current prices, when removing firm ¢ from the network.

1.3.2. IDENTIFYING BOTTLENECK FIRMS IN PRACTICE

In order to implement this algorithm on data we must overcome several hurdles.

A necessary starting point is to observe the universe of firm-to-firm transactions and
final sales. This type of data is increasingly becoming available to researchers through
the availability of government tax datasets and from financial data through peer-to-peer

lending platforms and credit-card companies (Elliott et al., 2019).

Assuming this data is available, there are four main challenges to implementing the
algorithm defined above. First, supply-chains are not typically represented by a DAG
structure. Second, the dataset does not have a source and a sink node. Third, we don’t
observe the underlying technology used by each firm. Fourth, we do not observe the edge

capacities. In this section, we address each of these problems in turn.
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SUPPLY-CHAIN IS NOT A DAG

The model assumes that the supply-chain can be represented by a DAG. For instance,
wood can be used in the production of pulp which can be used in the production of paper.
However, paper cannot be used to produce wood.

In reality, this assumption will sometimes be violated, and so we must prune violating
edges in order to eliminate directed cycles. However, we wish to do this by dropping
the weighted minimum set of edges causing cycles. This is known as a feedback arc set
problem. We adopt the algorithm developed by Eades et al. (1993) which is both fast and
prunes fewer edges than other existing algorithms (Simpson et al., 2016). The algorithm
has already been used in economics, by Tintelnot et al. (2018), who apply it to Belgium
VAT data.'?.

Intuitively, the algorithm begins by calculating the in-degree minus the out-degree
which is called §. Nodes are then classified into three buckets: sink (out — degree = 0),
source (in — degree = 0) or § (the remainder). Iteratively, the algorithm takes the vertex
from the ¢ group with the most "source-like node" (¢ is low) and adds it to the source
group, pruning any violating edges. After each iteration, each bucket is updated with the
new set and the process is repeated. The algorithm stops when the § group is empty. As
a by-product, the algorithm will provide a partial ordering of nodes from those which are

most likely to be raw material producers to final retailers.

WHAT IS A SOURCE AND WHAT IS A SINK?

The model assumes that final goods producers are connected to a sink node which repres-
ents final demand. We represent this in the data by connecting firms which have positive
final goods sales to an artificial sink node using their maximum final goods sales.?’

The model also assumes that raw materials producers are connected to a source node
with a large but finite edge capacity. As previously discussed, the Eades et al. (1993)
algorithm provides a partial ordering of firms which classifies firms into most "source-
like" to most "sink-like". Indeed, it will always produce a non-empty set of firms with no
upstream linkages.?! We, therefore, connect this set to a new artificial source with large

but finite edge capacity.”? This is equivalent to assuming firms pay a constant marginal

9They find that at most 18% of edges in the Belgium network data violate acyclicity

20This makes an implicit assumption that firms cannot sell more than the previous maximum they
have ever sold, even if supply was to increase. You can think of this assumption as a short-run friction
meaning firms cannot quickly scale up demand.

21 As if a network has no firm with zero input suppliers then there must be a cycle and so it cannot
be a DAG

22 An alternative strategy would be to connect only the bottom % of firms in the partial ordering to
the source node, including firms which have input suppliers. This would be problematic, as any input
supplier to a firm with a source node connection could not be a bottleneck as their input could be
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cost to obtain more raw materials. What constrains the size of these firms is downstream

demand.

NO INFORMATION ON TECHNOLOGY

The maximum flow algorithm is more commonly used to measure flow through a system of
pipes. An important distinction between the flow of goods through a production network
and the flow of fluid through a system of pipes is that goods are transformed at each
node in the network. It is, therefore, necessary to transform the edge-weights from a
unit of currency into a unit which is comparable throughout the production network. In
particular, the flow should be conserved at each node across all observations.

We build an algorithm which converts each transaction into a unit of the final con-
sumption good. The algorithm is described in detail in Appendix A.2, but below we
summarise the main features.

Starting with the firm most upstream,”® the algorithm consists of three main steps
which are conducted at the firm level: (i) identify and group all inputs of the same type,
(ii) estimate a firm-level production function, (iii) attribute a value to the edges in terms

of units of the final good.
STEP I: IDENTIFY AND GROUP ALL INPUTS OF THE SAME TYPE

In order to estimate a firm-level production function, we first need to know which
inputs for each firm are the same type. This is to maintain a tight connection with the
model, where we assume that all firms producing the same good use the same production
technology. Detailed product codes are not available in most transaction-level datasets.
Instead, we develop a new Hierarchical Firm Clustering Algorithm (HAC) which exploits
the Leontief technology assumption to find firm-specific sets of suppliers which provide
inputs in the same constant proportion. The HAC algorithm is described in detail in
Appendix A.1, but the basic intuition can be described with an example as shown in
Figure 1.4. In this example, to produce 1 unit of cement (red) you require 1 unit of
limestone (green) and 1.2 units of gypsum (yellow). The Leontief assumption ensures
that limestone can not be substituted for gypsum.

Suppose, in period 1, we observe a cement manufacturer using inputs from two firms

substituted for through greater flow from the source node.

21t is important to begin with the firm at the top of the partial ordering (i.e. the firm which is
considered by the Eades et al. (1993) algorithm to be the furthest downstream). This is because all edges
must be converted into a unit of the final consumption good, so it is necessary that the most downstream
firm has its inputs in units of the final good, before a firm higher up the production chain has its inputs
transformed. A worked example is given in appendix A.2.



NETWORK BOTTLENECKS AND MARKET POWER 23

Figure 1.4. Cement inputs example

Limestone Gypsum Limestone Gypsum Gypsum
1 1.2 1 0.6 0.6
Factory Factory

Notes: The left figure shows a cement factories inputs in period 1, the right figure shows input in period
2. Each node represents a firm and colours represent different inputs. The amount sourced is given on
the edge.

in the required ratio, 1 and 1.2. Then, in period 2, we observe the firm using inputs
from three firms with ratio 1, 0.6 and 0.6. Observe, that if inputs from firms 2 and 3
are combined then we return to the same input ratio, 1 and 1.2. Therefore, we can infer
from the firms repeated sourcing patterns that firms 2 and 3 are likely to be producing
the same input.

We can use this simple example to build a generalisable algorithm to identify which
input goods are likely to be the same.

The algorithm begins by assuming that all inputs are the same (and therefore should
be used in the same proportion). We define a quadratic loss function which has a higher
value for inputs which violate the Leontief constant proportions assumption (over time).
We then consider all possible single partitions of the inputs into two groups and calculate
a new loss function and the proportionate loss from making the new partition. If one of
these partitions exceeds a threshold level, we then separate the goods into two groups.
We continue making partitions until either all goods are considered different, or making
an additional partition will lead to a sufficiently small change in the loss function that
the goods are effectively used in constant proportions over time.

As a robustness check, we later supplement the HAC algorithm by using information
from the firm’s ISIC 4-digit industry as an alternative measure of whether the goods are

the same.

STEP 1I: ESTIMATE A FIRM-LEVEL PRODUCTION FUNCTION

Having grouped inputs into goods of the same type, we can now use the panel nature

of the dataset to estimate a firm-specific production function. This allows us to infer how
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each input good is transformed into the firm’s output good.
We regress output for firm ¢ on the sum of inputs in each partition p, which yields a

set of transformation coefficients 7).

TotalSales;; = Z TipInputip + wy (1.6)
P

Within the regression, we force the transformation coefficients 7;, to be greater than
or equal to 1. This condition is necessary as otherwise firms would be losing value on

inputs and so the assumption of conservation of flow would be violated.
STEP III: ATTRIBUTE A VALUE TO THE EDGES IN TERMS OF UNITS OF THE FINAL GOOD

The final step is to multiply each of the input edges by the corresponding 7;,. This
transforms the units of the input from a currency value to a unit of the final consumption
good. We then begin the algorithm again with the next firm in the partial ordering,
until all firms have their inputs transformed, such that, we have a dataset of firm-to-firm

transactions in real units of the final consumption good.

NO INFORMATION ON EDGE/NODE CAPACITIES

In the model, we assume that each edge is endowed with a maximum capacity reflecting
a notion that in the short-run there are substantial adjustment costs which restrict firms
from increasing bi-lateral sales beyond a fixed value. In the data, we observe the realization
of a series of transactions and not the underlying capacity. We, therefore, adopt two
strategies to approximate these capacities.

In the first strategy, we set each edge capacity to the maximum observed bi-lateral
transaction over a given time period. This is equivalent to saying that a firm could not
increase capacity on a given edge beyond the maximum previously observed. They can,
however, use all of their edges at their previously observed maximum, in any period. We
call this strategy edge-capacity.

In the second strategy, we set each out-degree edge to have the observed output of a
firm in that particular time period. By contrast to the first strategy, this is equivalent to
saying that, in each period, a firm could direct all sales through one of its customer firms.
We call this strategy node-capacity.

Both strategies introduce some slack into the system but in different ways. The edge-
capacity strategy introduces slack by using the time dimension, i.e. allowing firms to
utilize each edge at the previous maximum, in any period, but not allowing firms to sub-
stitute across customers. For instance, a cement manufacturer could sell cement to differ-

ent retailers at the previously observed maximum, but could not substitute cement sales
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Table 1.1. Number of observations

Variable Value
Number of Firms 37,000
Number of Edges 89,000
Average Degree 2.9
Transactions 12m

Notes: Numbers are calculated for all periods before
edges have been trimmed by the min arc feedback
set algorithm.

intended for one retailer to another beyond the maximum edge-capacity. This captures
the idea that retailers in different parts of the country could not absorb the additional
supply intended for a different region, at least in the short term.

The node-capacity strategy introduces slack by allowing firms to substitute their sales
through different customers but keeps output fixed to what is observed in each period.
This captures a notion that firms may have short-run capacity constraints which limit their
production in a given period, but that they have flexibility to sell their goods through
their existing customers.

We will run the model using both strategies to observe any differences in the set of
firms identified as bottlenecks.

Having addressed these four empirical issues, the dataset is now ready to run the

algorithm defined in Section 1.3.1

1.4. PROOF OF CONCEPT

In this section, we deploy the algorithm outlined in Section 1.3 on supply-chain transaction
data from Ugandan VAT declarations. We first outline the data, then provide a charac-
terization of the firms we identify to be bottlenecks before considering the consequences

of these bottlenecks on economic outcomes.

1.4.1. DaTa

The data we use comes from the Ugandan Revenue Authority Tax Administration datasets
covering the period 2010-2015. We use four main data series which all contain unique firm
tax identifiers which allow records to be linked across firms and time.

The first and most important dataset contains firm transaction records recorded for
VAT purposes. VAT-registered firms submit a monthly value added tax return form
which includes the universe of their transactions over the previous month. Importantly,

this dataset provides details on the transaction value and the tax identifier of the firm on
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the other side of the transaction. This allows us to observe a dynamic production network
for the universe of tax paying firms.

The second dataset contains information from Corporate Income Tax which provides
details on income tax for all non-individuals. We use variables on firm profits, employ-
ment, and balance sheet information.

The third dataset provides details from the business’s registration. From this dataset,
we obtain information on the firm’s 4-digit ISIC sector.?*

Finally, we obtained monthly CPI data from the Ugandan Central Bank.

For the baseline scenario, we collapse the data into 6 month periods, deflated using the
CPI index. We choose a 6-month window as it is long enough to capture most frequent
input trades, but short enough to allow us to observe firms over multiple periods.

A summary of the number of firms and observations is given in Table 1.1. In total we
observe 37,000 firms with 89,000 firm-to-firm connections. A visualisation of the network

is given in Figure 1.5.

1.4.2. CHARACTERIZATION OF BOTTLENECKS
DEPLOYING THE ALGORITHM

Equipped with the data, we now implement the algorithm defined in Section 1.3.

As shown in Figure 1.5, the production network is clearly not structured into a DAG.
Instead, we can see multiple cycles, no layers from raw materials to final goods, and no
sink nor source nodes.

We, therefore, implement the Eades et al. (1993) algorithm to prune edges. The
algorithm cuts a relatively large number of links (14.7% of total links), however a small
proportion of the total value (3.7%). This is consistent with the possibility that firms do
use some inputs in their production from downstream firms, but that this is a small value
relative to the total value of trades which flow downstream. It is also consistent with
results found when the algorithm was run on Belgium VAT data. Tintelnot et al. (2018)
find that at most 18% of edges in the Belgium network data violate acyclicity.

We then identify the Leontief production technology in order to convert transactions
in the network into units of the final consumption good. We initially undertake this
activity using the HAC algorithm described in Appendix A.1. The implementation of
the HAC algorithm corresponds relatively closely to the ISIC sectoral categories: we find
28% of HAC clusters are in the same ISIC 4-digit sectors and 43% of HAC clusters are

in the same ISIC 2-digit clusters. Additionally, as a robustness test we use ISIC sector

24Standard industrial classification of economic activities (ISIC) is a classification system for industry
categories. The URA classifies firms at a 4 digit level. An example of the level of disaggregation would
be "Mining of metal ores".
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Figure 1.5. Universe of firm-to-firm transactions in Uganda, 2010-2015

Notes: Each node on the graph represents a firm, an edge represents that a trade took place between
the two firms at some point between 2010 and 2015. The location of nodes is determined by forceatlas2
which is run on software Gephi.

classifications instead of the HAC algorithm in the identification of bottlenecks. Results
from this exercise are presented in Section 1.4.4.

We next assign each edge a capacity using the maximum observed trade over all six
month periods. This, on average, yields an edge capacity equal to 3.7 times the average
trade.

We then connect firms to the sink using their final goods sales. This means connecting

37% of firms to the artificial sink node. We connect all firms with no inputs to the artificial
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source. This constitutes 15% of firms in the dataset.
Finally, we run the Max-Flow Ford-Fulkerson algorithm for the full DAG to obtain
max-flow f(G), and then 37,000 more times (one for each dropped firm ) to obtain each

firm’s contribution to max-flow f(G — 7).

WHAT DO UGANDAN BOTTLENECKS LOOK LIKE?

Figure 1.6 shows each of the 37,000 firms once edges have been trimmed to remove cycles
and an artificial sink and source node has been added. Nodes towards the top of the
graph are the most upstream firms such as raw material producers or primary processors.
Nodes in the middle of the graph are secondary and tertiary producers. Nodes at the
bottom of the graph are final goods producers and retailers, selling primarily directly to
the consumer.

In Figure 1.7, we highlight firms for which their removal from the network, leads to a
drop in the maximum flow, f(G — i) < f(G). We refer to these as potential bottlenecks
given the theory predicts that this is a necessary but not sufficient condition for firms to
have hold up power.?” Notice that these firms are spread at all layers of the supply-chain
indicating that just looking for bottlenecks in particular subsectors will not be sufficient
to identify potential bottlenecks.

In Figure 1.8, we highlight the set of firms which are identified at least once at some
point over the whole time period as being a bottleneck firm (i.e. f(G—1i) < D, at some t).
In Figure 1.9, we show the set of bottleneck firms which are identified in one particular
period.?%

We identify a small number of persistent bottlenecks in Uganda. On average, we find
50 bottlenecks every semester and the probability of firm i being a bottleneck at time
t, given ¢ was a bottleneck at time ¢t — 1, is 0.77. This suggests there is a small set of
entrenched firms which have substantially greater market power.

Given we are using confidential data, we are restricted in not revealing which firms
are bottlenecks. However, we can provide some general information about which sectors
they belong to.

Bottleneck firms are organised into three main sub-groups. Firstly, we observe bot-
tlenecks in light manufacturing industries especially in the agricultural, food and drinks
supply-chains. Interestingly, we identify bottlenecks at all stages of the supply-chain from
primary production, to manufacturing to wholesale. These are sectors which would not
normally be associated with substantial market power. However, given the context of

Uganda this makes intuitive sense. Many of these sectors are structured around one or

25 If f(G — i) > D then these firms can still be routed around as supply can still meet demand at
current pricies, even if f(G — i) < f(G).
26We use the the first half of 2014, but it could be any period.
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two very large firms. This is because the market size is not big enough to support multiple
firms with a large fixed cost of production (Agarwal and Spray, 2016).

The second major subgroup of bottlenecks is more traditional natural monopolies in
the utilities sectors. This is what one might expect, given the algorithm identifies the set
of firms for which their removal from the network would lead to the biggest fall in output.
Firms in the utilities sector are essential inputs into a large number of sectors and so their
removal would have a significant negative impact.

The final subgroup of bottlenecks is services inputs. In particular, we identify firms
in the financial services sectors. As in the utilities group, these firms provide inputs into
multiple sectors. This highlights the value of looking for market power across the entire
economy and not on a supply-chain by supply-chain basis. As the former approach might
miss firms which operate across many interconnected supply-chains.

In Figure 1.10, we investigate one particular supply-chain. We cannot reveal the sector
for data confidentiality reasons, but can reveal it is in light manufacturing. Both bottle-
necks in this sector are highlighted in blue and both happen to be factories. These two
firms purchase inputs from 340 different suppliers (orange) of which they share 60 of these
suppliers. The two bottleneck firms sell onto 135 different customer firms (green) who in
turn sell onto over 1500 additional firms (purple). The important take away is that these
two factories anchor an industry of over 2000 firms. If either of the manufacturers can’t
produce, the other manufacturer cannot take up the slack in the short-run; the network
maximum flow is necessarily diminished and output drops. Therefore, the manufacturers
(blue nodes) are both bottlenecks.

Whilst this supply-chain is relatively simple, analyzed in isolation, supply chains are
typically much more complex and interact with each other in important ways. Even when
firms multisource, overlap in suppliers can mean there is less spare capacity than there
might seem. This highlights why our methodology which is scalable to an economy is so
important.

In Figures 1.11 to 1.16, we show how bottleneck firms differ in terms of observable
characteristics which relate to market power. We find that relative to non-bottlenecks,
these firms are substantially larger in terms of their sales, wage bills and profit. We also
find that they are older and are more central to the production network. This is consistent
with bottlenecks being established large firms which may have existed for a long time with
potentially entrenched market power.

Figures 1.15 to 1.18 show more direct evidence of market power. Figures 1.15 shows
bottleneck firms can be seen to have higher mark-ups as calculated based on sales over
costs. As shown in Figure 1.17, bottleneck firms are located in less competitive industries
as calculated by the Herfindahl-Hirshman Index. However, this is not significant at the

5% level. This is an initial indication that we are observing more information than simply
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Figure 1.10. Example of a bottleneck supply-chain

Notes: Each node on the graph represents a firm, an edge represents that a trade took place between the
two firms at some point between 2010 and 2015 once edges have been trimmed according to the Eades
et al. (1993) algorithm. The supply-chain has been trimmed to remove connections to other sectors.
The two blue firms are identified as bottlenecks. 135 suppliers (orange), 135 customers (green), 1548
customers of customers (purple).
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Notes: Mean and 95% confidence interval of variable for bottlenecks and non-bottlenecks. Sales is the
log of annual revenue as reported into CIT. Wage bill is the log of the total annual wage bill. Age is the
number of years since the firm first registered for a tax identification number. Gross profit is the log of
profit before tax. Markup costs are reported in CIT receipts. Centrality is the Bonacich Centrality.
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Figure 1.17. Herfindahl-Hirschman Index Figure 1.18. New entrants
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Notes: Mean and 95% confidence interval of variable by ISIC 4-digit sector for sectors containing a
bottleneck firm and sectors not containing a bottleneck firm.

correlating with existing measures of market power. Finally, Figure 1.18 shows that
bottleneck firms are located in sectors with fewer new entrants, significant at a 5% level.
This is consistent with bottleneck firms having market power due to higher barriers to

entry.

1.4.3. CONSEQUENCES OF BOTTLENECKS

Having characterized firm bottlenecks in Uganda, we now turn to the question of what
the presence of these firms means for the economy, through first considering whether
bottleneck status over time correlates with firm-level variables, and then by considering

if there is evidence of propagation of distortions to other non-bottleneck firms.

DOES BOTTLENECK STATUS INFLUENCE FIRM-LEVEL VARIABLES?

In order to test whether a firm’s status as a bottleneck is correlated with firm-level vari-
ables, we must transform our measure of market power to be calculated on a rolling basis.
We calculate MarginalMazFlow(MMF), = f(G); — f(G — i); using the edge-capacity
approach described before, which calculates maximum observed trade, between two firms,
over a rolling three periods. We define a firm as Bottleneck;; if, at time ¢, supply can no
longer meet demand if the firm was to be removed from the network, f(G —i) < D.

We then estimate the following specification via OLS,

Y = BiMMF;; + BoMMF;; x Bottleneck;; + oy + 6; + iy (1.7)

where we consider a vector of outcome variables Y = {markup, sales, profits}, o, is a

set of time dummies and ¢; is a firm fixed effect.
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Table 1.2. Bottleneck consequences

(1) (2) (3)

markup =
log sales  log profit  (sales-cost)/cost
log marginal max flow 0.0167**  0.00561*** -0.000752
(0.00134)  (0.00205) (0.00180)
log marginal max flow * bottleneck 0.0279***  (0.0143** 0.0123*
(0.00660)  (0.00659) (0.00557)
Observations 25517 14604 20411

Notes: Unit of observation is buyer ¢ and year t. Log Marginal Max Flow = f(G) — f(G — 1),
Bottleneck = 1 if f(G — i) < D. Standard errors in parentheses clustered at the buyer level. *
p < 0.1, * p < 0.05 ** p< 0.0l

The regression allows us to test whether, within a firm, an increment on our metric of
market power corresponds with a change in relevant outcome variables. Strictly speaking,
the theory predicts that a firm will only have hold-up power once it breaches the bottleneck
threshold. We, therefore, expect that 5; = 0 and S5 > 0. In practice, moving from the
theory to the data, we might expect 5; > 0, given there could be measurement error in
the threshold for bottleneck, or there may be a friction outside of the model which causes
rerouting supply-chains to be costly.

Results are given in Table 1.2. Row 1 of columns 1 and 2 show that an increase
in marginal max flow by 1% leads to a 1.7% and 0.5% increase in sales and profits,
respectively. This is significant at the 1% level. By contrast, it has no significant impact
on firms’ markups. This is consistent with the model’s predictions, as firms cannot exploit
their network position to make higher mark-ups if they are below the bottleneck threshold,
but do receive higher demand.

Row 2 of Table 1.2 demonstrates the impact of breaching the bottleneck threshold.
We can see that this roughly doubles the impact of an increase in marginal max flow
on firm sales and profits, significant at the 1% and 5% significance levels. It also shows
a statistically significant impact on firms’ mark-ups.?” In effect, once a firm breaches
the bottleneck threshold, it is able to exploit its network position to earn higher profits
through higher mark-ups.

2"For the purposes of considering magnitude: a one standard deviation increase in MMF leads to 13%
increase in sales for non-bottleneck firms, 36% for bottleneck firms; a one standard deviation increase
in MMF leads to 13% increase in profits, 26% for bottleneck firms; a one standard deviation increase in
MMPF leads to -0.6% increase in markup, 9.2% for bottleneck firms.
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DO DISTORTIONS PROPAGATE?

We now consider whether there is empirical evidence that the existence of bottleneck
firms leads to other distortions elsewhere in the network, as predicted in Section 1.2.2.
We, therefore, begin by defining a variable called NoBottlenecksUpstream; which is
a dummy variable equal to 1 if at time ¢ there are no bottlenecks upstream of firm 1,
conditioning on ¢ not being a bottleneck itself. A description of how we identify whether
there are any bottleneck firms upstream is given in Appendix A.3.

In order to identify if there are indirect effects along the supply chain from having
bottleneck firms, we estimate the following specification by OLS for firm ¢ in 4-digit ISIC

industry ¢ at time ¢,

Yi = 0. + a4 + BNoBottlenecksUpstream; + u; (1.8)

where Y}, = {markup, sales,profits} is a vector of outcome variables, d. is a industry
fixed effect and o is a time fixed effect.

We expect that 57 > 0, because firms which do not have a bottleneck upstream are able
to either: (i) price at the same level as their competitors (who are upstream distorted)
but have lower input costs and therefore are more profitable or (ii) price below their
competitors (who are upstream distorted) and sell more. We include an industry fixed
effect because we expect the mechanism to take place within the industry level, but wish
to condition for industry characteristics.®

Results, given in Table 1.3, are consistent with bottleneck distortions propagating
vertically through the network. Columns 1 and 2 show that having no bottleneck upstream
corresponds to 7% higher sales and 11% higher profits, significant at the 1% and 10%
significance levels, respectively. Having no bottleneck upstream also corresponds to having

a 6% higher markup, although this is not statistically significant.

1.4.4. ROBUSTNESS CHECKS

There are three topics which deserve further consideration.

First, we consider whether our measure of market power has additional explanatory
power, when compared to a more straight forward measure of a firm’s network position.
Second, we consider whether using the firms ISIC industry classification instead of the
HAC algorithm yields qualitatively different results. Finally, we consider whether altering

the assumption about edge-capacity influences results.

28We also run the regression with firm fixed-effects finding qualitatively similar effects. Results avail-
able upon request.
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Table 1.3. Do distortions propagate?

(1) (2) (3)

markup =
log sales log profit (sales-cost)/cost
No Bottlenecks Upstream 0.0700***  0.112* 0.0594
(0.0258)  (0.0601) (0.0370)
Observations 69769 44655 54368

Notes: Unit of observation is buyer i, from sector ¢ and year t. No Bottlenecks
Upstream is a dummy equal to 1 if at time t there are no bottlenecks upstream
of firm. Standard errors in parentheses clustered at the buyer level. * p < 0.1, **
p < 0.05, ** p <0.01

CENTRALITY OR MAxiMUM FLow?

Extant research has shown that a firm’s centrality in a network may confer market power
and the possibility to extract higher rents (Goyal and Vega-Redondo, 2007), although to
the best of our knowledge this has not previously been tested empirically. We, therefore,
first test whether a firm’s Bonacich Centrality is correlated over time with firm-level
outcome variables. We then test whether our measure of network market power has
explanatory power, over and above, the simple centrality measure. We estimate the

following specification via OLS,

Yii = BiMMF; 4+ BoM MF;; X bottlenecky + viCentrality;, + oy + 6; + uyy (1.9)

where Yy, = {markup, sales, profits} is a vector of outcome variables for firm i at time

t, and Centrality; is a firm-level Bonacich centrality.

Columns 1 and 2 from Table 1.4 shows that firm network centrality is positively and
significantly correlated with sales and profits, as predicted by the theory. More difficult
to explain, is that there is a negative correllation between firm centrality and markups.
A possible explanation for this result, is that large firms adopt a revenue maximising

strategy lowering their markup to gain revenue share and a more central position.

Columns 4-6 from Table 1.4 show the comparison between centrality and our new
measure of market power. Including both measures demonstrates that both metrics have

relevant explanatory power in predicting outcome variables.

Indeed, adding the bottleneck variable to the regression with centrality does not greatly
impact either the magnitude nor the significance of the coefficients on centrality. Likewise,
the coefficients on the bottleneck variables are very similar to those in Table 1.2 which do

not include centrality.
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Table 1.5. Robustness table

Edge Capacity Node Capacity ISIC

Non-Bottleneck Bottleneck Non-Bottleneck Bottleneck Non-Bottleneck Bottleneck
Profit 16.12 18.04 16.11 19.27 16.13 21.32
Salary 16.51 18.37 16.50 19.50 16.51 20.89
Age 6.25 9.16 6.23 11.15 6.23 13.89
HHI 0.14 0.18 0.14 0.16 0.14 0.27
Sales 19.03 24.14 19.03 24.44 19.03 25.38
Centrality 5.44 10.75 5.44 11.15 5.45 12.41
Markup = Profit/Sales 0.09 0.19 0.09 0.20 0.09 0.13
Markup = (Sales - Cost)/Cost 0.37 0.83 0.37 1.20 0.37 1.25
Entrants 9.56 5.60 9.48 2.21 9.58 2.19

Notes: Table shows the average value of different descriptive statistics by bottleneck status for three different calculation strategies: edge capacity, node capacity
and edge-capacity using ISIC classification instead of HAC classification.
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EDGE CAPACITY VS. NODE CAPACITY

In our baseline model, we assign each edge a capacity equal to the maximum observed
transaction along that edge. This allows slack over time, but does not allow reallocation
beyond the maximum previously observed trade, between edges sharing the same source-
node. We, therefore, re-run the model choosing to give each edge a capacity equal to the
total one period production of the firm. The implicit assumption is that production could
be routed through any of the customers. We call this Node capacity. This generates slack
in a different way, in that firms can substitute across their customers, but cannot increase
production beyond what is observed.

Changing to node-capacity does alter results. Unsurprisingly, there are fewer firms
identified as bottlenecks (maximum of 8). However, the specific the specific sets of firms
identified as bottlenecks using the two methods are similar. The node capacity bottlenecks
are almost a subset of the edge capacity bottlenecks (7 of 8). Similarly, the correlation in
f(G — ) remains high at 0.56.

Table 1.5 shows descriptive statistics on bottlenecks and non-bottlenecks from the
robustness exercises next to the baseline model. In all instances the node capacity results
are are in line with the edge capacity results. The gap between bottlenecks and non-
bottlenecks is larger in the node capacity model. This is because we identify a smaller set

of firms which are bottlenecks given the more testing criteria.

HAC vs. ISIC SECTOR CLASSIFICATION

In this final section, we rerun the algorithm using each firm’s self reported ISIC 4-digit
sector classification instead of the HAC algorithm for clustering the same inputs. We do
this through two strategies. First, we assume all suppliers with the same ISIC sector are
considered in the same industry. This is likely to be over confident on grouping suppliers
as an industry classification at 4-digits is still fairly coarse. For instance, one classification
is "Mining of metal ores" which will include a wide array of different types of mining.

Changing the sectoral classification has some impact on measurement of f(G — i),
although we still find a strong correlation between the two methods (equal to 0.55).
We identify fewer bottlenecks (19 compared to 50), of which 11 are bottlenecks in both
classification methods.

The last two columns of Table 1.5 show results on observable outcomes between bot-
tlenecks and non-bottlenecks in different robustness exercises. Regardless of methodology;,
we find that the difference between bottlenecks and non-bottleneck firms is consistent.

The final strategy is to define two firms to be in the same sector if the two buyers
have suppliers from exactly the same set of industries. Again, we find a high correlation

in f(G — 1) (equal to 0.54). Results for bottleneck descriptive statistics are qualitatively
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similar to those presented in Table 1.5 and are available upon request.

1.5. CONCLUSION

This paper has built a new framework for considering market power in a supply-chain,
demonstrating that firms located in bottlenecks in a production network are able to price
above marginal cost which leads to inefficiencies. Modelling firms’ production as a flow
problem allows us to take the model to the data, operationalizing tools developed in
computer science to a production network. This represents a significant departure from
existing techniques for identifying market power which focus either on the firm or sector.
By contrast, we are able to observe, firm-by-firm, the economy-wide impact of each firms
removal from the production network, and hence its hold up power.

The immediate application for the technology developed in this paper is as a diagnostic
tool for competition authorities identifying market power using transaction data. We see
this method as a first-cut, before further investigative measures can take place.

An additional application for this toolkit is the investigation of weak points in supply-
chains. Our measure can be considered as a metric of systemic importance, in that we
pick up the set of firms whose removal from the network would lead to the largest fall in
output. This can be useful to policy makers in considering responses to major shocks such

as recessions or pandemics where it is vital that certain supply-chains keep functioning.?’

9Gee Carvalho et al. (2020) for a discussion of how this can be done in practice.



CHAPTER 2

SEARCH EXTERNALITIES IN FIRM-TO-FIRM
TRADE

ABSTRACT I develop a model of firm-to-firm search and matching to show that the
impact of falling trade costs on firm sourcing decisions and consumer welfare depends on
the relative size of search externalities in domestic and international markets. These ex-
ternalities can be positive if firms share information about potential matches, or negative
if the market is congested. Using unique firm-to-firm transaction-level data from Uganda,
I show empirical evidence consistent with positive externalities in international markets

and negative externalities in domestic markets.
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2.1. INTRODUCTION

In a developing country, finding and maintaining an efficient and reliable supplier can
be a costly and a time consuming process (Allen, 2014; Macchiavello and Morjaria, 2015;
Startz, 2016). One factor which can make this process more difficult, is if many other firms
are simultaneously searching for a supplier (Arnosti et al., 2018). This congestion extern-
ality will occur when trading frictions mean supply cannot instantaneously meet demand
from multiple buyers. This is plausibly a large concern in developing countries where
contracting frictions cause high adjustment costs (Macchiavello and Morjaria, 2019), and
a lack of access to credit can cause firm supply-constraints (Manova, 2012). One policy
response is to open to international trade, giving firms access to a large pool of suppliers
which are less inhibited by these trading frictions.!

In this chapter, I show that reducing international trade costs will lead to a greater
number of matches in the international market, alongside an important and novel second-
ary benefit - the alleviation of the consequences of congestion in the domestic supplier
market. I formalise this new mechanism for a domestic market consumer welfare gain
from trade and consider its effects in Uganda. I show empirical evidence consistent with
the Ugandan supplier market suffering from greater congestion than the international
supplier market.

This analysis requires a unique combination of data on firm-to-firm domestic and
international transactions. I use Ugandan administrative Value Added Tax (VAT) data
that includes information on every transaction between domestic tax-paying firms. I also
use the government’s import customs dataset which includes details on both the buyer in
Uganda and the foreign seller. The combination of these datasets amounts to a dynamic
transaction-level firm-to-firm input-output matrix. Using the firm’s unique ID, I link this
dataset with other tax administration datasets: firm balance-sheet data, firm employment
information and detailed firm geographic location. Together, this constitutes a dynamic
picture of the entire Ugandan formal economy from 2010 to 2016. To the best of my
knowledge, this is the first paper to combine this breadth of administrative firm-level
transaction-data in a developing country.

I start by developing a simple model of optimal search in two markets with different
search externalities. The model serves to highlight the key mechanism proposed in this
chapter - after a trade cost reduction, firms increase search in international markets as
these goods become relatively lower-cost to source. This is mitigated by two forces.

First, as firms move into the import market, this increases import market-tightness, thus

!These firms are likely to be less inhibited given international exporters tend to be larger (Bernard
and Jensen, 2004) and with better access to credit (Manova, 2012). Indeed this channel should exist in
any two markets, where one is more congested due to firms being supply-constrained.
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decreasing the probability of an import match. Second, as firms move out of the domestic-
market, domestic market-tightness decreases, therefore increasing the probability of a
domestic match. The scale of these congestion effects depends on the relative size of search
externalities in each market. These parameters also determine the welfare consequences
of a reduction in international trade costs. If there is a greater positive externality to
search in international markets compared to domestic markets, then a reallocation of
search towards international markets not only leads to more matches in the international
market, but also alleviates congestion in the domestic market. This will lead to a greater
number of overall matches which benefits consumers with taste-for-variety.”

Motivated by the simple model, I undertake two empirical exercises. In the first
empirical exercise, I study the impact of a 25% reduction in international transport costs
that Uganda implemented in 2010-2011.% T test the model’s predictions on number and
type of matches and show that: (i) there was a 80% increase in the number of new
importing firms; (ii) the firms that began importing in 2011 simultaneously adjusted
their supply-chain by dropping domestic suppliers; (iii) the suppliers that were dropped
as a consequence of this readjustment re-matched primarily with firms which were not
importers.

In the second empirical exercise, I look for evidence of search externalities in a reduced-
form setting. In the case of Uganda and consistent with previous literature,* I show
that firms located in the same building adopt sequentially the same import suppliers. I
then show that this effect is substantially larger for firms located in the same building
compared to firms located in a next-door building. This is consistent with information
diffusing among firms about suppliers at a very local level. When looking at domestic
suppliers, however, this effect is not significantly different from zero. By contrast, in the
domestic market, a buyer adding a specific new supplier actually reduces the probability of
buyers in a different region of the country matching with that supplier. This is consistent
with geographically distant firms not benefiting from the information externality, but still
subject to the congestion externality, and has not been tested in the literature to date.

The results are in line with qualitative evidence that I collected through structured

interviews with firms in East Africa.” I interviewed 25 managers from firms in a variety

2An alternative way of thinking about the model is through a lens of trading frictions. In this sense,
buyers may be aware of the existence of suppliers, however, there is no centralized market where buyers
and suppliers meet and trade at a single price (Rogerson et al., 2005). In order to form a partnership
they must undertake costly investments which involve externalities.

3The reforms are discussed in detail in Section 2.3.2. Given the reforms were exclusively conducted
outside Uganda or on the border crossing, I assume they had no impact on domestic trade costs.

4See for instance Bisztray et al. (2018) and Kamal and Sundaram (2016)

SInterviews were conducted with firms in Kampala in Uganda and in Kigali in Rwanda which has a
very similar structure of firm market.
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of sectors® who reported that: (i) it is common for buyers to share information about
international suppliers; (ii) international suppliers have the size or the ability to scale up
to service multiple buyers; (iii) domestic suppliers are limited in their ability to service
multiple buyers and this means that sometimes there is wasted search effort.”

This chapter relates to three main strands of the literature. This chapter contributes to
the literature on firm-to-firm search. The literature has shown that the competitive equi-
librium does not necessary result in the socially optimal level of search (Krolikowski and
McCallum, 2017), that search frictions explain firm’s export market decisions (Chaney,
2014), and that search influences predictions on gains from trade (Antras and Costinot,
2011). I build on work by Eaton, Jinkins, Tybout and Xu (2016), who write a dynamic
quantitative model of optimal two-sided buyer-supplier search which is rich enough to take
to the data.® This chapter’s contribution is to separately model search in domestic and
international markets and incorporating different matching technologies in either market,
providing new predictions on a search channel for consumer welfare gains following a
reduction in international trade costs and using novel data.

In addition, this chapter relates to the literature on the firm supply-chain impacts
following a trade liberalization in the absence of search frictions. Arkolakis et al. (2012)
show that gains from trade are higher in models with intermediate goods. Tintelnot et al.
(2018) and Fieler et al. (2018) build quantitative models to show that the gains from trade
depend on domestic firm-to-firm linkages and how firms are directly or indirectly connec-
ted to the international market. Antras et al. (2017) build a quantitative model of global
sourcing.” I build on this literature by incorporating intermediate goods into a model of
domestic and international sourcing whilst also including a search channel. Moreover, I
consider not only firms’ international sourcing decisions but also the interdependencies
between this and domestic sourcing decisions.

Finally, the chapter contributes to the empirical literature on firm-to-firm search ex-
ternalities. The closest paper to the reduced-form work is Bisztray et al. (2018), which

has extremely detailed geographic data on firms in Hungary. The authors show that firms

61 interviewed firms in logistics, retail and wholesale, coffee and tea, hotels and tourism, agribusiness,
service input sectors. A full list of firms is available on request.

"For instance, in one interview I undertook with a firm they stated that they had asked another firm
in the same business park about their input supplier for imported packaging. In another interview a
firm had stated that they had tried to find a domestic transport firm but that another similar firm had
already taken the contract.

8Other important contributions on sourcing include Rauch (2001), Rauch and Trindade (2002), Rauch
and Watson (2003). A parallel literature also exists on exporter search for buyer markets (See for instance
Eaton et al. (2017), Allen (2014), Albornoz et al. (2012)).

9A connected literature considers the role of production networks in firm performance and the
propagation of shocks (Lim (2017), Carvalho (2014), Carvalho (2014), Bernard and Moxnes (2018),
Bernard et al. (2018)).
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in the same building sequentially add imports from the same country and in the same
product category. The chapter also relates to Kamal and Sundaram (2016), who show a
similar effect for matched importer-exporter data but without detailed geographic data.
Cai and Szeidl (2017) show that when firms are randomly allocated into different busi-
ness groups they refer each other leading to a 9% increase in the number of suppliers.
I build on this literature in three ways. First, the Ugandan dataset contains details on
both the geographic location of firms and the matched supplier which gives more detail
than the existing literature. Second, I compare firms searching domestically to firms
searching internationally, providing evidence of the comparative size of domestic and in-
ternational externalities for the first time. Third, in addition to looking for a positive
search externality, I also show results consistent with a negative search externality.

The remainder of this chapter is organized as follows: Section 2.2 sets out a simple two-
period model of firm-to-firm search and shows comparative statics; Section 2.3 describes
the dataset and the context of the trade cost reduction, it also provides descriptive statist-
ics on how firms responded to the trade cost fall; Section 2.4 provides empirical empirical

evidence of search externalities in Uganda; and Section 2.5 concludes.

2.2. A SIMPLE MODEL OF FIRM-TO-FIRM SEARCH IN TWO MARKETS

To illustrate the key mechanisms in this chapter, I build a simple model of buyers pur-
chasing intermediary goods from suppliers in international and domestic markets.

The simple model is shown graphically in Figure 2.1. Buyers sell a single differentiated
product to consumers in a frictionless retail market. Buyers purchase these products from
suppliers, who are either domestic or international,'* and each produces one differentiated
product. International suppliers produce a higher quality product, but must pay a higher
transportation cost. Buyers and suppliers cannot costlessly match, but must instead
undertake search to find a match. In both markets, a match between a buyer and a
supplier depends on the intensity of search effort and the equilibrium market tightness.
In order to incorporate differences in search externalities between markets, I allow the
matching technology to differ when looking for domestic or international suppliers.

I demonstrate the main mechanisms of the model by showing comparative statics of
a reduction in trade costs leading to a reallocation of search between markets, but with

some mitigation due to congestion.'?

10 A number of related empirical papers highlight additional aspects of the search frictions among firms
(Bernard et al. (2015), Startz (2016), Steinwender (2018), Fafchamps and Quinn (2016)).

Hlnternational here implies a foreign exporter

12The simple model, however, misses some salient features observed in the data. In order to make the
model match key moments from the Ugandan data, I extend the framework in Chapter 3 to include a
number of these features and estimate the quantitative model.
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Figure 2.1. Model environment

2.2.1. BUYERS, SUPPLIERS AND CONSUMERS

There is a measure B continuum of buyers, measure Sp continuum of domestic suppliers
and measure S; continuum of international suppliers. For simplicity, I assume for the
simple model that Sp = S; = 5.

Suppliers produce differentiated products which they sell to buyers once they match.
Let B(sy) denote the set of buyers who match with international suppliers. Similarly,
let B(sp) denote the set of buyers who match with domestic suppliers. For simplicity I

assume all suppliers have the same marginal cost.

Buyers pay an iceberg trade cost 7; on each unit of international goods and iceberg

trade cost 7p on each unit of domestic goods, where I normalize 7p = 1.

Buyers begin with marginal cost ¢ and no matches. Buyers have a fixed search intensity
o but choose the proportion of search they exert domestically, a such that a € [0, 1], and

internationally, 1 — a.

Consumers demand differentiated products from buyers b with a CES utility function,

which shows their taste-for-variety over products sold by buyers

C’:/ o / o | 2.1
[beB(sz)wl ot bEB(sp) b ] ( )

where I assume all international products have the same demand shifter, ¢, and all
domestic products have the same demand shifter, 1)p, which I normalize to 1. If imports
are higher quality products, we might expect ¥; > 1 for imported goods, although I do
not impose this. 17 > 1 is the elasticity of substitution between goods which does not vary

between imports and domestic products.
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2.2.2. PRICING AND DIVISION OF PROFITS

In period one, buyers search and matches materialize. In period two, buyers compete
using Bertrand competition in the retail market. This leads to the standard CES constant
mark-up rule

Po—Ch _ 1’ (2.2)
Do n

where p, is the price charged by buyer b.

Substituting the mark-up into the profit function yields the instantaneous profit flow
for a buyer and a matched supplier which depends on whether the supplier is domestic or

international

P (o me T g,
7T(SL>_77P1"K77—1> M for L € {D, I}, (2.3)

where P is the standard CES aggregate price index and £ is household expenditure. Once
I make the standard CES assumption that the elasticity of substitution n > 1, the profit
function behaves as one would expect - increasing in the aggregate price index, decreasing
in marginal cost. If there is a domestic good then 7p = vp = 1. For higher international
trade costs (77) or smaller international demand shifter (;) profits from matching with
an international supplier are smaller.

I assume profits are split via Nash bargaining where A € [0, 1] is the bargaining coeffi-
cient for the seller and 1 — A is the bargaining coefficient for the buyer. This assumption

means I do not need to consider inefficiencies lost due to double marginalization.?

2.2.3. SEARCH AND MATCHING

I assume two aggregate matching functions which are homogeneous of degree one in the
search of buyers and sellers, respectively. In the simple model, all sellers search such that
their aggregate search is simply given by their mass S. The aggregate buyers’ search in
each market is given by the mass of buyers multiplied by the amount they search in each

market, such that

BD =acB
(2.4)
Br=(1-a)oB.

Following the labor literature, I assume that the aggregate measure of matches per

unit time (X7, X7) is homogeneous of degree one and increasing in the aggregate search

13Tn practice, Bernard and Dhingra (2015) show this assumption may not hold, but it is a necessary
simplification for the purposes of this chapter as firm pricing is not a main feature of the chapter’s focus.



48

of buyers and suppliers

XP = SB)F
(2.5)
X' =g8%ppr.

The matching function exponents are key objects in the model. A positive externality
to search would be indicated by high vg,vp and S8, fg. This is because, at the margin,
an increase in buyers or sellers will lead to a large increase in the number of matches.
There are increasing returns to scale in domestic matching if v¢ + yg > 1, in which
case an increase in the mass of firms by 10% would have a greater than 10% increase
in the number of matches."* By contrast, a congestion externality to search would be
indicated by low ~vs,vp and Sg, g, as more firms entering leads to very few new matches.
There are decreasing returns to scale in domestic matching if v +~v5 < 1. A low g would
indicate that congestion is largely on the domestic supplier-side. Whereas, a low v5 would
indicate that there is high congestion among domestic buyers. It is common in the labor
literature to assume a constant returns to scale matching function, as this guarantees
a single equilibrium and has some empirical support (Petrongolo and Pissarides, 2001).
However, this has not been as extensively tested in firm-to-firm search. In Section 2.4, I
show reduced-form evidence on the relative size of search externalities between markets.
In Chapter 3, I structurally estimate the exponents in a richer version of the simple model
to verify reduced-form results and to demonstrate further mechanisms within the model.

The match flow per unit of buyer search 6 is a measure of market tightness and is

defined separately in the domestic and international markets, given by

_ S BIP 6 — SBs B?B.

)
P By B,

(2.6)
A higher value of # simply indicates that the hazard-rate of finding a match is higher.

2.2.4. OPTIMAL SEARCH

Buyers solve a maximization problem by picking an optimal search intensity in the do-

mestic market a to maximize profits

max {aa@DW(sD) +(1— a)obm(s;) — k(a)}, (2.7)

4 Allowing for the matching function to not be constant returns to scale generates a possibility for
multiple equilibria (Petrongolo and Pissarides, 2001). For simplicity, I assume that firms obtain an
equilibrium with the highest level of search.
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where acfp and (1 — a)of; are the endogenous hazard rates of making a domestic and
international match, respectively. k is a convex search cost on the amount that buyers
5.!% The rationale for
this assumption is that it is relatively easy to undertake a light search in either market by,

search in each market such that % > (0 and k is minimized at a =

for instance, browsing the internet. However, undertaking a comprehensive search might
involve travel or hiring a consultant, which would increase costs rapidly.

Taking the first order condition of Equation 2.7 yields a policy function which de-
termines the optimal level of domestic search depending on the relative market tightness,
the difference in profit from a domestic and an international supplier, and the change in
search costs.

ok
0'9D7T(SD)—O'9[7T(S[)—7:0 (28)
oa

The intuition behind Equation 2.8 is that the firm wishes to choose their proportion
of domestic search to equate the profit from matching with a domestic supplier multiplied
by the probability of a domestic match with the profit from matching with a international

supplier multiplied by the probability of a international match.

2.2.5. COMPARATIVE STATICS
To demonstrate the main search channel in the model, I present comparative statics of
how firms respond to a reduction in transportation costs.

BUYER SEARCH DECISIONS

The first comparative static shows how the proportion of search intensity in the domestic
market changes when international trade costs change. In order to obtain this comparative
static, I totally differentiate equation 2.8 as shown in Appendix 2, which yields equation
2.9.

da —0917875(;])
o O’%ﬂ'(sl) — aag—fﬂ(é’p) + %
(2.9)
_0_91071'(51)

orr

02(1 — ﬁB)ejBﬂT(S]) + 0'2(1 — ’)/B)@DBDW(SD) + %

For the purposes of exposition, I discuss the case of a fall in transport costs to match
the case study of Uganda. The numerator of equation 2.9 shows the direct effect of a
change in trade costs; when trade costs decrease, the proportion of domestic search (a)

falls as returns to importing increases.

15Picking the minimum point at % is based on the assumption that searching equally in both markets
is the minimum cost. Changing this to an alternative minimum would not alter results.
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This is mitigated by two main forces. First, as firms increase import search, the inter-

national market becomes tighter driven by international congestion %%. Second, as firms
move out of the domestic market, domestic market-tightness decreases 83—5. Together,

these forces reduce the amount of reallocation towards imports following the international
trade cost reduction.'®

To reinforce the idea, consider a positive search externality in the international market
(Bp is large). Assuming that Sz < 1, then each additional buyer entering the international
market reduces the probability of other firms matching, but only by a small amount.
Therefore, a substantial volume of buyers can be absorbed by the international market
before market-tightness increases sufficiently to stop this flow.

If Sg > 1, then each additional buyer joining the international market actually in-
creases the chance of existing buyers matching. Even in this case, the model predicts
that not all firms will search internationally, as buyers have convex search costs and there
would be a reduction in market-tightness in the domestic market, as discussed below.

If there is a negative externality in the domestic market then v would be small. When
buyers leave the domestic market, this causes a large reduction in market tightness in
the domestic market. Consequently, it becomes easier for firms to match domestically,

causing a smaller reallocation towards imports following the trade cost reduction.

CONSUMER WELFARE AND MATCHING EFFICIENCY

The second comparative static concerns consumer welfare. Given all buyers are ex-ante
identical, I can rewrite consumer welfare as the consumption from each buyer (C') mul-
tiplied by the matching probability of each type (A). A is made up of the probability
of a domestic match (acfp) plus the probability of an international match ((1 — a)of)

multiplied by the international match demand shifter ;.

W =| [ o [ ar
(a> bEB(S[) I/JI b + bEB(SD) b ‘|

i R (2.10)
= a09D+w1(1—a)0911 [ bn‘|
L beB
A C

The impact on welfare is therefore split into two parts. The first part is due to a
reduction in trade costs leading to higher consumption acting through lower marginal costs
% < 0. Meanwhile, the second part considers how the matching probability changes as

trade costs change g—ﬁ. As shown in Appendix B.1, the change in welfare from matching

16In addition to these two forces there is a third force coming from the convexity of the search costs
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following a fall in trade costs will be greater than zero if and only if the inequality in

equation 2.11 holds.

gﬁ <0 <= vpa"®7! < Bpipr(1 — a)PE15Ps s pPE—s (2.11)

Equation 2.11 shows that for sufficiently large a and ; > 1, the change in welfare
due to matching depends on the relative size of the matching exponents. If 75 < g and
vs < Bg then the returns to search are higher in the international market. Consequently,
a fall in trade cost will increase welfare, given firms will move from matching in the
decreasing returns to scale domestic market to the increasing returns to scale international
market. The intuition for this result is that a reallocation of search leads to more matches
for the same search intensity. Given consumers have a taste-for-variety, this generates an
increase in consumer welfare.'”

In summary, following a fall in trade costs, both the level of reallocation between
markets and the degree to which consumer welfare increases depend on the relative size

of search externalities in domestic and international markets.

2.3. DATA, CONTEXT AND DESCRIPTIVE STATISTICS

Having demonstrated the main mechanism in the simple model, I now look for empir-
ical evidence of reallocation in firm supply-chains following a reduction in international
trade costs. In this section, I first describe the datasets I use in this study, present de-
scriptive statistics on firms and their connections in Uganda, and discuss the context and

consequences of a reduction in trade costs.

2.3.1. DATASETS

The data used in this chapter comes from four linked datasets collected by the Ugandan
Revenue Authority (URA) which are administered for taxation purposes and cover the
period 2010-2016. This data is confidential and is made available for the purposes of this
research. Each tax dataset contains a unique tax identification number which allows the

datasets to be linked across firms and time. The datasets contain the universe of firms

17 An alternative consideration is to compare welfare in the decentralized market economy to the level
of welfare should a social planner pick the optimal level of search in the presence of search frictions. This
is similar to the Hosios (1990) condition, which shows in a wide array of search models that the socially
optimal level of search occurs when buyers’ share of the joint match surplus equals the elasticity of the
matching function with respect to buyers (Mangin and Julien, 2018). However, the model does not fall
into this class of models given the matching function is not constant returns to scale and there are two
search markets.



52

paying tax in Uganda; consequently they are representative of the entire formal sector. It
also contains the universe of importing firms in Uganda, as all firms choosing to import
must go through a customs office and must be registered to pay tax. Inference on the
informal sector is outside the scope of this study.'®

The first dataset contains details on domestic firm transactions. Ugandan firms are
required to record every transaction with any other tax-paying firm alongside the trans-
acting firm’s unique tax ID for Value-Added-Tax (VAT) purposes. This gives a line-by-line
account of the good transacted, the value of the transaction, the date it took place, and
the tax identification number of the linked firm. This dataset, therefore, constitutes a
dynamic input-output matrix for the entire Ugandan formal economy.'

The second dataset contains transaction-level international trade data. The dataset
includes variables of import origin, value, product and the matched foreign exporter on
the other side of the transaction.?’

The third dataset is monthly balance-sheet data from VAT records from 2010-2016.
Ugandan firms are required to report on their total sales and total inputs each month. I
winsorize these variables at the 5% level and collapse to annual frequency.

The fourth dataset is a firm registration dataset and contains descriptive details on
the firm itself. This includes the ISIC industrial sector classification?! and a more general
description of its main operations. It also includes firms’ addresses which I show on a
map of Uganda in Figure 2.2.%

Descriptive statistics are presented in Table 2.1. The consolidated dataset contains
7,000 import buyers 13,000 domestic buyers, 24,000 import suppliers and 86,000 domestic
suppliers. There are in total over 12 million transactions and over 490,000 firm-to-firm
connections.

To the best of my knowledge, this is the first paper to link VAT transaction level data

with firm employee and importer-exporter matched customs data. This allows observa-

8While I do not observe non-tax paying firms, this is not a major concern given tax paying firms in
Uganda are much larger and more technically adept (Kathage, 2018) and represent the sample of firms
I am most interested in. Between 2009-2011, 58% of Uganda’s workforce was working in the informal
sector, 13% of informal-sector workers were paid employees, 23% were unpaid helpers and 63% were
working proprietors (mainly subsistence farmers) (Overseas Development Institute, 2015). There is a
possibility that there is greater missed data domestically to internationally given import customs checks
are likely to be more thorough.

9Tt also allows a product-specific calculation of inputs, although this is not done for the time being
given the complexity of the data management process since records are manually entered without product
codes.

20There is also data on firm exports, although I do not use this for the purpose of this project given I
am primarily interested in firm sourcing behaviour.

21Standard industrial classification of economic activities (ISIC) is a classification system for industry
categories. The URA classifies firms at a 4 digit level.

22 Address geo locations were mapped using google maps API
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Figure 2.2. Locations of firms in Uganda

Notes: Each point on the graph represents a unique location, although there are likely to be multiple
firms in each location. There are a small number of firms located on islands in lake Victoria located in
the bottom right.

Table 2.1. Descriptive statistics

Variable Import Sample Domestic Sample
Number of buyers 6788 12984
Number of suppliers 24133 86689
Number of buyers (> 3 matches) 3373 7294
Number of suppliers (> 3 matches) 3451 17293
Firm-to-firm connections 71,000 420,000
Transactions 1.3m 11m
Mean Age 8.7 8.5
Median Wage Bill (USH) 100900 40100
Median Sales (USH) 1468800 972800

Notes: Data combined from Uganda administrative tax datasets from 2010-2016. The import
sample comes from import trade data and the domestic sample comes from the VAT transac-
tion dataset. Mean age comes from the firm registration dataset. Mean wage and sales comes
from the firm balance sheet dataset.

tions on the complete and dynamic picture of the formal economy of Uganda. As research

using tax data remains rare, one potential concern might be that the data is inconsistent
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with other datasets. In Appendix A.2, I address this concern by comparing the tax data

used in this study to other freely-available data sources on firms in Uganda.

2.3.2. CONTEXT AND TRADE COST REDUCTION STYLIZED FACTS
UGANDAN ECcONOMY

Uganda is a landlocked country in East Africa which has experienced high and sustained
growth driven by high investment levels and strong international trade performance. The
economy is made up of a large services sector (56.6%); agriculture, forestry and fishing
(24.2%); and industry (19.2%) (World Bank, 2019).

Uganda is open to the external sector with imports reaching 25.9% as a share of GDP
in 2016/17 (International Monetary Fund, 2019). The largest components of imports are
consumables and capital goods for investment (World Bank, 2019).

As shown in Figure 2.4, only a small proportion of Ugandan firms import. As shown
in Table 2.1, importers are on average larger than firms who only source domestically,
with median sales and wage bill 1.5 and 2.5 times higher, respectively. This is consistent
with previous research on this topic (e.g. Bernard and Jensen (1999)).

On average, each Ugandan firm has 2.7 domestic suppliers. The sectors with the largest
number of connections are in service and manufacturing industries including construction
services, telecommunication services, accounting services, and the manufacturing of plastic

products, metals, and paper products.??

BUYER-SUPPLIER SEARCH AND SEARCH EXTERNALITIES IN UGANDA

Finding a buyer or supplier in Uganda is a costly process. Sen (2018) argues that a lack of
information about Ugandan suppliers is one of the main reasons behind a lack of oil and
gas sector supplier development. Steenbergen and Sutton (2017), in neighboring Rwanda,
suggest that “international firms often do not have extensive local networks, and so are
unfamiliar with all the inputs that domestic suppliers may be able to provide.” Buyers also
have limited information about international suppliers given that the cultural, language
and/or knowledge barriers are difficult for Ugandan firms to navigate. Moreover, as few
firms in Uganda import, there are a limited number of firms to approach for importing
advice.?* This has led the Ugandan Government to target reducing search costs by 25%
in 2019 (Government of Uganda, 2019).%

Z3This topic is covered in detail in Spray and Wolf (2016)

24Indeed, making new connections internationally has been shown in other countries to be easier if
other firms in the same location are already importing (Bisztray et al., 2018).

25 A similar goal is being targeted by the government of Rwanda through the Made in Rwanda policy
via establishing a publicly available supplier database to make information about firms operating in
Rwanda easier to find Spray and Steenbergen (2017).
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If information about potential new suppliers diffuses among firms, either deliberately
due to firms sharing knowledge or through buyers and suppliers meeting for instance in the
same business location, then this would imply a positive search externality.?’ Qualitative
interviews I undertook with firms in East Africa suggest that in some instances knowledge
about new import suppliers is, indeed, passed among businesses.?’

By contrast, it may be difficult for firms to make matches if there is a congestion
externality. Congestion occurs when one firm’s search reduces another firm’s chance of
matching. For instance, a buyer may spend resources looking for a supplier only to match
with a firm who is unable to meet the demand because they have recently matched with
another buyer (Arnosti et al., 2018). This effect has been shown to occur in multiple
contexts where there is a search friction. For instance, Fradkin (2015) shows congestion
in online platform AirBnB and Horton (2010) shows congestion in online labor markets.?®

Given Ugandan suppliers are characterized by being small and with limited access to
credit (Spray and Wolf, 2016), one might expect that congestion effects are larger among
these firms compared to foreign importers. In an interview with a hotel in Uganda, the
CEO stated that they had tried to find a domestic fruit and vegetable supplier, but that
another similar hotel had recently signed up the supplier to an exclusive contract. In

Section 2.4, I look for evidence for both of these effects empirically.

TRADE COST REDUCTION AND DESCRIPTIVE STATISTICS

Despite having a high import volume, Uganda has some of the highest transportation
costs in the world. In 2017, Uganda ranked 136 out of 190 countries on World Bank’s
Trading Across Border Index (World Bank, 2016). The majority of goods entering Uganda,
must first transit through the port of Mombasa in Kenya. In 2010, 68% of Ugandan
imports arrived from the Kenyan border.?’ In 2010, the Mombasa port was described as
having “persistent congestion”, being “behind international standards” and facing issues
of “corruption and incompetence” (Bulzomi et al., 2014). Once goods are cleared from
the port, they are required to be transported over 1000km by road through Kenya, before

crossing the border into Uganda. A map of the main trade corridor, and location of the

26]f this information is priced then it would no longer represent an externality, however, this was never
mentioned by firms.

2TFor instance, one tea processor explained that to find a foreign supplier of packaging products they
would speak to multiple other business owners to obtain advice before purchasing. This was recounted
to me in an interview with a tea factory CEO

ZFradkin (2015) shows a congestion effect for matches made on the online platform AirBnB, where
49% of inquiries are rejected or ignored by the host, and only 15% of inquiries lead to a transaction. An
initial rejection decreases the probability that the guest eventually books any listing by 50%.

29Based on customs dataset. 25% of imports arrived through the airport, and the remainder came
through the Tanzanian, Rwandan, Congolese borders or through the lake port in Jinja.
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Figure 2.3. Transport costs for a 20 container
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Notes: Data comes from the World Bank Trading Across Borders Index. The y-axis shows the import
cost in US dollars per 20-foot container. The reform took place between 2010 and 2011.

six weighbridge truck stops is shown in Figure B.1 in Appendix A.1.

High transport costs have been shown in other research in Africa to severely constrict
international trade (see Donaldson et al. (2017) for summary). Given Uganda’s high trade
costs, the effects of reducing transportation costs may be substantial.

In 2011, Uganda implemented reforms to reduce the cost of importing. The main
reforms were longer border opening hours and improved port infrastructure at the main
port in Mombasa (World Bank, 2011). In addition, Uganda rehabilitated roads thanks to
a large grant from the European Union and removed several weighbridges along the route
(Bulzomi et al., 2014). These reforms were negotiated at the East African Community
(EAC) level and so can be thought to be outside the direct control of the Ugandan
government, thus making them quasi-exogenous. The combination of these reforms led
to a 25% fall in transport costs in 2011, which then reduced the cost of importing a 20-
foot container from USD5807 to USD4396 (-24.3%). As shown in Figure 2.3, this effect
happened rapidly over one year and was later stable.

I present three descriptive statistics on how firms responded to the reduction in trade

costs.
(i) Falling transport costs corresponded with an increase in importers
As shown in Figure 2.4, the fall in transport costs corresponded with an increase in

the number of new importers. The fall in transport costs was very rapid between 2010

and 2011, and was then followed by a period of flat costs. Similarly, the increase in
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Figure 2.4. Transport costs and new importers
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Notes: The black line shows transport cost in USD per 20-foot container from the World Bank’s Trading
Across Border Index between 2007-2014, the bars show the number of new importers. The data for the
bars comes from customs dataset. Reforms took place between 2010 and 2011.

importing also happened very rapidly followed by a corresponding period of zero growth.
I show in Appendix Figures B.4 and B.5 that the total number of importers, the average
number of suppliers and the proportion of firms which import also increase in line with
the falling transport costs.® Although I do not observe a counterfactual of what would
have happened in the absence of falling trade costs, this fits with what one would expect

based on the previous literature in Africa (Donaldson et al., 2017).

(i) Falling transport costs corresponded with new importers reducing domestic suppliers

relative to other firms

To demonstrate that the change in transportation costs also corresponded with firms
making readjustments to their domestic supply-chains, I compare the number of domestic
suppliers used by firms who first imported in 2011 to all other buyers in a difference-
in-difference specification as shown in equation 2.12. Note, that I do not have domestic
transaction data prior to 2010, so I can not look for pre-trend differences in treatment

and control groups.

DomesticSuppliers; = Z Bi(8; x FirstImportIn2011;) + a; + & + uy (2.12)
?

39There is also an increase in exporting, although this happens slightly later, this is discussed in detail
in Spray (2017)
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Figure 2.5. [ coefficients from specification 2.12
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Notes: The figure plots the 8 point estimates from specification 2.12 and the 95% confidence interval.
The red vertical line shows the period of reduced trade costs. The outcome variable is the log of the
number of domestic suppliers.

where DomesticSuppliers; is the log of the number of domestic suppliers supplying firm
i at time t, FirstImportIn2011; is a dummy variable indicating whether firm ¢ first

imported in 2011, «; is a set of buyer fixed effects, and 9, is a set of year dummies.

I plot the § coefficients in Figure 2.5, and present the results in regression format in
Table B.1 in Appendix. I also show in Appendix Table B.3 that this descriptive statistic
is robust to using the value of domestic inputs as opposed to the number of suppliers.
Relative to the control group,®! new importers reduced their number of domestic suppliers
by 10% in the year of the international trade cost reduction. The effect declines over time,
but is still significant at the 5% level two years later. This result is non-trivial, as we
might expect new-importers to be generally expanding and hence adding both domestic
and international suppliers. The fact that this is not the case suggests that firms choose

either domestic or international sourcing strategies.
(iii) Suppliers which were dropped by new-importers rematched with non-importing firms

As T observe which specific suppliers were dropped by first-time importers in 2011, I

now consider whether these dropped suppliers managed to replace their lost buyers with

31Tn this case the control group is all other firms.
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Figure 2.6. [ coefficients from specification 2.13
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Notes: The figure plots the 8 point estimates from specification 2.13 and the 95% confidence interval.
The red vertical line shows the period of reduced trade costs. The outcome variable is the log of the
number of domestic suppliers.

buyers who were importers, or buyers who only sourced goods domestically in Uganda.

In order to show this, I estimate equation 2.13.

PropNonImportingBuyersy = Y 3i(6; x Droppedy) + & + ay + up (2.13)
t

where Dropped; is a dummy variable for whether supplier f was dropped by a buyer who
first imported in 2011 and PropNonImportingBuyersy; is the proportion of buyers for
supplier f at time ¢ which do not import, excluding any buyers which were 2011 first-time
importers to avoid a spurious correlation.

As shown in Figure 2.6 and Table B.2, suppliers which lost a buyer to a 2011 first-
time importer rematched with buyers who were not importers. This effect is significantly
different to zero even four years after the event. I also show in Table B.4 that it is robust
to using the value of inputs as opposed to the number of suppliers.

We must treat these three descriptive statistics with caution as they show correlations
as opposed to causal relationships. However, together, the results are consistent with
the mechanism laid out in the simple model. When trade costs fell, importing became
more attractive which led to a rebalancing of search in favour of international markets.
This movement out of domestic search created space in the domestic market, allowing

non-importing firms to match with the dropped suppliers.
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2.4. REDUCED-FORM EVIDENCE OF SEARCH EXTERNALITIES

In this section, I look for evidence consistent with search externalities in both markets in
reduced-form, and also present evidence on the relative size of these externalities between

markets.

2.4.1. MOTIVATING EVIDENCE

Figure 2.7 shows the percentage of supplier matches which have at least one buyer in
the same neighborhood. The first bar shows that 21% of suppliers’ new matches with
domestic or import suppliers are in the same building as an existing customer.

This tight proximity between suppliers’ customers is consistent with the fact that it is
easier to sell to customers in similar locations. One explanation for this is that information
about potential suppliers may diffuse more easily among closely located buyers. This could
be because closely located buyers have stronger relationships or because suppliers may
bump into potential buyers operating close to their existing customers. This narrative
is supported by comparing the percentage of matches with a buyer in the same building
(21%) to the percentage of matches in the same or next-door buildings (25%), an increase
of just 4% from adding next-door buildings. Firms in the same building are unlikely
to be substantially different to their next-door neighbors, except in the ease with which
information can diffuse. However, even when moving from one building to the next, the
diffusion of knowledge appears to reduce substantially.

While these results are consistent with a positive information spillover, they do not ex-
ploit the richness of the data, and have nothing to say on the possible negative externality.

In the next section, I move into a more formal characterization of this effect.

2.4.2. EMPIRICAL STRATEGY

In order to explain the empirical strategy, consider the following example. Two firms in
Kampala, {A B}, are looking for a new supplier. Each firm can look for this supplier
either locally or abroad. As discussed in Section 2.3.2; there are two ways A’s search
might influence B’s probability of matching; either B may pass information to A (a
positive externality) or B may crowd-out A’s chance of matching (a negative externality).

If information is easier to diffuse among firms located close to one another, then the
spatial diffusion of firms can be used to identify different externalities. In order to test for
a positive search externality, I consider whether one firm making a match increases the
probability of geographically close firms making the same supplier match. To test for a
negative externality, I consider whether one firm making a match decreases the probability

of geographically distant firms making the same supplier match.
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Figure 2.7. Percentage of suppliers’ matches which have an existing buyer in location
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Notes: On the y-axis is the percentage of supplier matches with at least two buyer in the same location.
On the x-axis, the location progressively gets wider away, such that Next door refers to the proportion
of supplier matches with an existing buyer either in the same building or in the next-door building.

2.4.3. DATASET

I begin by generating a dataset of every buyer-supplier-year triplet separately for domestic
and international suppliers. Given that I observe over 13,000 domestic buyers and 86,000
domestic suppliers over 6 years, this generates a dataset with 6.8 billion observations.

However, many matches are unlikely to ever be formed. For instance, you would not
expect an iron ore mine to supply a tea factory. Instead, I trim this dataset to obtain
a sample of likely matches. First, I drop suppliers which have never sold to the buyer’s
ISIC 4-digit industry. Second, I drop any buyer or supplier which does not make at least
three matches over the entire sample period. Third, I drop any observations from the
sample following the first observed match. This restricts the sample to only consider the
first-time matches between firms which are active and which are in sectors which are likely
to trade.

2.4.4. MAIN SPECIFICATION

The main specification is given by the linear probability model shown in equation 2.14

Yipe = p X[m0t 4y XORT Y 4 6y wipe (2.14)
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where Y is a dummy = 1 if buyer ¢ adds supplier f for the first-time in period t.
X Zcfig_hlborhwd is a count of number of firms who matched with supplier f in ¢’s neighborhood
in period ¢t —1.** X} ther=city i a count of number of firms who added supplier f in t — 1
but are not in ¢’s city.

If information diffuses among firms about suppliers, we would expect these effects
to occur more strongly among geographically closer firms. Therefore, u > 0 would be
consistent with a positive externality.

If suppliers have a limited capacity to add multiple buyers at once, then firms making
matches elsewhere in the country should decrease the probability of buyers in other loc-
ations making a match. Therefore, v < 0 would be consistent with a negative congestion
externality.

I consider four different definitions of neighborhood. The first two definitions of neigh-
borhood consider any firm located in 10 km and 1 km radii, respectively. While these
measures include a wide array of firms which could cause an information spillover, how-
ever, they suffer from the possibility that location-specific shocks hit geographically close
firms. This motivates the use of two additional measures of neighborhood that consider
firms located in the same building and firms located in next-door buildings. The second
specification, shown in equation 2.15, compares the latter two definitions of neighborhood
simultaneously, given that one might expect firms in the same building to be structurally
very similar to those located in next-door buildings in all respects except that information
is harder to diffuse across buildings than within buildings. Results would be consistent

with a positive spillover if puy > o > 0.
Yipe = i X5 + o X090 + y XM 4 o + 6 + wig (2.15)

In both specifications, I include buyer and time fixed effects (a; and d;) which control
for unobserved buyer characteristics and time trends.
I consider domestic and international suppliers in separate regressions, and test whether

the respective coefficients are different.

2.4.5. RESULTS

As can be seen in column 1 of Table 2.2, each additional importer of supplier f within
a 10 km radius increases the probability of buyer ¢ matching with supplier f by 0.086%.
This is a significant magnitude given that the baseline probability of a match is very low:
0.00393 for imports and 0.00398 for domestic samples. Column 3 demonstrate that this

32T run a robustness on this specification in Tables B.8 and B.9 where I test alternative functional
forms showing results are robust to including a continuous measure of the number of new buyers in a
neighborhood.
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Table 2.2. Import suppliers

(1) (2) (3) (4)

Yip Yip Yife Yip
X 0.0864**
(0.00693)
XF 0.0819"*
(0.00658)
B 0.0910***  0.0907**
(0.00624) (0.00651)
XJrtdeor 0.00128
(0.00994)
Xpherem -0.00347*  -0.00242  -0.00240  -0.00234
(0.00179) (0.00172) (0.00171) (0.00177)
Observations 4834635 4834635 4834635 4834635
Year and Firm FE YES YES YES YES

Notes: Unit of observation is buyer ¢, supplier f and year t. Dependent variable
Y;s+ indicates a first match took place between buyer and supplier. Xikft is a
count of buyers in region k which added supplier f in t—1. Coefficients are mul-
tiplied by 100 to read as percentage point marginal effects. Standard errors in
parentheses are clustered at the buyer level. * p < 0.1, ** p < 0.05, *** p < 0.01

effect is larger when just looking at firms in the same building, which is consistent with
information diffusion having a larger effect at shorter distances. Column 4 shows that a
firm in the same building adding a new supplier has a much larger marginal effect, when
compared to a firm in a next-door building adding a new supplier (0.09% vs. 0.001%,
respectively). This is consistent with a local information spillover among firms in the
same building, but that this becomes more difficult across buildings. Taken together,
these results are consistent with qualitative evidence that firms share information on

import suppliers presented in Section 2.3.2.

Evidence on negative spillovers is also consistent across specifications. Where an
additional buyer being added in a different city to buyer ¢ in the previous year reduces
the probability of 7+ matching by between 0.0023% and 0.0035%. This effect is small and

not statistically significant.

In Table 2.3, I show results for the same specification run on the sample of domestic
suppliers. As in the import case, having an additional buyer in the same neighbor-
hood increases the probability of buyer ¢ matching with supplier f for all definitions of
neighborhood. Unlike the import case, this effect is not significantly different from zero.

Additionally, the magnitude of this positive coefficient is in all cases smaller than in the
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Table 2.3. Domestic suppliers

(1) (2) (3) (4)

Yip Yip Yip Yip
X 0.00513
(0.00606)
X}f’fﬁl 0.00502
(0.00612)
i) 0.00509 0.00465
(0.00613) (0.00631)
X{ffﬁ‘{oo” 0.000616
(0.000322)
Xf;ﬁirl_my -0.00515** -0.00515*** -0.00515*** -0.00516***
(0.000962)  (0.000967) (0.000972)  (0.000938)
Observations 27975967 27975967 27975967 27975967
Year and Firm FE YES YES YES YES

Notes: Unit of observation is buyer 4, supplier f and year ¢. Y;¢, indicates a first match
took place between buyer and supplier. X ikft is a count of buyers in region k which ad-
ded supplier f in t — 1. Coeflicients are multiplied by 100 to read as percentage point
marginal effects. Standard errors in parentheses are clustered at the buyer level. *
p < 0.1, * p < 0.05, *** p < 0.01

import case.

Unlike on the import side, evidence in Table 2.3 is consistent with congestion effects
among domestic suppliers. In all specifications, an additional buyer in a different city
in the previous year decreases the probability of the firm matching by 0.0052%. This is
statistically significant at the 1% level.

Taking the results from Tables 2.2 and 2.3 together provides evidence consistent with
a positive externality to search in international markets and a negative externality to
search in the domestic market. As shown in the simple model, this should lead to higher

welfare gains following a reduction in international trade costs.

2.4.6. MECHANISMS AND ALTERNATIVE EXPLANATIONS

I now consider two main possible alternative explanations for these results; either that
very local shocks are driving results or that spillovers do exist, but that they are not
search related. The full detail is provided in Appendix C.2.%

33A key point to keep in mind is that the main role of this section is to demonstrate a difference in
imports and domestic suppliers externalities. As long as these concerns do not differ systematically across
domestic and international suppliers, then we should be less concerned.
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If firms in the same building were systematically different to firms in next-door build-
ings, then this might raise a concern that local shocks to specific industries drive results.
To address this concern, in Appendix Table B.5 I compare the proportion of firms in the
same ISIC 4-digit sector in the same building to those in the next-door building. While
there is a small difference, it is not statistically significant. However, when I look at firms
further away, I do see this difference increasing. I therefore conclude that there is some
firm agglomeration, but that it is happening at a block level and not at a building level.
Moreover, the fact that the agglomeration decreases over space, but that the impact of an
additional buyer in the neighborhood does not dramatically decrease between columns 1
and 3 of Table 2.2 suggests this is not a major concern.

A second alternative explanation is that a spillover is taking place, but that it is not
search related. To allay these concerns, I test if the marginal effect is smaller among firms
where one would expect search frictions to be less prevalent. In Appendix Table B.6, I
interact the independent variables with whether the import supplier exported from the
East African Community (EAC). This is because one would expect search frictions to be
smaller in local neighbors such as Kenya when compared to more distant locations.

Another prediction consistent with search frictions, is that suppliers which are not
supply-constrained will be able to match with multiple buyers, and so we should not
observe a negative congestion effect. As discussed in Section 2.3.2, this is the reason
why we did not expect to find a strong congestion externality on foreign imports, given
international suppliers are characterized by being large firms with cheap access to credit
and multiple customers. Results in Appendix Table B.7 show that domestic suppliers
which are exporters, and hence less supply constrained, have a smaller negative effect
from making a match elsewhere in the country. This is again consistent with the search

narrative.

2.5. CONCLUSION

Using novel data on both domestic and international firm-to-firm transactions from Uganda,
I show that the presence of search frictions between buyers and suppliers, in a low-income
country, can have a significant impact on how firms respond to a trade liberalization.

I show in a model of firm-to-firm search and matching in two markets that the relat-
ive size of search externalities determines the extent of sourcing reallocation, as well as
changes to consumer welfare. I then show that a change in trade costs led to firms realloc-
ating their supply-chain in line with the predictions of the model. Given the importance of
the search externality parameters, I then show empirical evidence consistent with stronger
positive externalities in international markets compared to domestic markets. Together,

this predicts that a change in trade costs will lead to an increase in welfare through not
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only lower prices, but also through increased matching efficiency.
In order to investigate the magnitude of these effects further it is necessary to build

and estimate a quantitative model. This exercise is undertaken in Chapter 3.



CHAPTER 3

A QUANTITATIVE MODEL OF BUYER-SUPPLIER
SEARCH IN TWO MARKETS

ABSTRACT I build and estimate a dynamic quantitative model of firm-to-firm search and
matching in two markets. I then estimate the model to match VAT data from Uganda.
Structural estimates of the model’s parameters provide evidence that the domestic market
is more congested than the foreign market. I then show that a 25% reduction in trade
costs will lead to a 5.2% increase in consumer welfare, 15% of which was due to search
externalities. 1 also show that reducing search costs between firms could significantly
increase welfare but is best targeted on reducing international search costs when compared

to domestic search costs.
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3.1. INTRODUCTION

The previous chapter identified a new channel via which a reduction in trade costs could
impact consumer welfare. Namely, a reduction in trade costs will lead firms to reallocate
search towards the import market and away from the domestic market. This will free up
space in the domestic market allowing other firms to find suppliers. If the domestic market
is less congested than the foreign market, then this process will lead to an improvement
in matching efficiency, which will increase welfare. In Chapter 2, I presented empirical
evidence consistent with this mechanism.

In order to investigate the magnitude of this channel and to consider counterfactual
policy analysis requires a rich quantitative model. In this chapter, I build and estimate a
dynamic model of buyer-supplier search and matching in two markets. This extends the
simple model presented in the previous chapter substantially. In a dynamic setting, both
buyers and suppliers choose optimal search intensity and the proportion of search in each
market. The model builds on existing work by Eaton, Jinkins, Tybout and Xu (2016)
(hereafter EJTX (2016)), adding both a domestic and an international search decision and
market-specific matching functions, as well as adding firm heterogeneity and additional
structure to search costs.

The most important structural parameters are those which govern the returns to
scale in the matching function. The structurally estimated parameters substantiate the
reduced-form findings using a different yet complementary methodology.! I find that there
are decreasing returns to scale to searching in domestic markets and increasing returns to
scale to searching in international markets, as is consistent with the reduced-form results.
I then test the external validity of the model by simulating the effect of a reduction
in international trade costs and comparing the results to what is observed in the data.
The proportion of firms that import increases from 20% to 23%, the average number of
import suppliers increases by 20% and the average number of domestic suppliers decreases
by 6.5%. The change observed in the data is the same direction and of a similar magnitude
to that seen in the simulation.

Using the model, I run two counterfactual experiments. In the first experiment, I
consider how much the increase in consumer welfare is due to differences in search ex-
ternalities between markets. I again simulate the reduction in trade costs, but assume

both markets have the same constant returns to scale matching function. The average

!The reduced-form methodology has the advantage of being clearer where the estimated coefficients
come from. However, in this paper the reduced-form structure is restrictive and one might expect that
there are multiple channels for search externalities to pass which are not picked up by the reduced-form. I
therefore turn to a structural model which allows a more clearly model-driven pass through of externalities
and has the large advantage of allowing the consideration of policy counterfactuals.
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number of import suppliers increases by a smaller amount (11.1% vs. 20.1%), as there
is a larger increase in import market tightness. There is also a larger decrease in the
average number of domestic suppliers (-9.8% vs. -6.5%), this is because the reduction
in search domestically does not have the mitigating effect of reducing congestion in the
domestic market. This results in an increase in consumer welfare which is 15% smaller
than when I allow there to be differences in externalities between markets, demonstrating
that allowing for search externalities has a quantitatively important impact on welfare.

Second, I simulate the government of Uganda’s goal of a “25% reduction in search
costs for suppliers” as one of its four goals in trade (Government of Uganda, 2019).% T
show that this leads to a 3-5% increase in consumer welfare, depending on where the
reduction is targeted. If the government reduces international search costs, then this
will significantly increase the number of matches in the same manner as the trade cost
reduction. If, however, the government reduces domestic search costs then the impact,
albeit still positive, is dampened by the increase in domestic congestion caused by a
greater number of searching firms.

In addition to the literature discussed in the previous chapter, this chapter relates
to a literature on estimation of trade models with search. Eaton et al. (2016) build
and estimate a dynamic model of search and matching between importers and exporters
using Columbian matched data. Tintelnot et al. (2018) estimates a model using Belgium
matched domestic trade data. I build on this by providing structural evidence of search
externalities which differ between markets, which I use to show welfare consequences of
different counterfactual experiments. I also utilize a natural experiment to obtain external
validity for the models predictions.

The remainder of this chapter is organized as follows: Section 3.2 presents the quant-
itative model; Section 3.4 structurally estimates the model; Section 3.5 provides counter-

factual simulations; and Section 3.6 concludes.

3.2. A QUANTITATIVE MODEL OF BUYER-SUPPLIER SEARCH IN TWO
MARKETS

The simple model presented in the previous chapter (Section 2.2) highlights the key
mechanism of how a change in trade costs can impact welfare, but misses a number
of salient features in the real world. The full model builds on the dynamic empirical
model developed by Eaton, Jinkins, Tybout and Xu (2016) (EJTX (2016)) to address

2The specific sub targets are i) establishing a internet platform support programme (e.g. organ-
ize quarterly trainings on the use of Ali Baba), ii) encourage firms peer-to-peer learning (e.g. organize
quarterly peer groups with Uganda business groups), iii) target key firms in supplier development pro-
grammes (e.g. establish anchor firm support unit and annual public-supplier meetings).
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these limiations. The main departure is that I add international and domestic suppliers,

different search costs and matching functions, and a greater degree of firm heterogeneity.

The most important extension from the simple model is to incorporate firm hetero-
geneity. As shown in Table 2.1 in the previous chapter, only a subset of firms in Uganda
import and these firms are on average significantly larger. In order to incorporate this
feature, I allow firms to draw a marginal cost and then pay a fixed cost for searching
internationally, therefore in equilibrium this means that only the lowest marginal cost

firms import.

A second source of buyer heterogeneity comes in the number of matches made by
firms. I observe in the data that a large mass of firms have a small number of suppliers,
however, I also observe many firms with over 30 suppliers. I therefore allow buyers and
suppliers to make multiple matches by making the model dynamic, adding an additional
search intensity decision, and exogenous link death probability. In addition to matching
buyer size distributions, I also match supplier size distributions by allowing suppliers to

make an optimal search decision.

3.2.1. BUYERS AND SUPPLIERS

There is a measure B continuum of buyers, measure Sp continuum of domestic suppliers

and measure S; continuum of international suppliers.

Suppliers produce differentiated products (z) which they sell to buyers (b) once they
match. Let B(s;) denote the set of buyers who match with international suppliers. Sim-
ilarly, let B(sp) denote the set of buyers who match with domestic suppliers. Suppliers
choose search intensity Jf (n). There is an exogenously given probability § of an existing

match being severed.

There are I" buyer types indexed i € {1,2,...,T'} with marginal cost ¢; drawn from a
known distribution, and match with s = {sy, sp} suppliers. This now warrants a change
of subscripts from buyer b to buyer type i. Buyers choose their search intensity o?(s)
and choose the proportion of search they exert domestically, a such that a € [0, 1], and

internationally, 1 — a.

Buyers pay an iceberg trade cost 7; on each unit of international goods and iceberg

trade cost 7p on each unit of domestic goods, where I normalize 7p = 1.
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3.2.2. CONSUMERS

Consumers have a nested CES utility function which shows their taste-for-variety over

buyers (b) and products (z), such that

n

C = [ cb] (3.1)
beB
G- ¥ wepTe ¥ | 3.2
xeJ(sr)p z€J(sp)b

where J(s;), is the set of international products x offered by buyer b and J(sp), is the set
of domestic products z offered by buyer b, C} is consumption of product = from buyer b,
and C}, is consumption of the set of products offered by b. 1 and « are the elasticities of
substitution among products and buyers, respectively. I assume all international products
have the same demand shifter, v;, and all domestic products have the same demand
shifter, v p, which I normalize to 1. If imports are higher quality products, we might

expect ¢y > 1 for imported goods, although I do not impose this.

3.2.3. PRICING AND DIVISION OF PROFITS

As buyers now match with multiple suppliers, they sell multiple goods. They, therefore,
internalize the price set on one good on the demand of their other goods. This yields a

first order condition on prices given by

O
dzb + Z aq b(px/b — Cx’b) =0 VI - Jb, (33)
' eJy Db

where ¢, is the marginal cost of supplying product 2’ to consumers through buyer b. The
intuition behind Equation 3.3 is that buyers internalize that their pricing on one good
alters demand on other goods.

The instantaneous profit flow created by buyer b and its set of suppliers is now given
by a summation over the profit provided by each product x in buyer b’s bundle (.J;), such
that

1-n

mp(s) = nPElWT} [ Z (U) ) TLéz—a] m’ (3.4)

zeJy /’7 B 1

for L € {D, I} and where ¢, = ¢/, is the quality-adjusted marginal cost, s = {s7, sp}
is a vector of the number of international and domestic suppliers, P is the standard CES
aggregate price index and E is household expenditure. As long as o > n > 1, then the
profit function is increasing in the aggregate price index and decreasing in marginal cost.

This condition also ensures that there are diminishing returns to the number of suppliers,
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given that adding a new supplier appears in the summation z € J, which leads to an
increase in profit but at a decreasing rate, as long as the exponent g < 1.2 If the
buyer matches with a domestic supplier then 7p = ¥p = 1. For higher international
trade costs (77) or smaller international demand shifter (¢;) profits from matching with
an international supplier are smaller.

As buyers now have multiple suppliers, division of profits becomes more complex.
I assume Stole and Zwiebel (1996) bargaining which gives each seller a profit flow zj;
equal to their bargaining share multiplied by their marginal contribution to profit which

depends on whether the good is domestic or international L € {D, L}.*

ol (s)
Zji(S) =A aSL
a—n (35)
= A ( i >n £ [ Z TLéla] ﬂ7'L61704
a—1\n—-1 Pl i ! !

Equation 3.5 is very close to being a structural equation which would be estimatable
in the data, therefore allowing the recovery of key parameters. However, the seller’s profit
2j; is not observable in the data. Instead, the data shows a firm-to-firm transaction which
includes both profit and compensation for marginal costs in production of each good. If
a constant fraction \ of the variable costs is attributable to the seller,” then the revenue

transfer can be expressed between firms r;; in terms of fixed effects and observables

rji(s) = (h]-”)ﬂp?n <77i1>_ (TLéj’i> _ la[il + /\], (3.6)

TLE . . .
—=7—L—— is the within buyer-:
Zl:l SZTLCi

revenue share of a type-j seller, A is the seller’s fraction of marginal cost. Equation 1.4

where 7; is the revenue for seller j from buyer 7, h;; =

is a structural equation which I follow EJTX (2016) in estimating from the data in order

to obtain elasticity of substitution parameters 7.

3In this way profit depends on the number of suppliers, however, this is not to be confused with
diminishing returns to scale in the matching function discussed in Section 3.2.4.

4Stole and Zwiebel (1996) is a generalization of Rubinstein bargaining to multiple firms based on
Shapley value which gives firms a constant fraction of revenue

5This assumption only influences the estimation of the structural equation for the purpose of extract-
ing the elasticity of substitution parameters. In all other aspects I consider the buyer and supplier to be
jointly maximising profits.
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3.2.4. SEARCH AND MATCHING

Relative to the simple model, modelling search-and-matching is made more complex by

the addition of a search intensity choice for buyers and suppliers (072, 0° respectively) and

given that buyers have a choice on the proportion of search done domestically (a).®
Following EJTX (2016), I define a new variable, visibility (H) of a type-i buyer in

domestic and international markets, respectively, as

HPp(s) = ai(s)af’ (s) M (s)
(3.7)
HP(s) = (1= ai(s))al () M (s),

where MP(sp, s7) is a measure of type-i buyers with s sellers. Intuitively, buyers of type-i
are more visible if they are searching more (a;0;, (1 — a;)0;) and if there is a larger mass
of them (M}P).

The overall visibility of buyers in the domestic and international market is a summation

over all buyer types and for any number of existing matches.

I SLmax

HP =Y > HP(s)for Le{D,I} (3.8)

i=1 s, =0

Domestic and international sellers’ visibility (H3,, Hy) are defined symmetrically to buyers

Hp(n) = op(n)Mp(n)
(3.9)
HF (n) = o7 (n) M7 (n).

The matching function is similar to the simple model, but is now increasing in buyer
and seller visibility
g gl
Xp(Hp, HE) = (Hp)" (Hp)® (3.10)

X5, 1P = (1) (7)™ (3.11)

As in the simple model discussed in Section 2.2.3, the matching function exponents
are key objects in the model. A positive externality to search would be indicated by high
~vs,vs and Bg, fp. This is because, at the margin, an increase in buyers or sellers visibility
will lead to a large increase in the number of matches. There are increasing returns to
scale in domestic matching if v +vg > 1. By contrast, a congestion externality to search
would be indicated by low vg,vp and Bg, 5, as more firms entering leads to very few new

matches. There are decreasing returns to scale in domestic matching if y¢ + v < 1. A

SWhere as in the simple model a € [0, 1] and the amount of search internationally is 1 — a.
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low g would indicate that congestion is largely on the domestic supplier-side. Whereas,
a low v would indicate that there is high congestion among domestic buyers. In Section
3.4, I structurally estimate the exponents using simulated method of moments.

The match flow per unit of buyer visibility 6 is a measure of market tightness and is

defined separately in the domestic and international markets, given by

XD(Hg? Hg)

XI<nga HIB)
HE '

0 =
D H—g

0, = (3.12)

A higher value of # simply indicates that the hazard-rate of finding a match is higher.”

3.2.5. SEARCH COST

In order to make sure that buyers do not enter a sorting equilibrium of only searching
domestically or internationally, I assume positive and convex search costs® with a fixed
cost of search Fg and an additional fixed cost of international search F; only paid if the

firm chooses to search internationally.

v

kP = ((CLO’B)U + ((1 — a)JB)U> +Fs+ Fr, v>1 (3.13)

Fixed costs are common in the trade literature following Melitz (2003) as they ensure
that high marginal cost firms only sourcing domestically. They represent the up-front
costs firms pay in entering international trade (see for instance Antras et al. (2017). 1
structurally estimate Fg, F; in Section 3.4.

Sellers have a parallel set of search costs which are convex in the seller search intensity
S s\"
k7 = (0 ) , for Le{D,I}andv>1, (3.14)
which for simplicity are assumed to be the same for domestic and international suppliers.

3.2.6. OPTIMAL SEARCH

Buyers solve the following maximization problem by picking their optimal search intensity

o and the proportion of that search intensity in the domestic market a

"fg, is defined symmetrically for L € {D, I} type suppliers.
8See Section 2.2.4 for further justification of this assumption.
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1
VB(s) = max{A (W?(s) —kP(a,0) +spdVP(sp —1,87) +acPOBVE (sp +1,57)

+516VP(s; —1,8p) + (1 — a)aPOPVE (s; +1, sD)> } (3.15)

where A = p + spd + 510 + acB08 + (1 — a)oBOP, VP (s) is the present value of a
type—i buyer that is matches with vector s € {s;, sp} sellers, p time preferences, 0 is an

exogenously given link death parameter.

Buyers receive profit equal to gross profit minus search costs, (72(s) — k”(a;, o?)),
until one of four events occurs with an endogenously given hazard: either (i) a buyer
drops a domestic supplier (ViB (sp — 1)), (ii) adds a domestic supplier (ViB (sp + 1)),
(iii) drops an international supplier (V;B(s] - 1)), or (iv) adds an international supplier
(VP (sp+1).

This yields policy functions for optimal search and the proportion of search in the
domestic market where the change in cost of search is equal to the change in the value
function from adding an additional domestic or international supplier multiplied by the

hazard of these events occurring

B( B
TNT D < A,V + (1= )P,V (3.16)
]{?B B
8(;,@) < oBOBA, VP — oBOBA, VE (3.17)
a

where A, V.B = VB(sp +1) — V.B(sy) for L € {D, I}. Equation 3.16 and 3.17 hold with

equality when a firm searches both internationally and domestically (a < 1).

Suppliers solve a parallel problem, where the value V' to any seller matching with a

type-t buyer who has s suppliers depends on their type L and is given by

s 1i(s)+ (sp = D)OVE; (5D = 1) + @0 P00V s
p+ SD5 + aial-B(s)Hg

Dyi,s

(3.18)
s rils)+ (sr =DV, (st — 1) + (1 —ai)oPOP Vi, 1

Viie = p+ 510+ (1— a;)oP(s)0F

Intuitively, the supplier gets revenue 7;(s) as defined in equation 1.4, until they either
lose a match with probability (s, — 1)d or gain a match with probability depending on
whether the supplier is domestic or international a;02605, (1 — a;)020F. Taking expected

value of a match is a summation over buyer types:
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Ve =32 Vi PP(s),  for ke {D, I} (3.19)
i s=0
where PB(s) = HP(s)/HP is the share of matches involving buyers of type—i with s

(2

sellers.

Optimal seller search is then given by a parallel set of policy functions

ak%(0g7 5D>

gos = A (3.20)

ak?<af> SI)

Sy/S
505 =03V7. (3.21)

The optimal level of seller search is, therefore, the expected value of a new relationship

multiplied by the probability of a match.

EQUILIBRIUM

The model is completed via an equation of motion, where the change in the mass of buyers

with s sellers is given by,

MZ-B(S) = aiJZBHEMiB(sD —1,s;)+0(sp+ 1)MiB(SD +1,87)+(1— ai)afHFMzB(sD, sp—1)

% i 213

+0(sp + 1)MP(sp + 1, SD)] — [aiafeg +dsp+ (1 — a;)aP0P + ds; | MP (sp, s1).
—_— ~ — =~

v v V1 Vit VL

(3.22)

Equation 3.22 shows the change in mass of type—i buyers with s sellers is equal to flows in
(i+ti+iti+iv) minus flows out (v+vi+wvii+viii). Flows in is made up of the mass of type—i
buyers who have: (i) sp — 1 suppliers multiplied by the probability of adding a domestic
supplier; (i) sp + 1 suppliers multiplied by the probability of losing a domestic supplier;
(7ii) s; — 1 suppliers multiplied by the probability of adding a international supplier; (iv)
s; + 1 suppliers multiplied by the probability of losing a international supplier. Flows
out is made up of the mass of type—i buyers who have s suppliers multiplied by the
probability of: (v) adding a domestic supplier; (vi) losing a domestic supplier; (vii)
adding a international supplier; (viii) losing a international supplier. Finally, the measure

of buyers of type—¢ with s;, = 0 is given by



A QUANTITATIVE MODEL OF BUYER-SUPPLIER SEARCH IN TWO MARKETS 77

MPEP(0,s;) = [5MZ.B(1, sp) + (1 —a;)aPOPMP(0,s; — 1) + 8(s; + 1) ME(0, s])]
(3.23)
— [amfﬁg + (1 —a;)oP0P + (5311 MP(0,s;).
MP(sp,0) = [6M2-B(3D, 0) + a;070pMP (sp — 1,0) + 8(sp + 1) MP (sp, 0)]
(3.24)
- [(1 — a;)oP 07 + a;oP 08 + (5le MP(sp,0).

A symmetric set of equations exists for suppliers.

As in EJTX (2016), I look for a stationary equilibrium at the steady state, I set
MP(s) =M JS (n) = 0 and solve the system of equations for all buyer types and suppliers

given in equations 3.22, 3.23 and 3.24. I treat each buyer type as exogenously given.

3.3. DATA

The data used in this chapter comes from the same source as presented in the previous
two chapters. To see more detail refer to sections 3.3 and 3.3. There are a couple of ways

in which I clean the data differently in order to estimate the model.

In the following section, I will estimate a transfer equation directly from the data.
For this, I collapse the data into annual periods in order to be confident that I observe
the firms full cycle of supplier relationships over an extended period. I also trim outliers,

winsorizing at the 5% level.

For the estimation of the model, I collate a number of moments from the data. Each of
these moments is collected prior to the policy change of the fall in transport costs taking
place in 2011. I then collect another iteration of the moments taking an average from the

periods after the policy change has taken place.

3.4. ESTIMATION

Model estimation takes place in three steps: 1) Estimating the transfer equation to ob-
tain elasticity of substitution parameters; 2) Externally calibrating parameters using the

literature, and; 3) Structurally estimating the model using simulated method of moments.
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Table 3.1. Estimating the transfer equation

(1) (2) (3)
OLS-FE IV-FE OLS-FE
In hjjiy 0.869"  0.957
(0.00373)  (0.00391)

Inng -0.300**
(0.0130)

Match FE yes yes no

Buyer FE no no yes

Importer FE no no yes

Year FE yes yes yes

N 686170 686170 686170

Notes: Unit of observation is buyer ¢ supplier j and year
t. Standard errors in parentheses clustered at the buyer
level. * p < 0.1, ** p < 0.05, *** p < 0.01

3.4.1. ESTIMATING TRANSFER EQUATION

I follow EJTX (2016)’s methodology in estimating a transfer equation between buyers and
suppliers in order to identify the elasticities of substitution between buyers. I estimate
the structural equation 1.4 via Ordinary Least Squares (OLS). Equation 1.4 relates the
revenue passed between buyers and suppliers (r;) to the within buyer—i revenue share of
seller j. When taking logs and adding time dummies (d;) and a stochastic noise parameter
(€), I can recover the coefficient on In h;; which incorporates the elasticity of substitution

between products («) and elasticity of substitution across buyers (7)
In Tji(S) = L_?Z In h]|’ +1-— nln éji + dt -+ €jit (325)
a j—

where rj; is the revenue passed from buyer 7 to supplier j and hj; is the within buyer-:
revenue share of seller j.

In order to address the term In ¢;;, I include different fixed effects options. Asin EJTX
(2016), I address the concern that there is comovement in In h;; and Inrj;, not driven by
the components of the model, by using an instrument for In h;; which is equal to a share-
weighted average of the number of buyers of the other sellers at buyer j. The instrument
should be correlated with A through common shocks for similar products but should not
influence revenue through any other channel.

I also run a separate model where I assume that all suppliers are identical except in
allowing fixed effects to differ between import and domestic suppliers. In this case, I
include just the log of the number of suppliers as the explanatory variable.

The first result from Table 3.1 is that the coefficient £ < 1. Therefore, I conclude,
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as in EJTX (2016), that the elasticity of substitution across varieties (a) exceeds the
elasticity of substitution across buyers (). Therefore, as shown in equation 1.3, there are
decreasing returns to adding new suppliers.” Note that this is not to be confused with
returns to scale in the matching function, which I estimate within the model. In column 2
of Table 3.1, I adopt the IV strategy and observe that the estimate increases but remains
below 1.

Finally in column 3, I estimate the transfer equation where I assume all suppliers have
the same marginal costs. Intuitively, for a given buyer adding another supplier lowers
the revenue transferred to all other suppliers. As shown in Appendix equation 1.5, the
coefficient on Inn is equal to —2=1. Intuitively, for a given buyer adding another supplier
lowers the revenue transferred to other suppliers.

This gives a smaller coefficient than that in columns 1 and 2, but the result is still
below 1 (% = 0.3). Given the model’s assumption that all suppliers have the same

marginal cost, I use column 3 as my preferred specification.

3.4.2. EXTERNALLY CALIBRATED PARAMETERS

There are 8 parameters that are externally calibrated. The elasticity of substitution with
respect to products « is set to 4.35 as in EJTX (2016). Using a = 4.35, I can infer from
column 3 of Table 3.1 that n = 3.35. This is coincidentally identical to the value estimated
in EJTX (2016)."° Firms’ productivities are assumed to be Pareto distributed with shape
parameter k = 4.25 following Melitz and Redding (2015). The remaining parameters are

adopted from the literature and are displayed in Table 3.2.

3.4.3. INTERNALLY CALIBRATED PARAMETERS

[ structurally estimate 7 key parameters of the model (£ = {Fp, Fr,¢r,v°, 72, 3%, 35})
using Simulated Method of Moments (SMM). This method selects the model parameters
to minimize the difference between the simulated model generated moments and the
moments in the data, by minimizing the following objective function

¢ = argmin 2/(C) = argming (Mo (C) — M W [Ma(Q) ~ Mi]  (3.26)

where ( is a vector of moments to be targeted internally, .Z({) quadratic loss function

to be minimized, M,,({) vector of model moments, M, vector of corresponding data

9As discussed after equation 1.3, this condition ensures that there are diminishing returns to the
number of suppliers, given that adding a new supplier appears in the summation z € J, which leads to
an increase in profit but at a decreasing rate, as long as the exponent %_;Z < 1.

EJTX (2016) use Colombian data finding a coefficient of -0.382 for rubber products and -0.289 for
textiles. They take a middle point of these estimates to obtain -0.3 which works out as an eta = 3.35
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Table 3.2. Model parameters

Externally Calibrated Parameter Value Data source
@ Elasticity of sub. products 4.35 Eaton et al. (2016)
n Elasticity of sub. buyers 3.35 Estimated in transfer equation
A Bargaining coefficient 0.5 Eaton et al. (2016)
v Convexity of search cost 2 Eaton et al. (2016)
§ Death parameter 0.4 Calculated in data
T Iceberg trade cost 1.45 Atkeson and Burstein (2008)
K Pareto shape parameter 1.45 Melitz and Redding (2015)
p Time preference 0.05 Eaton et al. (2016)

Internally Calibrated Parameter Value Most important moment
Uy Import premium 1.92 (0.0211) Ratio of imports to domestic among importers
Fp International fixed cost 0.24 (0.0061) Prop of firms import
Fy Domestic fixed costs  0.001 (0.0001) Number of active firms
VB D buyer matching CD share 0.45 (0.0093) Prob. of a new match for dom. buyer
Vs D supplier matching CD share 0.50 (0.0087) Prob. of a new match for dom. supplier
OB I buyer matching CD share 0.60 (0.0112 Prob. of a new match for imp. buyer

)
Bs I supplier matching CD share 0.66 (0.0106)

Notes: Standard errors in parentheses based on 25 bootstrapped samples drawn with replacement.

Prob. of a new match for imp. supplier

counterparts of the moments of interest, M,,({) — My is the orthogonality condition and
Wy is a positive semi-definite weighting matrix which for simplicity is the identity matrix.

As shown in Table 3.3, I obtain 10 moments from the data using periods prior to the
trade cost reduction. Intuitively, the proportion of buyers which are importers and the
ratio of imports to domestic inputs among importers ties down the import premium and
the import fixed cost. The mass of active firms ties down the domestic fixed cost. Each
of the matching parameters are tied down by the combination of the probability of a new
match for their type (domestic, international, buyer, supplier) and also the mass of active
buyers and suppliers of their type in the population.

The results are given in Table 3.2. Importantly, I find that imports have a 1.92 times
quality premium over domestic goods which is consistent with imported goods being of a
higher standard. However, fixed costs of searching for imports are 240 times higher than
the fixed cost of searching for domestic goods.

The most important parameters are the matching coefficients v and . Consistent
with the reduced form evidence, I find that there are decreasing returns to search in the
domestic market (7° +~2 < 1). By contrast, there are increasing returns to search in the
international market (3° + 8% > 1). In Section 3.5, I show numerically that this results

in higher consumer welfare following a fall in transport costs.

3.4.4. MODEL FIT

Table 3.3 compares the simulated model moments with their data counterparts, highlight-
ing a close fit. The model also does well in matching untargeted moments. For example,

as shown in the top two charts of Figure 3.1, the model’s generated mass distribution of
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Table 3.3. Model fit

Moment Model Value Data Value
Ratio of imports to domestic among importers 0.58 0.59
Proportion of firms which import 0.24 0.20
Prob. of a new match for international suppliers 0.20 0.28
Prob. of a new match for domestic suppliers 0.30 0.31
Prob. of a new match for international buyer 0.32 0.35
Prob. of a new match for domestic buyer 0.18 0.24
Number of active international suppliers 11,100 8,400
Number of active domestic suppliers 14,400 13,600
Number of active international buyer 5,700 4,800
Number of active domestic buyer 18,300 19,200

Notes: Table shows model generated moments and corresponding data moments. The ratio of im-
ports to domestic among importers is calculated by dividing the total import value by the total
value of inputs (imports + domestic goods). The proportion of firms which import is simply the
proportion of buyers which imported in 2010 divided by the total number of buyers. The probab-
ility of a new match for an each type of buyer and supplier is calculated by seeing the proportion
of firms which add a new match. The number of active firms is calculated as the number of firms
in the dataset with positive sales in 2010.

buyers with different numbers of domestic and international suppliers closely matches its
data counterpart.

However, as shown in the bottom two charts of Figure 3.1, the model does less well
in matching the distribution of supplier with different numbers of buyers. Although the
shape of the distribution is similar, the model overestimates the density of suppliers with
a small number of buyers. This is because the model has less flexibility on the supplier
side relative to the buyer side given I assume all buyers have the same marginal costs. It is
also consistent with fit of the quantitative model in Lim (2017) which also underpredicts

the extent of connections of the most connected firms.

3.4.5. HETEROGENEITY

In addition to the model’s aggregate predictions, it also demonstrates that firms behave
differently depending on their marginal cost. In Figure 3.2, I group firms into marginal
cost bins from 1 to 10 on the x-axis, and show the average level of search for each firm
in each bin in international (red) and domestic markets (blue) on the y-axis. Due to
the large fixed cost of importing, only the lowest marginal cost firms choose to search
internationally. These firms also search domestically due to the convex costs to searching
in each market.

Firms just below the threshold of paying the import fixed cost end up spending more

on searching in the domestic market than the lower marginal cost firm, causing the peak
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Figure 3.1. Model fit: buyer and supplier out-degree
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Notes: The top two figures shows the density of buyers with different numbers of international and
domestic suppliers, respectively. the bottom two figures shows density of international and domestic

suppliers with different numbers buyers. The blue lines show the model predicted density and the orange
lines show the true value observed in the data.

in domestic search for firms in the second marginal cost bin. This is because, the lower
marginal cost firms (in marginal cost group 1) have higher convex search costs given that
they search both domestically and internationally. Following this peak, as marginal costs
increase, firms spend progressively less on search given the diminishing marginal returns

to adding new suppliers is more binding to firms with higher marginal cost.

3.5. COUNTERFACTUAL SIMULATIONS

I now test the external validity of the model by simulating a reduction in transport costs
to match the observed reduction in East African trade costs shown in Section 2.3.2 in

the previous Chapter. I then demonstrate the role of search externalities through two
counterfactual experiments.
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Figure 3.2. Search by marginal cost

0.45 Domestic and International Search by MC
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Notes: The x-axis breaks buyers into 10 different marginal cost bins, where 1 indicates the lowest marginal
costs and 10 equals the highest marginal costs. The y-axis shows the average search undertaken by buyers
in each of these groups. The solid red and blue lines show the amount of domestic and international search,
respectively, before the trade cost reduction.

3.5.1. EXPERIMENT 1: TRANSPORT COST REDUCTION UNDER STRUCTURALLY
ESTIMATED PARAMETERS

As discussed in detail in Section 2.3.2, between 2010 and 2011, the cost to import a
shipping container into Uganda fell rapidly by 25% driven by policy at the East African

Community level.

Results from simulating this reduction in the model are shown in Table 3.4. The
proportion of firms that import increases from 20% to 23%, as it becomes profitable
for more firms to pay the fixed cost of importing. The average import search intensity
increases by 21% and domestic search intensity decreases by 3%. The large increase in

import search translates into a 20% increase in the average number of import suppliers.

The aggregate figures hide important heterogeneity which demonstrates the influence
of search externalities. It also maps to the descriptive statistics shown in Section 2.3.2
and the comparative statics shown in 2.2.5. As shown in Figure 3.3, firms in the second
marginal cost group become importers and existing importers increase their search leading
to the average number of import suppliers increasing from 2.05 to 2.47. This directly maps
to descriptive statistic (i): as transport costs fall, imports increase. As they do this, they

are pushed up their convex search cost constraint and so reduce the amount they search
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Table 3.4. Outcomes from 25% transport cost reduction

Outcome High 7 Low 7 Change Data
Percentage of Importers 20.01 23.05 15.2%  16%
Av. Import Suppliers 2.05 247  20.1%  19%
Av. Domestic Suppliers 2.70 252  -6.5% -1.6%
Domestic Search (ao) 0.119  0.115 -3.14%
Import Search ((1—a)o)  0.704 0.851 20.88%
Consumer Welfare 5.2%

Notes: Table shows the model generated outcome variables under the
high and low trade cost equilibriums and the percentage change. This
is compared to the observed percentage change in the real data. Aver-
age refers to the average number of suppliers over all firms.

domestically (domestic search for marginal cost bin 2 firms decreases from 0.21 to 0.14).
This maps to descriptive statistic (ii): new importers drop domestic suppliers. This then
increases market tightness in the international market and reduces market tightness in
the domestic market. Consequently, higher marginal cost firms, which do not import,
increase their domestic search as the probability of finding a domestic match increases
(average search for firms in marginal cost bin 3 increases from 0.15 to 0.18). This maps to
descriptive statistic (iii) dropped domestic suppliers re-match with non-importing buyers.

Table 3.4 also reports the observed changes in firm outcomes as seen in the Government
of Uganda tax data. The observed change is the same direction and of a similar magnitude
to that seen in the simulation. The main disparity is in domestic suppliers, where the
reduction is overestimated by the model. This is because there was growth in the domestic
economy outside of the influence of the trade cost reduction. As the results from the trade
cost reduction were not used in the parametrization of the model, the fit to the observed
shift provides external validity to the model.

Figures 3.4 and 3.5 provide more detail on the change in the distribution of firm size.
The trade cost reduction lead to an increase in the number of international suppliers for
firms of all sizes. The biggest shift, however, comes at the tails of the distribution where
the number of firms with greater than 15 suppliers increases by 1.7%. There is also a
shift in the number of medium-sized importers as the proportion of firms which import
increases by 16%.

Finally, the model shows that a 25% transport cost reduction led to a 5.2% increase
in consumer welfare. As shown in Section 2.2.5, this is due to: i) the lower marginal
cost of importing having an income effect, and ii) the increase in matching efficiency from

moving to the increasing returns to scale international market.!!

1 An extension would consider the short and long-run effects from the intervention. In the short-run,
the model predicts that the reallocation of search towards the international market frees up space in the

domestic market given domestic suppliers can now re-match. However, in the long-run these firms may
no longer be profitable causing firm exit and reversing the gains from a reduction in domestic market
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Figure 3.3. Search by marginal cost
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Notes: The x-axis breaks buyers into 10 different marginal cost bins, where 1 indicates the lowest marginal
costs and 10 equals the highest marginal costs. The y-axis shows the average search undertaken by buyers
in each of these groups. The solid red and blue lines show the amount of domestic and international search,
respectively, before the trade cost reduction. The red and blue dashed lines show the amount of domestic
and international search, respectively, after the trade cost reduction.
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tightness. This could be incorporated into the model with a fixed-cost on suppliers.
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3.5.2. EXPERIMENT 2: TRANSPORT COST REDUCTION UNDER CONSTANT RETURNS
TO SCALE MATCHING FUNCTION

The second counterfactual experiment tests how much search externalities influence con-
sumer welfare. I shut down the difference in search externalities between markets by
assuming that both markets have the same constant returns to scale matching function.

Table 3.5 compares the results of the second experiment to those with structurally
estimated matching parameters. When both matching functions are constant returns to
scale, the most obvious difference between the two experiments is the smaller magnitude
by which the average number of import suppliers increases (11.1% vs. 20.1%). This is
due to the import market becoming tighter, making it relatively harder for firms to match
for each unit of search.

Domestic search also decreases in the CRS experiment. This leads to a larger re-
duction in the average number of domestic suppliers suppliers (-9.8% vs. -6.5%). This
is because the reduction in search domestically does not have the mitigating effect of
reducing congestion in the domestic search market.

Figure 3.6 shows the average number of suppliers for buyers on the y-axis, and different
trade cost reductions on the x-axis. This is plotted for both the case of different search ex-
ternalities (IRS) and where both matching functions are constant returns to scale (CRS).
Figure 3.6 shows that for larger trade cost reductions, the difference in the predicted
number of suppliers diverges. For a 10% reduction in search costs the average number of
international suppliers increases by 2.4% in the increasing returns to scale simulation and
1.7% in the constant returns to scale model. Whereas for a 25% reduction in search costs
the average number of international suppliers increases by 20% in the increasing returns
to scale simulation and 11% in the constant returns to scale model, a larger difference.
This non-linearity in the model is due to the non-linearity in the two matching function -
as more firms switch into the increasing returns to scale sector from the decreasing returns
to scale sector there is an increasingly large impact on matching efficiency.

This non-linearity is also shown in Figure 3.7, where consumer welfare is increasing as
trade costs fall, and is increasing more rapidly in the simulation which allows for different
externalities. A 25% reduction in trade costs results in a 15% larger increase in consumer
welfare in the simulation with different search externalities, compared to the simulation

with the same externalities in both markets.

3.5.3. EXPERIMENT 3: SEARCH COST REDUCTION

In experiment 3, I simulate the Ugandan government’s stated target for 2019 to reduce
search costs for suppliers by 25% (Government of Uganda, 2019). The specific sub tar-

gets are i) establishing a internet platform support programme (e.g. organize quarterly
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Table 3.5. Outcomes from 25% transport cost reduction under different matching func-
tions
Outcome Change IRS Change CRS Real Change
Percentage of Importers 15.20% 12.77% 16%
Av. Import Suppliers 20.1% 11.10% 19%
Av. Domestic Suppliers -6.5% -9.77% -1.6%
Domestic Search (ac) -3.14% -5.82%
Import Search ((1 —a)o) 20.88% 17.65%
Consumer Welfare 5.2% 4.4%

Notes: Table shows the change in the model generated outcome variables under
the model estimated parameters on the matching function which allow different
externalities between both markets (IRS), under the case where the matching
function is assumed to be constant returns to scale for both markets (CRS),
and the observed change in the data. Average refers to the average number of
suppliers over all firms.

Figure 3.6. Average number of international and domestic suppliers for different reductions
in trade costs when search externalities are shut down (CRS) compared to structurally
estimated parameters (IRS)
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Notes: The y-axis shows the change in the average number of suppliers where the baseline is normalized to
1. The x-axis shows the reduction in trade costs from 0 to 30%. The orange line (IRS) shows the change in
the average number of suppliers when the model is estimated using the structurally estimated parameters
which allows for increasing returns to scale in matching internationally and decreasing returns to scale in
matching domestically. The blue line (CRS) shows the change in the average number of suppliers when
the model is estimated shutting down differences in the returns to scale in matching between domestic
and international markets.

trainings on the use of Ali Baba), ii) encourage firms peer-to-peer learning (e.g. organ-
ize quarterly peer groups with Uganda business groups), iii) target key firms in supplier
development programmes (e.g. establish anchor firm support unit and annual public-
supplier meetings). Intervention (ii) mimics the work done by the Chinese government
and documented by Cai and Szeidl (2017), where firms which meet regularly for business

meetings have been shown to increase the number of clients by 12% and the number of
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Figure 3.7. Consumer welfare gains from trade when search externalities are shut down
(CRS) compared to structurally estimated parameters (IRS)
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Notes: The y-axis shows the change in consumer welfare where the baseline is normalized to 1. The
x-axis shows the reduction in trade costs from 0 to 30%. The orange line (IRS) shows the change in the
average number of suppliers when the model is estimated using the structurally estimated parameters
which allows for increasing returns to scale in matching internationally and decreasing returns to scale in
matching domestically. The blue line (CRS) shows the change in the average number of suppliers when
the model is estimated shutting down differences in the returns to scale in matching between domestic
and international markets.

Table 3.6. Outcomes from 25% search cost reduction

Change following 25% decrease Change following 25% decrease

Outcome in domestic search costs in import search costs

Percentage of Importers -0.48% 10.16%
Av. Import Suppliers -0.74% 35.1%
Av. Domestic Suppliers 10.02% -4.54%
Domestic Search (ac) 9.93% -1.62%
Import Search ((1 —a)o) -0.97% 40.57%
Consumer Welfare 3.4% 4.3%

Notes: Table shows the change in the model generated outcome variables under a 25% decrease in do-
mestic search costs and a 25% decrease in international search costs. Average refers to the average num-
ber of suppliers over all firms.

suppliers by 9%.

The idea behind this experiment is to consider whether the government’s stated target
would improve firm outcomes and where the search cost reduction would be best targeted.
In order to consider this question, I run two separate counterfactual experiments - first

lowering the domestic search costs and then the import search costs.
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Figure 3.8. Search by marginal cost if reduce Figure 3.9. Search by marginal cost if reduce
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Notes: The x-axis breaks buyers into 10 different marginal cost bins, where 1 indicates the lowest marginal
costs and 10 equals the highest marginal costs. The y-axis shows the average search undertaken by buyers
in each of these groups. The solid blue and red lines show the amount of domestic and international search,
respectively, before the reduction in search costs. The blue and red dashed lines show the amount of
domestic and international search, respectively, after the search cost reduction. The left graph shows the
impact for reducing domestic search costs. The right graph shows the impact from reducing international
search costs.

The outcomes from the experiment are given in Table 3.6 and Figure 3.8. When
reducing domestic search costs, there is a sharp increase in buyers’ domestic search and
consequently the average number of domestic suppliers increases by 10%. This is of a
similar magnitude to the 9% increase in suppliers found in Cai and Szeidl (2017) following
the business-meeting intervention. As can be observed in Figure 3.8, this increase in
domestic search is observed across all levels of buyer marginal cost. However, the increase
in the number of domestic matches is relatively modest (10%), as the increase in domestic
search leads to an increase in domestic market congestion. There is also a small decline in
international search (-1%), as firms make a substitution decision away from international
markets.

As shown in Table 3.6 and Figure 3.9, when reducing international search, there is a
large increase in import search (40.6%) leading to a 35% increase in import suppliers. As
can be observed in Figure 3.9, this is concentrated among the low marginal cost firms,
as for all other firms they still do not choose to pay the import fixed cost. These firms,
reduce the amount they search domestically, given they are still subject to a convex cost
of searching in both markets. This then frees up space in the domestic market, captured
by higher marginal cost firms. Therefore, the second experiment acts in a similar way to
the trade cost reduction in leading to welfare gains through both the lower marginal costs

and the benefit of moving from the decreasing returns to scale market to the increasing
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returns to scale market. As a consequence, reducing international search costs increases
consumer welfare by 4.3%.

By contrast, when domestic search costs fall, firms increase domestic search, however,
this leads to a large increase in domestic market tightness due to the domestic congestion.
Therefore, the impact of the reform is muted.

These results provide support for the government of Uganda’s policy of lowering search
costs as the impact on welfare is of a similar magnitude to lowering international trade
costs by 25%. The results show that the impact of the reforms will be greater if the
government focusses on lowering international search costs. Therefore, the government
may focus on their planned interventions to train firms on using platforms such as Ali
Baba and Amazon and by having firms meet with firms who have experience of importing

in a similar vein to Cai and Szeidl (2017).

3.6. CONCLUDING REMARKS

In this chapter I have provided evidence consistent with the domestic Ugandan market
being more congested than the foreign import market. I then show that this has important
welfare benefits when considering opening to international trade. I then demonstrate that
lowering search costs would have a substantial impact on welfare, especially if targeted
towards reducing international search costs.

While, the estimates in this chapter are specific to the Ugandan context, however,
the mechanisms are general to any setting which has search frictions between buyers and
suppliers. There is reason to believe that the relative size of the effects maybe larger
in a low-income country setting where search frictions are substantial, although, this is
speculative without obtaining similar data in a different setting. This does suggest a
channel for future work.

The results in this chapter provide support for policy intervention to address search
frictions. As is the case with all search frictions, the first-best outcome would be to
remove the search friction entirely. In the context of the model presented in this chapter,
this would mean all firms finding and matching with suppliers costlessly. In practice this
is not feasible, instead, governments can focus on reducing search costs. The Ugandan
government’s goal of providing training on platforms such as Ali Baba and Amazon to
Ugandan businesses will have a large impact as these channels directly target lowering
international search costs. Similarly, encouraging firms to learn from each other has been
shown in other contexts to improve firm-to-firm matching (Cai and Szeidl, 2017). Results
from this chapter suggest the Ugandan government should focus on interventions that
target reducing the cost to international search as opposed to domestic search. This is

because lowering the cost to domestic search may simply increase congestion leading to a
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small increase in matches. However, lowering international search costs will increase both

international matches and reduce domestic congestion.
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APPENDIX A

APPENDIX TO CHAPTER 1

1. EMPIRICAL APPENDIX

A.1. HIERARCHICAL FIRM CLUSTERING ALGORITHM

We first present the algorithm and then discuss it’s implementation in Uganda.

DESCRIPTION OF TECHNOLOGY ALGORITHM

The Hierarchical Firm Clustering Algorithm aims to identify firms providing the same
inputs. It achieves this by using the Leontief production and panel dataset to infer when
two inputs are likely to be the same.

This is best explained with a simple example as shown in Figure 1.4. In this example,
to produce 1 unit of cement (red) you require 1 unit of limestone (green) and 1.2 units of
gypsum (yellow). The Leontief assumption insures that limestone can not be substituted
for gypsum.

Suppose, in period 1, we observe a cement manufacturer using inputs from two firms
in the required ratio, 1 and 1.2. Then, in period 2, we observe the firm using inputs
from three firms with ratio 1, 0.6 and 0.6. Observe, that if inputs from firms 2 and 3
are combined then we return to the same input ratio, 1 and 1.2. Therefore, we can infer
from the firms repeated sourcing patterns that firms 2 and 3 are likely to be producing
the same input.

We can use this simple example to build a generalisable algorithm to identify which

input goods are likely to be the same. The algorithm has six steps.

1. Take a firm. Initially assume all its inputs are in one cluster.

2. Define a loss function for firm ¢ of making a single partition of an input cluster,
where P,,;, € P is the partition that minimises the loss function from all possible

single partitions. Define e as an element in partition e € P,,;,. Then loss function
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L given by,

==

11 (Xt — Xo) — 2(Y = Y)\?
L= G L2 ( v ) .

eP’min
where X denotes input value and Y denotes firm sales. Note the loss function is
quadratic, causing partitions that violate Leontieff constant proportions (over time)

to generate greater losses.

3. Calculate a proportionate loss from making the new partition
€l — Ei,lfl[l - Lz] (12)

4. Define cut-off ¢ > ¢;; for whether to stop the algorithm at layer [. We choose ¢ = 0.3.

5. If proportionate loss greater than cut-off €; > ¢ or number of inputs = number of
partitions, then go to next firm, if not then repeat algorithm for all new possible

partitions.

RESULTS OF ALGORITHM IN UGANDA

We implement the HAC algorithm on data from Uganda. To give an indication of the
algorithm’s performance we compare results of inputs the algorithm groups together to
the ISIC sector the firm reports to the revenue authority. In total, we find 28% of HAC
clusters are in the same ISIC 4 digit. However, we also compared many more which did

not fall into these categories but may well be providing the same input. For instance,

— 5224 - Cargo handling

5320 - Courier activities

— 4220 - Construction of utility projects
4100 - Construction of buildings

— 4663 - Wholesale of construction materials, hardware, plumbing and heating equip-
ment and supplies
4100 - Construction of buildings

When we compare a broader grouping, we find that 43% of HAC clusters are in the same
ISIC 2 digit industry.

A.2. TECHNOLOGY IDENTIFICATION ALGORITHM

In this section, we first lay out the algorithm in detail and then present an example of
its implementation on a simple production network. The algorithm is organised into five

steps.
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DESCRIPTION OF TECHNOLOGY ALGORITHM

Step 1. Begin with firm 1 at the top of partial ordering ¢ € {1,..., N} and consider all
j € {1,..., K} inputs which are in units of the real value of sales. We must start at the top
of the partial ordering as we need to transform each layer in order, so that a firm which
is two layers below the final product can still have its transactions classified in units of
the final consumption good.

Step 2. Identify which inputs are of the same good. This can be done using the HAC
algorithm discussed in Appendix A.1, or by using the firm’s ISIC classification. This step
is necessary because we make the assumption that all firms producing the same good use
the same production technology. Therefore, the same input should be transformed using
a consistent technology.

Step 3. Regress output for firm ¢ on sum of inputs in each partition p, generate 7 under
the condition that 7, > 1 for all partitions p. This condition is necessary as otherwise
firms would be losing value on inputs and so the assumption of conservation of flow would

be violated.

TotalSales;; = Z Ty nput,y + wi (1.3)
P

Step 4. Multiply edges by 7.

Step 5. Repeat from step ii for next firm in partial ordering until : = N

STYLIZED EXAMPLE OF ALGORITHM

To demonstrate the algorithm, we now present how it would be performed on a very
simple supply network as shown in Figure A.1. As in the HAC example, I will again
assume we observe a cement chain. As shown in Figure A.1, there is one cement retailer
(blue), one cement manufacturer (red), one limestone mine (green), and two gypsum input
providers (yellow), although, we assume each firms product types are not observable to
the researcher. The edges of the graph show the value of trades in one period, although
assume the researcher in fact observes multiple periods. The numbers inside the nodes
show the firm’s position in the partial ordering as given by the Fades et al. (1993) FAS
algorithm.

In Step 1, we begin with the firm at the top of the partial ordering - the cement retailer
(blue) and observe it only has one input supplier. Given it has one supplier, we know it
only has one input type, completing Step 2. In Step 3, we must regress output on inputs
to obtain 7s.

TotalSalesy; = TaInputyy + uyy (1.4)

where we find 715 = 1.2.
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Figure A.1. Hypothetical cement chain before and after algorithm

® ® ®

2.5 3.0 3.0

3.0 3.0 3.0

Notes: The Figure shows a cement supply chain. Each node represents a firm and colours represent
different firm types: retailer (blue), manufacturer (red), input 1 (green) and input 2 (yellow). The
amount transacted is given on the edge. The firms position in the partial ordering is given inside the
node. Panel 1 shows the initial raw transaction values in one period. Panel 2 shows the values on the
edges once the value between firm 1 and 2 has been transformed into units of the final consumption good.
Panel 3 shows the edge values in units of the final consumption good, once the technology algorithm has
been completed.

In Step 4, we then transform the input by 2.5 * 715 = 3.0. This is shown in the second
panel of Figure A.1. You can observe that flow is now conserved along the chain between
firms 1 and 2.

Step 5 tells us to repeat the exercise with the next firm in the partial ordering -
the cement manufacturer (red). This firm has three input suppliers. Using the HAC
algorithm, we identify firms 4 and 5 to be of the same input type. We now run the

following regression to obtain technology parameters over the two inputs,

TotalSalesy; = TosInputyy + Toalnputs; + usgy (1.5)

where we find 793 = 1.2 and 754 = 1.8. We then transform the inputs by the technology
parameters to transform the edge value into units of the final consumption good. This is
shown in the third panel of Figure A.1. Now observe that flow is conserved along each
layer of the graph.

A.3. IDENTIFYING IF THERE ARE NO UPSTREAM BOTTLENECKS

Calculate No Upstream Bottlenecks (NBU) variable using following algorithm.

1. Take list of all nodes and select node i (initialize counter at i = 1).

2. Check if current node is in NBU. If so update counter at ¢ = ¢+ 1 and go to 1. If
not go to 3.
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3. Take DAG-R and do a depth-first search of DAG-R, starting at current node. We

obtain the upstream subgraph of node 1.

4. Check if there are any bottleneck nodes in the current upstream subgraph. If yes,
label current node i as belonging to the set Uncompetitive Upstream (UU) (update
UU vector with ¢ id). If not, label current node j as belonging to set NBU (same)

5. Update counter to i + 1 and go to step 1.

2. THEORETICAL APPENDIX

B.1. EXAMPLES

Example 3. Consider the supply-network shown in Figure A.2. There are two interme-
diary goods and one consumption good and two producers of each. Suppose that each
producer has capacity 1, and production technologies all require one unit of input to pro-
duce one unit of output. Finally, let the cost of extracting one unit of the raw material
be 1, and there are no processing costs. Consider then the possibility of an equilibrium
in which all firm set prices of 1, and suppose that at a price of 1 demand for good C'is 1.
There are many ways in which demand at these prices might be met, but for simplicity
suppose that each firm produces 1/2 a unit. Now consider whether each firm has a prof-
itable deviation to set a different price. At a lower price each firm would make a loss, so
we can restrict attention to higher prices.

Suppose then that B1 deviated and set its price above 1. At this higher price, condition
(iv) guarantees that the market cannot clear with B1 receiving positive demand, so the
deviation is not profitable for B1. The same is true for B2. However, the argument
does not work for Al or A2. If, for example, Al increased its price above 1, Bl has
no alternative supplier and so cannot switch suppliers. So, without condition (v), there
is nothing to stop the market clearing with A1 making positive sales. However, with
condition (v), C'1 and C2 will choose to route all their demand through A2. Although B1
and B2 charge the same price, B1’s costs are higher. This means that Al will not make
any sales and the deviation will not be profitable. Of course, in practice, prices throughout
the supply chain would adjust dynamically. Condition (v) provides a simple means for
capturing this force while retaining the simplicity of firms simultaneously setting prices

for their output.!

1 An alternative that would work for this example is that firms could simultaneously choose markups
instead of prices and condition (v) could be dropped from the market clearing condition. Unfortunately
this approach gets complicated in general because of the possibility of firms sourcing the same type of
input at different prices from different suppliers.
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Figure A.2. Market clearing example

Raw Materials Raw Materials
Intermediary Good A Al A2

L4

Intermediary Good B B1 >< B2
C1 C2

Consumption Good

| Final Demand | Final Demand

Notes: The left figure shows the underlying texhnology DAG—product A uses 1 unit of raw materials
to make 1 unit of B, which makes one unit of C. The right figure shows the full supply-network. For
instance, B1 can obtain one unit from A1, C1 can source from either B1 or B2 with a maximum capacity
of 1 from either node, but can only sell to final demand a maximum capacity of 1. On each edge the
maximum capacity is 1.

B.2. OMITTED PROOFS
PROOF OF LEMMA 1

Proof. Towards a contradiction suppose that all final goods are also used as an inter-
mediate good. Consider now the subgraph induced by the producer nodes (so ignoring
raw materials and end consumers). In this subgraph all nodes have a strictly positive
out-degree, and thus there exists a cycle. This contradicts the assumption that the sup-
ply network is a DAG. We therefore conclude that at least some final goods are not also

intermediate goods. [

PROOF OF COROLLARY 1

Proof. Towards a contradiction suppose that all goods use intermediate goods as inputs.
Consider now the subgraph induced by the producer nodes (so ignoring raw materials
and end consumers). In this subgraph all nodes have a strictly positive in-degree, and
thus there exists a cycle. This contradicts the assumption that the supply network is
a DAG. We therefore conclude that at least some goods are produced using only raw

materials. ]
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PROOF OF THEOREM 1

Proof. Throughout this proof we map back and forth between the flow problem and
market clearing. The mapping we use is the following. We map flows into demands and
supplies by setting D;; = S;; = fi; for all i, j € N and S;. = > fig = fig, for i € G(¢).
And we map supplies S into flows by setting flows between raw materials, producers
and consumers as follows f;; = S;; for all 4,7 € N U C, setting flows into the sink as
follows for = > ien fio = Dien Sip for all € F and setting flows from the source into
raw materials by fs = > ien fri = 2ien Sri for all 7 € R. We refer to these mappings as,
respectively, the demands and supplies induced by given flows, and the flows induced by
given supplies.

We now provide a first formal link between the maximum flow problem and market

clearing with a Lemma.

Lemma 2.

(i) If, given prices p, the system is demand-constrained then supplies S and demands

D induced by any maximum flow satisfy market clearing conditions (i)-(iii).

(i) If prices, demands and supplies (p, D,S) clear the market, then the flow induced by

these demands and supplies achieves a mazimum flow.

Proof. Part (i): Given a weighted directed flow graph G with finite weights (i.e., a
directed weighted graph with a source, a sink and a path from the source to the sink), let
F denote the set of maximum flows. This set is always non-empty and compact and so
there exists a flow f € argming x>, fij. For our supply network W we do this exercise
to find such a flow f , and then use this to induce demands D and supplies S. We will
show that if, given prices p, W is demand constrained, then these demands and supplies
with prices p satisfy conditions (i)-(iii) in the market clearing algorithm.

First, as f is a maximum flow in a demand constrained system, fo, = Dg(p) for
all final goods 6 € F. Thus, consumer demand at prices p is satisfied. Moreover, as
f € argming x>, f;; the conservation of flow constraints through each node must bind—
were the flow to diminish through a node we’d have f ¢ argming.x >; fij, a contradiction.
The binding conservation of flow constraints immediately imply that condition (i) holds.
Condition (ii) holds by the capacity constraints in the flow problem, and condition (iii)
holds by construction of demands and supplies.

Part (ii): By construction there is a cut of the flow network severing just the artificial
links denoted 6 for each good from the sink (i.e., all links into the sink). The maximum

flow through the network must be weakly less than the sum of these capacities by the
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max flow min cut theorem.”

As prices, demands and supplies (p, D, S) clear the market, consumer demand at prices
p is satisfied. Setting (f;;)i; = (Si;)i; for all 4, j, this implies that fp: = Deg(p). As the flow
is equal to the capacities, the overall flow must achieve the upper bound we established,

and hence f is a maximum flow. O

We now prove the theorem:

If: We need to show that if there is no bottleneck firm, there is an equilibrium with
marginal cost pricing. Suppose all firms set prices equal to their marginal costs. We need
the market to clear, and no firm to have a profitable deviation.

As there is no bottleneck firm, no firm can be part of a minimum cut. This implies
that the minimum cut must be the links (wg;)g. But this means that fy; = wg, and by
construction wg; = Deg(p). Hence the system is demand constrained. Thus, by Lemma
2(i), there exist demands and supplies that satisfy conditions (i)-(iii). Further, as all
firms are pricing at marginal cost and there is a unique technology for making each good,
demands and supplies satisfying conditions (i)-(iii) also trivially satisfy conditions (iv)
and (v). Thus, the market clears.

Consider now the possibility that a firm k& does not best respond to others pricing at
marginal cost by also pricing at marginal cost. As pricing below marginal cost cannot
be more profitable, consider firm k setting a price above its marginal cost. As firm k
is not a bottleneck, a maximum flow such that f; = 0 for all ¢ exists. Take any such
flows ( ﬁj)” and consider demands D and supplies .S induced by this flow. By the earlier
argument, these flows clear the market (satisfy conditions (i)-(v)). As it is possible to
clear the market, demands and supplies will be selected that do clear the market. We,
instead, show now that demands and supplies derived from flows with fi; > 0 for some ¢
cannot clear the market.

There are two possibilities. Suppose first that the representative consumer purchases
directly from k (so frg > 0). However, as k is not a bottleneck and supply through k
is positive, the consumer must have another supplier of this product that can supply
more (i.e., is not supply-constrained). Moreover, as only firm k deviated, this alternative
supplier is pricing at marginal cost and hence market clearing condition (iv) is violated.

The second possibility is that the representative consumer does not purchase directly
from k (so frg = 0), but fr; > 0 for some i. Nevertheless, the representative consumer
must be purchasing indirectly from k as demand equals supply throughout—=~’s supply is
positive and all the demand k faces is induced by the representative consumer’s demand.

Moreover, as firm k is not a bottleneck, there exists an alternative flow that excludes

2This is a well known theorem in computer science which states the maximum flow from a source to
a sink equals the minimum cut to the network to completely stop flow (Ford and Fulkerson, 2015).
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k. Setting demands and supplies equal to this alternative flow, the total transacted cost
of the representative consumer’s purchases must decline (as all other firms set prices at
marginal cost). Hence, condition (v) is violated.

Thus, we have shown that after the deviation, k£ will make no sales and the deviation
was unprofitable.

Only if: This is a corollary of Proposition 2 below.

PROOF OF PROPOSITION 1

Proof. We can substitute out the last constraint in the planner’s problem (i.e., the con-

straint requiring that consumption equals supply) simplifying the planner’s problem to

max U(S)

subject to

(i) Resource constraint Y°; Y5 Sipk; < w

(ii) Leontief production constraints and capacity constraints are satisfied

Suppose supplies S satisfy the conditions that make them a competitive outcome.
Thus, >>;cqo) S‘jc = D (v*) and supplies S are feasible and non-wasteful. We begin by
showing that supplies S satisfy all the planner’s constraints. First, as these supplies are
feasible, the Leontief production constraints and capacity constraints are satisfied.

Second, by the DAG structure of the supply network, each demand-level 1 good (i.e.,
final goods) can be thought of as a bundle of demand-level 2 goods, each demand-level
2 good can be thought of as a bundle of demand-level 3 goods, and so on. Tracing
back these demand-levels, the total costs incurred to produce one unit of a final good
0 € F are given by 7*. Thus, as supplies S are non-wasteful and each firm j € G(6)
sources only as much of a good 0" as it requires (i.e., Y ;e Sij = Ay D Sjk,) the
total production costs associated with supplies S are >2; > ; Sikki = Xger Vo 2ic (o) Sic-
As the outcome is competitive, >ieG (o) 5}6 = D.(~*), and as these demands solve the
consumer’s problem given prices v*, Y gcp Deg(7*)79 = w. Combining these equations we
have >, >, gz‘k;/%‘ = w, and so the resource constraint holds with equality.

We have shown that supplies S satisfy the constraints of the planner’s problem. We
now show that they solve it. Towards a contradiction suppose there are supplies S
satisfying conditions (i)-(ii) above such that U(S) > U(S). At prices 4* the solution
to the representative consumer’s problem is given by demands Dep(7*) = Yieco) Sie.

Thus, as supplies S are feasible (satisfy condition (ii)), these supplies must have been
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unaffordable—37y 75 > icq o) S, > w. But this implies that they violate the resource con-
straint (as v, is the total production of producing a unit of good ). Hence supplies S

violate condition (i)—a contradiction. O

PROOF OF PROPOSITION 2

Proof. As (p, D, S) is an equilibrium, the market clears. Thus, final consumer demand

is satisfied and the system is demand-constrained and this determines the maximum

flow. Towards a contradiction, suppose ¢ is a bottleneck and p; = r; + 32, p; Zsjg-k'
k K

This implies that ¢ makes 0 profits. Suppose that instead ¢ were to charge a price p; =

Ki+ 22, Dj Z?Sk +e. We will show that there exists a € > 0 such that for all € < € ¢ makes

strictly positive profits. Let p’ := (p_;,p}) be the vector of prices p but with ¢’s price
changed to p'.

First suppose that for all € > 0, at prices p’(¢) we have demand D’(¢) and supplies
S'(e). If Si.(¢) > 0, then i makes positive sales to final consumers and the deviation is
profitable.

We can therefore restrict attention to the case in which S/ (¢) = 0 for all € > 0. We'll
show that this implies aggregate demand is unaffected (i.e., >, Do = Y5 D2y). As ag-
gregate consumer demand (35 D) is decreasing in the marginal price the representative
consumer faces, aggregate demand can only fall if the marginal price the representative
consumer faces increases. Thus, for demand to be affected, the marginal price must be
pi(e) (as all other prices are the same) and, further, we must have S/.(0) > 0. As ag-
gregate consumer demand (Y- D) is continuous in the marginal price the representative
consumer faces, there then exists a € such that for all € < €, S/.(¢) > 0—but we have
already dealt with this case. Thus, if S].(¢) = 0, then >, Do, = >, Dl

Then, as supply constraints are unaffected and final consumer demand is the same,
the system must remain demand constrained at prices p’. There are two cases to consider.

Case 1: Suppose there exist demands D and supplies S that clear the market at prices
p’ (satisfy market clearing condition (i)-(v)), then the selected demands D’ and supplies
S’ must also clear the market. As at these demands and supplies consumer demand
would be satisfied, so setting fi; = S, = D, for all 7, j, the flows (f;);; must constitute
a maximum flow. But as firm ¢ is a bottleneck, we must then have Si; > 0 for some j,
and the deviation is again profitable.

Case 2: Suppose there do not exist demands D and supplies S that clear the market
at prices p’. However, as (p, D, S) is an equilibrium, we know that D and S clear the
market. Thus, demands D and S can also be selected at prices p’, and the tuple (p’, D, S)
will satisfy market clearing conditions (i)-(iii). This implies that demands D" and supplies

S’ must also satisfy clearing conditions (i)-(iii). This implies that setting fi; = S;; = D’;
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for all 4, j, the flows (f;;);; must constitute a maximum flow. But as firm ¢ is a bottleneck,

we must then have S;; > 0 for some j, and the deviation is again profitable. O]

PROOF OF PROPOSITION 3

Proof. Let p be the competitive equilibrium prices. Then, p > p element wise. Thus, as
final demand for each final good is independent of final demand for other goods, demand
is weakly higher for all products when prices are competitive. Thus, the only change
in the supply network is that the capacity of the edges that terminate at the sink (the
demand edges) weakly increase. If a firm ¢ was a bottleneck before these changes, then
f(G(p)) > f(G(p)—1i). Thus, there is at least one good, call it k, where demand at prices
p is greater than can be supplied once i is removed from the network. Suppose prices are
now competitive. As demand for this product is weakly higher at prices p, demand for
this product still cannot be satisfied once i is removed from the network, and more can

be supplied with ¢ than without, and so 7 is still a bottleneck firm. O
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APPENDIX TO CHAPTER 2

1. CONTEXT APPENDIX

A.1. MAP OF TRADE CORRIDOR

Figure B.1. Map of trade corridor
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Figure B.2. Exports data comparison Figure B.3. GDP and total output

Notes: The left-hand figure compares the Uganda Revenue Authority (URA) export data with data
obtained from the World Trade Organization. The right-hand figure compares total output data from
the URA’s tax data with GDP data from the World Bank.

A.2. DATA COMPARISON

Given research using tax data remains rare, one potential concern might be that the data
is of low quality. This section addresses this concern by comparing the tax data used in
this study to other freely available data sources.

Figure B.2 shows a comparison between the raw export trade data used in this study
and trade data from the WTO. From the graph it appears as if the WTO data is under-
stating the actual export volumes. However, for the purposes of this study, the important
fact is how closely the two lines track one another showing that the data is strongly
correlated with the external source.

Figure B.3 shows a comparison between the total output variable used in the tax data
and GDP data from the World Bank. Unsurprisingly, the tax data is smaller than the
GDP data given the tax data only observes formal sector firms. Importantly, like in B.2,
the correlation between the two lines is very strong again supporting the reliability of the
tax data.

Finally, Spray and Wolf (2016) show the distribution of firms in each sector is consistent

with those in the Uganda Business Census.
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2. MATHEMATICAL APPENDIX

B.1. COMPARATIVE STATICS IN THE TWO-PERIOD MODEL

The buyer picks their optimal a in order to solve the following maximization problem

REALLOCATION
E n e ~l—«
TP <77 - 1) T =0
max {aUGDW(SD) + (1 —a)obm(sy) — k(a)}. (2.2)

This yields a first order condition

ok

% = f(a,T[) = O. (23)

o0prs, —olms, —

Totally differentiating 2.3 and rearranging yields the comparative static of how a

changes as 7 changes

of
af da  Of oa oy
Oa 87’[ 87'[ 87’[ % ( )
Solving for each of these terms separately gives an explicit solution,
TFB S
da —0 916377(11) (2.5)
oty %’; — U%W}B(SD) + 0%7@3(51) '
orB (s
o i (2.6)
O 2k — 2(yB — 1)0pBpr(sp) — 02(85 — 1)0;Bym(s) ‘
MATCHING EFFICIENCY
Consumer Welfare is broken into matching efficiency A and consumption C'.
[ n—1 n=11]n-1
Wy =| [ wiC," + | Ob"]
| JbeB(sr) beB(sp)
i a1 7 (2.7)
= aa@D—l—z/J[(l—a)aG[] [ Cb" ‘| .
I beB

A C

Rewriting the matching efficiency A by expanding the market tightness yields the

following equation,
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A=amSPB ! 4 apr(1 —a)PBpSPs BPEL, (2.8)

taking a partial derivative of A

A
87 :,YBCLWB_llS’VSBVB_l% _ 531/)1(1 _ a)/BB_lsﬁsBﬁB_lﬁ
87’[ 87’] 87’]
; (2.9)
ai pyBa’YBfls’YsB’YBfl _ 531#1(1 _ a)ﬁBflsﬁsBﬁBfl
I

The first term > 0 as shown in equation 2.6, the second term determines the direction of
the effect

0A

5 <0 < vpa"? 1SS BT < Bpipy(1 — a)Ppm1 8P pPnT
TI

(2.10)
,yBa’YBfl < ﬁBwl(l _ a)ﬁBflsﬁs*’YsBﬂB*’YB

Therefore, the change in welfare due to matching efficiency following a fall in trade costs
depends on a,; and the matching exponents vg,vs, 55, 8s. The main takeaway from
equation 2.10 is that for a sufficiently large and ¢ > 1, the change in welfare due to
matching depends on the relative size of the matching exponents. If yg < S and v5 < Bg
i.e. returns to search are higher in the international market, then an increase in trade
cost will lower welfare given firms move from matching in the increasing returns to scale

international market to the decreasing returns to scale domestic market.
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3. EMPIRICAL APPENDIX

C.1. DESCRIPTIVE STATISTICS

Figure B.4. Transport costs and number of importers
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Notes: The black line shows transport cost in USD per 20-foot container from the World Bank’s Trading
Across Border Index between 2007-2014, the bars contains data on the total number of importers. The
data for comes from customs dataset. Reforms took place between 2010 and 2011.
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Figure B.5. Transport costs and imports
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Notes: The black line shows transport cost in USD per 20-foot container from the World Bank’s Trading
Across Border Index, light grey bars on the left-hand graph show the average number of import suppliers
for importers, and dark grey bars on the right-hand graph show the proportion of firms which import.
The reason for the shorter time series is that I do not know the identity of import suppliers prior to 2010.
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Table B.1. Newly added domestic suppliers among new importers

(1) (2)

Number of Number of
domestic suppliers domestic suppliers
First Time Import in 2011; x 2011, -0.167*** -0.104***
(0.0243) (0.0244)

First Time Import in 2011, 0.712%*

(0.00981)
Observations 162190 162190
Year FE YES YES
Buyer FE NO YES

Notes: Unit of observation is buyer ¢ and year ¢t. Standard errors in parentheses clustered at
the buyer level. * p < 0.1, ** p < 0.05, *** p < 0.01

Table B.2. Dropped suppliers’ new matches

(1) (2)
Proportion of buyers Proportion of buyers
don’t import don’t import

Dropped by 2011 first time importer; x 2011, 0.0370*** 0.0404**

(0.00821) (0.00608)
Dropped by 2011 first time importer; 0.0267***

(0.00329)
Observations 96470 96470
Year FE YES YES
Buyer FE NO YES

Notes: Unit of observation is supplier f and year t. Standard errors in parentheses clustered at the buyer level.
*p<0.1," p<0.05 " p<0.01

Table B.3. Value from domestic suppliers among new importers

(1) (2)

Value of Value of
domestic suppliers domestic suppliers
First Time Import in 2011; x 2011, -0.354*** -0.304***
(0.0572) (0.0381)
First Time Import in 2011, 1.658™*
(0.0230)
Observations 160138 108380
Year FE YES YES
Buyer FE NO YES

Notes: Unit of observation is buyer ¢ and year ¢t. Standard errors in parentheses clustered at
the buyer level. * p < 0.1, ** p < 0.05, *** p < 0.01
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Table B.4. Dropped suppliers’ new matches - value

(1) (2)
Proportion of value from  Proportion of value from
buyers which don’t import buyers which don’t import

Dropped by 2011 first time importer; x 2011, 0.0292*** 0.00631
(0.00697) (0.00486)
Dropped by 2011 first time importer; 0.00292
(0.00360)
Observations 96103 84908
Year FE YES YES
Buyer FE NO YES

Notes: Unit of observation is supplier f and year ¢t. Standard errors in parentheses clustered at the buyer level. * p < 0.1, **
p < 0.05, *** p < 0.01

Table B.5. Same and next-door balance table

Distance Proportion of firms in same sector Difference with same building
Same building 0.097
(0.296)
Next-door building 0.088 -0.009
(0.284) (0.014)
Next-door building < distance < 0.1km 0.060 -0.037#%*
(0.237) (0.012)
0.1km < distance < 0.15km 0.051 -0.046%**
(0.219) (0.017)
0.15km < distance < 0.2km 0.044 -0.053**
(0.204) (0.021)
0.2km < distance < 0.25km 0.040 -0.057**
(0.196) (0.026)

C.2. ROBUSTNESS TESTS
VERY LOCAL SHOCKS DRIVE RESULTS

To address the concern that shocks drive reduced form results, I look at the proportion of
firms in the same building which are in the same ISIC 4-digit sector and compare that to
the proportion of firms in the next-door building. Results are shown in Table B.5. While
there is a small difference, it is not statistically significant. However, when I look at firms
further away, I do see this difference increasing. I therefore conclude that there is some

firm agglomeration, but that it is happening at a block level and not at a building level.

SPILLOVER EXISTS BUT IS NOT SEARCH RELATED

A second alternative explanation is that a spillover is taking place, but that it is not
search related. For instance, we might expect that transport costs could be driving the
results. To allay these concerns, I test if the marginal effect is smaller among firms where
one would expect search frictions to be less prevalent. To test for this, I interact the
independent variables with whether the import supplier exported from the East African

Community (EAC). This is because one would expect search frictions to be smaller in
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Table B.6. Imports suppliers from East African Community

(1)

Yip
X pame 0.0931%*
(0.00665)
Xpome x EAC, -0.0346**
(0.0151)
Xpther=city -0.00223
(0.00176)
X{her =« EAC -0.00486
(0.00552)
Observations 4834635

Notes: Unit of observation is buyer 4, supplier f and year ¢t. Yy, in-
dicates a first match took place between buyer and supplier. Xfft is
a count of buyers in region k& which added supplier f int —1. FACy
indicates the supplier operates in the East African Community. Coef-
ficients are multiplied by 100 to read as percentage point marginal ef-
fects. Standard errors in parentheses clustered at the buyer level. *
p < 0.1, * p <0.05, *** p <0.01

local neighbors like Kenya or Tanzania when compared to more distant locations. We
would therefore expect when estimating equation 3.1 that the positive search externality

for EAC suppliers is weaker (us < 0).

Yipe = i X{0 + e X0 x EAC +n X i ™ +pn X x EAC + o+ o+ oy +u;
(3.1)
Results shown in Table B.6 confirm that suppliers in the EAC have a smaller positive

spillover. This is again consistent with a narrative in which search is driving results.

Another prediction consistent with search frictions, is that suppliers which are not
supply-constrained will be able to match with multiple buyers, and so we should not

observe a negative congestion effect.

As discussed in Section 2.3.2, this is the reason why we did not expect to find a strong
congestion externality on foreign imports, given international suppliers are characterized
by being large firms with cheap access to credit and multiple customers. By contrast,
domestic Ugandan firms are characterized by being small with limited access to credit.
You might therefore expect that Ugandan firms cannot make multiple matches in a given
period, thus making the domestic market more congested.

If this is indeed the case, I would expect domestic Ugandan suppliers which are also
exporters to act in a similar way to foreign exporters, as they are less likely to be supply
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Table B.7. Domestic export suppliers

(1)

Yip
Xpore 0.00236
(0.00358)
X4 x exportery 0.00358
(0.00802)
Xpthercity -0.00574***
(0.000680)
XM s exporter 0.00268™*
(0.000609)
Observations 27975967

Notes: Unit of observation is buyer 4, supplier f and year t. Y;y; indicates a
first match took place between buyer and supplier. X fft is a count of buyers
in region k which added supplier f in ¢t — 1. exporter; indicates supplier f is
an exporter. Coefficients are multiplied by 100 to read as percentage point
marginal effects. Standard errors in parentheses clustered at the buyer level.
*p<0.1,* p<0.05 *** p<0.01

constrained. This is tested in equation 3.2.

Yz‘ft = Mleﬂn_el-i-meﬁ?zel ><Exporte?“f+’71Xf;f;ir1_0ity+’>’2Xf;z?fcityxEmporterf—i—ai—i—at—i—uift

(3.2)
Results in Table B.7 show that domestic suppliers which are exporters, and hence less
supply constrained, have a smaller negative effect from making a match elsewhere in the

country. This is again consistent with the search narrative.
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Table B.8. Domestic suppliers

(1) (2) (3) (4)
Yire Yire Yire Yige
Z10km? 0.00453
(0.00524)
7 km? 0.00743
(0.00538)
Zpame 0.00920*
(0.00540)
zpene 0.00919*
(0.00557)
Zpeytdoor -0.0235
(0.0169)
Xpther -0.00778*** -0.00771** -0.00768*** -0.00795***
(0.00188)  (0.00187)  (0.00187)  (0.00188)
Year and Buyer FE Yes Yes Yes Yes
Observations 27975967 27975967 27975967 27975967

Standard errors in parentheses
*p<0.1,* p<0.05 *** p<0.01
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Table B.9. Import suppliers

(1) (2) (3) (4)
Yire Yire Yire Yige
710 0.115%
(0.00140)
Z1km? 0.136***
(0.00158)
zZpene 0.133***
(0.00158)
Z{4 0.134**
(0.00158)
Zpeytdoor 0.0185"*
(0.000692)
Xpther -0.00178* -0.00130"* -0.00173*** -0.00155***
(0.000357)  (0.000357)  (0.000357)  (0.000357)
Year and Buyer FE Yes Yes Yes Yes
Observations 4834635 4834635 4834635 4834635

Standard errors in parentheses
*p<0.1,* p<0.05 *** p<0.01
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APPENDIX C

APPENDIX TO CHAPTER 3

1. MATHEMATICAL APPENDIX

A.1. PRICING, PROFITS AND TRANSFER EQUATION

The first order condition for pricing yields the following equation:

8qx’
qxb + Z b b(px/b — Cx’b) =0 Vr € Jb, (11)
z' €y Pzb

where ¢, is the marginal cost of supplying product x’ to consumers through buyer b. The

intuition behind Equation 1.1 is that buyers internalize that their pricing on one good

alters demand on other goods.

This in turn yields a condition for the mark-up which is a constant over marginal cost
and equal to one over the elasticity of substitution over products
—-c 1
Pzxb n
Substituting this mark-up into the profit function, yields an instantaneous profit flow
created by buyer b and its set of suppliers given by a summation over the profit provided

by each product x in buyer b’s bundle (J,), such that

1-n

m(s) = npbz_n l > (771> Mnéio‘] m, (1.3)

z€Jy 77 -

for L € {D, I} and where ¢, = ¢,/ is the quality-adjusted marginal cost, s = {s7, sp}
is a vector of the number of international and domestic suppliers, P is the standard CES

aggregate price index and £ is household expenditure.

Using the assumption of Stole and Zweibel bargaining, I obtain an equation for the
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revenue transfer between buyer ¢ and supplier 7,

~l—a
TLCj

lezl slTLE}ﬂl
revenue share of a type-j seller, \ is the seller’s fraction of marginal cost.

where 7;; is the revenue for seller j from buyer 7, h;; = is the within buyer-:

If cost per unit quality ¢ is fixed across products within buyers then the transfer

equation collapses to the following as h;; becomes constant within buyers,

FE n 1 a—n ~ 1-n A
T']'Z'<S) = Pl <77_1> Sl-a (TLCji) [M + )\‘| . (15)
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