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Abstract: Phase-separated biomolecular condensates that contain multiple coexisting phases are
widespread in vitro and in cells. Multiphase condensates emerge readily within multi-component
mixtures of biomolecules (e.g. proteins and nucleic acids) when the different components present
sufficient physicochemical diversity (e.g. in inter-molecular forces, structure, and chemical composi-
tion) to sustain separate coexisting phases. Because such diversity is highly coupled to the solution
conditions (e.g. temperature, pH, salt, composition), it can manifest itself immediately from the
nucleation and growth stages of condensate formation, develop spontaneously due to external stim-
uli, or progressively as the condensates age. Here, we investigate thermodynamic factors that can
explain the intrinsic transformation of single-component condensates into multiphase architectures
during the nonequilibrium process of ageing. We develop a multiscale model that integrates atom-
istic simulations of proteins, sequence-dependent coarse-grained simulations of condensates, and a
minimal model of dynamically ageing condensates with non-conservative inter-molecular forces. Our
nonequilibrium simulations of condensate ageing predict that single-component condensates that are
initially homogeneous and liquid-like can transform into gel-core/liquid-shell or liquid-core/gel-shell
multiphase condensates as they age, due to gradual and irreversible enhancement of inter-protein
interactions. The type of multiphase architecture is determined by the ageing mechanism, the molec-
ular organization of the gel and liquid phases, and the chemical make up of the protein. Notably, we
predict that inter-protein disorder-to-order transitions within the prion-like domains of intracellular
proteins could lead to the required non-conservative enhancement of inter-molecular interactions.
Our study, therefore, predicts a potential mechanism

Significance Statement: Biomolecular condensates are highly diverse systems spanning not
only homogeneous liquid droplets, but also gels, glasses, and even multiphase architectures that
contain various coexisting liquid-like and/or gel-like inner phases. Multiphase architectures form
when the different biomolecular components in a multi-component condensate establish sufficiently
imbalanced inter-molecular forces to sustain different coexisting phases. While such a requirement
seems, at first glance, impossible to fulfil for a condensate formed exclusively of chemically-identical
proteins (i.e., single-component), our simulations predict conditions under which this may be pos-
sible. During condensate ageing, a sufficiently large imbalance in inter-molecular interactions can
emerge intrinsically from the accumulation of protein structural transitions—driving even single-
component condensates into nonequilibrium liquid-core/gel-shell or gel-core/liquid-shell multiphase
architectures.

INTRODUCTION

Cells compartmentalize their interiors and regu-
late critical biological functions using both membrane-
bound organelles and membraneless biomolecular con-
densates [1–3]. Condensates are ubiquitous mesoscopic
assemblies of biomolecules that demix from the cyto-
plasm or nucleoplasm through liquid–liquid phase separa-
tion [1–5]. A dominant factor that enables biomolecules

to phase separate is their multivalency: their ability
to form multiple weak associative interactions [6–8].
Although not always present among phase-separating
proteins[9], intrinsically disordered regions (IDRs)—
often characterized by (amino acid sequences of low-
complexity termed) low complexity domains, LCDs [10,
11]—have emerged as important contributors to the mul-
tivalency and phase separation capacity of many natu-
rally occurring proteins [2, 3, 6]. When they have a high
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aromatic content, such as that found in prion-like do-
mains (PLDs) [12, 13], IDRs can aggregate (fibrillation)
and form amyloids [10, 11, 14]. Consistently, protein
condensates that contain PLDs—for instance, the RNA-
binding proteins Fused in Sarcoma (FUS), TAR DNA-
binding protein 43 (TDP-43) and heterogeneous nuclear
ribonucleoprotein A1 (hnRNPA1)—can undergo a fur-
ther phase transition from functional liquid-like states
to less dynamic reversible hydrogel structures or even
irreversible gel-like states sustained by fibrillar aggre-
gates [11, 15–23]. The transitions from liquid-like con-
densates to gel-like structures are implicated in neurode-
generative diseases such as amyotrophic lateral sclerosis
and frontotemporal dementia [24–26].

Both within liquid-like and gel-like condensates, pro-
teins interconnect forming percolated networks [27, 28].
However, gels can be distinguished from liquids by the
prevalence of long-lived inter-protein interactions, which
confer local rigidity to the network [27, 29]. The loss of
the liquid-like character of a condensate over time, i.e.
during ageing [15, 25], can be modulated by amino-acid
sequence mutations, post-translational modifications, ap-
plication of mechanical forces, and protein structural
transitions, among many other factors [15–17, 20–22, 30–
32]. These factors are expected to, directly or indi-
rectly, increase the proportion of long-lived protein con-
tacts within the condensate, which gives rise to complex
mesoscale properties and network rigidity [27, 33].

Besides being highly diverse in terms of their ma-
terial properties, condensates also vary significantly in
their internal architectures [34]. Multi-component con-
densates can present various internal coexisting phases.
The nucleolus [35], paraspeckles [35–37], and stress gran-
ules [38, 39], are all examples of hierarchically orga-
nized condensates with multiple coexisting phases or
layers. Intranuclear droplets combining a dense liquid
spherical shell of acetylated TDP-43—with decreased
RNA-binding affinity—and an internal liquid core rich
in HSP70 chaperones were recently observed [40]. Mul-
ticomponent multiphase condensates can also present
internal low-density ‘bubbles’ or a ‘hollow’ space sur-
rounded by an outer, denser phase [41–43]. Examples
of these include the germ granules in Drosophila [41], the
condensates formed from intracellular overexpression of
TDP-43 [42], and in vitro RNA-protein vesicle-like con-
densates [43].

The multiphase behavior of condensates has been reca-
pitulated in vitro, for instance in the liquid-core/gel-shell
condensates formed by the Lge1 and Bre1 proteins [44],
different multiphasic complex coacervates [45, 46], and
multilayered RNA-protein systems [47, 48]. In all these
cases, the emergence of a multilayered or multiphase or-
ganization is connected to the diversity in the proper-
ties of the biomolecular components within these con-
densates [28, 44, 46, 49]. Physicochemical diversity is
key as it allows subsets of components to establish pref-
erential interactions with one another leading to segre-
gation into multiple layers inside the condensates, which

are typically ordered according to their relative interfa-
cial free energies [50]. Indeed, simulations and mean-field
theory have shown that multi-component mixtures of
species with sufficiently different valencies and/or bind-
ing affinities [51] are likely to segregate into multiple
coexisting liquid phases with different compositions [52]
or form multilayered architectures [46, 49, 50]. For in-
stance, simulations of a minimal coarse-grained model
recently showed that the diversity in the network of in-
teractions in mixtures of unphosphorylated and phospho-
rylated FUS proteins can give rise to multiphase conden-
sates [53]. In agreement with this idea, competing inter-
actions among protein–RNA networks have been shown
to drive the formation of multiphase condensates with
complex material properties [51]. Experiments and simu-
lations have further demonstrated that the different con-
densed liquid phases within multiphase condensates are
hierarchically organized according to their relative sur-
face tensions, critical parameters, viscosities, and densi-
ties [35, 46, 49, 50]. Motivated by these observations, here
we explore the fundamental question of whether or not
it is possible for single-component condensates to transi-
tion into a multiphase architecture as they age. We con-
ceptualise condensate ageing as a nonequilibrium process
where the inter-molecular forces among proteins exhibit
gradual non-conservative changes over time.

Progressive dynamical arrest of single-component con-
densates has been observed in vitro and in cells for pro-
teins with PLDs marked by low-complexity aromatic-rich
kinked segments (or LARKS) [8, 10–20, 54, 55]. In these
cases, formation of inter-protein β-sheets by LARKS
peptides drives gradual fibrillation at the high protein
concentrations present within condensates [18, 19, 23].
In such a situation, an imbalance in the inter-molecular
forces among proteins inside the condensate is introduced
and accumulates dynamically, resulting in nonequibrium
behaviour. That is, rather than permanently establish-
ing only weak, transient attractive interactions, some
LARKS begin to assemble into inter-locking structures,
which are strengthen due to the contribution of mul-
tiple hydrogen bonds and π–π interactions, leading to
the formation of crossed-β-sheet amyloid structures [20].
Such a disorder-to-order transition within condensates
highlights how subtle changes in the local behaviour of
proteins can result in large-scale transformations of the
mesoscale condensate structure.

Here, we investigate conditions that can dynamically
alter the balance of inter-molecular forces among proteins
within single-component homogeneous condensates, driv-
ing them out of equilibrium, and yielding multiphase ar-
chitectures. To do so, we develop a multiscale modelling
approach that allows us to connect multiple important
scales of condensate formation, growth, equilibration,
and nonequilibrium maturation. Our approach com-
bines atomistic simulations of peptides with sequence-
dependent coarse-grained simulations of protein conden-
sates and a minimal model for protein condensates that
age progressively. The minimal protein model is cou-

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 25, 2022. ; https://doi.org/10.1101/2021.10.09.463670doi: bioRxiv preprint 

https://doi.org/10.1101/2021.10.09.463670
http://creativecommons.org/licenses/by-nc/4.0/


3

pled to a dynamical nonequilibrium algorithm that mim-
ics the progressive accumulation of inter-protein crossed-
β-sheets during ageing. As a proof of concept, we fo-
cus on the naturally occurring phase-separating protein
FUS, because it exhibits a liquid to gel transition during
ageing[15, 30], and contains LARKS regions that can un-
dergo a disorder-to-order transition to form β-sheet rich
structures. Our simulations predict that FUS conden-
sates can transition from equilibrium homogeneous con-
densed liquid phases into nonequilibrium liquid-core/gel-
shell multiphase architectures due to the gradual en-
hancement in local protein interactions. Such enhance-
ment can be provided, for instance, by an increase in
cross-β-sheet content within LARKS regions of FUS pro-
teins. Our simulations also demonstrate that the molec-
ular organisation of the gel-like phase (e.g. whether
the arrested state exposes more or less hydrophobic re-
gions of the protein to the surface) significantly influ-
ences the relative interfacial free energy of the various
protein phases; hence, determining the ordering of the
various phases within multiphase condensates. Further-
more, the molecular organisation is also influenced by
the ageing mechanism—e.g., which protein regions tran-
sition to form long-lived bonds dictates the preferential
localization of residues that accumulate at the core or
the surface of the gel phase. These findings highlight
how variations in the binding strengths among proteins,
due for instance to secondary structural changes, can re-
sult in nonequilibrium arrested multiphase condensates
in single-component protein systems. These results fur-
ther corroborate the idea that PLDs can act as modu-
lators of prion-like protein phase behavior and, thereby,
can tune collective interactions among adhesive amino
acid motifs that result in condensate structural transfor-
mations that are observable at the mesoscale [12, 13].

RESULTS AND DISCUSSION

Multiscale model of single-component multiphase
condensates

To provide mechanistic insights into the physical
and molecular determinants that could drive single-
component condensates to age into multiphase archi-
tectures, we designed a multiscale simulation approach
that allows us to understand how subtle atomistic details
of interacting proteins in solution impact the thermo-
dynamic mechanisms of condensate formation and age-
ing (see Figure 1). Molecular simulations are powerful
in dissecting the mechanisms, driving forces, and kinet-
ics of phase separation and providing structural details
of biomolecules within condensates, which are generally
challenging to describe and interrogate using experimen-
tal techniques [56, 57]. All-atom and coarse-grained mod-
elling approaches are now well-established tools, used in
conjunction with experiments, to investigate biomolecu-
lar phase separation [28, 58–62]. Our multiscale mod-

elling strategy leverages advantages and drawbacks of
these two levels of modelling: (1) atomistic representa-
tions are used to describe the effects of chemical compo-
sition and protein structure in modulating inter-protein
interactions, albeit in relatively small systems, and (2)
coarse-grained models are developed and applied to con-
sistently extrapolate such effects into the emergence of
collective phenomena, such as condensate formation and
ageing. Specifically, our approach integrates atomistic
molecular dynamics (MD) simulations of interacting pep-
tides (Step 1; Figure 1), amino-acid resolution coarse-
grained simulations of protein condensates with implicit
solvent (i.e., using our Mpipi protein model [63], which
describes with near-quantitative accuracy the phase be-
haviour of proteins; Step 2; Figure 1), and a bespoke
minimal coarse-grained model of protein condensates, in
explicit solvent, that undergo ageing over time. To de-
scribe the nonequilibrium process of condensate ageing,
we developed a dynamical algorithm that introduces dis-
sipation through non-conservative inter-protein interac-
tions. Specifically, the dynamical algorithm considers the
gradual accumulation of stronger inter-protein bonds and
local rigidification of the interacting protein segments due
to inter-protein disorder-to-order transitions) inside the
condensate (Steps 3–4; Figure 1). While our approach is
fully transferable to other protein systems, as a proof of
concept, we use it to investigate the ageing behaviour of
single-component FUS condensates.

A disorder-to-order structural transition diversify
the interactions among chemically-identical FUS

proteins

One of the proposed mechanisms used to explain age-
ing of RNA-binding proteins, like FUS, is their ability
to undergo structural transitions within their LARKS.
It has been observed that LARKS within FUS (e.g.,
SYSGYS, SYSSYGQS and STGGYG) can form pairs of
kinked cross-β-sheets, which assemble into ladders and
yield reversible fibrils that sustain FUS hydrogels [19].
Peptides at each step of the LARKS ladder form hy-
drogen bonds with adjacent peptides in the next step of
the ladder. In addition, stacking of aromatic sidechains
stabilize both the ladder and the individual β-sheets at
each step, due to inter-molecular PLD–PLD interactions.
We therefore hypothesized that the formation of cross-β-
sheets among these critical LARKS in FUS-PLD could
introduce sufficient physicochemical diversity into single-
component FUS condensates to induce a multiphase or-
ganization.
To investigate this hypothesis, we first use atomistic

MD simulations to compute the differences in interaction
strength of FUS-PLD LARKS due to disorder-to-order
transitions (Step 1; Figure 1). As done previously for
Aβ-peptides [64], we perform atomistic umbrella sam-
pling MD simulations to quantify the changes in the
relative binding strengths (or Potential of Mean Force;
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FIG. 1: Visual summary of the multiscale computational approach employed in this work and divided into 4 steps explaining how the
information from each step flows into the other steps. Step 1: Atomistic potential of mean force calculations (using Umbrella Sampling)
are performed (for the different FUS short peptides that can undergo disorder-to-order transitions) to compare the free energy of binding

when the sequences remain disordered vs. when they are structured. Step 2: With the information of the relative binding strength
obtained in Step 1, the Mpipi coarse-grained model [63] is used to investigate the effect of increased PLD-PLD interactions in the

interfacial free energy, molecular contacts and droplet organisation of FUS condensates. We find that strengthened PLD–PLD
interactions drive the exposure of positively charged RGG2 and RGG3 domains to the droplet interface, thus, lowering their surface

tension. Step 3: We develop a tailored minimal protein model to investigate FUS condensation in much larger system sizes (i.e., more
than 20 times larger than with the Mpipi model). We design our tailored model based on the results from Steps 1 and 2, and observe the

formation of steady-state multiphase FUS architectures. Finally in Step 4, we design a dynamic algorithm where instead of starting
from a fixed concentration of structured vs. disordered FUS proteins, the disorder-to-order transitions spontaneously emerge over time
depending on the protein concentration environment, and swapping the identity of proteins from being disordered to structured (with
the same parameters as in Step 3) according to the PLD local coordination number. With this approach, nonequilibrium multiphase

condensates are also observed consistent with findings of Step 3.
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PMF) among LARKS peptides when they are disor-
dered versus when they stack to form the kinked β-sheet
structures resolved crystallographically (Figure 2a) [19].
Following Ref. [65], we compute the inter-molecular
binding strengths for three different FUS LARKS se-
quences (SYSGYS, SYSSYGQS, STGGYG) using two
different force fields: a99SB-disp [66] (Figure 2) and
CHARMM36m [67] (Figure S1). For each case, we cal-
culate the free energy cost of dissociating a single pep-
tide from a system containing four identical peptides.
Four peptides is the smallest system size that considers
the energetic cost of breaking both the step–step inter-
actions and the peptide–peptide interactions within one
step (i.e., there are two interacting peptides at each step
of the ladder) upon single peptide dissociation.

Independently of the force field used, the energetic
cost of dissociating one of the peptides is ∼four–eight
times larger when these display canonical stacking, form-
ing kinked β-sheet structures with two LARKS per step,
versus when they are disordered. That is, when the
four LARKS remain fully disordered, their binding in-
teraction strengths is weak (∼2–8 kBT ), which suggests
that thermal fluctuations can frequently break these in-
teractions (Figure 2b–d and Figure S1). In contrast,
when the LARKS peptides form β-sheets, the interaction
strength increases by 15–40 kBT in total, depending on
the LARKS sequence (Figure 2b–d and Figure S1). The
increase is most noticeable in the SYSSYGQS system,
likely due to the presence of Glutamine (Q); i.e., within
the β-sheet structure Q exhibits an ideal orientation to
act as an additional sticker by interacting strongly with
both Serine (S) and Tyrosine (Y) [68]. A summary of
the relative interaction strengths for the three LARKS
sequences is provided in Figures 2e and S1d.

Overall our atomistic simulations suggest that the
inter-molecular interactions among PLDs within a FUS
condensate would be significantly strengthened upon for-
mation of LARKS fibrillar-like ladders. However, in
agreement with experiments, we find that the strength
of interaction among such ordered LARKS is only suf-
ficiently strong to sustain reversible hydrogels that dis-
solve upon salt treatment or heating, but not irreversible
amyloids [19]. Irreversible amyloid fibrils would re-
quire larger binding energies, e.g. of the order of 50-80
kBT [19, 64, 69].

Based on the striking differences in the binding
strength between FUS LARKS with β-sheets and those
where the peptides remained fully disordered, we next
investigated if a binary protein mixture composed of
two distinct FUS conformational ensembles (i.e., with or-
dered versus with disordered LARKS) within the same
condensate might give rise to a multiphase condensate
morphology. In other words, we asked if two-phase coex-
istence within a single-component FUS condensate could
emerge when a fraction of the FUS proteins have transi-
tioned from having fully disordered PLDs to having PLDs
that form inter-protein cross-β-sheets).

Strengthening of PLD interactions dramatically
transforms the molecular organization of FUS

condensates

To determine the mesoscale implications of strengthen-
ing selected inter-protein bonds due, for instance, to an
inter-molecular disorder-to-order transition, we perform
amino-acid resolution coarse-grained simulations. In par-
ticular, we ask if such strengthening can give rise to FUS
condensates with sufficiently different mesoscale proper-
ties from those of FUS condesates with standard interac-
tions.

First, we use our Mpipi residue-resolution coarse-
grained model [63] (Step 2; Figure 1), which recapitulates
experimental phase separation propensities of FUS mu-
tants [10], to characterize the molecular organization of
single-component FUS condensates with standard (i.e.,
fully disordered and weakly interacting) PLD regions.
Next, to probe the differences in the phase behavior of
FUS proteins with PLDs that establish stronger inter-
protein interactions, we increase the PLD–PLD interac-
tions as suggested by our atomistic PMFs, to approxi-
mate one of the key repercussion of inter-protein β-sheet
formation. A representation of these residue-resolution
coarse grained models for FUS are shown in Figure 3a,
with the 526-residue FUS polypeptide chain sectioned
into its PLD region (residues 1–165), three disordered
RGG rich regions (RGG1: residues 166–267; RGG2:
residues 371–421; and RGG3: residues 454–526), and
two globular regions (an RNA-recognition motif (RRM):
residues 282–371; and a zinc finger (ZF) domain: residues
422–453).

For each of these coarse-grained parameterizations,
we conduct residue-resolution direct coexistence simu-
lations [70–72] of tens of interacting full-length FUS
molecules, and estimate the influence of modulating the
inter-molecular interactions among PLDs on FUS phase
separation (Step 2; Figure 1). The direct coexistence
method enables simulating a protein-enriched condensed
liquid phase in contact with a protein-poor diluted-liquid
phase in one simulation box and, thus, can determine
whether a system phase separates at a given set of con-
ditions.

Consistent with previous observations [73], FUS con-
densates formed by standard proteins with fully disor-
dered PLDs display a homogeneous molecular architec-
ture (Figure 3c,g) (i.e., all FUS domains are randomly
positioned throughout the condensate). In contrast,
FUS condensates containing strengthened PLD–PLD in-
teractions (Figure 3d,h) exhibit a micelle-like heteroge-
neous organization with a PLD-rich hydrophobic core
and a charge-rich interface; i.e., the positively charged
RGG2 and RGG3 regions are effectively exposed to the
solvent. As a result, the surface tension (γ) of FUS
condensates with strengthened PLD–PLD interactions
(γ = 0.06± 0.04mJ/m2) is considerably lower than that
of the condensates formed by standard FUS proteins
(γ = 0.32 ± 0.06mJ/m2). Consistently, FUS conden-
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FIG. 2: Disorder-to-order transition strengthens inter-molecular interactions among FUS LARKS. (a) Schematic of atomistic PMF
simulations of LARKS-forming peptides in their disordered (magenta) and ordered states (green). The starting configurations for all
simulations consisted of four stacked peptides. PMFs are calculated by estimating the free energy needed to remove one peptide (the

‘dissociating’ peptide) from the stack as a function of the centre of mass (COM) distance. The example shown is the peptide SYSGYS
(PDB code: 6BWZ). (b–d) Plots of PMF versus COM for homotypic pairs of FUS LARKS-forming peptides SYSGYS (PDB

code: 6BWZ), SYSSYGQS (PDB code: 6BXV) and STGGYG (PDB code: 6BZP), respectively, before (magenta) and after (green)
undergoing the disorder-to-order structural transition. For the SYSGYS and STGGYG ordered systems, the PMFs display two barriers
each (i.e., at COM distances of 0.7–0.8 and of 1.2–1.3 nm, respectively), which are contributed by the desolvation energy (primary and

secondary shells) and the steric repulsion among the dissociating peptide and the remaining stacked peptides. In contrast, independently
of the force field used (see Figure S1), the SYSSYGQS ordered system does not present noticeable steric repulsion among the

dissociation path, and consistently, does not show energetic barriers at increasing values of the COM distance. Statistical errors, mean ±
standard deviation, are shown as bands; obtained by bootstrapping the results from n = 5 independent simulations. (e) Variation in the

free energy minimum (as obtained from the profiles in panel b–d)).

sates with strengthen PLD–PLD interactions can stabi-
lize multiple droplets in the same simulation box (Fig-
ure 3d,h), as observed previously for condensates with a
surfactant-rich interface [50].

Presence of distinct FUS structural ensembles
supports the formation of hollow
liquid-core/gel-shell condensates

To investigate the phase behaviour of a multicompo-
nent condensate that contains both FUS proteins with
fully disordered PLDs (termed ‘disordered’ FUS herein)
and FUS proteins where the PLDs form inter-protein
cross-β-sheets (termed ‘ordered’ FUS herein), we devel-
oped a minimal model (Step 3; Figure 1). A minimal
model significantly reduces the degrees of freedom of
the system, and hence the computational cost, while re-
taining essential physicochemical information. Such a
reduction is required because simulations of multicom-
ponent condensates must consider a larger number of
proteins (∼103) than those of single-component systems
to address the additional finite-size effects associated
with approximating the overall composition of the system

(i.e. the relative number of copies of each component).
In this new minimal model, full-length FUS proteins

are each represented as a chain of 20 beads (i.e., 6 beads
for FUS-PLD, and 14 beads for the RGG1, RRM, RGG2,
ZF, and RGG3 regions). To distinguish between dis-
ordered and ordered FUS proteins, our minimal model
considers the following three key physicochemical differ-
ences between the ordered and disordered FUS proteins,
based on the results from our atomistic and residue-
resolution simulations: (1) While disordered FUS pro-
teins are modelled as fully flexible chains, we increased
the local rigidity among PLD beads within ordered FUS
proteins to mimic the structural effect of cross-β sheet
formation. (2) We parameterize the strengths of inter-
actions among pairs of ordered and disordered FUS do-
mains differently. In each case, we set the strength of
interactions among individual FUS regions (e.g., PLD–
PLD, PLD–RGG1, RGG1–RGG1, etc.) using the rela-
tive frequencies of interactions obtained in their respec-
tive residue-resolution simulations; i.e., the disordered
FUS minimal model according to the contact maps of the
single-component standard FUS simulations (Figure 4a),
and the ordered FUS model based on the contact maps of
our single-component FUS simulations where the PLD–
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FIG. 3: Strengthened PLD interactions give rise to multiphase condensate organization in coarse-grained molecular dynamics
simulations. (a, b) Residue-resolution coarse-grained models for FUS with fully disordered PLD (panel a) and with ordered PLD (i.e.,
with cross-β-sheet elements in the PLDs) (panel b). Representative snapshots of FUS replicas, as obtained via direct coexistence MD

simulations, are shown. Amino acid beads are colored according to the domains of FUS, with one bead representing each amino
acid: PLD (residues 1–165): magenta (panel a) or green (panel b); RGG1 (residues 166–284): cyan; RGG2 (residues 372–422) and RGG3
(residues 454–526): ochre, RRM (residues 285–371) and ZF (residues 423–453): dark blue. The single-protein radius of gyration (Rg) of

FUS within the dilute phase (and therefore with reference PLD-PLD interactions) at the same conditions of the rest of simulations
(T ∼ 0.9Tc) is also included. (c, d) Snapshots of direct coexistence simulations with reference interaction strengths among PLDs (panel

c) and increased interactions strengths among PLDs (panel d) The simulation box sides included in panel d also apply for panels c, g and
h. 48 FUS proteins were included in the simulations. Color code as in panel a and b. (e, f) Frequency of contacts between FUS domains
within condensates for simulations with standard interaction strengths among PLDs (panel e) and increased interactions strengths among
PLDs (panel f). Heatmaps are color coded and scaled from white to dark blue. The statistical uncertainty in the fraction of molecular
contacts is 0.01. (g, h) Normalized density of charged (yellow) and uncharged (blue) species across the long side of the simulation box
estimated over the coarse-grained equilibrium ensemble for simulations with standard interaction strengths among PLDs (panel c) and

increased interactions strengths among PLDs (panel d). Density uncertainty corresponds to a 5%. The snapshots from direct coexistence
simulations (bottom) are the same as in panel c and d, but now colored-coded according to the charge state of the amino acid residues.
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PLD interactions were increased based on our atomistic
results (Figure 4b). (3) To recover the lower surface ten-
sion we observed in our residue-resolution simulations for
single component ordered FUS condensates, we assign
a higher hydrophilicity to the charged-rich FUS regions
(i.e., RGG1, RGG2 and RGG3 regions) than to the other
FUS domains, and incorporate a compatible minimal ex-
plicit solvent model. As a test, we run two separate sim-
ulations of single-component FUS condensates, one using
the minimal model for ordered FUS and the other using
the minimal model for disordered FUS (Figure S7). This
test reveals that the minimal model is able to recapitu-
late both the micelle-like (for ordered FUS) and homo-
geneous (for disordered FUS) condensate organisations
that we predicted with the residue-resolution simulations
using similar system sizes and simulation conditions (Fig-
ure S7).

Using these two minimal FUS protein models, we now
perform direct coexistence simulations of a mixture of
50 mol % ‘disordered’ FUS proteins and 50 mol% ‘or-
dered’ FUS proteins in explicit water/solvent. By start-
ing from a homogeneous mixed phase (Figure 4c), the
system readily demixed into a phase-separated conden-
sate with an inhomogeneous organization (Figure 4d).
Evaluation of the density profile of the steady-state sys-
tem reveals the formation of a liquid-core/gel-shell (i.e.,
hollow) multiphase condensate architecture; i.e., conden-
sates are hierarchically organized with a low-density core
phase, made up by ‘disordered’ FUS proteins, which is
surrounded by a high-density shell composed of ‘ordered’
FUS species (Figure 4e). The lower density of the in-
ner FUS phase with disordered PLDs is evident from its
higher water content. Our simulations further reveal that
FUS proteins in the outer shell are less mobile than in the
inner core, as gauged by their reduced mean squared dis-
placement (Figure S3). We verified that variations in the
stoichiometry of the disordered FUS proteins versus or-
dered FUS proteins (Figure S5), as well as in the simula-
tion system size and box shape (Figure S8), barely affect
the organization of the liquid-core/gel-shell multiphase
condensates. Together, our simulations predict that a
FUS condensate that contains both a population of pro-
teins that remain fully disordered and bind weakly, and
of proteins that establish strong PLD–PLD interactions
(i.e. due to the ordering and stacking into kinked cross-
β-sheet fibrillar-like LARKS ladders) can self-assemble
into a multiphase architecture.

Ageing simulations predict multiphase condensate
formation from single-component systems

The highly concentrated environments of biomolecular
condensates may serve as seeding grounds for disorder-to-
order transitions that occur in FUS-PLD LARKS (Step
4; Figure 1), or other mechanisms that produce local en-
hancement of inter-protein interactions. To gain deeper
insights into the mechanism of FUS multiphase conden-

sate formation and ageing, we next developed a dy-
namical algorithm that approximates the effects (i.e.,
strengthening of inter-protein bonds, local protein rigidi-
fication, and changes in the molecular organization of the
condensed phase) of the gradual accumulation of inter-
protein β-sheet structures in a time-dependent manner
and as a function of the local protein density. Rather
than imposing a fixed concentration of ‘disordered’ and
‘ordered’ FUS proteins in the simulation a priori (as done
in the previous section), this algorithm enabled us to
study the spontaneous emergence of multiphase FUS con-
densates during ageing.

We again perform direct-coexistence simulations us-
ing our minimal FUS protein model, but now starting
from a system containing 100% FUS with disordered
PLDs and explicit solvent. As time progresses, our dy-
namical algorithm triggers disorder-to-order transitions
within the PLD of FUS when high local fluctuations of
protein densities are found within the condensate (Fig-
ure 5a). Specifically, transitions of LARKS into kinked
cross-β-sheets are enforced and recapitulated by modu-
lating the binding interaction strength of PLD–PLD in-
teractions by a factor of eight (according to our atomistic
PMF simulations) when a PLD is in close contact with
four other PLDs and still possesses enough free volume
around it to undergo a disorder-to-order structural tran-
sition (i.e., solvent-mediated) [74, 75] (see SI Appendix
for justification and details). An important feature of this
dynamic algorithm is that it allows us to explore ageing
as a nonequilibrium process where the strength of inter-
protein interactions in the system is non-conservative (i.e.
transitions from the strongly-interacting ordered-LARKS
state back to the weakly-binding disordered state are for-
bidden).

Triggering the dynamic algorithm drives the initially
homogeneous condensate to adopt a nonequilibrium mul-
tiphase architecture with a high-density outer shell and a
low-density inner core (Figure 5b–c). The resulting mul-
tiphase architecture is equivalent to the one obtained in
the previous section, when combining ordered and dis-
ordered FUS proteins at fixed concentrations (c.f., Fig-
ure 4). Comparing the phase diagram (in the plane
of reduced temperature versus density) of a standard
FUS condensate (i.e., with fully disordered FUS proteins;
static algorithm) with that of a FUS condensate that has
aged progressively over time (i.e., simulated with our dy-
namical algorithm) reveals only a moderate increase in
the global density of the condensate upon ageing, but al-
most no change in the maximum temperature at which
phase-separation is observed (Fig. S6).

Regarding the ageing mechanism, our dynamic algo-
rithm predicts an initial steep increase in the rate of
disorder-to-order transitions for FUS inside the conden-
sate due to the high probability of local high-density fluc-
tuations (Figure 5c inset and phase diagram in Fig. S6).
Once the multiphase condensate begins to form, the rate
of emergence of structural transitions decays rapidly, un-
til a quasi-dynamically arrested state is reached. The
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FIG. 4: A disorder-to-order transition within PLDs drives multiphase organization in FUS condensates. (a, b) Minimal coarse-grained
models for FUS with fully disordered PLDs (panel a) and with ordered PLDs (i.e., with cross-β-sheet elements in the PLDs) (panel b).
Representative snapshots of FUS replicas, as obtained via direct coexistence MD simulations, are shown. Here one bead represents 26

amino acids. PLD: magenta (panel a) or green (panel b), RGG1, RRM, RGG2, ZF, RGG3: light magenta (panel a) or light green (panel
b). Solvent (water) is depicted by blue beads. The radius of gyration (Rg) of the minimal FUS coarse-grained protein in the dilute phase

is ∼3.5 σ (see information about reduced units in the Supporting Information (SI) Appendix) . (c, d) Snapshots of direct coexistence
simulations of a mixture of 50% FUS proteins with fully disordered PLDs and 50% FUS proteins with cross-β-sheet elements in their
PLDs and explicit solvent. The initial state is shown in panel c and the final state in panel d. 1088 FUS proteins were included in the

simulations. (e) Density profile (in reduced units) of FUS species and explicit solvent across the long side of the simulation box
estimated over the coarse-grained equilibrium ensemble (as obtained in panel d). FUS proteins with fully disordered PLDs: magenta;

FUS proteins with ordered PLDs (i.e., with kinked cross-β-sheets): green, solvent (water): blue.

dominant factor slowing down the rate of structural tran-
sitions comes from the formation of the low-density inner
core; i.e., the lower densities in such a region significantly
decrease the probability that clusters of four or more pep-
tides would form. As the multiphase architecture con-
solidates even further, a slight speed up to the rate of
transitions comes from the increasing numbers of ordered
FUS proteins that become available at the newly formed
shell–core interphase. These exposed ordered proteins
can target disordered proteins from the low-density phase
and drive them to undergo disorder-to-order transitions.
However, the latter speed up is frustrated by the slower
dynamics of the ordered FUS proteins, and by the steric
barrier that FUS domains adjacent to the ordered PLD
regions pose; or alternatively when significant modifica-
tions to the parameter set of the dynamic algorithm con-
trolling the emergence rate of structural transitions are
applied (Figure S4).

Formation of liquid-core/gel-shell versus
gel-core/liquid shell condensates

While FUS forms hollow condensates (Fig. 5b)—
with a liquid-core/gel-shell architecture—we reasoned
that other proteins may form different steady-state mul-
tiphase architectures combining gels and liquids. In other
words, the specific ordering of the gel phase as the outer
layer in FUS emerges from its amino acid sequence and

the molecular organization of the various FUS domains
inside its gel phase—i.e., as strong LARKS–LARKS
bonds form, the charged-rich RGG regions of FUS are
pushed towards the surface of the gel, making the gel
more hydrophilic than the inner liquid core.

To investigate how the liquid and gel phases may or-
ganize in condensates formed by other proteins beyond
FUS, or in FUS undergoing a different ageing mecha-
nism, we let the surface of the gel to be equally (or
less) hydrophilic than that of the liquid-like condensed
phase. For this, we devise a set of control simulations
where we now define all domains within our minimal pro-
tein model as equally hydrophilic. Using this model (see
parameterization in Table 1 and 2 of the Methods Sec-
tion), we perform two types of direct coexistence simula-
tions: (1) for a system where we mix a priori 50% of fully
’disordered’ proteins with 50% ‘ordered’ proteins with
structured LARKS, and (2) for a system that is formed
initially by 100 mol% ‘disordered’ proteins and where a
protein region can dynamically undergo disorder-to-order
transitions (as in Figure 5). Importantly, these new sim-
ulations predict that the condensates will now exhibit a
nonequilibrium multiphase gel-core/liquid-shell arquitec-
ture (Figure 6a); i.e., where the gel-like aged phase is now
preferentially located in the core and the liquid forms an
outer shell around it. These simulations suggest that the
specific ordering of the gel and liquid phases is deter-
mined by the relative hydrophilicity of the coexisting gel
and liquid phase surfaces. Given equal hydrophilicity of
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FIG. 5: An ageing model predicts multiphase FUS condensates.
(a) Schematic illustration of the dynamical algorithm for

triggering disorder-to-cross-β-sheet transitions in the minimal
coarse-grained model of FUS. This algorithm fosters

disorder-to-order transitions by increasing the PLD–PLD
interaction strengths by a factor of 8 (according to our atomistic

PMF simulations) when FUS-PLDs are in close contact with
other four other PLD-FUS domains and still possess enough

surrounding free volume to undergo the transition into kinked
cross-β-sheets. PLD: Magenta or green; RGG1, RRM, RGG2, ZF,
RGG3: light magenta or light green. Solvent (water) is depicted

as blue beads. (b) Snapshot of direct coexistence simulations
using the dynamical algorithm at a quasi-equilibrium state after

structural transitions have saturated. (c) Density profile (in
reduced units) of FUS species and explicit solvent across the long

side of the simulation box estimated over the coarse-grained
quasi-stationary state (as obtained in panel b). Inset: Number of

structural transitions in FUS-PLD domains as a function of
simulation time (t∗). The plateau region was used to calculate the
snapshots and density profiles in panel b and c, respectively. FUS
proteins with fully disordered PLDs: magenta; FUS proteins with

ordered PLDs (i.e., with kinked cross-β-sheet elements): green;
solvent (water): blue.

both gel and liquid surfaces, the gel, unsurprisingly, ac-
cumulates at the core due to the stronger protein–protein
interactions that sustain it, and the lower surface tension
of the liquid-like phase with the surrounding solvent [50].

Ageing of condensates that start as single-component
liquid-like systems and transition into multiphase archi-
tectures can be promoted not only by disorder-to-order
structural transitions, but also by other changes that
strengthen the protein–protein interactions over time;
e.g. in the microenvironment (e.g. pH, salt, pressure),
in the patterns of post-translational modifications, or
in the condensate composition. Regardless, the inter-
play between the timescales of protein self-diffusion and
the accumulation of disorder-to-order transitions (or the
key factor strengthening biomolecular interactions) de-
termines the properties of the aged condensate, and can

give rise to a wide-range of steady-state morphologies
and architectures, beyond those considered here. Grad-
ual maturation of solid-like condensates from liquid-like
droplets due to disorder-to-order transitions or protein
aggregation, as those reported in Refs. [11, 15–23], re-
quires that the timescales of protein self-diffusion are
the fastest. That is, when protein diffusion is slower
(or comparable) to the rates at which disorder-to-order
transitions occur, we expect to observe the formation a
kinetically-arrested nuclei that grows into an aspherical
solid-like structure. Ageing of liquid condensates into
the liquid-core/gel-shell or gel-core/liquid-shell architec-
tures we report here, also necessitates that the rate of
accumulation of stronger protein–protein interactions is
slower than the timescales of protein self-diffusion. Im-
portantly, relative experimental β-sheet transition barri-
ers suggest typical timescales of the order of hundreds of
nanoseconds [76–78], protein self-diffusion timescales are
of the order of hundreds of milliseconds [79], and fluc-
tuation timescales of high-density protein concentration
gradients which lead to gradual rigidification of phase-
separated condensates are in the range of minutes [33].

CONCLUSIONS

In this study, we explore the formation of liquid-
core/gel-shell and gel-core/liquid-shell multiphase archi-
tectures in single-component protein condensates. Com-
bining atomistic simulations with coarse-grained simula-
tions at two resolutions, we predict that an equilibrium
homogeneous single-component protein condensate can
age into a nonequilibrium multiphase condensate, where
a liquid-like phase is in coexistence with an arrested gel-
like phase, due to the advent over time of imbalanced
homotypic protein–protein interactions. Strikingly, our
simulations propose that such critical imbalanced inter-
actions can emerge intrinsically within single-component
protein condensates—i.e., even in the absence of chemical
modifications or external stimuli—from a gradual accu-
mulation of inter-protein β-sheets. We further find that
the specific ordering of the liquid-like and gel-like phases
in the condensate is dictated by the molecular organisa-
tion of proteins within each of the two different coexisting
phases, because that modulates the properties and inter-
facial free energies of the various interfaces involved (i.e.,
condensate-solvent and gel-liquid).
During the ageing of single-component FUS conden-

sates, we find that accumulation of disorder-to-order
structural transitions among the PLDs, which give rise to
inter-protein β-sheet ladders, can sufficiently enhance the
strength of PLD–PLD interactions and drive the trans-
formation of the condensate into a nonequilibrium liquid-
core/gel-shell multiphase architecture. Furhtermore, we
observe that despite the inner liquid-like core and outer
arrested gel-like shell being composed of chemically-
identical FUS proteins (i.e., only distinguished by the
structure of their PLDs and, hence, strength of PLD–
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FIG. 6: Equal hydrophilicity for structured and disordered PLD FUS proteins causes gel-like phase to relocate to the core of
multi-phase condensates. Final state comparison between a control simulation with the dynamical algorithm (a) where we set the same

solvent–protein interactions regardless of protein type (for both ordered and disordered PLDs) and (b) the dynamical algorithm
simulations from Figure 5 where FUS with ordered PLDs present lower surface tension due to the exposure of their RGG regions to the
interface of the droplets. Left: Schematic illustration of solvent–protein interactions. Right: (a) Snapshot of the quasi-equilibrium state
of a Direct Coexistence simulation where fully disordered FUS and FUS with ordered PLDs exhibit equal hydrophilicity (i.e. they have

the same affinity for water.) (b) Snapshot of the quasi-equilibrium state of a Direct Coexistence simulation where FUS with ordered
PLDs have a preferential interaction with water, and thus, a higher hydrophilicity.

PLD interactions), each phase exhibits strikingly differ-
ent molecular organisation. That is, the liquid-like low-
density phase at the core of the FUS multiphase con-
densates is structurally homogeneous as it is sustained
by weak and transient interactions among FUS proteins
that can diffuse freely across the whole phase. By con-
trast, the molecular organization of the arrested gel-like
high-density FUS shell is heterogeneous; i.e., PLD re-
gions form a hydrophobic core due to strengthened PLD–
PLD interactions that form kinked cross-β-sheets, and
the charge-rich RGG2 and RGG3 domains preferentially
expose their positively charged side chains to the solvent.
Consistently with the liquid-core/gel-shell architecture,
we observe that the FUS gel phase has a more hydriphilic
interface, due to its higher surface charge density, than
the liquid phase. In contrast, in protein systems where
the gel phase has equal or lower hydrophilicity than the
liquid, we predict the condensates will form instead a
nonequilibrium gel-core/liquid-shell architecture, as that
organization increases the enthalpic gain for condensate
formation and lowers the surface tension of the overall
system.

Importantly, our findings suggest that the forma-
tion of disorder-to-order protein structural transitions,
hence molecular scale processes, can modulate mesoscale
phase behavior of protein condensates and lead to the
emergence of nonequilibrium multiphase architectures in
single-component protein systems during ageing. This
finding is significant as it demonstrates that multipha-

sic organization can arise not only from multicomponent
systems that contain two or more different molecular en-
tities (e.g., two different biomolecules), but also from a
single-component system that is driven out of equilib-
rium by the intrinsic onset of imbalanced inter-molecular
forces. While in our example, imbalanced inter-molecular
interactions are introduced by distinct FUS structural
ensembles (FUS-PLD in a fully disordered versus an or-
dered state), there are several other scenarios from which
heterogeneity can arise (e.g., amino-acid sequence mu-
tations, application of mechanical forces [16], and post-
translational modifications [53]). The ability of imbal-
anced inter-molecular forces to drive single-component
mixtures towards complex nonequilibrium architectures
has been recently demonstrated for a solution of chiral
tetramer model molecules that can transition between
two enantiomeric states and form steady-state arrested
microphase domains [80]—akin to the nonequilibrium
aged multiphase condensates we report here for naturally
occurring proteins.

The prediction that nonequilibrium multiphase con-
densates can emerge from single-component protein sys-
tems is interesting from a fundamental point of view,
as it highlights how structural disorder-to-order transi-
tions can give rise to significant physicochemical diver-
sity within a condensate without changing the chemical
make up of its biomolecular components. We speculate
that such transformations in single-component systems
may have wide-spread physiological and pathological im-
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plications; for example, in the establishment of core–shell
structures (e.g., in stress granules) [38], in the formation
of multilayered compartments of the FUS-family pro-
tein TDP-43 with vacuolated nucleoplasm-filled internal
space [42], or other hierarchically organized subcellular
condensate structures where molecules may undergo a
structural change or experience some other chemical or
physical alteration [46].

More broadly, the multiscale modelling strategies de-
veloped in this study can be extended to probe the
underlying thermodynamic mechanisms and kinetics of
other complex equilibrium and nonequilibrium conden-
sate architectures, and contribute to shed light on how
molecular-level features influence the properties of com-
partments in cellular function and dysfunction.

METHODS

In this work, we develop a multiscale approach to con-
nect fine atomistic features of proteins to the process of
condensate ageing. Our method combines descriptions of
proteins at three levels of resolution: (1) Atomistic PMF
simulations of interacting peptides using two different
force fields (a99SB-disp [66] and CHARMM36m [67]), (2)
sequence-dependent coarse-grained simulations of phase-
separated protein condensates [63], and (3) a tailored-
made minimal model of dynamically ageing condensates
where the inter-molecular forces among proteins are non-
conservative. Our MD simulations of condensates are
done with the Direct Coexistence Method, which sim-
ulates the condensed and diluted phases in the same
simulation box separated by an interface. Full details

on the atomistic potential of mean force simulations,
residue-resolution coarse-grained model and Direct Co-
existence simulations, estimation of the number of molec-
ular contacts, minimal coarse-grained model, dynamical
algorithm and local order parameter, as well as the sim-
ulation details for all resolution models are provided in
the SI Appendix
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