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Gibbs sampling algorithm for the AIDS example

1. update 0 = (900,901,910,911,920,621,630,631)T3 with pI‘iOI‘ for @ ~ N(O,CO . I) y the
conditional posterior is N (py, 3p) with
N
%, = ¢l I+ XIST'RISX;
=1

N
py = oY XISTR7ISTNY - Ziby),
i=1

where Z; is a n; x 1 vector of ones, X; = (X;1, . .., Xin, )T is the design matrix in the mean
with x;; = (1,d;, 55, d; - t5;, dose;, d; - dose;, dosegt};, d; - dose;ty;) " and t}; = (t;; —1)/13.

2. update b;: with b; ~ N(0,07), the conditional posterior of b; is N (i, Uli) with

0,7 = 0,°+Z;S;'R;'S;'Z;

w, = 03, ZiS;TRTISTH(Y, — X,0)
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3. update o7: with o7 ~ Inverse-Gamma(ay, as), the conditional posterior of o7 is
N
Inverse-Gamma(a; + N/2,as + Z b?/2)
-~ o~ ~ ~T ~ ~T . . ~
4. update 7, ¥;: Let 4, = (£5,%,)" and 4, = (&1, v, ). With prior 4, ~ N(0,%,, =
{ 103 ' I2><2 02><10 ‘|>, ’?1 ~ N(Oaz’n _ |: 103 : I2><2 02><10

we use a ran-
010x2 030110x10 010x2 0'3,1110><10 ])’
dom walk Metropolis algorithm to sample from the conditional posterior

N
i=1

N
IR exp(=0.595 £,/ 40 — 0591 2,!4,)
i=1

with the restriction g;; < 0. Note that here R; needs to be updated accordingly.

5. update «p, ay: With prior oy ~ N(0,¢p), ay ~ N(0,¢p), we use a random walk

Metropolis algorithm to sample from the conditional posterior

N
flag,a1) o exp {—0.5 D (Y —Xi0 — Z:b;) SRS (Y — X0 — Zibi)}
=1

N
[T 1S:I " exp(—0.502/co — 0.503 /cy).

=1

Note that here S; needs to be updated accordingly.

6. update o2 : with o2 ~ Inverse-Gamma(ay, az), the conditional posterior of o2 is

N
Inverse-Gamma(a; + K/2, as + Z 1}3/2),

=1

where K is the number of knots in the penalized splines and 12)1.

7. update o2 : with o ~ Inverse-Gamma(ay, az), the conditional posterior of o2 is

N
Inverse-Gamma(a; + K/2, as + Z {Z)i/?),

where K is the number of knots in the penalized splines.
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8. Update the marginal covariate effects. Sample P(D = d; | dose; = 1) and P(D =
d; | dose; = 0) separately from Dirichlet(1,...,1). The marginal covariates effects are
approximated as follows: the marginal intercept is 3y = ZN‘) P(D = d; | dose; =
0)(6oo + 6o1d;), the marginal main time effect is §; = ZNO P(D = d; | dose; = 0)(010 +
011d;), the marginal main dose effect is Gy = vazllP(D = d; | dose; = 1)(0po +
Oo1d; + 020 + O21d;) — Po and the marginal interaction bewteen dose and time effects is

ZNl P(D = d; | dose; = 1)(019 + 011d; + O30 + 031d;) — 1, where Ny and N; are

sample sizes in the high and low dose groups, respectively.



