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Abstract 

 

 Pseudomonas aeruginosa is the leading cause of nosocomial infection in the UK and 

recognised as a critical priority pathogen in need of new antibiotics by the World Health 

Organisation. Its large genome allows it to adapt to a vast range of ecological niches meaning 

it is found almost ubiquitously in the environment, but as an opportunistic pathogen it poses 

almost no threat unless an individual is immunocompromised. P. aeruginosa causes a myriad 

of infections to burn, cancer, ventilated, and AIDS patients amongst many others. However, it 

is most associated with cystic fibrosis sufferers, colonising the lungs on average by 1yr of age 

and progressing to be the dominant infectious pathogen in the lungs for life. It is the leading 

cause of mortality in CF patients with ~80% dying from P. aeruginosa related lung failure.  

 

 P. aeruginosa is a multi-drug resistant pathogen with many intrinsic and acquired forms 

of resistance that can result in a cycle of infection, inflammation, tissue damage and scarring 

that ultimately results in lung failure. Without the development of any new commercial 

antibiotics for over 30 years focuses have shifted in the scientific literature to identifying new 

approaches to tackle infectious diseases. Targeting virulence factors poses many potential 

benefits, such as lower selection pressure driven resistance, shorter treatment times when used 

in conjunction with antibiotics, and preservation of gut microbiota to list just a few. P. 

aeruginosa has a large arsenal of virulence factors it uses to cause infections and the two major 

factors studied in this project are the type III secretion system and swarming motility.  

 

 During this project rational in silico drug discovery methods were used to identify small 

molecule inhibitors of ExsA, the master transcriptional regulator of the type III secretion 

system. The molecules were ordered from the Enamine and the NCI Diversity Set V libraries. 

Some small molecules were identified that bound to, but did not prevent activity of ExsA, and 

others that protected A549 lung epithelial cells in vitro from P. aeruginosa  mediated 

cytotoxicity, but not by inhibition of ExsA. Upon further investigation it was found that phenyl 

piperazine molecules improved survival in vivo of Galleria mellonella in acute infection 

models by inhibiting the swarming activity of P. aeruginosa. How or if there is a link between 

the selection of compounds to inhibit ExsA and the inhibition of swarming is unknown, 

however the work in this project shows that phenyl piperazine molecules inhibit the expression 

of flagella under swarming conditions most likely by targeting a Class III or IV regulator in the 



 
 

swarming regulatory hierarchy. This chemical class has therapeutic potential to be used as an 

anti-virulence treatment against P. aeruginosa infections and a full chemical assessment of the 

scaffold should be completed to move forward with patenting these compounds.    
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Chapter 1 
 

Introduction  
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1.1 Antimicrobial resistance and its global threat  

 

1.1.1 Ancient resistance  

Antibiotic resistance is a topic much misunderstood by the general public, but it is a 

problem that has been faced from just a few short years after the introduction of antibiotics to 

clinical medicine[1, 2]. This is not to suggest that the development of commercial antibiotics 

began antibiotic resistance, it has in fact existed for millennia and therefore long before 

Fleming’s discovery of penicillin. The majority of antibiotics are naturally derived from 

bacteria and fungi that use them as a form of weaponry in the competition for resources. 

Microbes have therefore also needed to develop sophisticated defence mechanisms to combat 

these antibiotics and ensure survival. When a microbe develops resistance to a once effective 

treatment it is known as antimicrobial resistance (AMR). Antibiotic resistance is a subset of 

AMR referring specifically to bacterial resistance to antibiotic treatments. Genomic analysis of 

ancient bacteria found in permafrost and other preserved locations demonstrates this ancient 

origin of AMR, finding genes associated with resistance long before the clinical introduction 

of infection medicines[3, 4].  

 

Bacterial resistance comes in two forms, intrinsic and acquired. Intrinsic resistance is 

due to innate physical or functional characteristics that enable them to evade an antibiotic 

mechanism of action[5]. Acquired resistance may stem from spontaneous mutation or horizontal 

gene transfer of mobile genetic elements[6–8]. The most common acquisition of resistance is via 

horizontal gene transfer between microorganisms where conjugation, transformation and 

transduction allow sharing of genetic material that can result in a myriad of defence 

mechanisms. These include the manipulation of drug targets, reduced permeability, improved 

efflux, alterations to cellular metabolic pathways and deactivating enzymes[8, 9].   

 

1.1.2 Accelerating the rate of resistance 

The famous discovery of penicillin in 1928 by Alexander Fleming marked the 

beginning of 60 years of antibiotic discovery that revolutionised medicine by making 

previously lethal infections easily treatable. Antibiotic use today is largely taken for granted 

however, it has now been 30 years since the introduction of a new antibiotic for use in the clinic 

(see figure 1.1) and AMR has risen sharply over these decades, presenting one of the most 

challenging threats to global health today. Over-prescription, misuse, prevalence of use in 
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livestock farming, and the expansion of an immunocompromised population have all 

contributed to the accelerated rate of resistance[10].  

 

Hospitals are an environment of intense selection pressure which harbour accelerated 

resistance and the production of so called ‘super bugs’ with extensive multi-drug resistance[11, 

12].  Pseudomonas aeruginosa (P. aeruginosa, henceforth ‘PA’) has asserted itself as one such 

‘superbug’, being one of the most common nosocomial infections in the UK. In 2017 the World 

Health Organisation (WHO) released a list of the 12 bacteria most in need of new antibiotics 

with PA listed as critical and second overall[13]. 

 

 

 

 

There is a substantial economic cost to AMR that impacts policy making, the behaviour 

of hospitals, other healthcare facilities and the funding bodies that support them[14–17]. The 

likelihood of hospitalisation and mortality are much higher in infection cases of resistant strains 

over treatment susceptible strains, as well as increased hospital stay lengths and longer 

treatment requirements. This amounts to costing between USD$6,000-30,000 more per patient 

treated and in a wider context the WHO published the estimated societal cost of AMR to be 

€1.5 billion per annum for the European Union (EU) and up to €35 billion for the USA[17, 18]. 

Considering this, new antimicrobial treatments could have substantial positive impacts 

Figure 1.1 Antibiotic discovery timeline: Major antibiotic classes and their year of discovery from 

the first penicillin to the current day. There has been more than 30 years since a commercially available 

antibiotic has been introduced.  Image was taken from Dickey et al., (2017). 
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economically as well as medically, and with AMR related deaths forecast to exceed cancer 

deaths by 2050 new treatment options are becoming increasingly urgent[14, 15, 19, 20].  

 

 

1.2 An emergence of anti-virulence strategies  

 

1.2.1 A new approach to a growing problem 

Exploration of pathways in bacterial metabolism that may reveal adjunctive or 

alternative therapies to antibiotics has exploded in recent years with the developing AMR 

problem. One of the main focuses has been targeting virulence components that are essential 

for bacterial pathogenicity. Since bacteria are capable of conferring virulence through 

numerous mechanisms, these budding approaches include targeting toxin delivery, bacterial 

adhesion, population density related virulence, and many more[21–23]. Examples for each of 

these are: the six secretion systems seen in Gram-negative bacteria (Type I-VI)[24]: the Dr 

family of adhesins in Escherichia coli associated with diarrhoea and urinary tract infections[25]: 

and quorum sensing controlling gene expression by autoinducer molecules, such as acyl-

homoserine lactones (AHL) small molecules in Gram-negative or peptides in Gram-positive 

Figure 1.2 Rise in anti-virulence targeting: The rise in anti-virulence publications on Web of 

Science. The red line indicates the total number of publications scaled to the total in 2015. Figure 

taken from Peleg et al., (2010). 
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bacteria[26]. Figure 1.2 illustrates this recent increase in scientific literature published on anti-

virulence.  

 

In an infection scenario a pathogen must overcome several challenges presented by the 

host immune system and often by competing microbes as well. To establish an infection, it is 

critically important the pathogen can rapidly sense and adapt to the surrounding environment. 

Physical barriers, secretions such as mucus, pH changes and attacks by host immune cells are 

just some examples of how pathogens are prevented from successful colonization[21]. By 

targeting and blocking the array of strategies by which pathogens overcome these defences or 

outcompete other microbes offers new ways to fight infections. Without them the infective 

pathogen is susceptible to immune clearance or enhanced clearance by conventional antibiotic 

therapy[27]. 

 

A number of potential advantages are envisaged by targeting virulence, with the 

primary hope being a substantial reduction in selection pressure. Antibiotics are identified via 

their bactericidal or bacteriostatic activity, targeting cell wall integrity, growth, protein 

synthesis, or DNA replication, but targeting virulence does not interfere with these growth and 

viability factors. Therefore, there should not be such pressurised selection for resistant bacteria 

as antibiotics create, by only killing those that are not resistant[27–29]. Virulence mechanisms 

also tend to be shared only in closely related species meaning resistance is less likely to be 

transferred horizontally into alternate species[23]. A major area that contributes to this selection 

pressure and AMR is the widespread use of antibiotics in livestock feed because of the growth 

benefits for the animals[22, 23, 30]. Anti-virulence therapies are unlikely to be used in this area 

since they would lack these growth benefits, meaning a dramatic reduction in exposure to 

initiate resistance.  

 

Use as an adjunctive therapy to antibiotics or as a prophylactic have the potential to 

shorten treatment times and remove the need for antibiotic prescription; both would 

significantly reduce overall usage of antibiotics[22, 23, 31]. A further advantage is in the 

preservation of gut flora to which antibiotic treatment can damage and complicate recovery 

since broad spectrum antibiotics have no discrimination between pathogenic and resident 

microbes. Bacteria are able to seize an ecological niche as the flora are disrupted and secondary 

infections can occur; a notable example being diarrhoea caused by Clostridium difficile that 

disrupts intestinal function through two toxins, TcdA and TcdB[32–34]. Problems related to 
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digestion may become apparent as well as the benefits of ‘good’ gut microbes being lost 

following a course of antibiotic treatment[34]. 

 

1.2.2 Anti-virulence therapies in the clinic 

 Antivirulence drugs already exist for some species, including Clostridium 

botulinum[35]. The botulinum neurotoxin (BoNT - eight types, A-H) disrupts the release of 

neurotransmitters at the neuromuscular junction, which can cause progressive paralysis and 

respiratory distress. Immunoglobulins purified from donor plasma that has been injected with 

pentavalent BoNT A-E inactivated toxins can neutralise the BoNT. The use of these 

immunoglobulins was the very first demonstration of efficacy by virulence targeting in a 

randomised clinical trial, showing a decrease in time required on mechanical ventilation and 

hospital stay[36–39].  

 

Following the success of inactivating toxins in acute infections, significant further work 

has been pursued using monoclonal antibodies to replicate this mechanism. One such example 

is the recently approved bezlotoxumab to treat C. difficile infections[40, 41]. However, despite 

monoclonal antibodies and toxin inactivation taking the lead to demonstrate antivirulence 

usefulness in the clinic, and biologics having grabbed the limelight in the media, it is still small 

molecules that rule the roost in new drug approvals. Between 2010 and 2017, the Food and 

Drug Administration (FDA) in the US approved 262 new molecular entities, of which 76% 

were small molecules[42].  

 

With only a small number of anti-virulence drugs in current clinical use, there is a lack 

of empirical data to determine whether resistance really is bypassed. Arguments exist for both 

scenarios, however, there is certainly no lack of ambition or drive in the research pursuing 

virulence mechanisms with small molecules. Drug repurposing and an expansion in using 

artificial intelligence (AI) to uncover new drugs is broadening the search and several common 

virulence mechanisms are being targeted.  

 

Adhesion and biofilm formation play a key role in pathogenicity and are a focus of 

antivirulence research. Fimbrion (St Louis, MO) in collaboration with GlaxoSmithKline, for 

example, are developing mannophosphates as prodrugs and mannose C-glycosides to improve 

oral availability and in vivo metabolic stability after it was shown that biphenyl mannosides 
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were capable inhibitors of FimH mediated bacterial adhesion in mice, studying uropathogenic 

Escherichia coli (E. coli)[43, 44]. Direct toxin inhibition is not only being left to antibodies either, 

as cyclodextrins have been shown to successfully block pore forming toxins and treat 

Staphylococcus aureus (S. aureus) infections in mice[11, 45, 46]. Other mechanisms include toxin 

secretion and bacterial communication such as the type III secretion system (T3SS) and quorum 

sensing (QS), both of which are prominent virulence factors in PA.  

 

PA virulence determinants have been a popular target given its prevalence and listing 

by WHO, as well as its extensive virulence arsenal. The T3SS in PA is the primary virulence 

factor it possesses and as it stands 12 small molecules have been identified that inhibit its 

expression or function causing a reduction in cytotoxicity to host cells[47–49]. The molecules 

range in their proposed mechanism of action from targeting T3SS regulatory systems, both 

directly and indirectly, blocking key structural or functional components of the injectisome, 

and inhibiting the activity of effector proteins. Only one of the small molecules has been tested 

in vivo but a bifunctional antibody that targets the translocation apparatus and a surface 

polysaccharide is currently in phase II clinical trials[50].  

 

 

1.3 Pseudomonas aeruginosa  

 

1.3.1 An introduction 

 PA is a ubiquitous, Gram-negative, bacillus and mono-flagellated bacterium that acts 

as an often-lethal opportunistic pathogen in plants, animals and humans. First isolated in 1882 

by Carle Gessard from soldiers’ wounds whose bandages had turned blue-green, it belongs to 

the Pseudomonadaceae family and the γ-proteobacteria class. PA can often be isolated from 

healthy individuals, but it almost exclusively causes infection in immunocompromised or 

immunosuppressed individuals. It has become notorious and justifiably feared for its ability to 

persistently grow on medical equipment, particularly catheters and ventilators. Accounting for 

10% of all nosocomial infections across the EU and boasting a staggering average mortality of 

40-60% in hospitals, PA causes a broad range of infections with a prominent patient 

demographic being cystic fibrosis (CF) sufferers[51, 52].  

 

Containing a genome of between 5.5 and 7 million base pairs means, PA has one of the 

largest genomes among bacteria that allows it to operate a versatile metabolism with basic 
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nutritional requirements. The genome is split into a conserved core that is seen when sampled 

from a variety of patients, and an accessory genome that varies considerably even amongst 

species clones and contributes to its genetic plasticity. This adaptability permits the 

colonisation of numerous environments and hence the breadth of infections it may cause[53–55].  

 

1.3.2 Acute and chronic P. aeruginosa infections 

 Acute infections are associated with highly virulent and planktonic cultures that results 

in direct decline in lung function by invading and damaging the lung tissue[43, 54–57]. PA has 

several virulence factors that enable it to evade the host immune system and outcompete other 

microbes in the lung. One virulence factor, the T3SS, has been linked to worse clinical 

outcomes and a mortality rate increased up to six times[52]. Direct injection of cytotoxic effector 

proteins into host cells by the T3SS causes the significant damage to tissue and evasion of the 

host immune response mentioned[43, 58, 59].  

 

Acute infections can often progress to chronic infections as a biofilm is established on 

the lung epithelium, however, the exact mechanism that causes this lifestyle change from a 

planktonic, mobile culture is not fully understood[60]. Cells adhere to the lung epithelium and 

begin to downregulate virulence and motility factors whilst upregulating production of a 

polysaccharide rich extracellular matrix. Microcolonies increase in size as the biofilm matures 

with a heterologous population, although, peripheral cells maintain the ability to disseminate 

under certain conditions by expressing enzymes which cleave the extracellular matrix. This 

dissemination may cause acute flare ups or allow the occupation of a new environmental 

niche[61, 62].  

 

1.3.3 The cystic fibrosis lung 

 CF is caused by a hereditary mutation to the cystic fibrosis transmembrane 

conductance regulator (CFTR) gene, most commonly F508. The mutations are divided into 

classes based on how they affect the expression, trafficking, or function of the protein. Class I 

mutations result in a complete loss of expression: class II cause misfolded proteins that never 

reach the cell surface: class III effect the function of the channel but do reach the cell 

membrane: class IV have functional problems specifically to do with opening the ion channel: 

and class V mutations cause insufficient quantities of the protein to be expressed. Under normal 

conditions the CFTR helps maintain the osmotic balance across cells membranes by allowing 
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chloride ions out of the cell, but when CFTR is absent or faulty a thick mucus builds up at the 

epithelial surface due to the water imbalance. Consequently, CF sufferers are prone to lung 

infections, have a persistent cough, are often short of breath, and can have gastro-intestinal and 

male fertility problems. CF is most associated with infections of the lung largely due to the 

impeded beating of cilia which are unable to clear bacteria. 

 

Over the lifetime of a CF patient there is a gradual colonisation of the lungs by a variety 

of microorganisms that begins in infancy, with their population densities varying over the 

years[63]. By the time they are in their 20s most patients have PA as the prevailing microbial 

community in their lungs and it remains so for the rest of their lives. PA is the leading cause of 

mortality in immunocompromised patients and 80% of CF sufferers die from pulmonary 

obstruction; caused by a cycle of infection, inflammation and pulmonary obstruction, 

producing tissue damage and scarring that ultimately results in lung failure[64, 65]. Typically, 

treatment for CF patients with an acute PA infection involves anti-inflammatory drugs to 

prevent lung damage and aggressive antibiotic therapy. The latter, given the rates of resistance 

and the selection for those that develop resistance, or were already resistant, can exacerbate the 

disorder rather than help. Hospital stays are often extended as the lungs are quickly re-colonised 

by resistant bacteria, creating further risk to the patient the longer they remain in care[66–69].   

 

An important aspect of PA pathophysiology in the CF lung is that patients have 

accelerated decline in lung function and earlier mortality when monoclonal chronic infections 

undergo adaptive diversification of clonal variants. This is one of the reasons why it is treated 

so aggressively at initial and new-onset stages. The primary aim is to eradicate the infection at 

an acute stage before a chronic infection is established and adaptive responses by PA are made 

that severely hinder treatment. Additional changes that PA makes in establishing a chronic 

infection is the downregulating flagellum expression and overexpressing exopolysaccharides 

which confer a mucoid status and increases the chances of failing to eradicate the infection. 

 

1.3.4 P. aeruginosa resistance mechanisms 

 Two major intrinsic resistance mechanisms contribute to the multi-drug resistant 

(MDR) nature of PA. Firstly, as a Gram-negative bacterium, it is less permeable to antibiotics 

than Gram-positive bacteria because of an additional lipopolysaccharide outer membrane that 

prevents the uptake of larger hydrophobic molecules, such as glycopeptide antibiotics[70–72]. 

The cell surface can be further modified by lowering the expression of porins or creating a 
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biofilm to prevent penetration by antibiotics[72, 73]. The second intrinsic resistance mechanism 

is the removal of antibiotics from the cell by expressing a host of MDR efflux pumps[66, 67, 69, 

74, 75]. They are active in removing a wide range of compounds, metabolites, toxic entities and 

QS molecules. The MexAB-OprM, MexCD-OprJ, MexEF-OprN and MexXY-OprM are the 

most comprehensively researched efflux systems in PA; the MexAB-OprM being the most 

highly expressed and having the broadest range of activity against antimicrobial agents[75]. The 

others have a narrower range of substrates, but their activity is often seen to increase during an 

infection. Their activity serves to lower the intracellular concentration of the drugs and can 

confer resistance to -lactams, tetracyclines, chloramphenicols and fluoroquinolones[76]. 

 

Bacteria can acquire resistance by modifying enzymes, mutating the antibiotic target 

and changing the abundance or necessity of the target[71, 73, 76, 77]. Modifying enzymes that 

inactivate antibiotics are common and PA expresses some of these. AmpC -lactamase is 

commonly found in PA that confers resistance to -lactam antibiotics such as penicillin and its 

derivatives[78]. Point mutations that alter the DNA codon and cause an amino acid (AA) 

substitution in the target protein can lower the affinity of a drug for the target but maintain the 

protein’s activity within the cell[79–82]. When necessary, bacteria may even make the drug target 

redundant or expendable through a variety of ways. This can include acquisition by horizontal 

gene transfer to create new metabolic functions, or from de novo mutations in the genome[83–

85]. Figure 1.3 gives an overview of these mechanisms of resistance in Gram negative bacteria 

and examples of the antibiotics they confer resistance to. 
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1.3.5 Virulence mechanisms of P. aeruginosa 

 PA has a diverse arsenal of virulence factors that are deployed to outcompete other 

bacteria, evade immune responses and colonise host tissues during infection[86]. Numerous 

regulatory mechanisms interplay to govern expression levels of each according to 

environmental and population cues. An overview of PA virulence factors is shown in figure 

1.4 which reveals the diversity and breadth of its armoury. The T3SS is the primary cytotoxic 

virulence mechanism deployed by PA and is covered in next section. 

Figure 1.3 Gram-negative antibiotic resistance mechanisms: An overview of antibiotic 

resistance mechanisms in Gram-negative bacteria taken from Lee et al., (2014). Mechanisms 

tackle the entry, accumulation, binding, and downstream toxicity of drugs as well as the necessity 

and abundance of drug targets. 
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QS is an intercellular communication system that is cell density dependent and plays a 

vital role in the regulation of virulence and biofilm formation. Organised hierarchically 

between at least four signalling pathway mechanisms (las, rhl, quinolone based, and IQS 

systems), small chemical signals are released when population density is high, and this 

accumulation of signals interacts with cognate receptors to induce changes to gene 

expression[87]. The AHL signalling molecules that form complexes with the cognate receptors 

for the first three regulatory systems (LasR, RhlR and PqsR respectively) are, N-(3-

oxododecanoyl)-homoserine lactone (OdDHL), N-butyryl homoserine lactone (BHL), and 2-

heptyl3-hydroxy-4-quinolone (PQS). The fourth molecule, 2-(2-hydroxyphenyl)-thiazole-4-

carbaldehyde (IQS) has been linked to integrating QS with environmental stress cues[88–90]. 

 

Motility across surfaces is a key aspect of virulence, with swimming, swarming and 

twitching function being easily testable in the lab. Swimming and swarming are related to the 

complex control of the flagellum as an individual cell or in a bacterial population, whereas 

Figure 1.4 P. aeruginosa virulence factors: Virulence factors of PA used for colonisation of  

environmental niches, immune-evasion and to outcompete other species. This image was taken from 

Anantharajah et al., (2016). 
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twitching is controlled by the extension and contraction of the type IV pili (T4P). Swarming in 

particular has been associated with large changes to gene expression of virulence factors, 

including the T3SS and extracellular proteases[91]. The movement of PA in planktonic or 

biofilm cultures during infection plays a key part in the disease pathogenicity and is intricately 

linked with the cell-to-cell communication pathways[92].    

 

Proteases help PA invade tissues by cleaving components of the extracellular matrix 

and immune related factors like opsonin receptors. Proteases can also work to outcompete hosts 

for nutrients. By degrading host iron binding proteins PA gains a competitive advantage and 

uses iron for processes including respiration, biofilm formation and regulation of virulence 

factors[93, 94].  

 

 

1.4 The type III secretion system 

 

1.4.1 Evolution of the type III secretion system 

 The T3SS is thought to have arisen from the exaptation of the flagellum, shifting its 

function from motility to effector protein delivery, quite probably with an intermediary 

translocation step[95, 96]. Predominantly obtained by horizontal gene transfer, there are many 

Gram-negative species that possess a T3SS that contributes towards their pathogenicity. 

Usually the system presents genetically as a large locus encoding the T3SS with a few effectors 

and smaller, individual loci encoding an effector each[97, 98]. Five main T3SS families have been 

identified, which are the Ysc, InvMxi-Spa and Ssa-Esc family of animal pathogens, and two 

Hrp T3SS families of plant pathogens. The PA Psc system is of the Ysc family[99].  

 

1.4.2 Type III secretion system structure  

Recent advances in cryo-electron microscopy have enlightened much of the 

macromolecular structure of the T3SS nanomachinery, which is often accurately referred to as 

a biological needle or molecular syringe[100]. Translocation, chaperone, regulatory, structural 

and effector proteins form a trans-membranous structure with an extracellular “needle tip” that 

injects cytotoxic effector proteins directly into the cytoplasm of host cells. Figure 1.5 pictures 

the assembled structure of the T3SS machinery as well as the partner switching regulatory 

cascade discussed later in section 1.4.3.  
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The basal body of the injectosome is made up of around 25 proteins. It anchors the 

system and chaperones the cytosolic effectors through the needle complex. Two rings are 

embedded in the inner and outer membranes and a hollow cylindrical rod bridges the periplasm. 

The inner membrane ring is made of a lipoprotein, PscJ, whilst the outer is an oligomerised 

secretin, PscC[101–103]. ATPase activity by PscN at the cytoplasmic interface of the basal body 

facilitates recognition, separation from their chaperones, and translocation of effector proteins 

through the needle complex by assisting in their unfolding[104].  

 

The extracellular needle complex is a hollow tube which has recently been proposed to 

be formed by polymerisation of PscF, arranged so that the N-terminal region of each monomer 

is exposed on the outside whilst the C-terminal helix forms the inner core[101]. At the distal end 

of the needle complex are three translocation proteins, PcrV, PopD and PopB, which facilitate 

the perforation of the host cell membrane. PopD and PopB oligomerise to form the 

translocation pore and PcrV is necessary for the correct assembly and insertion of the two 

proteins into the host membrane. All three are required for effective translocation of effectors 

into the host cytoplasm[52, 101].  

 

Four exoenzyme effector proteins, ExoS, ExoT, ExoU and ExoY have been discovered 

in PA. It is rarely seen that all effectors are possessed in one strain and differing strains have 

either ExoS or ExoU[101, 105, 106]. The clinical outcomes of patients can differ based on which 

effectors are expressed[107–109]. ExoS and ExoT are GTPase-activating proteins (GAPs) that 

have activity against host cell GTPases. Host cells cannot migrate or phagocytose when 

injected with these toxins and become rounded and detached from neighbouring cells as the 

actin cytoskeleton is disrupted. Both these exoenzymes also have ADP-ribosyl transferase 

domains which have different functions in each. ExoS inhibits DNA synthesis, perturbs 

vesicular trafficking and causes cytotoxicity and apoptosis. In ExoT, the GAP and ADP- 

ribosyltransferase domains work in tandem to promote invasion, delay wound healing and 

prevent phagocytic activity[110–114]. ExoU exhibits phospholipase activity and causes acute lung 

injury and sepsis during infection by triggering an inflammatory response by enhancing 

transepithelial migration of neutrophils. Its phospholipase activity damages host membranes 

and causes necrotic cell death of epithelial cells, neutrophils and macrophages[115, 116]. Like the 

other effectors, ExoY has more than one active domain involved in its lethal activity against 

cells. Primarily, it possesses adenylate cyclase activity mediating cytoskeleton disturbance 

triggering cell necrosis[117].  
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1.4.3 Type III secretion system regulation 

Over 40 genes comprise the T3SS that is split across 5 operons[110, 115]. The master 

regulator of the T3SS is ExsA, an AraC/XylS family transcriptional regulator that transcribes 

all the genes involved, including its own. The mechanisms that trigger the induction of T3SS 

are not fully understood but the secretion of ExsE initiates a partner switching mechanism that 

allows the dimerization of ExsA to begin transcription. The induction may be by host cell 

contact or low calcium conditions, initiated by chelators such as Ethylenediaminetetraacetic 

acid (EDTA) or ethylene glycol-bis(β-aminoethyl ether)-N,N,N′,N′-tetraacetic acid (EGTA). 

The system is expressed at a low basal level under non-inducing conditions and unlike some 

Figure 1.5 Type III secretion system structure and regulation: Image made using BioRender 

depicting the macromolecular structure of the T3SS and the partner switching regulatory mechanism 

ExsADCE cascade. Secretion of ExsE causes the sequestering of ExsD away from ExsA by ExsC, 

allowing dimerization of ExsA and transcription. 
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other virulence systems, induction results in increased expression of the entire system and not 

just the effector proteins[117]. 

 

The partner switching mechanism can be seen with its correct stoichiometry in Figure 

1.5 and is known as the ExsADCE cascade. Three proteins, ExsC, ExsD and ExsE interact to 

prevent or allow transcription by ExsA in response to the environment. When the injectisome 

is closed, ExsD acts as an anti-activator by forming a complex with ExsA, whilst ExsC 

chaperones ExsE. Under secretory conditions, ExsE is translocated through the T3SS and since 

the affinity of ExsD is higher for ExsC than ExsA, it switches partners releasing ExsA forming 

an ExsD·ExsC complex. ExsC is an anti-anti-activator and the cascade is dubbed a partner 

switching mechanism since both ExsC and ExsD may bind two partners, changing dependent 

on the intracellular concentration of ExsE[118]. 

 

There have been 10 ExsA dependent transcriptional promoter sites identified. All have 

a region extending from the -35 to the -70 position relative to the transcriptional start site which 

included the consensus sequence for ExsA[119]. The size of this protected region alongside 

experimental evidence, markedly two shift products in electromobility shift assays (EMSA) 

and promoter truncation experiments, indicated two binding sites[119]. An ExsA monomer binds 

to the first promoter site and recruits a second monomer at the second binding site. This 

dimerization is regulated by the N-terminal domain (NTD) of the protein – the region with far 

less conservation within the AraC/Xyls family compared to the C-terminal domain (CTD)[120]. 

The ExsA proteins recruit RNA polymerase-σ70 to begin transcription, however it remains 

uncertain as to whether one or both monomers are responsible for this[121].  

 

Besides ExsA, there is only one other transcriptional factor known to directly regulate 

the T3SS, PsrA[122]. It does so by binding the PexsC promoter region and positively controlling 

transcription of the exsCEBA operon[122]. PsrA regulates motility, polysaccharide production 

and metabolism and is directly inhibited by long chain fatty acids, as is T3SS expression, 

although the implication of this finding is unclear[123, 124]. 

 

In addition to these direct regulatory systems, a more global regulatory network exists 

for virulence factors in PA. Vfr is a global virulence factor regulator with over 100 genes under 

its positive control, including T3SS genes. Two genes, cyaA and, more importantly, cyaB 

encode two adenylate cyclases, CyaA and CyaB respectively. These are responsible for cAMP 
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production which acts as a cofactor to Vfr. Between CyaA, CyaB and a cAMP 

phosphodiesterase, CdpA, Vfr activity is regulated. Vfr can bind the PexsA promoter site 

upstream of the exsA gene, as confirmed in EMSA experiments[125–127]. Non-functional mutants 

of these cAMP genes significantly reduced ExoS expression, although, double cAMP gene 

mutants or Vfr knock out is required for total abolition of ExoS. Over-expression of ExsA can 

re-establish a virulent phenotype in strains with non-functional cAMP-dependent regulatory 

networks, but over-expression of cyaA or cyaB does not cause increased ExoS production[128, 

129].  

 

Further pleiotropic effects can be had on the T3SS as is the case for two additional 

systems, Muc/Alg and Gac/Rsm. Both can be described as affecting lifestyle choices of PA 

and likely intervene as a survival or protective mechanism during times of environmental stress 

due to the high energy demand the T3SS puts on the cell. Indeed, it has been demonstrated that 

PA has an inability to express the T3SS in inducing conditions under metabolic stress[130]. The 

Gac/Rsm pathway interaction with the T3SS is well characterised. The pathway is controlled 

by two components – a sensor histidine kinase, GacS and its cognate response regulator, GacA. 

GacS signalling is itself regulated by two kinases, RetS and LadS, which work antagonistically. 

The downstream effects of these pathways create an opposing expression effect on the T3SS 

and biofilm formation[131–141]. A biofilm triggering nucleotide, c-di-GMP reduces virulence by 

hampering cAMP production and even regulates secretion systems directly via the injectisome 

ATPase in some Pseudomonas species[142]. This serves to further support the inverse expression 

of virulence factors and biofilm formation. Many questions remain unresolved around the 

mechanisms of this interplay but a seesaw like interplay between T3SS virulence and biofilm 

formation irrevocably exists.   

 

Contact with host cells and low Ca2+ have been the most extensively studied stimuli for 

T3SS induction, but conditions including high salt, DNA damage and metabolic stress have all 

been implicated too[143, 144]. Exactly how it is that these regulatory systems initiate the secretion 

mechanism remains elusive and all together it paints an extremely complicated picture for 

T3SS control.  
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1.5 Approaches to target the type III secretion system 

 

1.5.1 Targeting the regulation of the type III secretion system 

 As discussed in previous sections, the expression of the T3SS is governed by a complex 

metabolic network and three chemical classes have been identified as influencing this 

expression, either by targeting the master transcriptional regulator, ExsA or by indirect 

mechanisms interfering with central metabolism. 

 

N-Hydroxybenzimidazoles (N-HBs) have been demonstrated to reduce T3SS mediated 

cytotoxicity by binding to and inhibiting ExsA[145, 146]. These compounds bear the greatest 

relevance to the outset of this project and thus their activity is addressed independently and 

extensively in section 1.6.  

 

Two phenolic compounds were identified as inhibitors of exoS transcription via 

screening of plant defence signalling molecules and their derivatives[147]. TS027 and TS103 

were found to act on the GacSA-RsmYZ-RsmA-ExsA regulatory pathway. By promoting 

expression of two small regulatory RNAs, rsmY and rsmZ, exoS transcription was 

downregulated as these RNAs act to sequester the carbon storage regulator, RsmA. RsmA is 

an inducer of ExsA expression, but this activity is blocked via the sequestering by rsmY and 

rsmZ[147].  

 

Salicylidene acyl-hydrazides have been explored as T3SS inhibitors in other bacterial 

species and are suggested to target three enzymes in E. coli and Yersinia 

pseudotuberculosis[148–150].  The three enzymes, WrbA, Tpx and FolX most likely interfere with 

T3SS regulation through influences on cellular metabolism[149, 150]. Homologues of these 

proteins exist in PA and when screened, INP0341 was the most potent compound found and 

was subsequently shown to improve the survival of mice infected with PA by having dual 

activity against the T3SS and flagellar related swarming activity[151].  

 

1.5.2 Disrupting injectisome apparatus function 

 The T3SS injectosome shares close similarities with other secretion and motility 

systems due to evolutionary origins[95, 96]. Disrupting the function of the machinery by targeting 

the translocon, needle complex, or basal body have all been researched with some promising 

small molecule and antibody candidates.  
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Hydroxyquinolines were initially reported as inhibitors of T3SS expression in both Y. 

pseudotuberculosis and PA, but it was subsequently shown that that this reduced expression 

was a downstream effect of blocking the secretion of ExsE, an effector protein and negative 

regulator[152, 153].  ExoS and FliC secretion were also inhibited by these compounds, as well as 

flagellar motility. The suggested mechanism in PA is the inhibition of the T3SS injectosome 

ATPase. The supporting evidence for this was that YscN ATPase activity, its Y. 

pseudotuberculosis homologue, was blocked by hydroxyquinolines as well as the 

demonstratable dual activity against the T3SS and the flagellar system[52, 152, 153]. The 

conclusion drawn was that they target a core constituent of the T3SS and the flagellar system 

with high homology – the ATPase[52, 152, 153]. The compounds exhibit protection of eukaryotic 

cells from T3SS-mediated cytotoxicity and improved survival of mice with an acute PA 

pulmonary infection[52, 152, 153]. 

 

The only shared protein by the type II, III and IV secretion systems is secretin and this 

is therefore the predicted target of thiazolidinones[154, 155]. They have a broad spectrum of 

activity across Gram negative bacteria, and in PA prohibit secretory activity of all three 

systems[52, 154, 155].  

 

MBX1641 is a phenoxy acetamide discovered to decrease the secretion and 

translocation activity of the T3SS in PA[156]. Mutations to PscF, located in the needle complex 

of the nanomachinery, rendered the compounds inactive, suggesting this protein as their 

specific target[157]. Phenoxy acetamides reduce T3SS-mediated cytotoxicity and promote 

internalisation of bacteria in HeLa cells[157, 158]. They have also been shown to improve 

outcomes of mice with subcutaneous abscesses caused by PA infection[159].  

 

Separate to small molecules, antibody therapy has proven the most effective and 

promising approach to date, with two antibodies having reached clinical trials to combat PA 

infection. A rabbit polyclonal and a murine monoclonal antibody against PcrV were shown to 

be effective in reducing cytotoxicity, inhibit effector translocation, and restore the phagocytic 

activity of macrophages[160, 161]. Mice given anti-PcrV vaccination for acute and chronic 

pulmonary PA infection also displayed reduced tissue inflammation and injury[161, 162].  KB001 

was developed from these studies and has completed phase II clinical trials on patients with 

ventilator-associated pneumonia and chronic pneumonia in CF patients[163]. 
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A bispecific monoclonal antibody, MEDI3902 targeting PcrV and PsI (an 

exopolysaccharide involve in adherence of PA) has also passed phase I clinical trials[164]. 

Having proved effective as a prophylactic and a treatment in reducing cytotoxicity against a 

wide range of clinical isolates in vitro and in vivo the phase II trial was completed in December 

2019 and the publication of results is pending[165–167].  

 

1.5.3 Effector proteins 

 The effector proteins themselves have been shown to be targetable however, there is a 

significant drawback to this approach since not all effectors are expressed in each strain and so 

the breadth of clinical activity could be questionable[101, 105, 106]. Exosin is an ExoS inhibitor by 

competing with NAD+ as a substrate for ExoS ADP-ribosyltransferase activity[168]. Exosin 

reduced the cytotoxicity of PA expressing ExoS in eukaryotic cells but had no effect on strains 

expressing alternative effectors[168].  

 

ExoU, a phospholipase A2 effector, has also been targeted by pseudolipasin which did 

not affect any other eukaryotic phospholipases that it was tested against[169]. ExoU expressing 

strains had decreased cytotoxicity when treated with pseudolipasin[169].  Arylsulfonamide 

compounds were also compared with pseudolipasin A for their inhibitory activity of ExoU but 

were ultimately found to be less potent in reducing ExoU-mediated cytotoxicity[170]. 

 

The approaches discussed all target the bacteria, either through altering gene 

expression, system function or effector activity, but additional methods being explored are 

enhancing the host immune response and vaccinations, however neither will be discussed in 

this thesis. Figure 1.6 summarises the targeting of the T3SS in PA by the mechanisms outlined 

above. 



20 
 

 

 

1.6 ExsA inhibition 

 

1.6.1 N-hydroxybenzimidazole inhibition of ExsA 

 To date, there is one known active class of small molecule inhibitors against ExsA, N-

hydroxybenzimidazoles (N-HB). These compounds were initially identified as promiscuous 

inhibitors of the AraC/Xyls family proteins in E. coli. An in silico structure based screening 

approach was taken, using the crystal and nuclear magnetic resonance (NMR) structures of 

MarA and MarA related virulence regulators, Rob and SoxS, to build a model of the conserved 

DNA binding domain region. High scoring docked ligands were tested for the inhibitory 

activity on DNA binding by the three proteins using an in vitro chemiluminescent protein-DNA 

binding assay. Intrinsic antibacterial activity was tested by monitoring growth of antibiotic 

susceptible strains of S. aureus and E. coli, but no inhibition of growth was observed. Two 

compounds were next tested for activity of related AraC proteins, ExsA (PA), Rma (Salmonella 

Figure 1.6 Type III secretion system inhibition mechanisms: Key inhibitory mechanisms of the 

T3SS in PA discussed in section 1.6. Abbreviations – OM: outer membrane, CW: cell wall, IM: 

inner membrane. Each small molecule or antibody target is indicated with their appropriate target. 

Image is taken from Anantharajah et al., (2016). 
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typhimurium) and PqrA (Proteus mirabilis). The two compounds were determined to have an 

IC50 of 4M and 1.9M against ExsA binding[171].  

 

A following study acknowledged several N-HB analogues with greater activity against 

ExsA[172]. This paper reported testing previously established N-HB inhibitors of LcrF, a protein 

with a high degree of homology with ExsA, on a T3SS dependent PA macrophage whole cell 

cytotoxicity assay[173, 174]. Surprisingly, the compounds were ineffective against ExsA despite 

comparable IC50 values established prior. The search for analogues was therefore expanded to 

find compounds effective in the whole cell assay via way of cell free ExsA-DNA binding 

assays. 

 

A second follow up study looked more comprehensively at the interaction mechanism 

of these compounds with ExsA. T3SS dependent cytotoxicity was decreased by these 

molecules in a Chinese hamster ovary (CHO) cell assay in vitro. A green fluorescent protein 

(GFP) reporter showed a reduced expression of the T3SS and mutating the putative ligand 

binding site bolstered evidence of a DNA binding site interaction. The compounds remained 

promiscuous in their activity against related proteins, inhibiting other T3SS regulators in 

Yersinia pestis, Vibrio parahaemolyticus, and Aeromonas hydrophila[175]. 
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1.7 In silico drug discovery 

 

1.7.1 The rise of in silico 

The relationship between physicochemical properties and biological activity was being 

investigated as early as the 19th century, but it was the second half of the 20th century that saw 

remarkable advances in the drug discovery field. Initially the 2D and then the 3D conformations 

of ligands were credited with contributing to biological activity and once these had been tied 

together with the introductory concept of receptors to act as drug targets, the way was paved to 

elucidate specific structure activity relationships between the two[52, 142]. Scientists wasted no 

time in utilising advances in technology to economise this process. The term, in silico, begins 

Table 1.1 N-hydroxybenzimidazole 2D chemical structures: This table is taken from Marsden et 

al., (2016) and contains the N-HB compounds used in the paper. It is noted in the paper than 

compound 5784 is the sodium salt of 5631, and 5816 is the sodium salt of 5707.  
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to make an appearance in the early 1990s and over the last three decades has established itself 

as an integral part of the drug discovery process[176]. Computational capabilities have expanded 

at an unprecedented rate, with the pharmaceutical and biotech industries benefiting enormously 

from these advances. The efficiency of the drug discovery process has been dramatically 

improved, increasing the return rate on wet lab experimentation, meaning lower costs and 

increased productivity[177, 178]. It is now possible to collate vast amounts of data on expansive 

compound libraries, enhance software algorithms with greater biophysical and biochemical 

detail and identify new targets with bioinformatics. In silico advances are allowing scientists 

to identify and screen more targets, more potential ligands, faster, in more detail, and more 

cheaply than ever before. Drug discovery is being revolutionised by these techniques at a time 

when the number and success rates of new drugs have dropped sharply. To date, most T3SS 

inhibitors have been discovered using in silico[179, 180]. 

 

1.7.2 Ligand-based approaches 

The overwhelming majority of drug discovery is focused on small molecules for a host 

of reasons: they are relatively easy to synthesize, have a high level of chemical stability, and 

can be characterised with comparative ease[181]. Ligand-based approaches are grounded on the 

concept that similar compounds tend to have similar biological properties. Ligand-based 

approaches therefore do not require knowledge of the target structure, but critically depend 

upon existing ligands with known pharmacological and biophysical characteristics.  

 

Ligand-based approaches usually involve the virtual screening of chemical libraries 

using a known ligand as bait – named the lead query. The compounds can be ranked based on 

factors such as 2D or 3D similarity and electrostatic properties[182, 183]. Pharmacophore features 

of two or more chemically distinct but active ligands can also be used to generate a query and 

used to filter a chemical library[184, 185].  

 

Public databases such as, PubChem, ChEMBL and DrugBank, hold information on 

millions of compounds that far exceeds the number of crystal structures available in Protein 

Data Bank (PDB) (around 150,000 structures)[186]. Drug repurposing is becoming increasingly 

investigated as public databases of bioactive molecules expand and there are even now 

databases focused entirely on drug repurposing, containing failed drugs with their therapeutic 

indications and bioactivity data[187]. A shortfall of ligand-based approaches is that it does 

depend on the coverage of the known chemical entities and that even very small changes in the 
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structure or properties can have a significant influence on the activity compared to compounds 

with a high overall similarity[188].  

 

Much of the streamlining from computational usage comes during “hit” identification 

and optimisation, where disciplines such as cheminformatics can generate enormous libraries 

based on molecular attributes and chemical behaviour of an individual or group of 

compounds[189]. These may be direct measures of activity such as reactive groups or chemical 

constants, or indirect measures, which may be structural motifs, compound classes or higher 

order observations. There are innumerate attributes that can be used to generate or filter these 

libraries, but a good example is Lipinski’s “rule of 5” guideline. Supposedly “good” drug 

candidates for orally active molecules should fulfil certain criteria: a molecular mass of less 

than 500, a maximum of 5 hydrogen bond donors, a limit of 10 hydrogen bond acceptors, and 

a logP value of ≤5[190].  

 

1.7.3 Structure-based approaches 

A structure-based approach relies upon information on the target that has been derived 

experimentally or by computational methods generating homology models[191, 192]. As more 

structures are solved experimentally, generating homology models has become more popular 

in recent years. It uses related structures, often with ligands bound to provide conformational 

restraints, as templates for the final structure[193]. The goal of any structure-based method is to 

create an accurate conformation of the ligand binding site and thus the pose in which the ligand 

will occupy that site in. This process is called docking and may be blind, covering the whole 

protein surface, or focused, with only a defined region of the protein given for the ligand to 

occupy. The second goal is to score these poses – an estimation of binding affinity[194–196]. 

Attempts have been made to improve the enrichment of true positives by using a number of 

protein conformations and employing multiple scoring functions, known as consensus 

scoring[197]. As more structures are deposited to the PDB bound to ligands, analysis and 

implementation of this data is continuously being added to scoring functions[198].  

 

Commonly with molecular docking, the target protein is held static and the ligand is 

allowed to be flexible about the site to orientate itself to the most likely docking pose. Blind 

docking is often used to identify potential binding pockets, where ligands are likely to interact 

with the target. Because the protein is held static, it is feasible to dock whole libraries of 

compounds into the target[199]. Docking software produce conformational hits and scoring 
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functions based on varying predetermined criteria will score those conformations. The 

conformation of a compound is the 3D orientation it occupies in space and certain orientations 

are more energetically favourable than others. The flexibility of the ligand, and therefore the 

number of possible conformers it could have, or the binding site can have significant impacts 

on the predicted binding results. In a case where both target and ligand are already known or 

experimentally proven, docking can be used as a secondary validation tool or to investigate 

structure activity relationship (SAR).  

 

At a more basic level, target structures can be compared with similar principle to ligand 

comparison methods, given structural likeness often means closely related functions and may 

recognise the same or similar ligands[200]. Phylogeny trees built on protein sequences can show 

that sequences can identify proteins with related functions and dual inhibitor molecules have 

been found via this hypothesis[201, 202]. The epidermal growth factor receptor and epidermal 

growth factor receptor B2 are such examples[203]. Programmes such as BLAST can perform 

multiple sequence alignments and are free through web servers. These should be used with 

caution in assuming activity of ligands as individual residue changes can entirely change the 

interaction of ligand binding[204–207]. Proteins often display reasonably similar or conserved 

regions but also heavily diverse regions around domains involved in regulation and it is at local 

binding sites that drug interactions must be investigated[208]. Take for example, AraC family 

proteins that exhibit a well conserved DNA binding domain with a classical helix-turn-helix 

that recognises DNA promoter sequences[209]. Changes to this region cause their specificity for 

promoter regions, however, the N-terminal regulatory domains of this family show an array of 

structural formations[210, 211]. Inhibitors that bind to the DNA binding domain are often 

promiscuous in their activity across the family such as seen with N-HB activity[212–214]. 

 

Clear and obvious limitations can be seen for structural approaches, notably that all 

models are only models and not truly accurate structures. Small changes to binding sites can 

have large effects on ligand binding affinity and scoring functions are a product of the 

information and algorithms on which they run which are dependent on the input data which 

will always remain incomplete. Despite this though, structural approaches have been an 

effective methodology for drug discovery having contributed heavily to the benefits of a virtual 

approach. It has been used to identify a great number of new inhibitors including, human 

carbonic anhydrase II, cyclin-dependent kinases, epidermal growth factor receptor kinase and 
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vascular endothelial growth factor receptor 2 kinase[215]. Antagonists for neurokinin-1 and the 

-1-A adrenergic receptors were also found using structure-based methods[215]. 

 

1.7.4 Molecular dynamics 

Molecular dynamics (MD) is the simulation of the interactions between the atoms and 

molecules present in a reaction, often including solvents, for a period of time. The intrinsic 

motion of proteins and the contribution this has to function is being increasingly incorporated 

into the drug discovery process. Large conformational changes like gating residues in ion 

channels or transporters are prime examples of these movements being critical to function and 

the principles remain for ligand binding pockets and expounding SAR[215]. Anytime a protein 

makes a complex with a substrate, ligand or protein there will be conformational changes 

within the protein, whether they be big or small. Hospital et al., (2015) overlay PDB structures 

of acetylcholinesterase solved with different small molecule ligands which demonstrates 

this[216, 217]. No changes to the overall structure are seen, but minor alterations in the structures 

can be and these are often enough to hoodwink docking algorithms[215]. As mentioned in section 

1.6.4, the target protein in docking is often held static based on the PDB crystal structures, or 

at best may have algorithms to select from a small number of conformations that have been pre 

simulated[218]. MD simulation lengths have increased substantially from picoseconds to more 

biologically relevant times of over one millisecond[219]. On the microsecond scale, 

conformational changes and ligand binding can be simulated with good effect and as 

computational power increases, especially through graphics processing units (GPU) use, MD 

simulation can be further optimised. Still a way away from being routine, MD has become 

more accessible to non-experts, has been and will continue to be, an invaluable addition to 

those in drug discovery[220].   

 

 

1.8 Aims and objectives 

 

 The aims and objectives at the beginning of this project were to firstly use in silico 

methods to select chemical scaffolds with potentially inhibitory activity against ExsA function. 

The second was to assess these molecules for such activity and verify through biophysical and 

functional assays that the inhibition of ExsA results in the downregulation of the T3SS and 

protection of eukaryotic cells in vitro. Provided the first two aims were successful the final aim 

of this project was to begin optimisation of hit compounds by ordering second generation 
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analogues and characterising activity of each molecular scaffold in vivo. The major themes and 

key areas of the project are outlined in figure 1.7 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.7 Key project work areas: Overview of the project workflow with the key areas addressed at 

each stage.  
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2.1 In silico methods  

 

 

2.1.1 Protein structures and models 

 The structure-based approaches utilised the ExsA NTD crystal structure, full length 

ExsA models, and several crystal and NMR structures of homologue E. coli proteins. Several 

website severs and software programmes were used to view and analyse these structures. The 

following protein structures were obtained from the Protein Data Bank (www.rcsb.org): 

 

- Solution NMR structure of DNA-binding domain of E. coli AraC (PDB ID: 2K9S)[221] 

- X-ray structure of MarA protein from E. coli in complex with the target DNA sequence 

(PDB ID: 1BL0)[222] 

- X-ray structure of the N-terminal regulatory domain of ExsA (PDB ID: 4ZUA)[223] 

- X-ray structure of Rob protein from E. coli in complex with the target DNA sequence 

(PDB ID: 1d5y)[223] 

 

ExsA MD models were created using I-TASSER Web Modeller 

(https://zhanglab.ccmb.med.umich.edu/I-TASSER/) and simulated for 10ns to create five 

additional conformers[224]. This MD simulation was done previously by post-doctoral fellow, 

Dr Aneesh Chandran Akathoot. 

 

Viewing, editing, alignment, overlay and imaging of structures and docked ligands was 

done using PyMol[225].  

 

2.1.2 Sequence alignment 

Multiple sequence alignment between ExsA, Rob, MarA and AraC was done using 

ClustalOmega (http://www.ebi.ac.uk/Tools/msa/clustalo/).  

 

2.1.3 Prediction of ligand binding pockets 

FTSite (http://ftsite.bu.edu/) was used to predict potential small molecule binding 

pockets on the protein structures used[226].  
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2.1.4 Electrostatic surface mapping 

The electrostatic surface maps of protein structures were made using the Adaptive 

Poisson-Boltzmann Solver (APBS) executed on the PDB2PQR server (http://nbcr-

222.ucsd.edu/pdb2pqr_2.1.1/) using the default set up[227].  

 

2.1.5 Ligand structures 

Ligands used for docking experiments in this study were drawn as 2D structures in 

Marvin Sketch (https://chemaxon.com/products/marvin) and were energy minimised into 3D 

structures using MMFF94 force field as implemented in MOE (2014 version)[228]. N-HBs used 

in this study for docking were selected based on reported AraC family inhibitory activity and 

ExsA IC50 values[146, 208]. 

 

A decoy set of ligands was created using DUD-E (http://dude.docking.org)[229] which 

used five known active inhibitors of ExsA listed in Marsden et al., (2016), (note 5784 and 5816 

were excluded as they are salts of 5631 and 5707 respectively), to generate 243 false, inactive 

ligands. This decoy set was run in ROCS (https://www.eyesopen.com/rocs) using three scoring 

functions (ShapeTanimoto, ColourTanimoto and TanimotoCombo) and the output scores were 

plotted with ROC (receiver operating characteristic) curve analysis. The decoy set was also 

screened in GOLD[231] and analysed in the same way with three scoring functions present in 

GOLD suite (Chemscore, Goldscore, and ChemPLP). 

 

2.1.6 Ligand docking 

 Ligand docking was executed using AutoDock Vina[230] or GOLD suite[231]. AutoDock 

Vina is a blind docking (un-biased) software programme allowing surface docking across the 

entire protein surface. 9 conformers of each docked ligand were generated in Omega version 

2.0 (OpenEye Scientific Software Inc, Santa Fe, USA).  100 copies of the query were then 

docking with exhaustiveness setting 8 with docked poses ranked by predicted binding affinity. 

GOLD is a focused docking programme allowing specification of a ligand docking site 

allowing rotation of side chains within the docking site. 3 scoring functions are available within 

the programme – Chemscore, Goldscore and ChemPLP. Query molecules were docked into 

protein conformers at the specified DNA binding site and ranked by selected scoring function.  
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2.1.7 FA compounds selection 

This methodology relied heavily on the only currently known inhibitor class of ExsA, 

N-HBs. An energy-minimized 3D structure of N-HB40[208] was used as a 3D query to virtually 

screen the Enamine Diversity conformer library using ROCS software program 

(https://www.eyesopen.com/rocs). Conformers of the Enamine Diversity Library 

(www.enamine.net) were made using Omega version 2.0 (OpenEye Scientific Software Inc, 

Santa Fe, USA). Hits were ranked by a TanimotoCombo (TC) Score - a 3D shape Tanimoto 

score (maximum value 1 for 100% overlap in 3D shapes between the bait and the hit) and 

ColourTanimoto score (maximum value 1 for 100% similarity in chemical groups present in 

the bait and the hit)[232]. The first 200 hits from the ROCS-based screening were then subjected 

to alignment based on electrostatic field[233] using FieldAlign (FA) version 2 

(http://www.cresset-group.com/). This alignment selection was done manually and 

subjectively. A total of 18 compounds were ordered using this methodology and are referred 

to throughout this thesis as FA(X), where X represents a number 1-18.  

 

2.1.8 E compounds selection by molecular docking 

N-HB40[208] was docked in an unbiased manner (“blind docking”) into the 20 

conformers of the E. Coli AraC CTD, MarA and Rob using AutoDock Vina[230, 234]. Docked 

poses of three ligands, N-HB40, FA8 and FA15 were aligned in MOE and four pharmacophore 

features predicted to be playing key roles in binding to ExsA were observed. These 

pharmacophore features, two aromatic regions and two electron acceptor groups, were used as 

queries to filter the Enamine library leaving 91,000 compounds. Conformers of these 

compounds were generated using Openeye systems and these conformers were screened in 

ROCS using N-HB40 as bait. The top 500 hits were subsequently run in both EON 

(https://www.eyesopen.com/) and GOLD suite version 1.7.0 (CCDC, Cambridge, UK)[231] 

(ChemPLP scoring function). Output scores from all three scoring functions were normalised 

and converted to a Z score[235], the sum of which was used to rank the 500 compounds. The 

equation for normalisation and Z scores was as follows: 

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑠𝑐𝑜𝑟𝑒 =  
(𝑠𝑐𝑜𝑟𝑒 − min)

(max − min )
   𝑍 𝑠𝑐𝑜𝑟𝑒 =  

(𝑠𝑐𝑜𝑟𝑒 − 𝑚𝑒𝑎𝑛)

(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛)
 

 

Molecules with LogP and LogS values of less than 5 and greater than -5 respectively 

and had distinctly different chemical scaffolds to N-hydroxybenzimidazoles were ordered for 
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testing. There were 59 compounds ordered using this method and are referred to throughout 

this thesis as E(X) where X represents a number 1-59.  

 

2.1.9 NCI compounds selection 

 Conformers of the National Cancer Institute (NCI) Diversity set V library 

(https://wiki.nci.nih.gov/display/NCIDTPdata/Compound+Sets) were made using Omega 

version 2.0 (OpenEye Scientific Software Inc, Santa Fe, USA). These conformers were 

screened against the DNA-binding domain of six ExsA I-TASSER MD models using 

GOLD[231]. Three scoring functions (Goldscore, Chemscore, and ChemPLP) were used and the 

scores were normalised using the Z score function. The top 10% of hits were run in ROCS 

using compound 5631[146] as bait and scored by TC. Molecules were chosen based on their 

combined scores between GOLD and ROCS and those that fell within a LogS range of between 

-1 and -5 and a LogP score between 1 and 5. There were 40 compounds ordered using this 

method and are referred to throughout this thesis as NCI(X) where X represents a number 1-

40.  

 

2.1.10 M compounds selection 

 M compounds were selected from visual inspection of ligand based virtual screening 

using an energy minimised 3D structure of N-HB40 as a query as described in section 2.1.7. 

Compounds were selected from the Chembridge (Express Pick; 

https://www.chembridge.com/screening_libraries/) and Specs (https://www.specs.net/) 

libraries. Chosen hits were purchased through Molport 

(https://www.molport.com/shop/search-in-progress?searchtype=text-search). 

 

2.1.11 Mutagenesis predictions for ExsA crystallography 

 Stabilising mutagenesis predictions were done by submitting the ExsA AA sequence to 

three servers: UCLA SERp Server (http://services.mbi.ucla.edu/SER/), STRUM[236] 

(https://zhanglab.ccmb.med.umich.edu/STRUM/), and Site Directed Mutator (SDM) 

(http://www-cryst.bioc.cam.ac.uk/~sdm/sdm.php). Mutation predictions were compared 

between the 3 servers and collaboratively assessed for likely stabilising mutations of ExsA for 

future crystallization attempts.   



33 
 

2.2 Bacterial techniques 

 

2.2.1 Bacterial strains 

 Several bacterial strains were used throughout this project and a full list can be found 

in table 2.1. All strains were stored at -80°C in 25% (v/v) glycerol solution.  

Table 2.1 Strains used in this study 

Strain Genotype Reference 

Pseudomonas aeruginosa 

PA01 Wild type Jacobs et al., (2003) 

PW6882 rhlR::Tn PA01 with transposon insertion 

in rhlR 

 Jacobs et al., (2003)  

PW8716 lasR::Tn PA01 with transposon insertion 

in lasR 

 Jacobs et al., (2003)  

PW2981 fleQ::Tn PA01 with transposon insertion 

in fleQ 

 Jacobs et al., (2003)  

PW1764 chpD::Tn PA01 with transposon insertion 

in chpD 

 Jacobs et al., (2003)  

PW4025 exsC::Tn PA01 with transposon insertion 

in exsC 

Jacobs et al., (2003) 

PpcrV-lux PA01 gene fusion of pcrV 

promoter sequence and 

luxCDABE 

Dr Stephen Dolan 

PlacZ-lux PA01 gene fusion of lacZ 

promoter sequence and 

luxCDABE 

Dr Stephen Dolan 

PpqsA-lux PA01 gene fusion of pqsA 

promoter sequence and 

luxCDABE 

Dr Stephen Dolan 

YM64 PA01 DmexAB-oprM 

mexCD-oprJ mexEF-oprN 

mexXY deletions 

Morita et al., (2001) 

YM64 PpcrV-lux YM64 gene fusion of pcrV 

promoter sequence and 

luxCDABE 

This study 

PA01 pqsA pqs::lux PQS biosensor strain  Flethcher et al., (2007) 
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Glycerol stocks were streaked using a sterile loop spreader for use on 25mL Lennox 

broth agar (LBA) in 10cm petri-dishes with appropriate antibiotics as necessary and stored at 

4°C for no longer than one week. Unless stated otherwise overnight cultures were grown for 

12-16hrs in 50mL falcon tubes in 10mL of LB media with appropriate antibiotics as necessary 

Table 2.1 continued 

PA01 ATCC (15692) Wild type Prof. Cynthia Whitchurch, 

Quadram Institute Bioscience, 

Norwich 

chpD PA01 ATCC allele exchange 

mutant 

Professor Cynthia Whitchurch, 

Quadram Institute Bioscience, 

Norwich 

PA103 Wild type Prof. Yahr, University of Iowa 

PA14 Wild type Prof. Frederick M. Ausubel, 

Harvard Medical School 

rhlR-lasR PA14 containing double 

deletion of RhlR and LasR 

genes 

Prof. Frederick M. Ausubel, 

Harvard Medical School 

Escherichia coli 

DH5 Competent E. coli strain Prof. Yahr, University of Iowa 

JM109  F’ traD36 proA+B+ lacIq 

(lacZ)M15/ (lac-proAB) 

glnV44 e14-gyrA96 recA1 

relA1 end A1 thi hsdR17 

Steindler et al., (2007) 

Rosetta  (F-) ompT hsdSB(rB
- mB

-) gal 

dcm (DE3) pRARE (CamR) 

Novagen 

Pseudomonas tolaasii 

2192T Wild type Dr Rob Jackson, University of 

Reading 

Bacteriophage 

ɸMSPA63  Wild type Maria Stroyakovski 

ɸMSPA46 Wild type Maria Stroyakovski 

ɸMSPA18 Wild type Maria Stroyakovski 

ɸMSPA17 Wild type Maria Stroyakovski 
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on a rotating wheel at 37°C. A list of the antibiotics and the respective working concentrations 

used is represented in table 2.2. 

 

 

Table 2.2 Antibiotics used in this study 

Antibiotic Solvent 

Working concentration (mg/mL) 

P. aeruginosa E. coli 

Carbenicillin, Cb 50% (v/v) ethanol 250 50 

Gentamicin, Gm Water 50 10 

Tetracycline, Tc 50% (v/v) ethanol 50 10 

Chloramphenicol, Cpl 70% (v/v) ethanol n/a 34 

Rifampicin, Rf 95% (v/v) ethanol 500 n/a 

 

 

2.2.2 DNA extraction 

 Genomic DNA (gDNA) extractions were performed using GeneJET Genomic DNA 

Purification Kit and plasmid DNA was extracted from bacterial cultures using GeneJET 

Plasmid Miniprep Kit. Concentrations of the extracted DNA were determined using a 

NanoDrop ND-1000 Spectrophotometer and were stored at -20°C. A list of plasmids that 

appear in this study can be found in table 2.3. 

 

2.2.3 Polymerase chain reaction (PCR) 

PCR were performed using 50L reaction mixture volumes containing up to 250ng 

template DNA, 0.5M of forward and reverse primers, 200M dNTPs, Phusion HF buffer, 

1.5L dimethyl sulfoxide (DMSO), and Phusion DNA polymerase (1 unit). Reaction 

conditions were adjusted for amplicon length and annealing temperature of primers. A list of 

the primers that were used in this study appear in table 2.4. 

 

Colony PCRs were carried out by diluting a single colony in 100L of sterile dH20. In 

a 50L reaction, 2L of diluted cells were added to PCR mixture in place of DNA template. 

Table 2.4 contains a list of all primers used in this study. 
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2.2.4 Agarose gel electrophoresis 

Agarose gel electrophoresis was performed by dissolving agarose in 1x Tris-acetate-

EDTA (TAE) buffer supplemented with 0.4mg/mL ethidium bromide. 6x DNA loading dye 

(Thermo Scientific) was mixed with samples and loaded into 0.8% (w/v) agarose gels. Band 

sizes were measured by 1kb Hyperladder (Bioline) and gels were run at 80V for 1hr. 

Visualisation was by UV transilluminator. To purify DNA from within agarose gels, the desired 

bands were excised using a scalpel and DNA extracted by GeneJET Gel Extraction Kit. Sample 

concentration was determined by Nanodrop as previously mentioned and stored at -20°C. 

 

2.2.5 Restriction digest and ligation 

Restriction enzymes were used to digest according to manufacturer instructions and 

checked for successful digestion by gel electrophoresis followed by gel DNA extraction. 

Ligation of DNA fragments into plasmid DNA was also carried out in accordance with 

manufacturer instructions using T4 ligase. Mixtures were incubated for 1hr on ice before 

another 1hr at room temperature. Ligation mixtures were stored at -20°C if not used directly 

for transformation by electroporation. 

 

Table 2.3 Plasmids used in this study 

Plasmid  Description Source 

pET16b exsA full length Timothy Yahr, University of 

Iowa 

pUCP20 E. coli to PA shuttle vector Westa et al., (1994) 

pSB536 BHL biosensor Winson et al., (1998) 

pSB1075 OdDHL biosensor strain Winson et al., (1998) 

Mini-CTX PQS sensor stain Fletcher et al., (2007)  

Tn7 helper plasmid Tn7 helper plasmid Choi et al., (2005) 



37 
 

2.2.6 Bacteria transformations  

 For E. coli, samples were sub-cultured from an overnight for 3hrs to harvest 

cells during exponential growth phase. Cells were pelleted (4000 x g) and washed 3x in MgSO4 

before resuspension in 100L dH2O and mixed with 0.2-1mg plasmid DNA or 2L ligation 

mixture and transformed by electroporation (2.5kV, 25mF, 200). Immediately following 

electroporation, mixtures were added to 1mL pre warmed (37°C) LB and incubated rotating 

for 1hr at 37°C for recovery. Cells were then plated on antibiotic selective agar and incubated 

overnight at 37°C. PA transformations were performed by sub culturing PA overnights in LB 

with static incubation overnight at 42°C before following steps mentioned as above.  

 

 

 

2.2.7 Phage transduction 

 Lytic phage were added to LBA plates with a PA01 exsC::Tn lawn and left overnight. 

Phage lysates were then prepared by scraping the top layer off semi confluent plates (i.e. 

overlapping plaques with small areas of bacterial lawn remaining) into 2mL of phage buffer 

[10mM Tris-HCl (pH7.4), 10mM MgSO4, 0.01% gelatin] and 500L chloroform. This was 

then vortexed for 2mins and centrifuged (4,500rpm, 20mins, 4°C). The supernatant was 

transferred to a glass bijou with 100L chloroform for sterility and stored at 4°C. 

Table 2.4 Primers used in this study  

Primer Name Sequence 

pcrV Tn7T lux F BamHI AAACGCGGATCCGTTCCGGTGACCTGGGTG 

pcrV Tn7T lux R XhoI AAAACTCGAGAAAAGGCGAAGGTCAGCTCT 

lacZ F BamHI ATATATACGGATCCACGCAGATACAGTGTCCCC 

lacZ R XhoI ATATATACTCGAGGATCGCCCTTCCCAACAGTT 

PexsC F ATGGATTTAACGAGC 

PexsC R TCAAACCCTCATGCC 

PexoT F AATATCCCATCGGGTTCTCC 

PexoT R GATGATTGACGTCTCCTGATGTTTC 

PkatA F ACGTGTGGTT CCTCGAGAAG 

PkatA R GACCTGGGAG AAGATCTTCG 
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Phage transduction was attempted by adding 100L of phage lysate to an overnight of 

the recipient strain (PA103) with static incubation at 37°C for 30 minutes followed by 20 

minutes shaking. The overnight was then pelleted and the supernatant discarded before 

resuspension in 300L LB before plating onto antibiotic selection plate. Colonies growing on 

selection plates were checked for transduction by PCR.  

 

2.2.8 DNA sequencing 

 DNA sequences were determined by Sanger sequencing conducted by GATC Biotech 

as per company instructions.  

 

 

2.3 Mammalian cell culture techniques 

 

2.3.1 Mammalian cell line 

The human lung carcinoma cell line, A549 (ECACC 86012804) was maintained using 

DMEM media (high glucose, pyruvate, Thermo Fisher #41965039) supplemented with 10% 

foetal bovine serum (FBS) (heat inactivated, Sigma #F9665) and penicillin-streptomycin (100x 

solution, Sigma #P433-100ML). Trypsin-EDTA (Sigma #T4174-100ML) was used during 

passages. 

 

2.3.2 Cell protection assay (CPA) 

 The CPA was used to establish which compounds had a protective effect in vitro against 

acute PA103 infection. 5x104 A549 cells per well (counted using 4% trypan blue solution, 

Sigma #T8154-20ML) were allowed 24 hours to adhere in a 96 well plate (37°C, 5% CO2) 

before washing with calcium and magnesium free PBS (Sigma #D8537-500ML). DMEM 

media (high glucose, pyruvate free, Thermo Fisher #21063-029) supplemented with 10% FBS 

was then added. Overnight bacterial cultures were diluted and grown to mid-exponential 

growth phase before washing in PBS and resuspension in DMEM media (high glucose, 

pyruvate free, Thermo Fisher #21063-029 supplemented with 10% FBS). Bacterial cultures 

were then added to wells at a multiplicity of infection (MOI) of 5:1 and DMSO or compound 

(1% v/v) were also added before static incubation at 37°C for 4hrs. Full lysis controls were also 

used to ensure PA mediated cytotoxicity achieved a minimum of 40% relative to full lysis. 

Lysis buffer was added to the necessary control wells 45mins before the end of incubation as 
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per assay kit instructions. Results were quantified by the detection of lactate dehydrogenase 

(LDH) in a BMG Labtech FLUOstar Omega microplate reader using CytoTox 96® Non-

radioactive Cytotoxicity Assay kit (Promega, #G1781, #G1780) measured at 492nm. Results 

are presented as percentages normalised against wild type (WT) infection controls (100%) and 

EC50 values calculated using GraphPad Prism 6.0 non-linear regression analysis log(inhibitor) 

vs normalised response – variable slope. 

 

2.3.3 Toxicity assay 

 Basic initial toxicity profiles of compounds were determined by LDH detection as in 

the CPA except for no bacterial cultures were added.. Figure 2.1 visually represents the 

detection of LDH by the CytoTox 96® Non-radioactive Cytotoxicity Assay kit. Results are 

presented as percentages normalised against full lysis controls (100%). 

 

 

 

 

2.4 Protein purification 

 

2.4.1 Purification of ExsA 

 ExsA contains rare codons making expression better suited in Rosetta cells than DH5a, 

so the plasmid encoding full length ExsA was extracted from DH5 cells using a Miniprep kit 

Figure 2.1 Lactate dehydrogenase detection reaction: LDH is released by damaged cells and is 

proportional to the quantity of formazan detected at 492nm. Formazan is red and formed when 

lactate, NAD+ and INT dye act as substrates in the presence of LDH and diaphorase. 
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and confirmed by Sanger sequencing. Plasmids were then successfully transformed into 

Rosetta cells using carbenicillin and chloramphenicol selection.  

 Overnight cultures of transformed Rosetta cells were added to 1L flask cultures of LB 

and grown shaking (200rpm) at 37°C until OD600 0.6, at which point cultures were induced 

using 1mM isopropyl -d-1-thiogalactopyranoside (IPTG). Cultures continued to be incubated 

overnight shaking at 18°C. Cultures were then pelleted (4000 x g) and resuspended in lysis 

buffer before sonication. Following sonication cultures were pelleted again (20,000 x g, 4°C) 

and lysates were filtered using a 0.22m syringe filter (Sartorius). Samples were then purified 

using Ni2+ affinity chromatography technique (Qiagen AKTA, Ni-NTA Superflow Cartridge). 

The eluate (in elution buffer) was then dialysed at 4°C in dialysis buffer before being loaded 

onto a HiTrapTM heparin HP cation exchange column. ExsA was eluted using heparin column 

elution buffer and then re-dialysed at 4°C in ExsA storage buffer. VivaSpin columns were then 

used to separate ExsA monomers from dimerised ExsA. Purified protein was snap frozen in 

liquid nitrogen and stored at -80°C. A list of all the buffers used during the purification process 

are in table 2.5. 

 

Table 2.5 ExsA purification buffers  

Buffer Components 

Lysis 
[500mM NaCl, 25mM imidazole, 50mM Tris-

HCl (ph7.4)] + protease inhibitor tablets 

Ni2+ elution Lysis buffer except 250mM imidazole 

Dialysis 
[200mM NaCl, 25mM Tris-HCl (pH7.4), + 

1mM DTT] 

Heparin elution Dialysis buffer except 2M NaCl 

Storage 
[500mM NaCl, 25mM Tris-HCl (pH7.4), + 

1mM DTT] 
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2.5 Proteomic analysis 

 

2.5.1 SDS-PAGE 

Purified ExsA samples were confirmed by running on 12% SDS-PAGE at 150V for 

90mins. Purified samples were mixed with 4x loading dye and size determined by the relative 

position on the gel to a Precision Plus Protein Standard (BioRad). Gels were stained using 

Coomassie Blue before a two-step destaining process, first incubating overnight with Destain 

I and then with Destain II. SDS gel recipes and buffer compositions can be seen in table 2.6. 

 

 

 

2.5.2 Secretome analysis 

 Cultures were grown in LB shaking at 200rpm in 200mL flasks overnight at 37°C 

before normalisation and pelleting (4000 x g). Supernatants were then filtered using 0.22m 

syringe filters (Millipore) and protein was precipitated overnight at 4°C by addition of 12% 

Table 2.6 Buffers and solutions used in this study 

Buffer / Solution  Components 

SDS-PAGE  

6% stacking gel [7mL dH2O, 2mL 30% Bis-acrylamide solution 

(Severn Biotech), 1mL 5x stacking buffer, 50L 

20% (w/v) SDS, 100L 8% (w/v) APS, 5L 

tetramethylethlenediamine] 

12% resolving gel [1mL  dH2O, 4mL  30% Bis-acrylamide solution 

(Severn Biotech), 5mL 5x resolving 

buffer,50mL 20% (w/v) SDS, 100L 8% (w/v) 

APS, 5L tetramethylethlenediamine] 

4x SDS loading dye [2.4mL 1M Tris-HCl (pH6.8), 0.8g SDS, 4mL 

glycerol, 1mL 0.5M EDTA, 4mg bromophenol 

blue, 3.1mL H2O] + DTT 

Coomassie Blue [1g/L Coomassie Brilliant Blue G (Sigma), 50% 

(v/v) methanol, 10% (v/v) acetic acid] 

Destain I [50% v/v methanol, 7% (v/v) acetic acid] 

Destain II [10% v/v methanol, 7% (v/v) acetic acid] 
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(w/v) trichloroacetic acid (TCA). Samples were then pelleted (15,000 x g) at 4°C before 

washing 3x with 80% (v/v) acetone with pelleting between each wash. The pellets were then 

air dried and resuspended in PBS and 4x loading dye. Samples were then run on a 12% SDS 

gel and stained as in section 2.5.1.  

 

2.5.3 Liquid chromatography-tandem mass spectrometry (LC-MS/MS) 

 LC-MS/MS was done by the Cambridge Centre for Proteomics with MS/MS 

fragmentation data searched against the National Centre for Biotechnology Information 

(NCBI) database using MASCOT (Matrix Science) search engine.  

 

2.5.4 Electromobility shift assay 

 To test whether purified ExsA samples were active an EMSA was optimised. Two 

probes were generated tagged with a Cy5.5 fluorescent dye on the 5’ end - a specific 200bp 

PexoT probe containing an ExsA binding region and a 150bp non-specific (NS) katA probe. The 

EMSA reaction mixtures can be found in table 2.7. Samples were incubated for 5mins at room 

temperature after ExsA and compound were added before the addition of any probes. On 

addition of probes samples were left for an additional 15 minutes at room temperature before 

being loaded into the gel. Reaction mixtures were had a 20L final volume and were loaded 

onto a 4% native acrylamide gel run at 50V for 4hrs at 4°C. Gels were imaged on a BIO-RAD 

ChemiDoc.  

 

 

Table 2.7 EMSA buffers 

Buffer Components 

EMSA buffer [10mM Tris pH7.5, 50mM KCl, 1mM EDTA, 

1mM DTT, 5% glycerol, 0.5mg/mL ssDNA] 

5nM ExsA, 100M compound (when 

appropriate), 10ng exoT or NS probe and made 

up to 20L with dH2O 

Reaction mixture (20L) [EMSA buffer 10L, 100M compound (1% 

v/v) or DMSO, 5nM ExsA, 10ng PexoT or NS 

probe] 
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2.5.5 Western blot 

 Western blots were conducted in line with standard lab protocols. For bacterial 

samples, overnight cultures were normalised to OD600 0.05 in AGSY media and grown to the 

late mid log-rhythmic phase in a BMG Labtech FLUOstar Omega microplate reader, shaking 

500rpm, 37°C. T3SS was induced by 5mM EGTA and DMSO controls or compound were 

added (1% v/v). Samples were normalised by OD600 and pelleted with the supernatant added to 

SDS loading dye to create secretome samples. Pellets were resuspended in PBS and SDS 

loading dye was added for intracellular samples. For total protein samples, whole cell lysates 

were added directly to SDS loading dye after growth and normalisation. 

 

All samples were boiled for 30mins at 95°C after addition of SDS loading dye and were 

run in a 12% SDS-PAGE before being transferred using a BIO-RAD Trans Turbo Blot Transfer 

onto a high fluorescence PVDF membrane. Following blocking (5% milky PBS), primary 

antibodies were incubated with the membrane in blocking buffer for 1hr and then washed 3x 

in PBS. Secondary antibodies (IRDye 680RD Li-Cor) were added and incubated in blocking 

buffer for 45mins before a secondary round of washing. Blots were imaged using a BIO-RAD 

ChemiDoc. 

 

2.5.5 ExsA X-ray crystallography 

 Crystallization of purified ExsA (2.5mg/mL) was attempted using high throughput 

industry screening plates using sitting drop vapour diffusion. A sparse matrix index approach 

was used for ExsA. Screening plates (table 2.8) were thawed and 200nL of protein was added 

to wells with addition of either 200nL or 100nL of reservoir solution dropped using a Mosquito 

crystal liquid handling robot (TTP Labtech). All plates were sealed using clear package tape 

and a roller before being placed in a Rock Imager 1000 automated imaging and hotel system 

(Formulatrix) to equilibrate at 19°C. Images were captured every 24hrs for 3 weeks and plates 

were discarded after 3 weeks if no crystals were formed. 
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Table 2.8 Sparse matrix industry screens for crystallization 

Supplier Screening plate 

Qiagen Classics 

Qiagen PEGS Suite I 

Molecular Dimensions JSCG+ 

Molecular Dimensions PACT premier Suite 

 

 

2.5.6 Intrinsic tryptophan fluorescence  

Decreases in tryptophan fluorescence were measured as an indicator of ligand binding. 

FA compounds or DMSO were added (200M, 2% v/v) to ExsA (2.5M) in storage buffer in 

a 96 well plate and tryptophan fluorescence using a BMG CLARIOstar Plate Reader. 

Excitation wavelength 295nm and emission 330-410nm. Curve fitting was done using 

GraphPad Prism 6.0 linear regression (non-binding) or nonlinear regression (binding).                                                                                                                                                                                                                               

 

2.5.7 Spectro fluorimetry  

 Spectro fluorimetry was performed using a FP-8300 Spectrofluorometer (JASCO), 

excitation wavelength of 295nm and emission wavelengths range of 305-400nm (0.5nm 

intervals, 100nm/min, triplicate measurements), 25°C. Compounds were titrated into the 

sample up to 2M with a fixed protein concentration of 500nM. Ligands were also titrated into 

the buffer alone and used to normalise reads. Binding equilibrium constant (Kd) values were 

calculated by plotting θ vs [L], where θ is equal to the fraction of bound ligand and [L] is the 

concentration of ligand. Curves were fitted in GraphPad Prism 6.0 non-linear regression 

analysis. Scatchard plots were also made plotting ratio of specific binding to concentration free 

ligand against specific binding. 

 

 

2.6 Phenotypic assays 

 

2.6.1 Assay media and agar 

 Table 2.8 contains a complete list of the media and agar recipes mentioned throughout 

section 2.6. 
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Table 2.9 Phenotypic assay media and agar recipes 

AGSY media [56mM L-alanine, 17mM K2HPO4, 86mM NaCl, 

3g L-1 yeast extract, pH7.0] + (addition after 

autoclaving) [100M CaCl2, 10mM MgSO4, 

5M FeCl2, 7.5M ZnSO4] 

Artificial sputum media (1L) [5g mucin type II (porcine), 4g fish sperm DNA, 

1.25mM Na2HPO4, 0.348mM KNO3, 0.271mM 

K2SO4, 2.28mM NH4Cl, 14.94mM KCl, 51.85 

NaCl, 10mM MOPS, 1.45mM Ser, 1.55mM Glu-

HCl, 1.66mM Pro, 1.2mM Gly, 1.78mM Ala, 

1.12mM Val, 0.63mM Met, 1.12mM Ile, 

1.61mM Leu, 0.68mM Orn-HCl, 2.13mM Lys-

HCl, 0.31mM Arg-HCl, 0.013mM Trp, 0.83mM 

Asp, 0.8mM Tyr, 1.07mM Thr, 0.16mM Cys-

HCl, 0.53mM Phe, 0.52mM His-HCl·H2O, 3mM 

Dextrose (D-glucose), 9.3mM L-acetic acid 

(pH7), 1.754mM CaCl2·2H2O, 0.61mM 

MgCl2·6H2O, 0.0036mM FeSO4·7H2O, 0.3mM 

N-acetylglucosamine, 5mL egg yolk emulsion 

(Sigma)] filter sterilised 0.22m 

Swimming agar (1L) [4g tryptone, 2g NaCl, 1.2g agar] 

Swarming agar (1L) [1.07g NH4Cl, 1.7g Na2HPO4, 0.5g NaCl, 1.98g 

glucose, 5g casein hydrolysate, 5g agar] + 

(addition after autoclaving) [1mM MgSO4, 1mM 

CaCl2] 

Rhamnolipid agar (1L) [20g glucose, 0.7g KH2PO4, 0.9g Na2HPO4, 2g 

NaNO3, 0.4g MgSO4·H2O, 0.1g CaCl2·2H2O] 

(addition after autoclaving) 2mL trace elements 

[2g FeSO4·7H2O, 1.5g MnSO4·H2O, 0.6g 

(NH4)6Mo7O24·4H2O] + [12g agar, 0.2g cetyl 

trimethylammonium bromide (CTAB), 0.005g 

methylene blue (MB)] 

Mueller Hinton media Oxoid CM0405 

 

 

2.6.2 Luciferase reporter assay  

A luciferase (lux) promoter reporter assay was used as an initial screen to identify 

compounds inhibiting T3SS expression measured by a reduction in lux signal normalised to 

growth. All luciferase strains used were previously generated by Dr. Stephen Dolan. Primers 

listed in table 2.4 were used to fuse luxCDABE with upstream promoter sequences. Promoter 

regions were amplified using the primers and BamHI and Xhol digest sites added to the 5’ and 

3’ ends of the promoters respectively. Purified PCR products were digested and ligated 
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directionally into the multiple cloning site of the pUC18T-mini-Tn7T-lux-Gm plasmid. The 

mini-Tn7-lux element was integrated into the PAO1 chromosome downstream of glmS at a 

conserved site by electroporation with helper plasmid pTNS2, previously described by Dolan 

et al., (2020). Recombinants were selected using 50μg/mL gentamicin on LBA plates and 

confirmed by PCR. The upstream promoter sequences were examined for the PA popN and 

exsC type III secretion operons. A lacZ promoter was cloned from plasmid pUCP20 as a 

constitutive positive control. 

 

Overnight lux cultures were normalised to OD600 0.05 and compound or DMSO were 

added to wells (1% v/v). Samples were grown in a BMG Labtech FLUOstar Omega microplate 

reader (shaking 500rpm, 37°C) and values were measured as relative light units (RLU) which 

were a factor of arbitrary light units (ALU) relative to culture growth, calculated: 𝑅𝐿𝑈 =

(OD600×104)

ALU
 .  For PpcrV-lux strains cultures were grown in AGSY media and induced with 

5mM EGTA. LB media was used for investigation of PpqsA-lux and PlacZ-lux strains.  

 

2.6.3 Growth curves 

 Growth curves were conducted by normalising overnight cultures to OD600 0.05 and 

compound or DMSO added as appropriate (1% v/v). Plates were grown shaking at 500rpm, 

double orbital shaking in a BMG Labtech FLUOstar Omega microplate reader. Colony forming 

units (CFUs) were counted as CFU/mL by 10-fold serial dilution of cultures and plating on 

LBA plates with antibiotic selection as appropriate.  

 

2.6.4 Ex vivo porcine lung  

 Lungs were obtained as fresh as possible from John Taylor & Son and prepared as 

described in Harrison et al., (2014). All lung preparations and incubation were performed at 

Warwick University in Dr. Freya Harrison’s lab. Briefly, the main bronchiole section was cut 

out of each lung and alveolar tissue removed before washing and dicing into even sized chunks 

of tissue (5mm square). The tissues were infected by picking individual colonies of PA103 on 

insulin syringe needle tips and stabbing the tissues. Every 24hrs tissue samples were moved to 

a new plate and fresh artificial sputum media (ASM) added with the appropriate 100M of 

compound (or v/v DMSO control). The tissues were incubated statically at 37°C. CFUs of 

tissue homogenates and supernatants were plated on Pseudomonas isolation agar after 10-fold 

serial dilutions. 
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2.6.5 Protease activity  

 Overnight cultures were grown to stationary phase in flasks at 37°C, 200rpm and 

normalised to OD600 1.0 before pelleting and filtering supernatants (0.22m Millipore). Equal 

volumes (100L) of supernatant and 1.5% milk solution were mixed and OD595 was measured 

using BMG Labtech FLUOstar Omega microplate reader (shaking 200rpm, 37°C). 

 

2.6.6 Biofilm formation 

 Overnight cultures were diluted 100x in LB with compound or DMSO added as 

appropriate (1% v/v) before being grown shaking (200rpm, 37°C) in 96 well plates for 48hrs. 

Cultures were then removed and wells washed 3x with dH2O before staining with 0.1% crystal 

violet (10mins). Following air drying after crystal staining wells were again washed 3x with 

dH2O before solubilisation of biofilms using 30% acetic acid. Biofilm formation was 

determined by OD550 in a BMG Labtech FLUOstar Omega microplate reader.  

 

2.6.7 Twitching motility plate assay 

 Overnight cultures were normalised to OD600 1.0 and spotted onto the base of a 1% 

LBA plate with compound or DMSO added when appropriate (<1% v/v). Following overnight 

incubation at 37°C LBA was removed and the plate stained with 0.1% crystal violet. Twitching 

distance was determined as the widest diameter of stained twitching zone. 

 

2.6.8 Swimming motility plate assay 

 Overnight cultures were normalised to OD600 1.0 and pipetted into the centre of 

swimming agar plates and incubated overnight at 37°C. When appropriate, compound or 

DMSO was added to swimming agar (<1% v/v). 

 

2.6.9 Swarming motility plate assay 

Overnight cultures were normalised to OD600 1.0 and spotted onto the surface of a 

swarming agar plate with compound or DMSO added as necessary (<1% v/v). Plates were then 

incubated at 37°C overnight.  
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2.6.10 Rhamnolipid production plate assay 

 Overnight cultures were normalised to OD600 1.0 and spotted onto rhamnolipid agar 

plates.  Small wells were made in the agar with a 5mL stripette heated tip. Plates were then 

incubated for 48hrs at 37°C followed by 48hrs at 4°C. This assay was adapted from Pinzon et 

al., (2009). 

 

2.6.11 Quorum sensing assay 

 QS assays were conducted in line with a previous protocols and strains established by 

Dr. Peter Davenport. Cultures were grown in flasks overnight (shaking 200rpm, 37°C) and 

normalised by OD600 before pelleting (4000 x g), supernatants filtered (0.22m Millipore), and 

diluted 10x. Overnight cultures of sensor strains (PQS: PA01 pqsA pqs::lux, BHL: JM109 

pSB536, and OdDHL: JM109 pSB1142) were diluted 25x and grown to mid-logarithmic phase 

before mixing (1:1 volume ratio 60L) with filtered supernatants in 96 well plates. PQS and 

BHL sensor plates were incubated static for 3hrs at 30°C and OdDHL sensor plates for 4hrs. 

Sensor strains contain lux plasmids that are induced by their namesake autoinducer QS 

molecules. Measuring of normalised lux was detected by BMG Labtech FLUOstar Omega 

microplate reader and was used as a determinant of autoinducer expression. This procedure 

was carried out as explained except in cases where growth times of flask cultures are 

specifically indicated.  

 

2.6.12 Antibiotic minimal inhibitory concentration (MIC) assay 

 Cultures were grown overnight in Mueller Hinton (MH) media and diluted 100x into 

96 well plates with increasing concentrations of antibiotics (2-fold serial dilution). Compound 

or DMSO were added when appropriate (1% v/v). Plates were incubated static for 24hrs at 

37°C. MIC was determined as the first concentration at which no growth was observed.  

 

2.6.13 Transmission electron microscopy (TEM) imaging 

 TEM imaging was conducted within the Cambridge Advanced Imaging Centre and this 

report acknowledges their support and assistance as well as that of Dr Rita Monson 

(Department of Biochemistry) in the image capturing process. Samples were attached to argon 

glow discharged carbon coated copper grids by 5min soaking of grids in sample culture 

followed by 3x HPLC water washes. Grids were then soaked for 2mins 30s in uranyl acetate. 
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Samples were either planktonic overnight cultures or taken from the leading edge of swarming 

projections on swarming agar plates by resuspension with 10L of LB.  

 

 

2.7 In vivo models 

 

2.7.1 Galleria mellonella killing assay 

Killing assays for Galleria mellonella were used to assess the toxicity of compounds 

and their efficacy at increasing survival time in an acute PA infection in vivo. Overnight 

cultures were washed and resuspended in PBS (Oxoid, #BR0014G) before normalising to 

OD600 0.1. Cultures were then diluted in a 10-fold series dilution and supplemented with 

rifampicin 0.5mg/mL. Larvae were ordered from BioSystems TruLarv and 10µL of desired 

dilution was injected into the haemocoel via the hindmost left proleg. An additional 5L 

injection of compound (diluted in PBS) or PBS was given into the foremost right proleg when 

appropriate. The larger volume was injected first followed immediately by the smaller volume 

injection. Death was determined by an absence of movement in response to touch. Mock 

inoculation controls were performed in each experiment as well as no trauma controls to 

monitor killing due to physical trauma.  
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3.1 Binding site prediction of N-hydroxybenzimidazoles 

 

3.1.1 Background 

The AraC/Xyls family are potentially good antimicrobial targets for drug development 

because they are only present in bacteria and fungi proteins and are not represented in higher 

eukaryotes [205]. A small sub-group of this family, in which ExsA is included, are regulated by 

protein-protein interactions rather than small molecule ligands, such as arabinose, which is 

usually the case for the family[205, 246–248]. 

 

The first task of my project was to predict and purchase a small number of compounds 

that could have inhibitory activity against ExsA.  Data that is available on a drug target, such 

as crystal structures, known active ligands, and SAR knowledge can be used to filter chemical 

libraries when searching for novel active compounds. The more that can be known about the 

target protein and preferably known active ligands too, the better informed in silico screening 

can be and therefore the chances of achieving “true hits” is increased. In the case of ExsA there 

is a distinct lack of such data. Only one class of chemical inhibitors of ExsA are published, N-

HBs, and only the regulatory NTD has been successfully crystallized[223].  

 

A review of previous work indicated the putative binding site of N-HBs to be in the 

DNA binding domain of ExsA, predicted by FTSite[226] on a model of ExsA[146]. To confirm 

this experimentally residues around this region were mutated for either glutamic acid, a large 

bulky residue to occlude ligand binding, or alanine, to remove polar interactions[146]. Certain 

substitutions altered the ExsA sensitivity to N-HBs, decreasing their ability to prevent ExsA 

binding to promoter DNA[146]. Figure 3.1 shows this putative binding pocket and the mutated 

residues from the paper[146]. A curiosity from this previous work is how N-HBs have activity 

against ExsA, LcrF and AscA, all with highly conserved DNA binding domains, but are also 

active against, Rma, PqrA, MarA, SoxS and Rob, which do not have these similarly conserved 

residues[146]. It was suggested that the pocket shape is the determining factor for N-HB binding 

to ExsA rather than specific residue interactions[146].  

 

Additional studies of ToxT, another AraC/Xyls family protein that controls the 

expression of virulence factors in Vibrio cholerae, showed an unexpected cis-palmitoleate in 

the NTD when the protein was crystallized[249, 250]. Work was carried out to identify compounds 
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that replicate the docked conformation of the cis-palmitoleate and were tested for an ability to 

inhibit ToxT activity[251–255]. In addition, AraC is regulated by arabinose in a binding pocket 

that replicates closely the region mentioned in ToxT[207]. Despite only having a low level of 

sequence conservation with the ExsA NTD, the overall structure of the three proteins are 

remarkably similar and there is suggestive data to show that the dimerization interface in both 

AraC and ExsA is also conserved. However, the ligand binding pocket that can be seen in AraC 

and ToxT does not seemingly play a role for ExsA in its binding to ExsD[223]. 

 

MarA is an E. coli protein homologue of ExsA that does not have a regulatory domain 

as other members of the family do, only a typical AraC family DNA binding domain and is 

regulated at the transcriptional level[223]. It is often used as a template in the creation of ExsA 

models for the ExsA CTD[223]. Given previous work showing N-HB activity against MarA and 

Rob, as well as the sequence similarities to AraC, all these structures were used in the search 

for novel active ligands of ExsA. 

 

In this chapter the aim was to illustrate the purpose and reasoning behind selecting one 

region of ExsA that would be used for structure-based docking. This selection utilised docking 

software and online servers and was a subjective choice based on balance of inputs from 

multiple in silico experiments as well as a review of current literature. The steps taken to purify 

ExsA and determine that it was active using an EMSA assay follows, before the final sections 

of the chapter address the selection of the compounds. This selection used a variety of 

techniques that included assessing the suitability of each scoring function of the focus-docking 

software (ROC curve analysis), and biophysical binding experiments of ordered ligands with 

purified and active ExsA (tryptophan fluorescence quenching). 

 

3.1.2 Ligand binding pockets in AraC/Xyls proteins 

Initially, I wanted to test whether docking experiments would support the docking 

results seen in Marsden et al., (2016) and the conclusions drawn from it. Therefore, I began by 

observing where binding sites were predicted on my own models and structures, the plausibility 

of these sites for ligand binding, and virtual docking of N-HBs to these structures. The 

resources available to this project meant only one region of the protein could be focused on for 

any structure-based methods and so the primary aim addressed in this section was to determine 

which region of ExsA to focus on for structure-based docking and virtual screening. 
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FTSite is a server that will identify potential ligand binding pockets on a protein surface 

by docking a number of solvents of varying polarity and observing cluster points[226]. 20 

Conformations of the solution NMR structure of E. coli AraC CTD (PDB:2K9S) were 

submitted to FTSite along with 6 sampled conformations of ExsA from MD simulations 

(previously done by Dr Aneesh Chandran), MarA (PDB:1BL0) and Rob (PDB:1D5Y) 

structures. The MarA and Rob structures were solved bound to DNA which was removed from 

the models before submission. By submitting all the conformations for each protein, which 

pockets were predicted consistently across these AraC/Xyls family proteins could be seen. 

   

Almost every structure was predicted to contain three potential ligand binding pockets. 

MarA and Rob proteins were predicted to have a pocket in the DNA binding domain located 

within the CTD. The MarA DNA binding domain pocket was significantly sized and the largest 

of the three indicated on the protein. Rob in comparison had an extremely small pocket 

predicted, it’s other two ligand binding pockets within the NTD region also being small. The 

pockets predicted on these two proteins are visible in figure 3.2.  

  

Of the 20 AraC CTD conformations submitted, a pocket within the DNA binding 

domain was predicted in all except conformation 15 (AraC_15). The second persistently 

Figure 3.1 Putative binding site of N-hydroxybenzimidazoles in ExsA: The binding pocket of 

N-hydroxybenzimidazoles in the DNA binding domain of ExsA as predicted by FTSite. Blue 

residues represent those predicted to have base specific interactions with DNA and all labelled 

residues are those mutated in Marsden et al., 2016. Image taken from Marsden et al., (2016). 
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predicted pocket was also in the CTD on the reverse side of the helix-turn-helix, so that two 

pockets existed like a saddle placed over the helix-turn-helix. A third pocket was predicted 

however, the NTD would likely significantly impact this third pocket. Three of the 

conformations and the pockets can be seen in figure 3.3.  

 

None of the six ExsA MD models were predicted to have a ligand binding site in the 

DNA binding domain contrary the model seen in figure 3.1. Three pockets were indicated in 

all the conformations, but all were clustered in the NTD close to the CTD-NTD interface. This 

region is described in Shrestha et al., (2015) and a hypothesis is that it became redundant as 

the protein evolved to be controlled by protein-protein interaction rather than ligand regulated 

or may hold unexpected regulatory secrets such as the cis-palmitoleate in ToxT. The region 

would be extremely interesting to investigate and target for small molecule intervention like 

the studies completed on ToxT[251, 253–255]. The available crystal structure of the ExsA NTD 

would also be a useful asset in the ligand search using this region. The absence of predicted 

binding pockets in the DNA binding domain of these ExsA models was troubling as it posed 

the question whether to focus on this NTD region with a crystal structure of the target protein, 

or to utilise a known active ligand class and rely primarily on related structures that support the 

proposed SAR of these known active ligands in a standard ligand-based drug discovery 

approach. 

 

ExsA and other transcriptional factors can undergo dramatic structural changes 

differentiating ‘open’ and ‘closed’ conformations to bind promoter regions of DNA[207, 222, 248, 

249]. Unfortunately, we could not be certain which of these conformations ExsA might be in, 

unlike for example with the Rob and MarA structures that were solved bound to DNA. The six 

models used were generated from a short (5ns) MD simulation likely showing the protein in a 

closed conformation.  
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Figure 3.2 Predicted ligand binding sites in MarA and Rob: FTSite server ligand binding pocket 

predictions in MarA and Rob proteins. Both crystal structures were solved with DNA bound 

(removed before submission).  
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Figure 3.3 AraC CTD predicted ligand binding pockets: 3 conformations of AraC CTD submitted to FTSite (conformation 15, 17 and 18). Ligand 

binding pockets are indicated by coloured mesh. Structures are orientated in the same manner and the DNA binding domain is located at the site of pink 

mesh binding pocket in conformation 17 and 18.  
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Figure 3.4 Predicted ligand binding pockets in ExsA MD simulation models: ExsA models 

refined through MD simulation were submitted to the FTSite server. Ligand binding pockets are 

indicated by coloured mesh and the DNA binding domain by a red star in each model. 
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The indication from these results is that ligand pockets are likely present at the DNA 

binding domain and the NTD within the AraC family, not unexpected given the ligand 

regulation of most of the family and additionally supportive of the broad family activity of N-

HBs. As the 20 conformations of AraC show, there can be changes to the pocket sites between 

conformations and the proteins submitted are all inherently very flexible both around the CTD-

NTD interface and around the DNA binding domain. Despite the ExsA MD models not having 

any pockets predicted in the DNA binding domain it does not exclude the possibility of one 

existing there in an alternate confirmation. Indeed, the model seen in figure 3.1 has a such a 

pocket predicted from the FTSite server. The constraints, parameters and software algorithms 

used to build the models will all influence the conformations predicted and consequently the 

pockets.  

 

3.1.3 Electrostatic surface mapping of AraC family proteins 

Following the absence of predicted ligand pockets in the DNA binding domain of the 

ExsA models I decided to map the electrostatic surface of the ExsA models along with an AraC 

model to observe whether it could potentially be a site for polar interactions. Electrostatic 

surface mapping[227, 256] of the AraC/Xyls family proteins revealed the DNA binding domain 

cavity to be a plausible site for polar interactions. Figure 3.5 shows the electrostatic surface 

map of AraC with a predominance of electro-positivity, as expected for interactions with 

negatively charged DNA. The recess within which N-HB analogue 40 from Bowser et al., 

(2007) (N-HB40, see figure 3.6) is docked has a contrast of positivity and negativity, meaning 

it is a plausible site for polar interactions. This technique was a further affirmation that the 

DNA binding domain would be a ‘druggable’ site. The process of docking N-HB40 is discussed 

in the next section. 
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3.1.3 Blind docking of N-hydroxybenzimidazoles 

 To corroborate the binding pockets predicted by the FTSite server, N-HB40[208] (seen 

in figure 3.6) was blind docked (unbiased docking) using AutoDock Vina[230] to the entire 

surface of all the protein structures used in this project and the frequency with which each site 

was occupied was observed. AutoDock Vina is based on a stochastic algorithm[230] making it 

necessary to perform multiple independent docking runs to evaluate consistency in ligand poses 

to have greater confidence about the likely binding site for the selected ligand. The ligand (N-

HB40) was docked 100 times to each protein conformation, with 9 conformations of the ligand 

generated each time. The top 100 poses docked were viewed in Pymol[225].  

 

Figure 3.5 Electrostatic surface map of AraC: N-HB40 blind docked pose in the AraC DNA 

binding domain. Surface colours represent the electrostatic mapping of the protein. Blue = positive. 

Red = negative.  
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N-HB40 docked largely in conjunction with the pockets projected by FTSite. Since the 

programme is stochastic, the proportions with each run differed, but the trends of frequency 

became apparent with independent docking repeats. When docked on the AraC protein 

conformations the ligand was docked at least once in the DNA binding domain in all but one 

conformation (AraC_15), as well as being scattered between the alternative FTSite pockets and 

some individual poses in obscure positions on the protein surface. In AraC_18, all poses were 

docked within the DNA binding domain, giving confidence to this being a likely binding site. 

The poses found in the DNA binding domain across all poses had 3 distinct orientations, the 

most common orientating the nitrite group toward the deepest recess of the cavity.  

 

In the MarA and Rob protein structures the ligand was also found to dock consistently 

within the DNA binding domain, although poses within the other FTSite-suggested pockets or 

obscure positions on the protein surface were the most frequent cumulatively. In conjunction 

with AraC docking, the most frequent orientation of the ligand was to have the nitrite moiety 

aligned into the cavity region.  

 

The ExsA MD models saw the ligands docked with a heavy priority to the NTD pockets 

and very few poses orientated in the DNA binding domain, although there was occasionally a 

docked pose here. This result was interesting and provided further evidence that the NTD 

region could be a druggable site on the protein, but also mimicked the smattering of DNA 

binding domain poses seen in the more closed conformations of the AraC structures.  

 

The consistency of docking to the DNA binding domain amongst the homologue 

proteins suggested the region is a likely binding site for N-HBs and potential alternative 

inhibitors. However, to use the DNA binding domain would require greater reliance on 

homologue proteins over ExsA models itself in compound selection, which would significantly 

hinder any SAR elucidation. The NTD region of ExsA was also further affirmed for possible 

targeting if structure-based methods were to be used.  
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Since only a limited number of compounds could be purchased and the restricted 

amount of data available to utilise in a search, selection had to focus on just one region of the 

protein. A ligand binding pocket was predicted in the DNA binding domain of all the structures 

except the ExsA models, presenting a consistent picture across the family and a suspicion that 

the ExsA models were in ‘closed’ conformations. Virtual docking of N-HB40 in the AraC 

conformations and the FTSite pocket predictions indicated the drastic variability in ligand 

poses that can be seen between conformations, which highlights the difficulties faced in drug 

discovery when there is limited structural information. The electrostatic surface mapping aided 

the expectation that the DNA binding domain was a targetable region. It was therefore 

concluded the DNA binding domain was the most likely binding site of N-HBs and future in 

Figure 3.6 Blind docking of N-HB40 in AraC conformations: (A) A 2D structure of the N-HB40 

molecule[208]. (B) The locations of the top 100 blind docked (AutoDock Vina) poses of N-HB40 in 

the 20 AraC conformations. DNA BD: DNA binding domain. This figure is representative of 3 

repeat runs.  

A 

B 
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silico screening involving both ligand and structure-based approaches should make use of the 

DNA binding domain of ExsA. This conclusion is further supported by the promiscuity of N-

HBs across the AraC family alongside prior experimental data mentioned in section 3.1.1.  

 

It must be noted that every model containing an NTD had a predicted ligand binding 

site in the NTD which warrants further investigation. This is supportive of the possibility that 

AraC family proteins have ligand regulation sites towards their NTDs and are targetable for 

small molecule intervention via these, such as with ToxT. The problematic nature of 

crystallizing these hydrophobic transcription factors frustrates structural investigation that 

would dramatically aid the search for such small molecules. An advantage to focusing on this 

region would have been the use of the crystal structure of the ExsA NTD and not the reliance 

on homologue structures. A deciding factor that prevented this option was that it would negate 

the use of N-HBs in a compound search given the conclusion of a DNA binding domain binding 

site for these molecules. Use of an ExsA structure itself over homologues would carry more 

weight in this circumstance if the pocket shape over specific interactions was not the prevailing 

hypothesis. Using a combination of structural and ligand-based approaches utilising the DNA 

binding domain and N-HBs had a greater chance of success in discovering novel ExsA 

inhibitors than to focus only on an NTD orientated structure-based approach. A project 

targeting the NTD would be a worthwhile future venture as a mechanism to inhibit ExsA.  

 

 

3.2 Purification, function, and crystallization of ExsA 

 

3.2.1 Purification of ExsA 

ExsA contains rare codons which are associated with lower protein yields and so the 

plasmid containing the His-tagged full length exsA gene was transformed into Rosetta cells 

optimised for expression of genes containing rare codons. Numerous purification conditions 

were tried during the optimisation process including magnesium supplementation to media, 

alternate growth media, 3% alcohol, 3hr growth at 37°C after induction, and varied IPTG 

induction concentrations and time points were all tested. Yields were not noticeably different 

under the different conditions and so a protocol of induction with 1mM IPTG at OD600 0.6 and  

overnight growth at 18°C was followed. SlyD was a contaminant following Ni2+ column 

purification but could be removed by excess washing on the heparin cation exchange column 
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and dimerised ExsA could also be removed by viva spin concentrator columns. Dimerised 

ExsA was probably not in itself a problem if isolated however, LC-MS/MS data showed that it 

was bound to chaperone proteins that were not removable after ATP washing and monomeric 

samples were shown to be active following electromobility shift assay (EMSA) experiments 

(section 3.2.2). A western blot was conducted using anti His antibodies in support of the LC-

MS/MS data seen in figure 3.7. 

 

Alternative methods that could have been tried in an attempt to increase purification 

yields included transforming the exsA plasmid into PA to express and purify the protein in its 

native species. Different plasmids could also have been used and several species have 

optimised plasmids for protein expression. Further changes such as adding or changing the tag 

on the ExsA might have improved the purification. A his-tag was used for Ni2+ column 

purification that had the disadvantage of SlyD contamination. It was possible a change of tag 

might have helped purity to change the tag to glutathione-S-transferase for example. 

Additionally, generating an MBP fusion protein had the potential to improve the solubility 

which was another problem encountered. The MBP can be cleaved during dialysis, although 

with the hydrophobic nature of ExsA this might have meant it would not remain in solution 

after cleavage. Mutation of some of the more hydrophobic residues was also considered for the 

process and could have conferred better stability and potentially increased yields. These efforts 

are very typical solutions to yield or purity issues faced during a purification process and would 

have likely been the most efficient way to optimise a process given they have often-

standardised protocols that go with certain plasmids, bacterial strains, and standard lab practice. 

It is not an exhaustive list however, and methods such as using denaturing conditions or resin-

based techniques amongst many others could be tried if it had been necessary. Given the time 

constraints on the project, a priority was placed on investigating the activity of compounds and 

the process used was deemed adequate for the project with suitably pure and active ExsA, as 

determined by the EMSA assay in the following section.  
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Figure 3.7 ExsA purification: ExsA was purified from E. coli Rosetta BL21 (DE3). AKTA 

HisTrap Ni2+ column purification produced 4 bands determined to be ExsA monomer, dimer (2 

bands) and SlyD contaminant. Additional purification steps using a Heparin cation exchange column 

and VivaSpin protein concentration columns improved ExsA monomer purity to >90%. A) 15% 

SDS-PAGE separation of HisTrap Ni2+ column purified sample. The bands indicated by arrows and 

numbered were: 1 and 2 – ExsA dimer, 3 ExsA monomer, 4 SlyD. All bands were confirmed by 

MALDI fingerprinting or LC-MS/MS. B) Western blot of HisTrap Ni2+ column purified ExsA 

sample using anti-His antibodies. The three lanes are 2x serial dilutions of the sample. C) 15% SDS-

PAGE separation of sample purified using a HisTrap Ni2+ column, a Heparin cation exchange 

column, and concentrated using a 50,000Da MW VivaSpin protein concentration column. D) LC-

MS/MS trace of ExsA monomer band. E) MALDI fingerprint scoring of ExsA monomer sample.  
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3.2.2 Evaluation of ExsA function 

To ensure that the purified ExsA samples were functional an electromobility shift assay 

(EMSA) was conducted using two fluorescently labelled DNA probes – an exoT promoter 

region probe and a non-specific katA promoter probe. EMSA gels are native, low percentage 

acrylamide gels that highlight DNA-protein interactions by slower migration through the gel 

matrix of DNA-protein complexes compared to DNA alone, observable by shifted bands when 

the gel is imaged. As can be seen in figure 3.8, there were shifts caused by the addition of 

ExsA to lanes containing PexoT probe. When excess unlabelled PexoT probe was added a 

knockdown is seen as ExsA binding is saturated by the unlabelled probe. The addition of 

DMSO did not affect the binding of the ExsA to the specific probe and no binding was seen 

between the non-specific PkatA probe and ExsA. The final confirmation of activity was the 

addition of ExsA antibodies to the sample which causes super-shifts because of the added size 

of the product viewed by gel imaging and western blot (exsA antibodies). The different shift 

bands correspond to different ExsA products such as a monomer or dimer.  

 

This assay was a robust measure of DNA-protein interaction and provides solid 

evidence in favour of active purified ExsA however, the method had some significant draw 

backs for its use in this project. Ideally this assay could have been used to identify compounds 

inhibiting ExsA activity, but it was too low throughput to be used as a primary means of testing 

the compounds. Additionally, it is not quantitative due to dissociation of complexes as samples 

are not in chemical equilibrium and migration of complexes is influenced by many factors and 

not just size meaning shifts do not necessarily correspond to molecular mass. However, the 

intention in this project was to use the EMSA as a confirmation for molecular activity against 

ExsA function by using a dose inhibition curve, as well as being used to test if the purified 

ExsA was active. Titrating the compound into the samples at increasing concentrations should 

correspond with increased intensity of the unbound probe band and lower intensity in the 

shifted, protein-bound probe as ExsA binding approaches saturation. Using this technique has 

been reported previously in Marsden et al., (2016) and is a good technique to demonstrate 

molecular activity following hit identification. 
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Figure 3.8 ExsA functional activity in electromobility shift assay: Specific and non-specific 

Cya5.5 fluorescently labelled probes were incubated with ExsA and separated by 4% native SDS-

PAGE at 4°C. (Left) EMSA gel of PexoT probe and lanes containing addition of ExsA, ExsA and 

DMSO, and ExsA and excess unlabelled PexoT probe. Shift bands indicate DNA-protein interactions. 

(Middle) EMSA gel of non-specific PkatA probe with ExsA and ExsA and DMSO added. (Right) 

EMSA gel containing ExsA, PexoT probe and anti-ExsA antibodies showed super shifts of bound 

complex. All images are representative of 3 independent experiments.  
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3.2.3 ExsA crystallography screen and stabilising mutagenesis predictions  

Since no full length structure has been solved to date, I attempted to crystallize ExsA 

in order to gain valuable structural information that could be used to improve the modelling 

and search for new inhibitors. Four plates were prepared with purified ExsA (2.5mg/mL) and 

images were captured every day for 30 days. No crystals formed under any of the conditions 

tested. ExsA has a number of hydrophobic surface residues and a lot of inherent flexibility due 

to its tertiary structure making it an unlikely candidate for crystallization. Purification routinely 

returned low yields of less than 3mg/mL. which hampered crystallography efforts as well. For 

future attempts two main options were considered – co-crystallization with a strong inhibitor 

or site directed mutagenesis. Both aim to improve the stability of the protein and increase the 

likelihood of crystal lattice formation. Greater protein yields would have also benefitted 

attempts 

 

Predictive computational work was done to identify potentially stabilising mutations 

for any future site directed mutagenesis work. The ExsA AA sequence was submitted to the 

UCLA SERp Server (http://services.mbi.ucla.edu/SER/) and clusters suitable for substitution 

were suggested. The three clusters flagged as suitable for alanine substitution can be seen 

graphically in figure 3.9. The first two clusters, 10-11 KQ and 28-30 KEE are located on a free 

loop at the beginning of the protein. The third is located close to the DNA binding domain.  

 

To corroborate these predictions, I submitted three sequence regions of ExsA to 

STRUM[236], a server that assigns a predicted stability score by using algorithms trained to 

predict Gibbs free-energy changes after single point mutations for a number of different point 

mutations for each residue within the target region. I submitted residues 2-30 housed in the free 

starting loop of the NTD, residues 150-200 covering -helices in the CTD and a second CTD 

-helices region of residues 230-260. As with the UCLA SERp Server predictions, these can 

be seen graphically in figure 3.9. Since each residue within the regions are given scores for 19 

different substitutions, I noted those which were given improved stability values across most 

if not all substitution options. K5E in the first region, H180L and W185A in the second region, 

and T252A, Y255M, and  R256I in the final cluster were all highlighted as the most effective 

mutation suggestions. These mutations were then all run in a third server, SDM (http://www-

cryst.bioc.cam.ac.uk/~sdm/sdm.php) with STRUM suggested substitutions or with alanine 

substitutions. Residue mutations K5E, H180L and T252A were predicted to improve crystal 

formation as well as K5A, W185A and R256A.  
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Concluding from this iterative process is that the free starting loop of ExsA is likely to 

cause significant problems when it comes to crystallizing the protein, as well as at least two 

sites within the CTD, including the DNA binding domain, housing hydrophobic residues that 

could be mutated to improve efforts to crystallize the protein. Mutagenesis around the DNA 

binding domain would severely impact the benefit gained from SAR information gleaned from 

structural and docking information and I would therefore suggest that future attempts do not 

target those residues but instead look at T252A as a starting point for CTD substitutions.  
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Figure 3.9 Predicted stabilising mutagenesis for ExsA crystallization: The ExsA AA sequences were submitted to UCLA SERp server and STRUM to 

predict mutations that would likely confer improved stability for crystallization. (A) UCLA SERp Server predicted three mutable regions (green bars). (B) 

STRUM scores of AA substitutions ranked vertically as a representation of predicted improved protein stability. 

A 
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3.3 Compound selection  

 

3.3.1 Receiver operating characteristic (ROC) curve analysis 

 A combination of structural and ligand-based approaches was used to select the 

compounds ordered for testing. In total 131 initial compounds were ordered using 4 distinct 

methods. Throughout this project I refer to the compounds by the method in which they were 

chosen or the library from which they were selected. The compound groups are, FA, M, NCI 

and E. Compounds were named with their order category as a prefix followed by their number 

within that category. E.g. FA1, M2, NCI3 or E4.  

 

As mentioned in section 3.1.1 additional active molecules would increase the chances 

of attaining more ‘true hits’ and if some were identified early on, they could be fed back into 

the selection process and assist in the search for more. The FA compounds were ordered first 

and tested using biophysical methods to identify molecules that were binding to ExsA. These 

molecules were incorporated into the selection and ordering of the E compounds.   

 

Docking software programmes usually have changeable input parameters and more 

than one scoring function that will score differently for the same molecule docked in the same 

region of the same protein. This is because different scoring functions are weighted differently 

towards various binding forces, such as hydrogen bonds, electrostatic or hydrophobic 

interactions[194–197]. The optimal programme and scoring function to use in drug discovery will 

vary between proteins. To this end, I was careful to try and identify the “best” scoring functions 

to choose, as well as using a variety of selection techniques. 

 

 By using a false set of ligands (called a decoy set) generated from a collection of known 

active ligands, it is possible to test the global recognition and enrichment capabilities of a 

scoring function. Global recognition is testing whether the programme identifies all the active 

ligands within the set. For instance, if a library is generated consisting of 500 compounds (50 

active and 450 inactive) and the top 200 ranked molecules were selected from the scoring 

function, but only 10 of the active compounds are present, then there is a global recognition 

problem. Enrichment is how highly the active ligands are ranked. For example, all 50 may be 

present in the top 200, but if they are ranked between 100 and 200, there is an enrichment 

problem. The known active and ‘inactive’ ligands are ranked by each scoring function and 
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analysed using ROC curve analysis. The inactive molecules are designed to be topologically 

distinct from the active molecules but share similar functional groups.  

 

To do this for ExsA a decoy set of 243 ligands was generated based upon five N-HB 

compounds[146] and ROC curve analysis was performed on the GOLD software (CCDC 

Cambridge, UK) using an ExsA MD model, testing three scoring functions, Chemscore, 

Goldscore and ChemPLP[231]. Due to the relatively small number of compounds, all were 

ranked meaning global recognition was not truly tested. ChemPLP and Goldscore ranked all 

active compounds within the first 50% of molecules, whilst Chemscore ranked two active 

molecules outside of this first 50%. It was found chemplp overwhelmingly outperformed the 

other two scoring functions on enrichment and so was used in the selection of E compounds. 

 

Although ChemPLP performed the best in the ROC curve analysis, “data fusion” 

methods combining different scoring functions during virtual screening has had reported 

success in the literature with regards to database enrichment[257]. Combining this with the small 

number of known active molecules, the NCI library was selected using all three of the scoring 

functions[257–260]. 

 

The ROCS (Rapid Overlay of Chemical Structures) software (Open Eye Scientific, 

USA) gave perfect AUC (area under curve) scores of 1 for three functions, ShapeTanimoto, 

ShapeCombo and ColourTanimoto (https://doi.org/10.1038/nchembio.150). This is 

unsurprising given that ROCS scoring functions are based upon similarity to query molecule 

shape and the decoy set is created to be distinctly topologically different to the known active 

molecules. ROC curve analysis graphs were made in GraphPad Prism 6.0 using ROC curve 

and AUC analysis functions. 

 

3.3.3 Ligand-based approaches 

The first ligand-based approach was to order the FA group of compounds which came 

from the Enamine hit locator (Enamine HLL)  library (https://enamine.net/hit-

finding/diversity-libraries/hit-locator-library-300). The library was fed into ROCS using N-

HB40 as a lead query and the top 200 output molecules, as determined by TanimotoCombo 

and ColourTanimoto scoring, were manually inspected in Field Align (Cresset, UK) for 

structural variance, but electrostatic similarity to the lead query. The TanimotoCombo score 
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will give a maximum value of 1 to a hit with 100% overlap in 3D shape to the query molecule. 

ColourTanimoto will do the same for a hit sharing 100% similarity in the chemical groups 

present. From this method 18 compounds were ordered. This subjective analysis is obviously 

a relatively low throughput method of selection although it has advantages in not selecting 

repeat chemical scaffolds, ability to spot enantiomers and groups or compounds known to be 

toxic can be removed too.  

 

GOLD scoring function ROC AUC 

Chemscore 0.522 

Goldscore 0.646 

ChemPLP 0.828 

 

A similar method was used to order the 14 M compounds with N-HB40 used as the lead 

query to scan the Chembridge CORE (https://www.chembridge.com/screening_libraries/) 

and Specs (www.specs.net) libraries. The libraries were screened in ROCS as ranked by 

scoring functions and assessed for scaffold overlap with previously purchased compounds 

Figure 3.10 ROC curve analysis of GOLD scoring functions: A ligand library containing decoy 

ligands and known active ligands were docked in the DNA binding domain of an ExsA MD model 

using GOLD. Each scoring function ranked the ligands and the output was analysed using ROC 

curve analysis. Chemscore (green), Goldscore (blue) and ChemPLP (red). Area under curve (AUC) 

calculations were conducted using GraphPad Prism 6.0 AUC analysis. This data is the result of one 

docking run for each scoring function. 
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before being ordered through Molport. The user interfaces for ROCS and Field Align are shown 

in figure 3.11. 

 

 These ligand-based methods relied on the pocket shape hypothesis over specific 

interactions. With only one known active chemical class of inhibitors specific interactions or 

functional groups are elusive and it was not possible to further refine a ligand-based screen by 

using quantitative structure-activity relationship (QSAR) methods or similar to improve the 

likelihood of successful selection.  

 

3.3.4 Structure-based approaches 

 NCI Diversity set V (https://wiki.nci.nih.gov/display/NCIDTPdata/Compound+Sets) 

library conformers were docked into the DNA binding domain of six ExsA MD models using 

all three GOLD scoring functions (Goldscore, ChemPLP and Chemscore). The scores were 

normalised and the top 10% of hits were run in ROCS using N-HB5631[146] as bait and 

ShapeTanimoto scoring function. A Z score was generated between the GOLD and ROCS 

scores and this was used to rank the molecules, but any were excluded if the molecule possessed 

a LogS value outside the range of -1 to -5 and a LogP value between 1 and 5. In total, 40 

compounds were ordered from the NCI library. GOLD is a focus docking software that allows 

the side chains of amino acids within the selected docking region to rotate[231] and so despite 

the lack of a predicted ligand binding pocket in the DNA binding domain of these ExsA models, 

this was conducted with the possibility this additional flexibility could expand the pocket into 

a more open conformation.  
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Figure 3.11 Ligand-based approaches: (A) The ROCS software user interface. A lead query 

molecule is entered and scoring functions are used to filter libraries based on similarity of desired 

properties to the lead query ligand. The results from ROCS can be input into another programme, 

EON (Open Eye Scientific, USA). (B) The Field Align software user interface. Electrostatic fields 

of the ligands can be viewed and aligned beside a lead query molecule. Inspection and selection of 

compounds in this software is manual and subjective. Red bubbles represent electropositive fields 

and blue electronegative fields. 



75 
 

 

Figure 3.12 NCI compound selection: (A) The GOLD docking software user interface. ExsA MD models were uploaded and a central atom designated in 

the DNA binding domain with a radius of 15Å about the central atom. GOLD has three scoring functions – Chemscore, Goldscore, and ChemPLP. GOLD 

allows the rotation of side chains in the docking site and ligand conformations are kept static. (B) 2D chemical structure of N-HB5631[146] used as the lead 

query in ROCS screening of the NCI Diversity set V library. 
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3.3.5 Combined approaches ligand search 

The final order of compounds was also from the Enamine library; selected using a 

combination of ligand-based and structure-based methods. Experimental binding data was 

gathered from the FA compounds, tested for their ability to bind purified ExsA by tryptophan 

fluorescence quenching. Two compounds that were positive for binding were overlaid with N-

HB40 and their shared pharmacophore features were used to filter the Enamine library.  

 

An intrinsic fluorescence assay was used, adding compounds at increasing 

concentrations to purified ExsA and measuring the reduction in tryptophan fluorescence. ExsA 

has four tryptophan residues and Trp-185 is located within the DNA binding domain, the other 

three are not surface accessible. These residues can be seen in figure 3.13. Reductions in 

fluorescence occur due to changes in polarity in the local environment to the residue from 

ligand binding, or from conformational change induced by binding. If no binding event occurs, 

the addition of material to the environment can cause the random blocking of fluorescence, 

presenting as a linear reduction in relative fluorescence units (RFU) relative to concentration. 

A potential flaw of fluorescence quenching is the inner filter effect; a ligand that absorbs close 

to the excitation or emission wavelengths can induce significant quenching without a binding 

event occurring. This can be accounted for by exciting the ligands alone and recording 

fluorescence to use as control titrations. Two compounds, FA8 and FA15 were found to bind 

ExsA, producing dose response curves. Figure 3.13 shows these curves, as well as FA3 

representing a nonbinding compound that inhibited fluorescence in a linear, concentration 

dependent manner.  

 

FA8 and FA15 binding were investigated further using fluorimetry to establish a 

binding affinity. The two ligands were titrated into a buffer at 25°C containing ExsA and 

fluorescence was measured using a spectra fluorometer with max determined as 336.5nm. The 

binding affinity for both compounds was established to be in the low nanomolar range, 227nM 

and 140nM for FA8 and FA15 respectively. Interestingly, the data showed that FA15 had a 

curved scatchard plot, indicating two binding sites. Neither ligand caused a shift in max.  
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Figure 3.13 ExsA tryptophan fluorescence quenching: (A) Dose response curve of 3 FA 

compounds (FA3, FA8 and FA15) showing changes to tryptophan fluorescence with increased 

concentration of ligand. Excitation wavelength 295nm, emission wavelength 330-410nm. Data 

points are the mean ±SEM of 3 independent experiments. (B and C) Fluorimetry binding data of 

ExsA to FA8 (B) and FA15 (C) using spectro fluorimeter. Kd values were calculated using GraphPad 

Prism 6.0 non-linear regression of  vs [L]. Scatchard plots were analysed using GraphPad Prism 

linear regression. Data is representative of 3 independent experiments. 
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N-HB40 was docked in AraC_18 using AutoDock Vina and the poses within the DNA 

binding domain were observed. The variability in the docked poses came primarily from 

rotation around longest axis of the molecule and therefore rotating the orientation of the amide 

and hydroxy benzimidazole groups that can form H-bonds. Additionally, the plane in which 

the aromatic regions are positioned changes with this rotation. Ultimately however, the docking 

was consistent in its overall orientation of the molecule to the region, with the nitrite group 

positioned towards a conserved section of the helix-turn-helix, shown in figure 3.14. Polar 

interactions between N-HB40 and the surrounding residues were predicted by PyMol as well 

as a submission of the docking to PoseView  (https://www.zbh.uni-

hamburg.de/en/forschung/amd/server/poseview.html) that provides 2D sketches of proposed 

interactions. Predicted binding included H-bonds between the acetamide oxygen and Arg-53, 

and the nitrite group and Asp-82 and Asp-83. Tyr-86 was predicted to have pi-pi interactions 

between the benzimidazole aromatic region in conjunction with the H-bonds mentioned. The 

end of the molecule was suggested to be coordinated by Ile-23 and Leu-50 residues. Alternative 

possibilities were that the molecule is shifted further along the region, meaning Arg-53 and 

Arg-57 formed H-bonds with the nitrite and hydroxyl groups, as well as an additional H-bond 

between the acetamide oxygen and Ile-23. The end of the molecule then being coordinated by 

Ile-23 and Phe-21. These predictions were based on AraC and so had to be compared for a 

likely semblance to docking in ExsA. Therefore, a sequence alignment was performed of the 

models used during this project in addition to alignment of AraC_18 and the ExsA MD models 

in PyMol and residues that may play a role in binding were subjectively scrutinised. These 

specific interactions are the major shortcoming in this structure-based aspect and so the docking 

was utilised primarily to obtain docking poses that could be overlaid and compared to broaden 

the information available for a ligand-based search.  
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Figure 3.14 Docked ligand poses of ExsA binding compounds: FA8, FA15, and N-HB40 were 

docked using AutoDock Vina into AraC_18 conformation. (A) Left: Two top ranked poses of FA8 

in the DNA binding domain. Right: N-HB40 and FA15 top ranked docking poses overlaid together 

in the DNA binding domain. (B) Left: N-HB40 binding pose docked in AraC_18 with surrounding 

coordinating residues suggested by PoseView. Right: PoseView 2D representation of interactions 

for N-HB40 docked in AraC_18 DNA binding domain. (C) Conserved residues in the DNA binding 

domain of ExsA, AraC, MarA, and Rob 

A 

B 
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It can be seen in figure 3.14 that the FA15 docking aligned very closely to that of N-

HB40. FA8 however, had more variation in the docked poses, two of which can be seen in 

figure 3.14. These poses all orientated the sulphide end of the molecule the same way as the 

nitrite group of N-HB40. The three most similar poses of the molecules were aligned together 

and overlaid in MOE with their pharmacophore features visually scrutinised for commonalities 

that may be involved in binding. All three molecules had electron acceptor groups at their ends 

orientated toward the conserved region of the DNA binding domain and therefore chosen as 

the first pharmacophore feature. Next were two aromatic regions that correspond to possible 

pi-pi interactions in binding since N-HB40 and FA15 both have two aromatic regions before 

an acetamide group, although FA8 only has one. Since all three compounds had an acetamide 

group the final pharmacophore feature was an electron acceptor group in the region of this 

acetamide when the compounds were aligned. Compound FA8 and FA15 can be seen in figure 

3.15. The Enamine library was scanned and filtered down to 91,000 compounds using the 

selected pharmacophore features shared between the 3 molecules. Conformers of the filtered 

compounds were generated and a second screen in ROCS and Eon scored by TanimotoCombo 

and ET Combo (combination of shape Tanimoto and electrostatic Tanimoto) reduced this to 

500. Structure-based focus docking using the ChemPLP scoring function in GOLD[231] given 

its preferable enrichment score and AUC in the ROC curve analysis was then used on these 

molecules. All scores were converted to a Z score, used to rank the 500 hits, provided they held 

LogP and LogS values of <5 and >-5 respectively. In total, 59 compounds were ordered from 

this screening method.  

 

 

Figure 3.15 2D chemical structures of FA8 and FA15: 2D chemical structures of FA8 (top) and 

FA15 (bottom). 
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3.4 Discussion 

  

The results discussed in this chapter were a positive start to the project despite 

challenges faced through lack of available structural data and low yielding purification. 

Compounds were selected and found to bind to ExsA with good affinity, with docking 

experiments supporting binding within the DNA binding domain as earlier experiments had 

concluded was the most appropriate region to focus on. Outlined in the relevant sections or this 

discussion were the plans or potential solutions for each of the techniques to carry the project 

forward should time or resources have permitted or during future work. Below addresses the 

individual assays and the conclusions drawn from them. 

 

The aim in this chapter was to address the process and results of selecting compounds 

to be tested for inhibitory activity against ExsA. This was done by first defining which region 

of the protein to target before a variety of structure-based and ligand-based methods were 

employed to filter chemical libraries. ExsA appears to have at least two targetable sites, one in 

each of the CTD and NTD. Based upon this work and prior in silico and in vitro studies, this 

project focused on targeting the CTD, specifically the DNA binding domain.  

 

The literature reports a surprisingly broad range of activity for N-HBs which made 

reporting results that suggested specific polar interactions within the binding site difficult to do 

with high levels of certainty, especially given the seemingly closed conformational pose of the 

ExsA MD model structures used in the early part of this project. To begin with the focus was 

to look for the most likely sight of interaction, not specific SAR interactions. As such, 

consistency was sought by using ExsA and relevant homologues to find results that would 

confer more probable chances of success. Although the structural information available around 

the NTD was unquestionably better for ExsA, having a known active ligand swayed the balance 

in favour of pursuing CTD targeting molecules after affirmation that the site was reliably 

predicted as a ligand pocket across the homologues and electrostatic mapping supported it as a 

site for polar interactions. The published literature also supported the hypothesis of binding by 

N-HBs here.  

 

 Given the relatively minimal structural data available on the target protein,  attempts 

were made to crystallize ExsA, but to no avail. Purification of ExsA was a laborious and 



82 
 

difficult task, with low yields. Solving the crystal structure of ExsA would greatly improve 

ligand searches with homologues and short length MD models hardly optimal for an inherently 

flexible transcription factor. I was in the fortunate position to have access to the crystallization 

facilities at Cambridge University along with several members of the Welch lab (collaborator, 

Department of Biochemistry) with extensive crystallography expertise justifying a small 

venture of predicting stabilising mutations to ExsA for future efforts. Solving structures can 

take years and whilst having access to facilities it was not the primary objective of this project. 

Since the most likely chance of success was probably a co-crystallization effort with a tightly 

bound inhibitor crystallization efforts were chosen not to be continued until a suitable candidate 

for co-crystallization was found. 

 

Fluorimetry binding experiments on compounds ordered using a ligand-based method 

of selection confirmed two molecules to bind in the low nanomolar range to ExsA. Using low 

concentrations of protein in the fluorimetry ensure saturation of binding sites however no data 

was perceivable on inhibition of activity nor of binding sites from this experiment. The choice 

to use binding data was an effort to increase the ligand-based information that could be fed into 

the compound search and a comparison of shared pharmacophore features was very useful in 

this case without known SAR information. Further analysis of the FA8 and FA15 activity is 

addressed in the next chapter although they are suspected to both have degraded rapidly after 

initial screening success was not repeatable. 

 

Important for confirming the binding of the FA8 and FA15 molecules to ExsA was to 

verify that the purified protein was functional which was achieved by optimising an EMSA 

assay. Appropriate controls indicating binding of the protein to specific ExsA promoter 

sequences but not to random DNA promoter sequences showed the samples to be active. EMSA 

assays can have many pitfalls and are difficult to glean accurate quantitative data from 

however, they are an extremely robust measure of DNA binding by a target regulator[261]. The 

low throughput aspect of the assay meant it was not used as a preliminary screening tool to find 

molecules capable of preventing ExsA binding to DNA in this project, for the same reasons 

neither were the tryptophan fluorescence assays. The EMSA assay was planned to be used 

following the identification of hits by using dose response inhibition curves 
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Chapter 4 
 

Results & Discussion 

Compound Screening  



84 
 

4.1 Initial compound screening 

 

4.1.1 Background 

Once all the compounds had been ordered an appropriately high throughput method of 

screening was needed that would indicate efficacy for both specific inhibition of ExsA and 

reduced virulence. Up-regulation of the T3SS can be induced in vitro by the chelation of 

extracellular Ca2+ ions with EGTA or by host cell contact. T3SS is particularly associated with 

acute infections and its increased expression has been linked with higher death rates in patients, 

especially in critical care units[52]. Biophysical screening methods were used in the initial 

selection of compounds (intrinsic fluorescence and spectrofluorimetric assays, section 3.3.5) 

however low yields of ExsA after purification and the timely expense of these methods was 

not optimal for screening a greater number of compounds. Two phenotypic screens were 

therefore optimised for this purpose that could identify both specific inhibition and virulence 

reduction. Of the 131 ordered compounds, 10 were not soluble in DMSO and so were excluded 

from investigation, leaving 121 compounds screened in total. Concentrations for screening 

were selected as 200M and 50M as they aligned to the higher end of concentrations used in 

similar drug discovery publications such as Zhao et al., (2018). Since the number of tested 

compounds was very low in relative terms for drug discovery this increased the likelihood of 

identifying compound hits. 

 

 Overall, the experiments outlined in this chapter were designed to create a model 

framework for a selection process to determine which  molecules to progress, using different 

criteria for each of the assays used. The criteria for each specific assay are outlined in the 

respective sections, but broadly the criteria fell into efficacy in vitro, specificity for T3SS, 

toxicity, growth, and efficacy in vivo. Ultimately, it was aimed for that experimental results 

were complementary to each other informing a decision of inclusion or exclusion.  

 

4.1.2 Luciferase reporter screen 

The first assay chosen was a lux promoter reporter assay using a PA01 PpcrV-lux 

reporter strain (see section 2.6.2) previously generated by Dr. Stephen Dolan (Welch lab, Dept. 

of Biochemistry). PcrV makes up part of the translocation pore in the T3SS machinery and is 

transcribed by ExsA[100]. Induction with EGTA caused 2-4-fold increases in T3SS expression 

measured as an output of lux compared to non-induced controls. Decreases in the maximum 
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normalised lux signal caused by a compound could indicate ExsA inhibition resulting in a loss 

of transcriptional activity of the lux plasmid. Lux values were normalised against the OD600 of 

each culture. Promoter assays are a commonly used technique to monitor transcriptional 

activity and a host of similar reporter systems have previously been used to study the T3SS, 

often utilising PcrV or ExoS as the focus genes[262–264].  

 

All compounds were tested at 200M and 50M and a reduction of 25% in the 

maximum normalised lux compared to an induced control was chosen as a threshold to warrant 

further investigation, provided a similar or greater reduction in virulence was seen in the second 

screening assay - an in vitro cell protection assay (CPA). Figure 4.1 shows the maximum 

normalised lux signals for each of the compounds with their relevant controls. 
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Figure 4.1 Luciferase reporter assay screen: Normalised PA01 PpcrV-lux reporter strain cultures were grown (AGSY media) with all of the purchased 

compounds at 200M and 50M (1% v/v both concentrations). EGTA (5mM) was used to induce T3SS expression in induced, DMSO (1% v/v) and 

compound treated samples. Non-induced sample media did not contain EGTA. Lux signals were normalised to growth by equation: lux/(OD600 x 104). 

Compounds that reduced normalised maximum signals by ≥25% (---) were taken forward for further investigation. Each bar represents mean ±SEM (n=3). 

(A) Enamine compounds. (B) NCI compounds. (C) FA compounds. (D) Molport compounds. (E) FA8 and FA15 results tested earlier in the project than 

shown in C. 
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An interesting observation of the assay was that DMSO (1% v/v) slightly increased the 

lux signal in some cases. The average maximum normalised lux signal seen in non-induced 

controls was 32.5% of the induced controls when calculated from all the graphs shown above. 

Table 4.1 highlights the compounds that produced a decrease in lux signals by 25% or more at 

each concentration tested, as well as the percentage signal compared to its induced control. 

Two compounds worth noting that are not in the table are FA8 and FA15 because they are 

speculated to have degraded. Early lux results for these compounds showed around a 50% 

reduction in lux signal, (shown in figure 4.1). In total 23 compounds breached the 25% 

threshold but only 5 of these were below this limit at 50M as well as 200M. 

Table 4.1 Luciferase reporter assay  

Compound 

≥25% decrease % vs induced control 

200M 50M 200M 50M 

E16 ✓ ✓ 57.9 64.6 

E19 ✓ ✓ 56.1 57.8 

E25 ✓  60.7   

E27 ✓  46.9   

E29 ✓  72.8   

E32 ✓ ✓ 74.1 73.1 

E33 ✓ ✓ 40.9 71.8 

E35 ✓  71.8   

E36 ✓  67.8   

E42 ✓ ✓ 30.0 43.7 

E47 ✓  3.5   

E59 ✓  51.5   

NCI3 ✓  45.4   

NCI5 ✓  66.9   

NCI10 ✓  72.5   
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PA frustrates drug discovery with a strong propensity for developing antimicrobial 

resistance which in part can be attributed to overexpression of efflux pumps[66-69]. To identify 

compounds that may be active but cannot accumulate enough due to rapid extrusion by these 

efflux pumps a PA strain, YM64 which has deletions of the genes encoding these pumps, was 

transformed with the lux plasmid. Unfortunately, induction by EGTA caused an inversion of 

normalised lux signal, suggesting that the T3SS was inhibited under standard inducing 

conditions within this mutant.  

 

There are several possible alternate reasons that could underlie these results aside from 

inhibiting ExsA function, which include toxicity to PA, post translational activity (i.e. 

interruption of luciferase enzyme activity), or effects on cellular ATP levels.  Interestingly, 

some compounds increased the level of maximum normalised lux, but these were not 

investigated any further.  

Table 4.1 continued 

NCI11 ✓  64.0   

NCI13 ✓  63.4   

NCI14 ✓  54.8   

NCI18 ✓  66.3   

NCI29 ✓  64.1   

NCI32 ✓  58.2   

NCI34 ✓  56.1   

M1 ✓  64.0   
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4.1.3 Protection against P. aeruginosa mediated cytotoxicity  

The CPA used enzymatic LDH detection to measure virulence by cell damage when 

A549 lung epithelial cells were co-incubated with PA103. Compounds were tested at 50M at 

a multiplicity of infection (MOI) of 5:1. A549 cells were chosen to represent an acute infection 

in the lungs. During optimisation of this assay PA01 failed to produce a threshold minimum of 

40% LDH release compared to full lysis controls at appropriate MOIs. Therefore, PA103 was 

chosen for its greater T3SS expression and increased virulence, averaging 71.9% of full lysis 

at a 5:1 MOI.  

 

 A PA01 exsC::Tn mutant deficient in T3SS expression was to be used as a negative 

control for this assay however, since the WT background was not virulent enough to be used a 

phage transduction technique to insert the transposon into the PA103 WT was attempted to be 

used as a negative control instead. Despite identifying four lytic phage no attempts were 

successful to transduce PA103 with the transposon insertion. Figure 4.3 shows the lytic phage 

and optimisation efforts mentioned above.  

Figure 4.2 YM64 luciferase transformant: YM64, an efflux pump deficient strain of PA, was 

transformed with the PpcrV-lux plasmid and normalised lux signal output was measured under 

inducing and non-inducing conditions (5mM EGTA induction). Each bar represents the mean 

±SEM of 3 independent experiments. 
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DMSO controls (1% v/v) had no effect on LDH release relative to background levels 

from A549 cells and cytotoxicity was measured as a percentage of WT PA103.  As for the lux 

assay a 25% reduction threshold was used for selection. In total, 32 compounds reduced PA103 

induced cytotoxicity by more than 25% however, of these, only 10 met this cut off in the lux 

assay. These 10 compounds can be seen in table 4.2 with their respective percentage compared 

to WT controls. The 25% reduction for lux was only required at 200M, whereas 50M was 

used for the CPA, meaning only two compounds, E16 and E32, had comparable reductions 

(<4% difference) across both assays at 50M.  

 

 

 

 

 

Figure 4.3 Optimisation of cell protection assay: (A) PA01, PA103 and exsC::Tn strains were 

incubated with A549 lung epithelial cells for 4hrs at increasing MOIs and cytotoxicity was measured 

by LDH detection in the media compared to full lysis controls (100%). Each bar represents the mean 

±SEM of 3 independent experiments. (B) 4 lytic phage  (ɸMSPA63 ɸMSPA46 ɸMSPA17 

ɸMSPA18) were identified by spotting phage onto LBA plates covered with a PA103 lawn.  
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The assay was a robust test for the compounds ability to protect A549 cells from PA103 

induced cytotoxicity, however, impacts on the bacterial growth, cytotoxicity of the compounds 

and the inhibiting or facilitating of the assays enzymatic reactions had to be considered before 

deducing a mechanism. It was impractical and financially prohibitive to test each of the 

compounds for their effect on the enzymatic reaction, but more experiments were utilised to 

investigate their mechanisms and provide supporting evidence that measured reductions in 

virulence were due to activity against PA and not the assay reaction. All the CPA results graphs 

can be seen in figure 4.4.  
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Figure 4.4 Cell protection assay compound screen: All ordered compounds were screened at 50M for an ability to protect A549 lung epithelial cells 

from PA103 mediated cytotoxicity, measured by detection of LDH in the media after 4hrs of incubation. Results were normalised relative to WT PA103 

infection (100%). Each bar represents the mean ±SEM of 3 independent experiments. Only molecules that reduced cytotoxicity by ≥25% (---) were 

investigated further. Compounds that passed this threshold are indicated by green bars. (A) Enamine compounds (B) FA compounds. (C) M compounds. 

FA8 and FA15 were not screened prior to assumed degradation. (D) NCI compounds.  
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4.2 Further investigation of selected hits 

 

4.2.1 Growth curves 

 Inhibiting ExsA, or other virulence determinants, should not influence the growth of 

PA and so simple growth curves in LB were used to further study the hit compounds. DMSO 

controls had no impact on growth at 1% v/v. Of the 10 hit compounds 7 had no effect on the 

growth of PA at 200M. Compound E59 precipitated in LB and could not be resolubilised by 

warming and shaking during the assay and so was excluded from further investigation. The 

remaining two compounds that did have effects on PA growth were, E47 and M1.  

 

Compound E47 caused a significant delay in growth at 200M (figure 4.5), which 

likely accounts for the dramatic reduction in lux seen in figure 4.1 to 3.5% of the induced 

control, and the reduced acute cytotoxicity in the CPA. M1 inhibited the total biomass of PA01 

Table 4.2 Luciferase and cell protection assay comparison 

Compound 
Lux % vs induced control 

(200M)  

LDH % vs PA103 control 

(50M)  

E16 57.9 61.5 

E25 60.7 71.8 

E27 46.9 60.3 

E32 74.1 70.2 

E47 3.5 71 

E59 51.5 71.4 

NCI5 66.9 51 

NCI18 66.3 25.5 

NCI32 58.2 67.9 

M1 64 58.8 
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at 200M without affecting early growth rate. Both compounds were excluded from further 

investigation because of the alterations caused to growth. 
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4.2.2 Evaluation of dose response and toxicity of selected compounds 

 To establish a basic toxicity profile for the hit compounds and to determine EC50 values 

the CPA was repeated in a dose-dependent manner.  Compounds were added at 1% v/v in a 2-

fold dilution series dose range of 200M down to 750nM. Toxicity was measured against a full 

lysis control and cytotoxicity as in the initial 50M screen vs a PA103 control. A rough guide 

for acceptable toxicity levels at this stage was set at 25% relative to a lysis control.  

 

The assay was performed on some compounds that were active in the initial CPA screen 

despite not being active in the lux or had been ruled out because of effects on growth. At this 

stage I was still only looking for compound scaffolds for first generation compounds and so 

any that were active below 200M where potential “side effects”, such as being deleterious to 

growth, may not be seen and could still be of interest. 4 compounds were found to behave in a 

Figure 4.5 PA01 compound affected growth curves: Normalised PA01 cultures  were grown in 

LB with compounds (200M, 1% v/v) until stationary phase. Data points represent mean ±SEM of 

3 independent experiments. (A) Compound E16. (B) Compound E25. (C) Compound E27. (D) 

Compound E32. (E) Compound E47. (F) Compound NCI5. (G) Compound NCI18. (H) Compound 

NCI32. (I) Compound M1. 

G H 

I 
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dose-dependent manner with acceptable toxicity profiles, however only 2 of these had EC50 

values worth pursuing. The EC50 values are seen in table 4.3 and their toxicity profiles in figure 

4.6.  

 

Compounds E16, E25, E27 and E32 did not act in a dose-dependent manner and were 

not sufficiently protective of PA103 mediated cytotoxicity to confidently establish an EC50 

value across the dose range and so were removed from the hit compound list as compounds not 

effective at concentrations below 200M were deemed not worthy of further pursuit.  

 

 

 

 

 

 

 

 

 

 

 

Being extremely toxic at higher concentrations, NCI5 was also removed from the list 

of hit compounds. The toxicity profile of NCI5 can be seen in figure 4.6. Promising results 

came from NCI18, showing low toxicity even at high concentrations and a maximal reduction 

in the PA103 induced toxicity of 66%. An EC50 of 50M was established. NCI19 and NCI23 

also displayed good toxicity profiles although their EC50 values were far too high to be 

considered good candidates for continuation. NCI32 was not tested only because it became 

unfortunately impossible to obtain additional amounts of the compound since no vendor was 

able to provide it. M1 was the most effective compound giving an EC50 value of 10M. None 

of the compounds seen in table 4.3 caused any serious toxicity to A549 cells.  

Table 4.3 EC50 values for prevention of P. aeruginosa 

mediated cytotoxicity  

Compound EC50 (M) 

NCI18 

NCI19 

NCI23 

M1 

50 

670 

564 

10 
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Figure 4.6 Toxicity profiles of compounds against A549 lung epithelial cells: Basic toxicity 

profiles were measured by detection of LDH released from A549 cells into the media compared to 

full lysis controls (100%). Compounds were added at 1% v/v (all concentrations) in 2-fold increases 

in concentration (750nM - 200M). Graph curves were fitted using GraphPad Prism 6.0 

log(agonist) vs normalised response – variable slope. Data points represent the mean ±SEM of 3 

independent experiments. (A) Compound NCI5 (B) Compound NCI18. (C) Compound NCI19. (D) 

Compound NCI23. (E) Compound M1. 
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4.2.3 Effect of compounds on T3SS expression 

 Having rapidly narrowed the search down to 1 compound fitting all criteria after the 

follow up assessments, it was necessary to determine whether NCI18 was protecting A549 cells 

by inhibiting expression of the T3SS. ExsA is the master transcriptional regulator of the 

T3SS[265] and its inhibition would result in a down regulation of PcrV expression[43, 117, 265] that 

can be observed by a western blot under inducing conditions. As before some additional 

compounds were also tested to ensure that no potential inhibitors were missed.  PcrV was used 

as the marker for ExsA activity and subsequently T3SS expression with isocitrate 

dehydrogenase (ICD) loading controls. Since PcrV is part of the translocation pore of the T3SS 

machinery it is an extracellular protein which meant secretome, intracellular and total protein 

levels could be tested by western blot. Since it was difficult to use a reliable loading control 

for the secretome samples, all intracellular and secretome blots are taken from the same sample, 

therefore ensuring normalisation of the secretome by the ICD loading control in the paired 

intracellular sample. Taken together the blots are a representation of total protein. Induction by 

EGTA showed an upregulation of T3SS expression with no detectable levels in the secretome 

of non-induced samples. PA103 strain was chosen over PA01 because of its greater expression 

level of the T3SS and stronger signal in the assay.  

 

NCI18 was tested in a concentration-response study but the compound was found not 

to cause any reduction in the expression of the T3SS. Figure 4.7 shows the intracellular and 

secretome samples of NCI18 and the additional compounds tested which also showed no 

inhibition of T3SS expression except for M1 (figure 4.8), reducing T3SS expression at 200M 

but not 50M. Given no effect on growth is seen by M1 at 50M (see figure 4.8) and having 

a calculated EC50 of 10M, if a reduction of T3SS had been seen at this lower concentration it 

might have suggested activity against ExsA. However, a decrease was only seen at 200M 

meaning this result was most likely due to the inhibitory action of growth over any specific 

interactions with ExsA. 

 

 At this stage in the project no compounds were deemed active in inhibiting ExsA 

despite some promising results from early binding and in vitro assays. Given the encouraging 

results of the NCI18 compound, it was subjected to further in vivo investigation discussed in 

the next section. Revisiting the in silico work was also an option with a priority placed on 

addressing the structural issues facing ExsA docking. I was in fact awarded an HPC-Europa3 
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grant to visit Professor Antti Poso in Kuopio, Finland to generate long MD simulation models 

of ExsA that would tackle this exact issue, although this visit would subsequently be impossible 

due to travel restrictions introduced during the coronavirus global pandemic. 

 

Figure 4.7 Compound effects on type III secretion system expression: Normalised PA103 

cultures were grown (AGSY) until reaching stationary phase (~7hrs) and were normalised before 

western blotting. Isocitrate dehydrogenase (ICD) was used as a loading control. Secretome and 

intracellular fractions were taken from the same samples to ensure normalisation of secretome 

samples. Compounds and DMSO were added at 1% v/v (all concentrations). T3SS was induced 

(Ind) by 5mM EGTA in all conditions except in non-induced control lanes (Non). Images are 

representative of 3 independent experiments. (A) NCI18 dose dependent effect on PcrV expression. 

(B) Effect of NCI5, NCI23, and E16 (50M) on PcrV expression.  
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Figure 4.8 M1 effect on type III secretion system expression: (A) Normalised PA103 cultures 

were grown (AGSY) until reaching stationary phase (~7hrs) and were normalised before western 

blotting. Isocitrate dehydrogenase (ICD) was used as a loading control. M1 was added at 1% v/v 

(both concentrations). T3SS was induced (Ind) with 5mM EGTA in all conditions except non-

induced control lane (Non). Image is representative of 3 independent experiments. (B) Normalised 

PA01 grown in LB with M1 (1% v/v, both concentrations) until stationary phase. Result is the mean 

±SEM of 3 independent experiments.  
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4.3 Galleria mellonella acute PA01 infection models 

 

4.3.1 Animal models used in drug discovery against P. aeruginosa 

 The T3SS is an attractive virulence target since it has been shown across a wide number 

of bacterial species that express it, including PA, that when knocked out virulence is attenuated 

in a wide number of animal species[266]. This evidence is coupled against greater morbidity 

when expressed at higher levels, as mentioned previously.  

 

Mice are the most commonly studied rodent for T3SS infection models for 

understandable reasons: they are relatively inexpensive compared to other animals, there are 

less stringent ethical ramifications around their use, they are well described in comparison to 

other models, and the ease of genetic manipulation[23]. However, cystic fibrosis transmembrane 

conductance regulator (CFTR) knockout mice do not present with an accurate representation 

of human CF lung disease, despite the appearance of severe intestinal disease[77]. Porcine 

models for CF research were first reported in 2008 and have proven immensely useful for 

comparing against rodent models and human clinical trials. CF pigs exhibit classical features 

of human CF lung disease suffering airway inflammation, remodelling, mucus accumulation, 

and infection[78]. Pigs were originally chosen for their similarity in respiratory anatomy to 

humans, as well as their closeness in physiology and size for translational imaging.  

 

 Galleria mellonella (greater wax moth) is an alternative in vivo infection model to 

rodents, pigs or other vertebrates. They are inexpensive, easy to obtain in large numbers, can 

survive at 37°C and do not require specialist lab equipment, nor ethical approval for use. Their 

life cycle is short and despite lacking an adaptive immune response, their innate response is 

remarkably similar to that of vertebrates[52]. Altogether, G. mellonella represents a valuable 

tool for studying infection models and have the potential to dramatically reduce the numbers 

of vertebrate animals used in early stage testing[267, 268].  

 

The innate immune response of insects is made up of a cellular and a humoral response 

[267]. The cellular response is mediated by phagocytic cells called haemocytes, which are found 

in the haemolymph – a liquid analogous to blood in insects. The humoral response refers to 

soluble effector molecules that immobilise or kill pathogens. Melanin, antimicrobial peptides 

and complement-like proteins are all examples of humoral response. Six haemocytes have been 
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identified in G. mellonella, but it is plasmatocytes and granular cells that play the predominant 

role in phagocytic cellular defence. Phagocytosis in insects and mammals is very similar and 

both involve these two cell types. A homologue of the human calreticulin protein found in 

neutrophils is expressed in G. mellonella haemocytes. Once phagocytosed, the internal killing 

mechanisms employable are varied but include reactive oxygen species generated by the 

NADPH oxidase complex. In neutrophils this complex involves proteins p47phox and p67phox, 

homologues of which exist in G. mellonella[269]. A demonstration of this similarity is that 

production of superoxide can be initiated and inhibited by 12-myristate 13 acetate and 

diphenyleneiodonium chloride respectively, in both neutrophils and G. mellonella 

haemocytes[270]. 

 

The selection of species used in an infection model is critical to the translational 

relevance of the results. For instance, G. mellonella are subject to T3SS dependent killing, 

however, the invertebrate nematode Caenorhabditis elegans, which offers many of the same 

advantages listed above, is not[171]. For G. mellonella it was found that of the four T3SS 

effectors only ExoT and ExoU played a significant part in killing, with only one being needed 

to observe killing at WT levels.  

 

Survival assays, usually referred to in insects as killing assays, are commonly used to 

measure the virulence of different strains or species, or the effectiveness of a treatment[265]. 

Small molecules can be injected into the larvae prior to, at the same time as, or after bacterial 

inoculation and the average survival time for each condition can be compared and analysed. 

Killing assays can be split into fast and slow killing, determined by the length of time for death 

to occur – hours vs days. This is especially easy in G. mellonella because the larvae 

dramatically melanise, and death is determined simply by a lack of movement in response to 

touch. In these assays either the bacterial load or the dose of the agent can be changed in the 

model with results presented as an LD50 or survival time.   

 

The pathway in which antimicrobial drugs are developed has been almost unchanged 

for decades however, the poor transition rate of moving from clinical trials to approval shows 

that the overall process is far from efficient. There is a significant chasm between expectant in 

vitro results and mammalian infection models. G. mellonella infection models may be able to 

bridge this gap somewhat. Basic pharmacodynamic and pharmacokinetic data such as half-life, 

bioavailability and protein binding from compounds can be gathered due to the size of the 
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larvae, since sufficient haemolymph can be extracted for this use. The stability in the larvae 

can be extrapolated to support ex vivo studies in mammalian serum as well. This data and more, 

determined in the model, can inform mammalian experimentation later with respect to 

therapeutic index, dosage and regimen[267]. Candidate therapies that are toxic or ineffective in 

G. mellonella are likely toxic or ineffective in mammalian models or humans. On this 

assumption, a decrease in the number of mammalian animals with greater ethical 

considerations could be seen, or conversely, provide a greater justification for the pursuit of a 

compound. Mammalian models will always be required as an interim step to humans, but as 

more research on G. mellonella is done and greater scrutiny placed on the translation and 

robustness of the model in comparison to human trials, there could be a positive outlook for 

the drug development pipeline.  

 

 Less commonly discussed than in vitro and in vivo models are ex vivo studies. By 

experimenting on tissues, the complex anatomical, 3D spatial structure of organs is maintained 

which cannot be replicated in vitro. Whilst in vivo models obviously represent the most 

accurate picture of a disease, the models are often limited by expense, ethical considerations, 

sample size, specialised facilities and the requirement for animal handling expertise. This 

section discusses the merits of invertebrate in vivo models bridging a gap in the drug 

development pathway, but ex vivo is a complimentary or alternative method to bridge this gap 

as well[245, 271].  

 

Pigs are almost certainly a more appropriate model for studying human lung disease 

than rodents[266], and since lungs are a waste product in the food industry, they circumvent 

ethical problems encountered with in vivo models. In addition, they are very cheap, available 

at local butcher shops and can be studied in labs using basic to moderate laboratory techniques 

that do not require specialist training. Finally, the sections of tissue can be kept in culture for 

several weeks, microbes within the tissue can be analysed using conventional or confocal 

microscopy, histopathological changes can be monitored, and the 3D spatial structure of the 

tissue is maintained[243]. Ex vivo experiments are discussed in this project later in section 5.1.2. 

 

4.3.2 Galleria mellonella killing assays 

 The killing assay was adapted from the previously described protocol in Cools et al., 

(2019) with larvae supplied by BioSystems TruLarv. Since the larvae could only be injected 

once due to their size and because inhibition of virulence factors should not kill the bacteria 
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but is expected to reduce the virulence and assist the host’s immune clearance, the assays were 

monitored over 48hrs. Therefore, an LD50 was established to gauge a dose regimen for 

experiments where more than 75% of larvae died within 24hrs. A dilution of 103 from OD600 

0.1 was chosen seen in figure 4.9 after an LD50 was calculated as 104 dilution. Larvae were 

kept at 15°C until used and were incubated at 37°C for the 48hr duration of the assay. Larvae 

were injected in the left hindmost proleg with 10L of bacterial culture suspended in PBS or 

given a PBS only control injection. They were also injected with 5L of either PBS or 

compound dissolved in PBS in the right front proleg immediately following infection. No 

trauma control groups were also used in each experiment and compound only controls. All 

10L injections contained rifampicin at 0.5mg/mL to ensure deaths were not by alternate 

infection.  CFU counts were made of bacterial cultures determining an equal bacterial load 

between overnight cultures. All larvae supplied ranged between 0.18-0.35g therefore all mg/kg 

doses reported in this project were calculated assuming an average 265mg mass. Death of a 

larvae was determined by absence of movement when prodded. During the experiments no 

PBS nor any no trauma control larvae died at any timepoint and so are not shown in the graph 

data. Survival curves were analysed in GraphPad Prism 6.0 using Log-rank (Mantel Cox) test 

to determine significantly increased survival at p ≤ 0.05 certainty. 

 

 A PA01 exsC::Tn strain had significantly increased survival time (p = 0.0013) 

compared to WT infections models and CFU/mL confirmed no difference in bacterial load 

between the strains for each larvae confirming that T3SS is required for full virulence in G. 

mellonella killing by PA. 30 larvae from 3 overnight single colonies cultures were used in each 

condition (10 larvae per culture) and survival curves are the combination of these results. 

 

Two high doses of NCI18 were initially tested for an ability to improve survival time 

in acute PA infection models (figure 4.10) using 5L injections of 50M and 100M based 

on EC50 from table 4.3. Assuming an average mass of 265mg per larvae this is an equivalent 

dose of 950mg/kg and 1900mg/kg. At both doses NCI18 significantly increased survival time 

of Galleria (p < 0.0001) with 1 larvae dying in each of the compound only control groups. 20 

larvae were used in each group (injected from 2 single colony overnights). An additional two 

groups were injected with 200M and 400M of NCI18 in compound only control groups to 

assess toxicity with neither group seeing a single larvae death.  
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Given the extended survival of larvae at these higher doses a low dose experiment was 

done with 10 larvae per group. 3 additional doses of 1M, 5M and 10M were given 

(19mg/kg, 95mg/kg and 190mg/kg). All significantly increased survival compared to acute WT 

infections (p < 0.0001).  

 

These results indicated that NCI18 was capable of increasing survival time of G. 

mellonella in acute PA infections. An additional assessment that was not monitored was 

bacterial load recoverable from the haemolymph of each larvae that would have shown whether 

treatment with NCI18 decreased colonisation by PA. Some of the PA virulence mechanisms 

that have been shown to be required for full virulence in G. mellonella include QS, T3SS and 

motility[268, 273, 274].
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Figure 4.9 G. mellonella LD50 and acute infection model: Larvae were injected with 10L of 

bacterial culture (PBS suspension, rifampicin 0.5mg/mL) and death was determined by no 

movement in response to touch. Bacterial loads were quantified between strains and single colony 

overnights by CFU/mL. (A) A 24hr LD50 was established by injecting 10-fold serial dilutions of 

PA01 cultures normalised to OD600 0.1. 30 larvae were injected at each dilution from 3 single colony 

overnights (10 larvae per overnight culture). (B) 30 larvae were injected with PA01 and exsC::Tn 

(103 diluted cultures from OD600 0.1) from 3 overnight cultures (10 larvae per overnight culture) 

normalised by CFU (bars represent means of 3 overnight culture CFUs/mL ±SD). ** indicates p = 

0.0013 as determined by Log-rank (Mantel Cox) between PA01 and exsC::Tn treated larvae 

GraphPad Prism 6.0. No PBS mock injection control larvae, nor no trauma control group larvae died 

during observation (30 larvae per group).  
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Figure 4.10 G. mellonella survival in NCI18 treated acute infection models: For both infection 

models, mock injection (PBS, 0.5mg/mL rifampicin) and no trauma control groups were used. No 

larvae in either of these control groups died during the experiments. All injected larvae were given 

two injections: 10L of PA01 (PBS suspension, 0.5mg/mL rifampicin) or PBS mock injection, and 

5L of NCI18 (PBS suspension) or PBS (no rifampicin). PA01 injections were diluted 103 from 

OD600 0.1 and quantified by CFU/mL. (A) 20 larvae were used per condition from 2 single colony 

overnight cultures (10 larvae per overnight per condition). Results are the combined survival of all 

larvae per group. **** indicates p < 0.0001 (PA01 vs PA01 + NCI18 50M and PA01 vs PA01 + 

100M) determined by Log-rank (Mantel Cox) GraphPad Prism 6.0. (B) 10 larvae were injected 

with each NCI18 dose. 1 overnight culture was used per NCI18 dose. 30 larvae were used in the 

PA01 group and results are the combined survival of larvae from the 3 overnight cultures (10 larvae 

per overnight culture). **** indicates p < 0.0001 (PA01 vs PA01 + NCI18 all doses) determined 

by Log-rank (Mantel Cox) GraphPad Prism 6.0. 

A 

B 

**** 
**** 

**** 

**** 

**** 



112 
 

4.4 Discussion 

 

This chapter aimed to present outcomes of experimental validation of molecules 

purchased based on in silico screening (outlined in chapter 3) with unique chemical scaffolds 

to allow the expansion of research on ExsA small molecule inhibitors. In order to do so, reliable 

assays that could allow evaluation of efficacy and specificity to the T3SS were needed. Key 

experiments and milestones needed to be classified as a “hit” were a reduction of 25% relative 

to controls in both the lux and CPA assays, as well as acceptable levels of toxicity and no effect 

on growth. These criteria were the basis for a hit to be further tested for specific T3SS 

inhibition, the gold standard test for this being a western blot. An advantage of this method was 

that compounds that were not causing ExsA inhibition but were still efficacious in protecting 

PA mediated cytotoxicity proceeded to be investigated, which is discussed in the final 

paragraph of this discussion. Additionally, efficacy was investigated through in vivo 

experiments using G. mellonella. The conclusions from the individual assays are discussed 

below and the impact they had on decision making for the direction of the project. 

 

Testing just over 100 compounds in drug discovery terms is an incredibly minute 

number. Since PA is so intrinsically resistant, notably because of its efflux pumps and the inner 

and outer membranes, attempts were made to find molecules that may be active against ExsA, 

but were unable to bypass the defensive strategies of PA. Unfortunately, the lux transformed 

YM64 strain did not have a compatible phenotype for the lux assay. Biophysical methods seen 

in chapter 3 were also hampered severely by the time consuming and low yield difficulties of 

ExsA purification.  

 

The two aims were tackled first by the lux and CPA experiments. Both experiments are 

routinely used in published literature to assess the efficacy of compounds in drug discovery[263, 

264, 275]. As previously mentioned, PcrV and ExoS are routinely used as indicators of T3SS 

expression and clear indications of its upregulation under assay conditions were seen in the 

normalised lux, as well as the western blots. A common request by reviewers for the CPA is 

whether the compounds themselves are indicated in changes in LDH detection. Unfortunately, 

the resources to test all the compounds again in this manner as a control were not available and 

therefore it was relied upon that the combination of assays, in addition to the growth and 

subsequent data to be confident in its results. Overall, the pair are robust assays commonly 
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used and were of reasonable high throughput for this project. The keystone experiment in this 

chapter was the western blots. Without evidence of T3SS downregulation there is no supporting 

a mode of action involving ExsA inhibition and after narrowing the hit compound search this 

was a compulsory experiment. M1 was the only compound to that caused a decrease in PcrV 

expression, although this was not attributed to activity against ExsA since it only occurred at 

concentrations that impacted PA growth. 

 

 Building on the toxicity profile of NCI18 the G. mellonella experiments showed the 

compound was not toxic in vivo, at least for G. mellonella at clinically relevant doses. Despite 

1 death at 950mg/kg and 1900mg/kg, no deaths were recorded at much higher doses of 

7,600mg/kg and efficacy was demonstrated at far lower doses. The first doses were based on 

the EC50 value calculated from the CPA and improved survival at lower concentrations was 

pleasing. G. mellonella lack many advantages of larger animal models but there is a compelling 

argument for momentous uptake within drug discovery, especially in the early stages of 

development assessing efficacy and safety as argued in section 4.3.1. They have already been 

extensively used to assess various treatments against PA[267, 273, 276] and additionally one of the 

principals mentioned in chapter 1 is the adjunctive therapy use of anti-virulence molecules. 

These experiments could easily be designed using G. mellonella. For example, the rate of 

infection clearance by antibiotics only or by co-treatment with an anti-virulence therapy could 

be measured by recoverable haemocoel CFUs, as well as death rates. G. mellonella are 

susceptible to several PA virulence determinants[268, 274, 277, 278] which means the results do not 

pertain to a mode of action by NCI18 although this question is primarily addressed in the next 

chapter.  

 

This project stood at a crossroads here with the original aim of identifying ExsA 

inhibitors having turned up nothing worthy of pursuit. Revisiting the in silico methods and 

ordering a new batch of compounds was one option. However, without additional computing 

power this seemed an unfavourable exercise given the limited ExsA structural or ligand 

information that could be utilised. An opportunity did arise with the HPC-Europa3 grant which 

would have provided just such computing power. The aim of the visit being to build a fresh 

homology model of ExsA and then refine it through long (~1s) MD simulation. The refined 

model could then be used to perform new rounds of virtual screening. Unfortunately, this 

opportunity was not able to be taken due to the global pandemic. However, positive results in 
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the data showing that NCI18 could reduce PA virulence in vivo independent of affecting PA 

growth, as well as showing no substantial toxicity towards A549 cells, were interesting. The 

focus of this project shifted because of these promising results and it was chosen that the action 

of NCI18 would be explored by further characterisation of its role in targeting virulence in PA. 
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Chapter 5 

 

Results & Discussion 

Alternative virulence mechanisms  
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5.1 Phenyl piperazines 

 

5.1.1 Background 

 Phenyl piperazine compounds have been linked with anti virulence activity in Candida 

albicans reportedly interrupting morphological transition[275]. A number of phenyl piperazine 

derivatives were tested for toxicity to A549 cells in the same manner as reported in this study 

except for an increased incubation time of 8hrs instead of 4hrs. The vast majority showed no 

toxicity towards A549 cells at high concentrations[275]. NCI18 is a phenyl piperazine very 

similar to, but distinct from, those tested in Candida.  

 

Despite causing no decrease in T3SS expression, growth was unaffected by NCI18 and 

PA mediated cytotoxicity was significantly reduced in vitro and in vivo. I decided therefore, to 

pursue this compound and any analogues I could obtain to find improved reduction in PA 

cytotoxicity, as well as to elucidate a mechanism of action for the phenyl piperazine class.  

 

Reviewing the NCI compound structures showed 3 analogues of NCI18 within the 

original order: NCI16, NCI17 and NCI19. The first CPA screen at 50M showed NCI18 

achieved a greater reduction in PA cytotoxicity compared to any of these molecules, therefore 

an additional two analogues were ordered for testing in a search for improved activity. 

Unfortunately, more NCI18 was not available to purchase  and so the investigation of this drug 

class was continued using only NCI16, NCI17, NCI19 and the two additional analogues 

purchased, NCI181A and NCI182A.  

 

5.1.2 Assessment of NCI18 analogue activity 

 Figure 5.1 identifies the structural differences of the analogues to the original NCI18 

compound. Of note for NCI181A is the addition of a chlorine and bromine group, as well as the 

conjugation of the naphthalene group shifting one carbon further from the ether group. NCI182A 

has no naphthalene group but is instead replaced by a phenyl acetamide group. The molecules 

contain a chiral carbon although unless the bond angle is indicated in figure 5.1. It is unknown 

whether the molecule came as a racemic mixture or one of its enantiomers. NCI16, NCI17 and 

NCI19 are all missing the chloride group within the phenyl piperazine core, instead possessing 

a methyl group on various carbons of the core. NCI16 and NCI17 do not have a naphthalene 

group either, instead only a single aromatic ring with either a chloride or methyl group addition.   
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NCI181A and NCI182A were initially tested for their ability to reduce PA103 induced 

cytotoxicity in vitro using the dose response CPA (see section 2.3.3). NCI181A was found to 

be 15 times more potent than the original NCI18 molecule with an EC50 in the low micromolar 

range and a maximal reduction in LDH detection of around 90%. NCI182A was disregarded 

after this first assay because it failed to reduce PA103 mediated cytotoxicity in any capacity 

(data not shown). This lack of activity suggests that this portion of the compound may be 

essential for binding. The methyl groups on NCI16, NCI17 and NCI19 are non-polar as is the 

acetamide group on NCI182A meaning the size and/or shape of the group is probably a factor 

in losing activity. The presence of an electronegative group on NCI18 and NCI181A and their 

Figure 5.1 2D phenyl piperazine analogue structures: NCI18 is a phenyl piperazine compound. 

3 analogues were identified in the original NCI order and 2 additional analogue molecules were 

purchased. Molecules in this figure are compared to NCI18. Red circles – Additional group. Dark 

blue circle – shifted carbon number for group. Green circle – acetamide group. Light blue circle – 

missing chloride group. (A) NCI18. (B) NCI181A. (C) NCI182A. (D) Phenyl piperazine class core 

structure. (E) NCI16. (F) NCI17. (G) NCI19. 



118 
 

improved efficacy would suggest these groups plays a role in increasing binding affinity 

although the optimal position and group is unclear without testing of a much greater number 

of analogues. Additionally, the toxicity of NCI181A appeared to be lower than NCI18 when 

tested in the same manner, with no toxicity detected at any concentration compared to the 10% 

seen at the highest concentration tested for NCI18. Results from the CPA and toxicity assays 

are shown in figure 5.2. 

 

Growth curves demonstrated that NCI181A had no effect on PA growth at a 

concentration of 200M. In addition to a standard growth curve, I conducted an ex vivo growth 

experiment using porcine lung tissue as previously described by Harrison et al., (2014). 

Outlined in section 4.3.1 are some of the substantial merits of using ex vivo models for 

investigation. Bronchiole tissue from fresh pig lungs were washed and infected with PA103 by 

stabbing with a single colony per tissue piece using an insulin needle. The tissue was incubated 

at 37°C in ASM and every 24hrs the tissue was washed and moved to a new plate with fresh 

media. At a concentration of 100M NCI181A had no effect on the colonisation of PA103 on 

bronchiole tissue after 48 or 96hrs as determined by CFU counts of tissue homogenate. DMSO 

Figure 5.2 Toxicity and efficacy of NCI18 and analogues: (A) LDH released by A549 cells 

measured as a percentage vs full lysis controls (100%) when incubated (4hrs) with NCI18 and 

NCI181A (200M, 1% v/v). Bars represent the mean ±SEM of 3 independent experiments. * 

indicates p = 0.025 determined by unpaired student t-test (GraphPad Prism 6.0). (B) A549 cells 

infected with PA103 (MOI 5:1) treated with NCI18, NCI181A, and NCI182A in a dose dependent 

manner (750nM – 200M, 1% v/v at all concentrations).  EC50 was determined as the concentration 

of compound at which 50% of LDH was released by A549 cells compared to untreated samples. 

Analysis conducted using GraphPad Prism 6.0 using log(agonist) vs normalised response – variable 

slope. 
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controls also had no effect on growth. Figure 5.3 shows both the in vitro and ex vivo growth 

data.   

 

 

 

48hrs 96hrs 

Figure 5.3 In vitro and ex vivo growth of NCI181A treated P. aeruginosa: (A) PA01 overnights 

were normalised to OD600 0.05 in LB and NCI181A (200M, 1% v/v) was added to appropriate wells. 

Growth was measured by OD600. Results are representative of 3 independent experiments. (B) 

Porcine lung tissue infected with PA103 was incubated in ASM treated with NCI181A (100M, 1% 

v/v) or DMSO (1% v/v). Lines represent means +SD of CFUs/mL from lung homogenates plated 

on Pseudomonas isolation agar. Each data point represents one piece of tissue. Results are from 3 

independent experiments using 3 pieces of tissue per lung (except PA103 and DMSO 48hrs, n=2 

lungs) 
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Confident that NCI181A had improved activity in vitro without affecting growth, PcrV 

expression was measured using western blots to check activity against the T3SS (see section 

2.5.5). As predicted, no change was seen in the expression levels of PcrV represented in figure 

5.4. Without a reduction in T3SS expression it was apparent that these molecules did not act 

by inhibiting ExsA activity. Therefore, to proceed with the project their effects on a broad range 

of PA virulence factors were tested to clarify a mechanism by which the phenyl piperazine 

molecules were acting. Given the volume of compound stocks left at this point in the project 

only the best performing molecule (NCI181A) was tested in every assay, followed up testing 

the other analogues only after positive results.  

 

5.2 Investigation of virulence mechanisms 

 

5.2.1 Protease activity 

 Proteases are used by PA to disrupt host defence mechanisms and establish infection 

by breaking down the surrounding extracellular matrix and host defence molecules[279]. 

Reduced protease activity is well characterised for reductions in virulence[58, 279, 280] and 

therefore targeting production and/or activity of proteases is an established mechanism of 

reducing PA mediated cytotoxicity. Proteases are under the direct control of QS in PA and 

therefore mutants deficient in the main QS regulator rhlR are well characterised for losses in 

protease activity[281–283]. Consequently, I used a PA01 rhlR::Tn mutant as a negative control 

for this protease activity assay.  

Figure 5.4 NCI181A effect on type III secretion system expression: Normalised PA103 cultures 

were grown to the beginning of stationary phase (~7hrs) before normalisation for western blots. 

Induction of T3SS was by 5mM EGTA (all conditions except non-induced indicated by -). Addition 

of NCI181A (all concentrations) and DMSO were at 1% v/v. Isocitrate dehydrogenase (ICD) was 

used as a loading control. Results are representative of 3 independent experiments. 
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Measuring the rate of casein breakdown in milk is a simple non-specific protease 

activity assay. As the casein substrate is cleaved by proteases the milk turns clear and colourless 

and OD595 can be measured over time. Normalised secretome samples of overnight flask 

cultures added to milk showed that NCI181A had no effect on protease activity in PA01 relative 

to WT and DMSO controls. A rhlR::Tn mutant had severely reduced protease activity, the 

results of which are seen in figure 5.5.  

 

 

5.2.2 Biofilm formation 

There is an inverse relationship between acute infection associated phenotypes and 

chronic infections, notably biofilm formation[127]. Results surrounding the relationship between 

these phenotypes in the presence of compound could provide clues to the mechanistic action 

by which these compounds act. Biofilms are associated with chronic infections and increased 

antibiotic resistance. Their formation is controlled by complex intersecting signalling pathways 

involving QS[55, 90]. The las and rhl system work in tandem to control genes associated with 

biofilm formation. lasR mutants are well characterised for a biofilm deficient phenotype and a 

transposon mutant was used as a negative control during this experiment[284–287]. 

 

Figure 5.5 NCI181A effect on PA01 protease activity: Normalised supernatant samples of 

overnight flask cultures were measured for protease activity by changes to OD595 when mixed with 

1.5% milk solution. DMSO and NCI181A were added to growth cultures at <1% v/v. Results were 

normalised to LB only controls. Data is representative of 3 independent experiments. 
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Overnight cultures were diluted 100x in LB and grown shaking at 37°C in 96 well plates 

for 48hrs, with biofilm formation quantified by OD550 after staining with 0.1% crystal violet 

and solubilisation in 30% acetic acid (see section 2.6.6). Biofilm formation was shown to be 

unaffected by NCI181A after 48hrs under assay conditions whereas the lasR mutant showed 

significantly reduced biofilm formation. DMSO did not affect biofilm formation (1% v/v). 

Statistical analysis was performed using GraphPad Prism 6.0 using an One-way ANOVA with 

Dunnett’s post hoc analysis comparing multiple columns to WT control column (p < 0.0001). 

 

 

5.2.3 Motility related virulence 

Motility is an essential part of virulence being crucial to surface adherence, invasion, 

biofilm formation, host recognition, nutrient acquisition and many other components of 

establishing infection[85]. PA moves across or through different surfaces using varying methods 

of motility, either as an individual cell or in a coordinated manner as a population controlled 

by cell to cell communication. The flagella and type IV pili (T4P) systems are the primary 

effectors in PA movement and give rise to several different modes of motility[85]. I focused on 

the three best established types of motility to investigate the action of phenyl piperazines on 

PA - swimming, swarming, and twitching. For each of the motility assays the overnight cultures 

Figure 5.6 NCI181A effect on biofilm formation: Overnight cultures were diluted 100x in LB and 

NCI181A or DMSO (1% v/v) were added as appropriate. Plates were incubated shaking (200rpm) 

for 48hrs at 37°C. Biofilm formation was measured by OD550. Statistical analysis was 

performed in GraphPad Prism 6.0 using a One-way ANOVA test with Dunnett’s post hoc analysis. 

**** represents p < 0.0001. 
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were not grown in the presence of any compound or DMSO, but these were added as 

appropriate to the assay specific agar.  

Section 1.4.1 mentions the likely evolution of the T3SS from the exaptation of the 

flagellum, with a number of papers finding relationships between the expression of the two 

systems[83, 91]. The flagellum and the injectosome share some core components, such as the 

ATPase, and dual activity against both systems has been demonstrated by hydroxyquinolines 

targeting these core components. Evidently from section 1.5 there is intricate crosstalk between 

the flagellum and T3SS, and both swimming and swarming are dependent upon the flagellum. 

Due to this dependence, a fleQ::Tn transposon mutant was utilised as a negative control for 

both swimming and swarming assays. FleQ is a c-di-GMP responsive transcriptional regulator 

that presides as the master regulator for flagellum related genes in PA[288–290]. Transcriptional 

regulation of the flagellum is organised in a 4-tiered hierarchy of Class I-IV. FleQ is a Class I 

regulator, is constitutively expressed, and coordinates activation or repression of Class II 

regulators[288–290]. This hierarchy can be seen in figure 5.7.  

  

Swimming motility is driven by the reversible rotation of PA’s polar flagellum in 

acquiesce environments and swimming capability is tested using low percentage agar (0.1-

0.3%). As with swarming and twitching, swimming deficient mutants are ineffective at biofilm 

formation and achieving full virulence[291–293].  Normalised cultures showed no change in 

swimming motility after overnight incubation when inoculated in swimming agar plates 

containing NCI181A or DMSO controls. The fleQ::Tn mutant was entirely defective in 

swimming motility. The results of the swimming assay are seen in figure 5.7. 
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Studies have shown that swarming is required for full virulence by PA and the 

overexpression of the T3SS, extracellular proteases, and other virulence genes under swarming 

conditions have also been observed[83, 84]. Swarming is a social activity requiring coordination 

amongst the bacterial population. It is dependent upon QS signalling, chemotaxis regulation, 

and biosurfactant secretions such as rhamnolipids to overcome surface tension[294, 295]. 

Importantly, the conditions that are required for swarming seemingly replicate the mucous 

covered epithelial surface of a CF lung[296, 297]. Studies have shown that this type of movement 

over semi-solid surfaces is coordinated by both the flagellum and T4P and can be tested in 

laboratory conditions using semi solid agar (0.5%)[298]. 

 

Figure 5.7 PA01 swimming control and motility: (A) Hierarchical regulatory control of flagella 

synthesis indicating FleQ as the master transcriptional regulator. Image adapted from Tsang et al., 

(2014). (B) Overnight cultures were normalised to OD600 1.0 and inoculated into swimming agar 

plates (NCI181A <1% v/v) and incubated overnight at 37°C. Images are representative of 3 

independent experiments. 

fleQ::Tn 
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Swarming agar plates were inoculated with normalised cultures and incubated 

overnight (see section 2.6). Traditionally swarming is characterised by the neat projectile 

extensions branching towards the edge of a low percentage agar plate however, the complexity 

of swarming regulation and subtle changes in firmness to agar plates, as well as the specific 

strain or species, can result in varied swarming patterns[299]. Different swarming patterns were 

seen by the different strains tested in this assay. PA01 did not swarm with traditional dendritic 

features, taking longer to swarm than a PA14 WT strain also tested.  

 

DMSO controls had no effect on swarming in either strain whilst the fleQ mutant 

control was devoid of any swarming motility as expected. Demonstrating that swarming is QS 

dependent a rhlR mutant was shown to be unable to swarm as well. NCI181A inhibited 

swarming in both PA01 and PA14 at 10M and after 48hrs swarming activity was not 

recovered by either strain. Further testing on PA14 revealed swarming was severely affected 

at concentrations as low as 500nM with complete inhibition seen in some plates, although at 

1M or below swarming activity was not always completely eradicated as seen in figure 5.8. 

Increased swarming motility was not regained after 48hrs of incubation at these lower 

concentrations. Two clinical isolates of PA were also tested for swarming inhibition however 

both were discovered to have non-swarming phenotypes.    

 

The 3 other NCI18 analogues (NCI16, NCI17, and NCI19) also inhibited swarming 

although with less potency than NCI181A. At 10M only NCI19 eradicated all swarming 

activity whilst partial swarming at 1M was seen in all plates with these compounds. This 

matches the level of decreased PA mediated cytotoxicity in the initial CPA screen when 

comparing activity across these analogues. Swarming inhibition is characterised by the 

reduction in the number of branches as well as the distance cultures swarm.  

 

Having established the inhibitory action of these molecules on PA swarming, the next 

steps were to extrude a more specific mechanism and if possible find a link between the 

selection of these compounds and their activity. The N-HB molecules had a broad spectrum of 

activity across the AraC/Xyls family and the phenyl piperazine compounds were originally 

selected to inhibit the AraC/Xyls family T3SS regulator, ExsA. Given this, a plausible 

hypothesis was that they exhibited inhibitory activity against an AraC/Xyls family regulator 
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involved in swarming motility. A further assessment of swarming is discussed in the next 

section.  
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Figure 5.8 Swarming inhibition by phenyl piperazines: Overnight cultures normalised to OD600 1.0 were spotted onto swarming agar plates and incubated 

at 37°C overnight. Compounds NCI181A, NCI16, NCI17 and NCI19 were added to swarming agar (<1% v/v). All images are representative of 3 independent 

experiments. (A) PA01 and PA14 strains treated with NCI181A. rhlR::Tn and fleQ::Tn strains were used as negative controls. (B) PA14 swarming plates 

treated with two concentrations (10M and 1M) of NCI16, NCI17 and NCI19.  
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Twitching by PA refers to the its movement across a solid surface mediated by the 

extension and retraction of Type IV pili with cells moving linearly along their long axis[300]. 

T4P are under the control of the pil-chp chemotaxis system as well as the global virulence 

cAMP dependent regulator, Vfr[301, 302]. They play an important role in surface adhesion, cell 

aggregation, and biofilm formation in addition to specific twitching motility[300–304]. Mutants 

defective in twitching have a decreased ability to colonise hosts and are thus important for 

virulence[301, 302]. 

 

 Twitching assays were carried out in similar manner to swimming and swarming assays 

with normalised cultures inoculated onto motility specific agar and incubated at 37°C 

overnight. 1% LBA plates were used for twitching assessment and cultures were inoculated 

onto the base of the petri dish before incubation. Twitching motility was quantified by 

measuring the diameter at the widest point of the twitching zone visible by crystal violet 

staining. The results are seen in table 5.1. Twitching was unaffected by the NCI181A with the 

fleQ::Tn mutant having partially reduced twitching motility.  

 

 

Table 5.1 PA01 twitching motility 

Sample Ø (mm) ±SD 

WT PA01 15.6 ±0.06 

WT PA01 + 50M NCI181A 14 ±0.2 

PA01 fleQ::Tn 5.3 ±0.38  

 

 

As stated above, swarming is usually considered dependent upon both flagella and T4P 

however, this is slightly more complex with some strains showing that T4P are not necessary 

for swarming function[293]. The partial reduction in swarming seen in the fleQ::Tn mutant 

highlights the overlap between these two systems although, since no effect was seen when 

treated with NCI181A it appeared swarming inhibition was independent of T4P.  
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5.3 Further investigation of swarming inhibition by NCI181A 

 

5.3.1 Biosurfactant production 

 The exciting and stark activity of NCI181A against swarming posed many questions 

about its mechanism. As previously mentioned, swarming motility is dependent on multiple 

factors which include regulatory control, function of the flagella, T4P, secretion of 

biosurfactants, and chemotaxis. Rhamnolipids are anionic biosurfactants secreted by PA to 

overcome surface tension as the population moves across a viscous surface[305]. PA01 was 

inoculated onto rhamnolipid agar plates and incubated for 48hrs at 37°C followed by 48hrs at 

4°C before plates were imaged. The rhamnolipids produced by PA01 form a complex with the 

cationic CTAB and methylene blue in rhamnolipid agar which becomes visible as a blue halo 

around the culture and can be seen much more clearly using UV transillumination.  

 

As for the swimming and swarming assays the fleQ::Tn mutant was used as a negative 

control and it can be seen in figure 5.9 that the halo is absent from around the mutant. Since 

rhamnolipid production and secretion was unchanged by the presence of NCI181A in this assay 

it indicated that the inhibition of swarming by NCI181A was independent of this factor. 

Rhamnolipid production is, as for protease activity, under direct regulatory control of QS and 

rhlR mutants are deficient in rhamnolipid production[284].  

 

 

 

 

Figure 5.9 NCI181A effect on rhamnolipid production: Overnight cultures normalised to OD600 

1.0 were spotted onto rhamnolipid agar plates (NCI181A <1% v/v) and incubated at 37°C for 48hrs 

followed by 48hrs at 4°C. Halo visibility was enhanced by UV transillumination. Images are 

representative of 3 independent experiments.  
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5.3.2 gacA hyper swarming mutant 

 gacA mutants have been characterised for hyper swarming phenotypes as they bypass 

the regulatory cascade defined by the Class I regulator, FleQ[297]. DMSO did not affect the 

swarming of the gacA strain and a PA01 WT was used as a control to display the characteristic 

poor swarming phenotype of PA01 which did not swarm after the same incubation time and 

has been shown in section 5.2.3 to be unable to swarm when treated with the compound. In the 

presence of 25M NCI181A the gacA strain was able to partially swarm (figure 5.10). This 

result suggests that the compound target is downstream of gacA in the swarming pathway and 

that mutations to the gacA gene can partially restore swarming capabilities of PA when treated 

with NCI181A. Deletion of the gacA gene evidently cannot fully compensate for inhibition by 

the phenyl piperazine suggesting that the target is likely essential for full swarming motility.  

 

A transposon mutagenesis study by Yeung et al., (2009) gives an excellent indication 

of how complex swarming regulation is. Using a PA14 transposon mutant library they 

identified 233 mutants with altered swarming motility with insertion sites in genes associated 

with flagella and T4P biosynthesis, as well as a range of processes including secretion, 

transport and metabolism. 33 of the swarming deficient mutants had insertions in 

transcriptional regulator genes, including two-component sensors and response regulators. 27 

of these were newly identified mutations to effect swarming. What is notable from the study is 

that of the 27 transcriptional genes characterised swimming and twitching motility were only 

minimally affected if at all and when assessed for biofilm formation it was found to be largely 

increased compared to WT controls, showing an inverse relationship between swarming 

motility and biofilm formation. Additionally, these swarming mutants had no changes to 

rhamnolipid production. Specifically, the study looks at rhamnolipid production in association 

with BHL and RhlR. These results backup the notion that the phenyl piperazine target is a 

regulator involved in the control of swarming that does not affect the associated phenotypes of 

swimming, twitching, biofilm formation, rhamnolipid production or QS. The effect of NCI181A 

on QS and BHL production is discussed in section 5.3.4. 
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Figure 5.10 gacA hyper swarming mutants treated with NCI181A: Normalised overnight cultures of PA01 and a gacA strain were spotted onto swarming 

agar plates treated with NCI181A (10M or 25M, <1% v/v) or DMSO (<1% v/v). Plates were incubated overnight at 37°C. Images are representative of 3 

independent experiments.  
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When looking in more depth at the list of mutants in Yeung et al., (2009) one putative 

AraC family regulator stands out that is listed in the table figure – PA2332. In the paper, the 

mutant had no statistical difference in biofilm formation compared to WT, no change to 

swimming nor twitching motility, and secreted rhamnolipids equally to the WT. Another 

genomic analysis study of PA categorising essential conserved genes identified 980 genes with 

no variation at the amino acid level in the clinical isolate pool sequenced[306]. The paper sought 

to highlight that essential genes hold evolutionary importance and therefore could make good 

novel therapy targets. They also showed that essential and highly expressed proteins evolve 

more slowly compared to extracellular proteins. They reported that of the 980 conserved genes, 

those that were non-essential genes were primarily involved in regulation, motility and 

virulence. Listed in the paper is the previously mentioned putative AraC family regulator gene 

PA2332 stating that it was not found in any genus outside Pseudomonas, a point of importance 

surrounding non-specific drugs causing more side effects. This gene, PA2332 was a member 

of the 980 genes with no variation amongst the 36 sequenced clinical isolates and is also a non-

essential gene.  

 

 Unfortunately, little else is reported in the literature on this uncharacterised gene and 

whilst it could be a good starting point to probe the link between compounds selected for ExsA 

inhibition and swarming inhibition by determining if the putative AraC regulator it encodes is 

the target of phenyl piperazines, it was not investigated further. Instead an alternative, slightly 

better characterised, potential target was explored which is discussed later in section 5.3.3 and 

the next chapter. The reported complexity and involvement of many regulators to control 

swarming motility, as well as evidence that PA2332 is a highly conserved protein, is extremely 

interesting though and future work should be carried out to characterise and assess this gene 

and its translated protein as a potential target for anti-virulence therapies in the future.  

 

5.3.3 Pseudomonas tolaasii swarming 

 Mechanisms of swarming are thought to be conserved across the Pseudomonas genus 

and so activity of these compounds in another Pseudomonas was tested. P. tolaasii is 

considered the biggest problem facing the European mushroom industry at this time, causing 

brown blotch disease which renders the economically important and nutritionally packed 

Pleurotus genus of fungi unappealing for human consumption. P. tolaasii is considered non-

pathogenic to mammalian hosts and swarms, so as a preliminary test of broader activity and 



133 
 

potential application of phenyl piperazines, swarming assays were conducted in the same 

manner as for PA01 and PA14 with P. tolaasii 2192T strain.  

 

 NCI181A entirely inhibited swarming of P. tolaasii at 1M and was not recoverable 

after 48hrs of incubation. Figure 5.11 shows the radial swarming phenotype of P. tolaasii. This 

activity against two Pseudomonas species would suggests its target is not specific to 

mammalian pathogenic strains and tests on alternate species would be extremely interesting to 

observe whether the action is genus specific or a more essential and universal element of 

swarming control. 

 

5.3.4 QS activity 

 QS is a cell to cell communication system utilised by bacteria to coordinate virulence 

factor expression and biofilm formation[284–286]. The system is arranged in a complex hierarchy 

between the las rhl and pqs systems[286, 307, 308]. The las system resides at the top of the 

signalling pathway with LasR being the receptor for its autoinducer AHL molecule, OdDHL 

produced by LasI[308]. This system works in tandem with the rhl system; BHL being the 

autoinducer produced by RhlI and RhlR being the cognate receptor[308]. Finally, the pqs system 

involves PqsR and its autoinducer PQS[83]. Animal models have extensively shown the 

importance of QS for full virulence and roughly 10% of the PA transcriptome is under 

expression control of QS. Interruption of these pathways by phenyl piperazines could have 

significant impacts on virulence and as previously stated and shown, swarming is a population 

Figure 5.11 NCI181A effects on P. tolaasii swarming: Overnight cultures of 2192T were 

normalised to OD600 1.0 and spotted onto swarming agar plates treated or untreated with NCI181A 

(10M or 1M, <1% v/v) and incubated at 37°C overnight. Images are representative of 3 

independent experiments. 
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activity dependent on QS[280, 284, 285, 309–311]. Figure 5.12 indicates the QS regulatory network 

and some of the downstream virulence factors they influence[287].  

  

Three lux sensor strains were used to detect the production of each of the three QS 

autoinducer signalling molecules[239, 240]. A lux signal is induced in each sensor strain by the 

cognate autoinducer molecule with increased or decreased levels of the molecule causing a 

corresponding increase or decrease in lux compared to controls. The secretome of each sample 

grown to stationary phase was incubated with the sensor strains, using a PA14 lasR-rhlR 

double mutant, LB, and LB with NCI181A as control samples. By the addition of NCI181A to 

each of the sensor strains it was shown that the compound does not cause any increase in lux 

signal by itself as levels were equal to that of LB alone. The rhlR-lasR double mutant 

produced lux levels equivalent to LB only controls when incubated with the OdDHL and BHL 

sensor strains confirming that an increase in autoinducer presence causes an increase in lux 

signal.  

 

OdDHL production was unchanged by treatment with the compound in PA01 and PA14 

when tested under assay conditions and was not investigated further (see figure 5.12).  Results 

for BHL were difficult to interpret and posed a multitude of questions surrounding the effects 

on QS. Firstly, NCI181A increased BHL production in PA14 but not PA01. Secondly, the results 

were not comprehensive, meaning that it was not reliably repeatable. The increase was seen 

more often than not however and is reported as such since numerous repeats were done of this 

experiment to be sure of the transient nature of the signal increase.  

 

PQS production in both PA01 and PA14 strains was increased, however this increase 

was transient in the same manner as for BHL. Increased PQS has been previously shown to 

inhibit swarming in PA as a protective mechanism to avoid antibiotics or unfavourable 

environmental conditions[312]. This result was therefore investigated more rigorously and 

samples were tested during mid-log growth phase. No significant increase was seen in either 

strain at mid-log time points. Mid-log growth phase was chosen as QS molecule production is 

upregulated in high cell densities (i.e. stationary growth phase) and increased production at 

mid-log time points would suggest direct stimulation of PQS molecule production by the 

compound.  
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In addition to the mid-log time points PA01 PpqsA-lux strain was tested for changes in 

signal either by intensity or by timing of expression. The pqsABCDE operon is necessary for 

PQS production[313], and therefore if a real increase was being seen in the assay, an increase 

would be expected under these conditions as well. The pqsA gene encodes a predicted protein 

with homology to acyl coenzyme A (acyl-CoA) ligases[313]. A PA01 PlacZ-lux control strain 

was also tested and NCI181A was found to have no effect on the signal of either strain which 

can be seen in figure 5.13.  

 

To further complicate interpreting these results it is important to consider the biosensor 

strains response to the compound and to each culture secretome. Every strain will have a 

slightly different secretome “fingerprint” not to mention that the compound is possibly 

influencing this fingerprint. Without dilution of the secretome the sensor strains are killed by 

the PA virulence components that have been secreted thus confirming the influence its 

components have on this assay. Without knowledge of how NCI181A affects the secretion 

profile it is difficult to take a position on how much influence this may have. A solution could 

be direct detection of the QS molecules by assays such as quantitative LC-MS.  

Figure 5.12 NCI181A effect on PA01 and PA14 QS molecule production: The effect of NCI181A 

(10M, <1% v/v) on the production of QS molecules (OdDHL, BHL, and PQS) was measured by 

incubation of supernatants with biosensor strains[240, 243] grown to mid log phase. Samples were 

incubated with biosensor strains for 3-4hrs (30°C) before measurement of lux. Statistical analysis 

was performed using GraphPad Prism 6.0 (student unpaired t-test). Columns represent means ±SEM 

of 3 independent experiments. (A) OdDHL measured at stationary phase. (B) BHL production 

measured at stationary phase. * indicates p = 0.0301. (C) PQS production measured at stationary 

phase. ** indicates p = 0.0011 and **** indicates p < 0.0001. (D) PQS productions measured at mid 

log phase. 

D 
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In addition, a common problem faced by lux reporter assays is fluctuation of signal 

strength. This assay would have benefitted from a positive control overexpressing the 

signalling molecules to help quantify what relative changes in expression can be expected 

under inducing conditions. Meaning whilst statistically significant mathematically, the results 

might not translate to significant phenotypic changes. Because of the extensive impact changes 

in QS have on population behaviour and cellular expression it is probable that the primary 

action of NCI181A is not on a QS related target, nor is the primary cause of swarming inhibition 

due to changes in QS signalling. NCI181A could have some pleiotropic effects on the QS 

signalling within PA under certain conditions though. 
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5.3.3 KEGG GENOME search for potential targets 

 Since all the compounds in this study (except for NCI181A and NCI182A) were 

originally ordered using ligand and structure-based approaches to inhibit an AraC family 

protein, I searched using KEGG GENOME for AraC family regulators in PA and identified 

those that may be involved in swarming motility. The search returned 13 hits of which 1 stood 

out as a possible target, ChpD. ChpD is part of the chemosensory pil system in PA. As 

mentioned in section 5.2.3, chemotaxis regulation is an integral part of swarming motility and 

thus was at this stage an interesting hit for investigation. Very little published research has been 

conducted on ChpD which is discussed in more depth in the next chapter. An advantage ChpD 

P A 0 1 P la c Z - lu x

T im e  (h rs )

N
o

r
m

a
li

s
e

d
 R

L
U

0 4 8 1 2 1 6

0 .0

0 .2

0 .4

0 .6
P A 01 p L a c Z -lu x

D M S O

N C I18
1 A

N C I16

N C I17

N C I19

P A 0 1 P p q s A -lu x

T im e  (h rs )

N
o

r
m

a
li

s
e

d
 R

L
U

0 4 8 1 2 1 6

0 .0

0 .2

0 .4

0 .6
P A 01 p P q s A - lu x

D M S O

N C I18
1 A

N C I16

N C I17

N C I19

A 

B 

Figure 5.13 PQS production during P. aeruginosa growth: Normalised lux signals were 

measured from PA01 PpqsA-lux and PlacZ-lux strains treated with 10M phenyl piperazine 

compounds (NCI181A, NCI16, NCI17, and NCI19) added at 1% v/v in LB. Data points are the means 

of two independent experiments ±SEM. 
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had over investigating PA2332 was that it is marginally better characterised and verified 

mutants existed in the literature that I was able to acquire for this project. 

 

 

5.4 Discussion 

  

Following results that showed none of the ordered compounds inhibited T3SS 

expression by inhibiting ExsA activity, this chapter addressed the question of how NCI18 was 

protecting lung epithelial cells from PA mediated cytotoxicity in vitro and extending survival 

time of G. mellonella in acute PA infection models. PA has a lot of virulence factors and those 

tested in this chapter were chosen because they are major virulence determinants which have 

all been linked to changes in T3SS expression[110]. Since additional amounts of NCI18 were 

not produced by any vendors the project continued using previously purchased analogues and 

two available additional analogues.  

 

The efficacy between the compounds only gave limited insights into the activity of the 

compound class and generating a full analogue library would be necessary to firmly establish 

essential scaffold components for activity. One place to begin in this assessment though would 

be determining which of the enantiomers is most active. 

 

The results showed that phenyl piperazines seemingly have an extremely selective 

activity against swarming. This was suspicious since changes in swarming have been linked 

with several changes in the expression of other virulence factors. This is most likely due to 

assay conditions as to why no changes are seen since swarming control is extremely complex 

and requires semi solid surfaces. It is possible the target is only expressed or active under 

swarming conditions and future work should take this into account. The rhamnolipid assay 

clearly demonstrated that swarming inhibition was independent of biosurfactant production and 

secretion, and since no changes in swimming or twitching assays were seen we can be confident 

the target is not a Class I or II regulator within the regulatory hierarchy, since the fleQ mutant 

demonstrated that these higher-class regulators have impacts on each of the motility types. 

Further questions surrounding the expression and function of the flagella needed to be 

addressed at this point in the project, especially around the unaffected swimming motility.  

 



140 
 

Swarming has important implications for virulence within the CF lung and this role 

during infection consequently impacts on an inhibitors likely clinical use. Motility coupled 

with the secretion of toxins is considered imperative for acute infections and treatment methods 

prioritise eradication at initial and new-onset stages of infection, lending towards shorter length 

course treatment during acute flare-ups, or as a prophylactic to prevent colonisation and 

establishment of an infection outside of specific CF use, rather than long term usage of an 

inhibitor by patients. Indeed, it has been shown that flagellar expression is downregulated 

during chronic infection within biofilms and that clinical isolates not expressing flagella fail to 

activate the inflammasome. The flagella is a key structure for the immune system to detect and 

activate and therefore during chronic infection it may favour PA to avoid detection by 

downregulating its expression. In acute infections however, hyper-swarming isolates and 

strains are associated with increased antibiotic resistance and virulence[84, 312], with the thick 

mucus lining in the CF lung providing a viscous environment required for swarming. This 

further supports clinical use of a swarming inhibitors for acute infections or flare-ups. 

 

 Experiments involving the gacA mutants and further study of the literature revealed that 

many additional regulators have been identified to play key roles in swarming without having 

significant impacts on other virulence factors tested in this project, such as swimming, 

twitching, biofilm formation and QS[297]. Dötsch et al., (2010)stress the potential value in 

recognising specific targets for therapies to minimise the chances of treatment side effects. As 

mentioned previously, the AraC family of regulators are attractive because there are no 

homologues in the human genome. It appears that the compounds tested in this chapter show 

very specific activity to PA swarming and it would be extremely interesting to see whether the 

compounds inhibited swarming in any alternate genus having seen the conserved nature of 

many non-essential virulence and motility genes in Dötsch et al., (2010). Elucidation of the 

target regulator of the tested molecules would be substantial in further understanding the 

intricate regulation of PA swarming in addition to holding a lot of potential for future therapies 

targeting these specific regulators if one was in fact the target. The absence of any AA variation 

in the screening of the clinical isolates within the study is also an interesting observation for 

the notion that antivirulence targeting would not exact the same selection pressures on bacteria. 

Testing the mutation rates of these swarming deficient mutants lacking specific regulators 

could be of value to antivirulence therapy development. Given the evidence of their 

conservation but also the non-essentiality of these proteins is worthy of further study.  
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 The argument for fewer side effects seen treatments with highly specific targets 

overlaps with the need for a more extensive study of the toxicity profiles for phenyl piperazines. 

This project only covered a very basic assessment of toxicity with in vitro incubation with lung 

epithelial cells and monitoring Galleria larvae deaths after treatment. Establishing an LD50 for 

the most effective compounds in addition to other toxicity tests would be important in taking 

this chemical scaffold forward towards clinical use, but also in observing and demonstrating 

the effectiveness of using Galleria to establish toxicity profiles over vertebrates.   

 

 ChpD is discussed in more detail in the next chapter but the obvious question mark over 

a gene included in a cluster known to regulate twitching is why no changes were seen in the 

twitching assay when treated with compound. As an AraC family regulator and with studies 

showing that swarming is dependent upon flagella and T4P it warranted significant further 

investigation. As mentioned little is reported on ChpD in published literature although, some 

noteworthy findings are the suggestion of a global regulatory virulence role and its requirement 

for full virulence as well as no changes seen in twitching motility in a knockout study[314–318]. 

ChpD was selected over gene PA2332 because of this marginally more advanced 

characterisation of the gene itself. Time limits prevented generating and appropriately 

characterising a deletion mutant of PA2332, whereas a clean deletion mutant of ChpD was 

available from Prof. Cynthia Whitchurch and was obtained extremely quickly with the added 

benefit of having supported published literature to corroborate its function and activity in a 

short time frame.  

 

The QS assay probably generated more questions that it answered, and an 

overexpression positive control would be useful to gauge the relative increase in signal that 

would induce substantial phenotypic changes. Despite statistically significant differences in 

results the dynamic range of this assay may not be appropriate to detect small changes in QS 

expression. The relative fold changes are very small in the assays whereas overexpression 

controls may have much greater differences. A point discussed in more detail in the next 

chapter (section 6.4.5) is the necessity of host cell contact to cross a threshold of LasR 

activation, adding a layer of regulation to QS activity that may have implications on the relative 

increase of PQS seen in the assays. The absence of change seen in the PpqsA-lux strain test 

further supports that assay conditions are playing a part. There are substantial differences in 

conditions between flask grown and 96 well plates and no effect was seen at all in the PpqsA 

strain. I suspect that the conflicting and confusing results are due to assay conditions over any 
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specific inhibitory swarming related activity by the compound. Yeung et al., (2009) reported 

no change in RhlR activity in relation to novel swarming regulator mutations but did not assess 

PQS or LasR.  

 

 At this point in the project my focus was to assess the phenotype of ChpD mutants and 

in the process conclude on whether it is the target of phenyl piperazine compounds in PA. 

Additionally, to further characterise the clinical relevance of swarming inhibition by phenyl 

piperazines. 
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Chapter 6 

 

Results & Discussion 

Flagella synthesis and ChpD related virulence  
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6.1 Chemotaxis signal transduction pathways 

 

6.1.1 Background 

 Type IV pili (T4P) are the principle adhesins used by PA to facilitate its attachment to 

host epithelium[300]. They are filamentous projections located at the cell poles and coordinate 

the surface associated movement of twitching, which is mediated by their extension and 

contraction[317, 319, 320]. The biogenesis and function of T4P is controlled by signal transduction 

pathways that include the two-component sensor regulator systems, pilSR[321] and 

algR/fimS[322], a global carbon metabolism regulator, Crc[323], and the global virulence 

regulator Vfr[324].  

  

PA twitching motility is also under the control of a chemotaxis system, encoded partly 

by the previously characterised pilGHIJK gene cluster[325], in addition to the less well 

understood chpABCDE cluster[316, 317]. This second cluster is located directly downstream of 

pilK and in combination they form a chemosensory signal transduction pathway that shares 

commonalities with those signalling pathways that regulate flagella rotation. PA has 4 

chemosensory pathways it uses to respond to environmental stimuli that are critical to its ability 

to occupy a vast breadth of environments niches. These are the che, che2, wsp, and chp 

pathways. 

 

 The che chemotaxis pathway in E. coli is the best characterised and each of the 4 

pathways in PA have homologous proteins to the components of the system. Briefly, using the 

che system and represented in figure 6.1, these systems work through methyl accepting 

chemotaxis proteins (MCPs)[326, 327]. A MCP detects a stimuli in the surrounding environment 

and relays the signal to a histidine kinase, CheA via a transducer protein, CheW. CheA auto 

phosphorylates before transmitting the signal by phosphorylation to the response regulator, 

CheY which transmits the signal to flagellar motors[295, 296]. The system also includes adaption 

enzymes, CheB and CheR which alter the methylation of the MCP, and CheZ phosphatase 

which dephosphorylates CheY[326, 327]. 

 

 Whitchurch et al., 2004 proposed that the chp system comprises of the MCP, PilJ, a 

methyl transferase PilK (a CheR-like protein), 2 CheW homologues, PilI and ChpC, and a 

methyl esterase ChpB (homologue of CheB). Three response regulator homologues are 
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suggested – PilG, PilH and also the CTD of ChpA. ChpA is a CheA-like histidine kinase with 

9 putative phosphorylation sites and it is suggested that it is responsible for the phosphotransfer 

with PilG and PilH on top of its autophosphorylation to its CheY domain. The system 

seemingly lacks a CheZ homologue to accelerate dephosphorylation of CheY, although it is 

possible the CTD of ChpA serves a similar function. PA encodes 26 putative MCPs[328, 329] and 

given the two CheW homologues in the chp system they may be used to complex multiple 

MCPs to ChpA, therefore enabling it to respond to many environmental stimuli[317]. A 

conclusion not drawn in Whitchurch et al., (2004) is the role of ChpD and ChpE within this 

system other than its implication in liver colonisation. 

 

 

Figure 6.1 Chemotaxis signal transduction pathways: Swimming and twitching chemotaxis 

pathways in PA. MCPs recognise a cognate ligand and activate histidine kinases (CheA and ChpA) 

that transmit signal via phosphorylation to effector regulators (CheY, PilG and PilH). Relaying of 

signal causes changes to the frequency and direction of flagella or pili movement causing changes 

in motile behaviour of the cell. This figure was taken from Sampedro et al., (2015). 
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More recent publications have made inroads into linking the role of the chp system to 

virulence within PA. These studies identify the mechano-sensing role of T4P to induce 

upregulation of cAMP related virulence factors. A transposon library was screened for mutants 

with reduced intracellular cAMP levels with the majority of insertions located within the chp 

system gene cluster[315]. Further analysis revealed the chp system was capable of both positive 

and negative regulation of intracellular cAMP by modulating CyaB activity. The paper found 

T4P dependent twitching motility to be independent of cAMP, but the production of T4P to be 

governed by cAMP modulation[330]. FimL, an accessory protein to the chp system with a 

previously unknown function, directly links the integral structural T4P complex, FimV with 

PilG, one of the chp system effector response regulators. FimL and PilG colocalise at the poles 

in a FimV dependent manner leading the authors to propose that FimL acts as a scaffold to 

colocalise the T4P and chp system components to organise signalling of cAMP-controlled 

virulence genes[330].  

 

Bioinformatic analysis showed that the pil-chp cluster was highly conserved amongst 

PA strains but varies more widely in other Pseudomonads and bacteria[314], seemingly 

indicating that the presence of all 10 cluster genes overlaps with how closely related an 

organism is to PA. More specifically, it appears that chpD and chpE are only present in PA 

pertaining to a specific function for these genes. Neither are mentioned in Fulcher et al., (2010) 

nor Inclan et al., (2016), although it is not unthinkable to suppose that one or both genes are 

involved in the virulence expression in PA through cAMP related virulence factors.  

 

The primary aim for this chapter was to first assess whether ChpD was the target of 

phenyl piperazine molecules causing an inhibition of swarming. Following this, to continue 

extruding a mechanism and understanding how ChpD is associated with virulence in PA. The 

second aim was to probe the further clinical relevance of phenyl piperazines by testing the 

sensitivity of strains to antibiotics when treated with NCI181A. Lastly, this chapter will 

conclude on the major findings of this project and discuss the future directions that should be 

taken to progress this work.    
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6.2 Investigation of ChpD as the phenyl piperazine target 

 

6.2.1 chpD swarming phenotype 

 The most obvious and simple way to test for ChpD being the target of phenyl piperazine 

action was to measure swarming activity in a chpD mutant. For the chpD::Tn mutant the 

insertion site in the gene was at position 728 (795), which meant there was a possibility of 

residual activity within the transposon mutant. Therefore, a clean deletion was deemed 

necessary to properly assess the mutation phenotype. Professor Cynthia Whitchurch (Quadram 

Institute Bioscience, Norwich) kindly provided a chpD strain along with the PA01 WT 

background (referred to in this study as PA01 ATCC). 

 

A deletion in chpD had no effect on the swarming of PA01 ATCC as seen in figure 

6.2. The transposon mutant also displayed swarming activity and thus ChpD was revealed not 

to be the target of phenyl piperazines. It appeared from these swarming plates that ChpD is not 

involved in the regulation of swarming nor is there any reported effects of chp mutations 

affecting swarming motility in published literature, (although this was not a deterrent from 

investigating since so little was published). The transposon mutant when treated with NCI181A 

was also inhibited of swarming activity. A test of the remaining mutants in the chpABCDE 

gene cluster for swarming motility would be an interesting and simple way to observe the 

independence or cross talk between the chemosensory signal transduction pathways.  

 

 

Figure 6.2 chpD mutant swarming: Normalised cultures of chpD::Tn, PA01 ATCC, and chpD 

were spotted onto swarming agar plates and incubated overnight at 37°C. chpD::Tn was also 

spotted onto NCI181A treated plates (10M). Images are representative of 3 independent 

experiments.  
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6.3 Further assessment of NCI181A activity 

 

6.3.1 Antibiotic susceptibility  

 An inability by PA and other pathogens to swarm has been reported to increase 

susceptibility to antibiotics, decreasing the minimal inhibitory concentration (MIC)[84, 312]. 

Knockouts of other virulence systems have also highlighted an increased sensitivity to 

antibiotics, whilst increased biofilm formation is heavily associated with resistance[12, 55]. 

Overnight cultures were diluted 100x in MH media in the presence of three antibiotics in a 2-

fold serial dilution. MICs for gentamycin (aminoglycoside inhibitor of protein synthesis), 

ciprofloxacin (fluoroquinolone derivative inhibiting DNA replication), and meropenem 

(carbapenem drug disrupting cell wall synthesis) were calculated for PA01, exsC::Tn, gacA, 

and PA14 strains treated or untreated with NCI181A. 

 

Table 6.1 Antibiotic susceptibility of P. aeruginosa 

 MIC (mg/mL) 

Strain 

Gentamycin Ciprofloxacin Meropenem 

Control DMSO 
NCI181A 

(50M) 
Control DMSO 

NCI181A 

(50M) 
Control DMSO 

NCI181A 

(50M) 

PA01 1-2 1-2 1-2 ≤0.25 ≤0.25 ≤0.25 4-8 4-8 4-8 

chpD::Tn 

(PA01) 
1 1 1 ≤0.25 ≤0.25 ≤0.25 2-4 2-4 2-4 

PA14 1 1 1 ≤0.25 ≤0.25 ≤0.25 1-2 4 2-4 

gacA 

(PA01) 
1-2 1-2 1-2 ≤0.25 ≤0.25 ≤0.25 2-8 4-8 8 

 

  

Ciprofloxacin had an MIC of ≤0.25mg/mL to all strains in all conditions. PA01 WT 

resistance remained the same to each antibiotic under all conditions, not being affected by 

DMSO nor NCI181A. An MIC of 1-2mg/mL was seen for gentamycin and 4-8mg/mL for 

meropenem.  
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The PA01 chpD::Tn strain was unchanged by DMSO or NCI181A, but was more 

susceptible to both gentamycin and meropenem than the WT. For meropenem this was a clear 

2-fold increase in sensitivity but, less abrupt for gentamycin with an MIC of 1-2mg/mL for WT 

vs 1mg/mL for the mutant.  The mechanism for this increased sensitivity is unknown although 

it supports the validation of ChpD playing a role in antibiotic resistance in PA and should be 

investigated further. 

 

Mutations to gacA are associated with reduced biofilm formation and hyper swarming. 

The PA01 gacA strain was not conclusively shown to have increased resistance in the 

presence of NCI181A. As with each strain results are reported from 3 independent experiments, 

meaning more repeats were needed to conclude on this result. Untreated repeats had an MIC 

of 2-8mg/mL however, no repeat had a resistance less than 8mg/mL when treated with 

compound. One repeat with DMSO had a lower MIC of 4mg/mL. NCI181A therefore possibly 

increases resistance to meropenem, although more work is required to be sure. The MIC of 

PA14 was unchanged in gentamycin but increased in meropenem, however the 2-4-fold 

increase was seen in the DMSO control meaning the results cannot be attributed to compound 

activity. Having established that ChpD was not the target of the phenyl piperazine compounds, 

an interesting observation was that across 3 large studies screening for increased antibiotic 

resistance in PA, the PA2332 gene discussed in the previous chapter (section 5.3.2) is not listed 

on any as increasing resistance[331–333]. 

 

 From these experiments NCI181A appears to have no effect on the antibiotic 

susceptibility of PA. Nevertheless, additional testing of MICs should be carried out for phenyl 

piperazine compounds under swarming conditions as this would be further evidence of a 

swarming specific target, expressed or active under swarming conditions. The role of ChpD in 

carbapenem resistance should also be explored, testing more carbapenem antibiotics. Clinical 

isolates with mutations in chpD would be extremely interesting to study in this aspect along 

with clinical outcomes. Chemotaxis can act as an evasion mechanism for cells directing it away 

from antibiotics or other unfavourable environmental conditions. This point makes it even more 

important to test this clinically relevant phenotype.  
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6.3.2 Transmission electron microscopy (TEM) imaging 

 TEM is most commonly used in biology to image stained samples utilising the short 

wavelength of electron beams to achieve sub nanometre resolution as contrast is created from 

the absorption and scattering of electrons[334]. TEM for this project was done at the University 

of Cambridge core facility, CAIC with the help of Dr. Rita Monson (Department of 

Biochemistry). Carbon coated copper discs were argon glow discharged by the CAIC before 

samples were attached. To load samples on to the discs 10L of sample was spotted onto a wax 

surface and the disc placed in the culture for 5mins before washing 3x with HPLC water and a 

final 2min 30s staining with uranyl acetate. Conditions and strains imaged were as follows: 

PA01 in LB (planktonic) with and without NCI181A (10M), PA14 in LB (planktonic) with 

and without NCI181A (10M), and PA14 taken from the dendritic tip of a swarming colony on 

a swarming plate with and without NCI181A (10M). Figure 6.3 represents images of each 

condition. 

 

 In planktonic culture PA01 were uniform in size and appearance. Cells were flagellated 

and around 1.5-2m in length (cells measured in ImageJ software). This was comparable to the 

compound treated samples which were also flagellated. A noted observation was that cells 

seemed to have a prominent collapse or depression in the cell wall at the cellular poles; a 

subjective observation that was not absent in control samples but stood out during the image 

capturing process. PA14 planktonic samples yielded the same results, with both treated and 

untreated cells being flagellated with depressions at the cellular poles. The cell macrostructure 

was otherwise unchanged with no identifiable features that suggested compound activity. 

 

 Under swarming conditions, the characteristic elongation of cells and hyper 

flagellation[314, 335, 336] could be seen in the control sample however, a dramatic observation was 

the absence of flagella in the compound treated sample and neither was there the obvious 

elongation of cells. PA lacking fully formed flagella have been shown to cause no mortality 

and be 75% less likely to cause pneumonia in mice[337]. These images attest to the phenyl 

piperazine target being essential for the expression of flagella in PA under swarming 

conditions, but not in planktonic culture. The images show the flagella debris scattered around 

the cells  in the untreated samples as well as their presence at the cell poles. Almost no complete 

flagella were seen in the compound treated samples with only some small fragments of flagella 

scattered or present, indicated in figure 6.3. 
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 No pili were observed in any of the images which was an interesting observation given 

that several studies have shown swarming to require T4P[84, 298, 314, 338] but this is somewhat of 

a confusing area as a host of studies contradict this[314, 336, 339], including these results. Here I 

present evidence that PA01 and PA14 are capable of swarming independently of T4P. 

 

 The observations from the TEM images were a significant breakthrough in elucidating 

a mechanism for the phenyl piperazine compounds and shed light on why no activity was seen 

in assays conducted in planktonic conditions. It heavily supports a target expressed or active 

only under swarming conditions as previously mentioned, but which is essential for the 

expression of flagella. As previously mentioned expression of flagellar is regulated in a 4-tiered 

hierarchy system, pictured in figure 6.3. FleQ is the master transcriptional regulator, externally 

negatively influenced by Vfr but positively regulated by 70[288, 340]. FleN inhibits FleQ post-

translationally and losses of FleN result in increased numbers of polar flagella[288, 340]. Class II 

genes require both FleQ and RpoN for activation and include genes encoding the basal body, 

motor and export apparatus[288, 340]. Class III require FleQ, RpoN and FleR and encode the hook 

proteins, whilst class IV are transcribed after FliA activation and include the fliC gene encoding 

flagellin which makes up the length of the flagella[288, 340].  

 

Whilst not usually specified, swimming and swarming flagella are not identical in their 

structure in PA. Studies have identified two different stators in the flagella to which mutations 

can cause loss of motility and biofilm formation[293, 341]. The stator is the stationary component 

of the flagella motor that helps generate torque for the flagella to rotate and variations amongst 

organisms allow activity in different salt, pH and viscosity conditions[342]. These studies found 

that either stator was sufficient for swimming in PA but that both were required for swarming 

motility. The two stators, MotAB and MotCD when deleted independently or as a pair did not 

result in a loss of flagella[293], but a dual deletion or a single deletion of MotCD meant PA14 

was unable to swarm on 0.5% agar[293]. Toutain et al., (2007) reported that a mutation in either 

MotAB or MotCD impaired biofilm formation without affecting swimming. More recent 

electron cryo-tomography studies have also revealed that differences in structure pertain to 

evolutionary adaption such as increased stability to handle the greater viscosity PA would 

encounter in a pulmonary environment[342]. TEM images in Toutain et al., 2005 revealed the 

flagella to be present in motAB, motCD and motABDCD mutants meaning that these are 
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not the targets of phenyl piperazine compounds. However, the importance of these findings lies 

in identifying swarming specific variants of flagella structural components essential for 

function. It is possible that a yet unknown target or regulator necessary for swarming but not 

swimming exists in the biosynthesis of PA flagella most likely at the lower Class III or Class 

IV level.  

 

Unfortunately, it was not clear from these images whether the hook basal body is 

present in the compound treated cells which has significance for the level of hierarchy 

interruption. The presence of flagella in planktonic culture and partial fragments in compound 

treated samples suggests it may not be the prevention of hook basal body assembly nor of FliC 

expression which makes up the flagellin, but interruption of secretion by interference with a 

regulator or possibly structural component that is present or active specifically in swarming 

flagella. I therefore propose a hypothesis that NCI181A and other phenyl piperazine compounds 

interrupt the latter stages of flagella biosynthesis by targeting a process independent or 

redundant for swimming motility. 

 

Some interesting work by Jyot et al., (2007) has proposed that accumulation of FlgM, 

(the repressor of FliA) due to proteolytic activity by neutrophils on the hook (FlgE), which is 

required for FlgM export, resulted in flagellin downregulation. The hook is regulated by Class 

III regulators[288] and nominates this component as being possibly involved in this 

investigation. This however is merely conjecture at this stage picked out from a thorough 

assessment of the relevant literature and more work must be done to verify what is happening 

at the molecular level. 
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Figure 6.3 TEM images of P. aeruginosa in planktonic and swarming conditions treated with NCI181A: TEM images were captured of PA01 and PA14 

planktonic cultures (LB), and PA14 swarming cultures (swarming agar plate) with and without treatment with NCI181A (<1% v/v in growth media or plate 

agar). Swarming cells were taken from the edge of a dendritic projection and from edge of colony growth in absence of swarming from NCI181A (10M) 

treated plate. Arrows in planktonic images indicate depressions at the cellular poles. Arrows in swarming plate images indicate hyper flagellation in untreated 

sample and flagellin fragments in treated sample. Cells labelled Y and Z highlight elongation of cells during swarming. 
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6.3.3 Acute P. aeruginosa infection model 

 NCI181A outperformed NCI18 in both the initial toxicity screen and the CPA with no 

observable LDH release and a 15x greater potency for preventing PA mediated cytotoxicity. 

An acute infection model using Galleria was repeated as before with 30 larvae for each 

condition split across 3 groups of 10, each injected from 3 single colony PA01 overnights 

diluted (103) from OD600 0.1. Larvae were given 5L of 1M NCI181A, an equivalent dose of 

~19mg/kg. One control larvae in the PBS group died during the experiment.  

  

 12 larvae died in the compound only control group displaying a level of toxicity not 

seen in the initial toxicity screen assay against A549 epithelial cells, nor in the original 

compound, NCI18. This was a disappointing result given the improved efficacy in the CPA 

and the nanomolar inhibition in the swarming assays. With regards to this nanomolar efficacy 

in vitro it would be desirable to repeat this model at a lower dosage to observe efficacy. A 

therapeutic window was not discussed in the results section of the dose response curves due to 

an absence of toxicity displayed by the compounds but, having now seen deaths in the acute 

model an LD50 could be established and a therapeutic index determined in vivo. A therapeutic 

index is the ratio between efficacious and toxic drug doses calculated by LD50/ED50. In humans 

since we cannot establish an LD50 a toxic dose is used indicated by symptoms (TD50).  A visual 

representation of the therapeutic index is seen in figure 6.4. 

 

 Despite deaths occurring in the compound control group the deaths in the compound 

treated infection group were not over and above those in the untreated infection group, with no 

statistical difference as determined by Log-rank (Mantel Cox) test.  
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Figure 6.4 PA01 G. mellonella infection model treated with NCI181A: Each larvae received two 

injections: 10L of PA01 (PBS vehicle, 0.5mg/mL rifampicin, CFU/mL quantified) or PBS vehicle 

(0.5mg/mL rifampicin), and 5L of NCI181A (PBS vehicle, 1M) or PBS vehicle. *** indicates p 

= 0.0005 as determined by Log-Rank (Mantel-Cox) statistical analysis in GraphPad Prism 6.0 (PBS 

vs NCI181A group). 30 larvae were used per condition with 10 larvae injected per overnight culture. 

Results are the combined survival of all 30 larvae in each condition. No trauma, PBS vehicle mock 

injections, and NCI181A control groups were used. No larvae in no trauma control group died. (B) 

Schematic representation of how a therapeutic index is calculated by the LD50/ED50 in animals or 

the TD50/ED50 in humans indicating a dose range in which a treatment is therapeutically useful.  

A 

B 

*** 
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6.4 Characterisation of ChpD mutants 

 

6.4.1 Growth of the chpD transposon mutant 

The growth of chpD::Tn was unchanged compared to that of a WT in an in vitro growth 

curve measured by OD600. No effects on growth are reported in the literature concerning 

mutations to the chp gene cluster and mutants grew equal to WT rates within Drosophila[318]. 

There is also no proposed role for chp affecting growth and these results support this notion. 

 

6.4.2 chpD mutant twitching phenotype 

 Twitching motility as in previous experiments was conducted by pipetting normalised 

overnight culture to the base of 1% LBA plates and incubating overnight. Twitching motility 

was determined as the greatest diameter across the twitching zone measured after crystal violet 

staining. In line with results seen by Whitchurch et al., (2004), no difference was observed in 

twitching between chpD and the WT, also supported by no change in twitching between the 

transposon mutant strain and its WT background. This result confirms that ChpD is not required 

for twitching motility. Only a chpA mutant was reported to have reduced twitching motility in 

Whitchurch et al., (2004) with all other mutants in the chp gene cluster exhibiting WT twitching 

motility. 

 

 

Figure 6.5 Growth of PA01 vs chpD::Tn: Overnight cultures of PA01 and chpD::Tn were 

normalised to OD600 0.05 and grown shaking (500rpm, 37°C) until stationary phase. Figure is 

representative of 3 independent experiments.  

T im e  (h rs )

O
D

6
0

0
n

m

0 4 8 1 2

0 .1

1

1 0

P A 0 1

c h p D ::T n



159 
 

Table 6.2 chpD mutant twitching 

Strain Ø (mm) ±SD 

PA01 32.3 ±2.08 

chpD::Tn 33 ±1 

PA01 ATCC 26.8 ±2.79 

chpD 26.5 ±5.1 

  

 

6.4.3 ChpD is required for full virulence in vivo 

 As for the other G. mellonella killing assays in this project, larvae were injected with 

103 diluted cultures from OD600 0.1 suspended in PBS with 0.5mg/mL rifampicin. 30 larvae 

were used in each condition including no trauma and PBS controls. The bacterial loads of WT 

and  chpD::Tn strains were checked by CFU and found to be equal to previous experiments. 

Survival in chpD::Tn infected larvae was significantly longer than WT infected larvae (p < 

0.0001) as determined by GraphPad Prism 6.0 Log-rank (Mantel Cox) survival analysis.  

 

 This result revealed ChpD to be essential for the full virulence of PA in G. mellonella. 

D’Argenio et al., (2001) demonstrated in killing assays of the fruit fly, Drosophila 

melanogaster that mutations in the pil-chp gene cluster necessary for twitching reduced PA 

virulence however, twitching was also shown not to be required for full virulence of PA 

pushing the authors to speculate that the cluster is involved in expressing unknown virulence 

factors. The insertion sites in the chp cluster during this study were all in chpA, the insertion 

sites appear in figure 6.6 taken from the paper. It is noted it was not known how the inserts 

affected the rest of the cluster but chpA is required for normal twitching motility[317, 318].  
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Consequently, since Drosophila killing is independent of twitching and growth rate 

within the fly was also equal to WT in chpA mutants these mutations must cause a delay in 

killing via a separate mechanism. Whitchurch et al., 2004 also proved that the chp system was 

required for full virulence in a murine model where chpD mutants were unable to colonise the 

liver as effectively as WT. A couple of hypotheses can be put forward for the involvement of 

chpD in virulence. The first is that it regulates the chp cluster itself, but no effector molecule 

or target genes are known[314, 317]. The second is that it transcribes unknown virulence factors 

and acts independently of the cluster. This initially seems unlikely as, except for chpE, the 

cluster is thought to be transcribed as an operon[314]. T4P have more than one function though 

and mentioned in section 5.4 is the role of host cell contact dependent cellular response. By 

having a potentially global virulence factor associated within a cluster responsible for host cell 

and surface recognition and attachment it would allow PA to have a robust and rapid response 

to improve its chances of occupying an ecological niche. 

 

 

Figure 6.6 chpD mutant G. mellonella infection model: Larvae were injected with 10L of PA01 

or chpD::Tn (PBS vehicle, 0.5mg/mL rifampicin, CFU/mL quantified). **** indicates p < 0.0001 

as determined by Log-Rank (Mantel-Cox) statistical analysis in GraphPad Prism. 30 larvae were 

injected with each strain with 10 larvae injected per overnight culture. Results are combined survival 

of all 30 larvae for each strain after 48hrs. Control groups contained 30 larvae receiving no injection 

or a PBS vehicle (0.5mg/mL rifampicin) mock injection. No larvae in no trauma control group died. 

**** 
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Since the chp system serves to complex a lot of MCPs to the histidine kinase ChpA the signal 

transduction pathway can respond to a large number of chemotactic stimuli, an area which is 

very poorly understood. Virulence related consequences transpire as a result of these responses 

to the environment that are not directly related to twitching. For instance, pilD encodes the 

primary peptidase which coordinates components of both the T4P and the type II secretion 

system (T2SS), whose substrates include phospholipase C, elastase, and exotoxin A[318]. It was 

extremely surprising therefore to see that a pilD mutant was unimpaired for killing of 

Drosophila[318]. Having established ChpD as an essential component of PA virulence, some 

factors likely to be involved were explored in a similar manner during the investigation of 

phenyl piperazine activity.  

 

6.4.4 chpD mutant swimming motility 

 The chpD transposon mutant displayed no changes to swimming activity under assay 

conditions. This was unsurprising and it reinforces the notion that there is no cross talk or co-

dependency  between che and chp signalling pathways, nor that ChpD plays a role in swimming 

flagella biosynthesis or function. Assays were conducted as previously by inoculating 

normalised cultures into swimming agar and incubating overnight.  

 

 

Figure 6.7 chpD mutant swimming motility: Normalised cultures of PA01 and chpD::Tn were 

inoculated into the centre of swimming agar plates and incubated overnight (37°C). Image are 

representative of 3 independent experiments. 
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6.4.5 chpD mutation effects on QS 

 QS assays were repeated as in section 5.3.4 with overnight flask cultures grown for 12-

16hrs to stationary phase before normalisation, followed by the filtered secretome samples 

being incubated for 3-4hrs with biosensor strains grown to mid-log phase. The experiments 

revealed that none of the QS molecules were significantly changed in the chpD deletion mutant 

compared to the WT. One-way ANOVA tests with Dunnett’s post hoc analysis revealed 

significant differences only between control groups, but not PA01 and chpD (GraphPad Prism 

6.0). 

 

A recent publication showed that surface association of PA sensitises the cells to QS 

allowing the population to respond more robustly during important times of need, such as an 

infection scenario[344]. It was revealed that LasR is upregulated when surface associated and 

that LasR targets were induced more strongly in response to autoinducer by surface associated 

bacteria than those in planktonic cultures[344]. The experiments suggested a cap on the 

planktonic response with some LasR targets capable of activation in planktonic culture at low 

LasR levels, but a surface associated threshold was required to activate other LasR targets[344]. 

Several factors are known to influence LasR transcription including the cAMP dependent 

virulence regulator, Vfr[281, 308]. Surface recognition and association implicates T4P in all cases 

with virulence factor expression initiated by cAMP and Vfr, or c-di-GMP through PilY1[344–

347]. Surface association is a non-twitching related role of T4P which links back to section 6.4.3 

and the suggestion of alternative roles for this system. It would be worth repeating this assay 

under surface associated conditions to replicate work in Chuang et al., (2019) and it would be 

fascinating to observe any involvement by ChpD as mysteries surrounding the chp system and 

virulence begin to be probed.  
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Figure 6.8 chpD mutation effects on QS: Production of QS molecules (OdDHL, BHL, and PQS) 

was measured by incubation of stationary phase supernatants with mid log phase biosensor strain 

cultures for 3-4hrs. Control strains of PA14 and double deletion mutant rhlR-lasR were used for 

OdDHL and BHL detection. Bars represent means ±SEM of 3 independent experiments. (A) BHL 

detection. (B) Detection of OdDHL. (C) Detection of PQS. 

A B 

C 
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6.4.6 Evaluation of protease activity 

 Proteases cleave peptide bonds and milk can be used to test non-specific protease 

activity; containing casein acting as the primary substrate that upon being cleaved by proteases 

the milk loses opacity as the resulting smaller products are more soluble. A test for changes in 

protease activity between the WT and the chpD transposon mutant strain revealed no 

differences in the level of activity. Repeating this experiment using a pilD mutant would be 

interesting to observe whether a reduced rate of activity would be seen since the mutant was 

unimpaired for killing in Drosophila, yet as mentioned in the previous section it encodes the 

primary peptidase components of the T2SS. This assay is a non-specific test and lower level 

regulation of particular proteases are unlikely to be identified relative to higher level regulation 

interruption, such as with mutations in rhlR that have been previously discussed in section 

5.2.1. Given this result it was concluded that the reduction in virulence during the acute G. 

mellonella infection model was not due to decreases in protease activity as a result of chpD 

mutation.  

 

 

 

Figure 6.9 Protease activity of the chpD transposon mutant: Normalised supernatant samples of 

overnight flask cultures were measured for protease activity by changes to OD595 when mixed with 

1.5% milk solution. DMSO and NCI181A were added to growth cultures (<1% v/v). Results were 

normalised to LB only controls. Data is representative of 3 independent experiments.  



165 
 

6.4.7 chpD mutant secretome profile analysis 

A further effort to find the mechanism by which chpD mutations cause a loss of 

virulence in vivo was done by analysing the secretome profiles of PA01 ATCC and the chpD 

mutant. Overnight flask cultures were grown and normalised before being pelleted and filtered. 

TCA precipitation was then used to concentrate the samples and they were separated by 12% 

SDS-PAGE. Three distinct changes could be seen on the gel. There was a downregulation of a 

large protein (~100kDa) and upregulation of two smaller proteins (~30kDa and ~20kDa). The 

three bands, indicated in figure 6.10, were submitted for LC-MS/MS analysis at the University 

of Cambridge Biochemistry Proteomics Core Facility. 

 

The first band (band 1, figure 6.10) of ~100kDa was determined to be IMPa, an 

immunomodulating metalloprotease encoded by the gene impA. This protein has a prominent 

role in managing PA evasion of phagocytosis by neutrophils during infection by cleaving P-

selectin glycoprotein ligand-1 (PSGL-1) on neutrophils[348]. The first step in neutrophil activity 

to fight infection is recruitment to the site of infection. This is coordinated by the interaction 

between P-selectin present on the surface of endothelial cells and PSGL-1 on neutrophils[348]. 

The binding event triggers extravasion of neutrophils to the infection site and by inhibiting this 

recruitment process, PA can avoid phagocytosis. IMPa was also shown to cleave CD44 on 

macrophages[348]. A very recent study revealed that impA is under regulation of ExsA with an 

ExsA promoter sequence upstream of the gene and binding was confirmed by EMSA[349]. 

This work established a novel ExsA regulated virulence factor and the cooperative inhibition 

of macrophages and neutrophils by the two systems. This raises the question as to which of the 

regulators, ExsA or ChpD, is the more dominant regulator of impA assuming that it is under 

direct transcriptional control of ChpD. Measuring the expression of IMPa in an exsA, a 

exsA-chpD, and complemented mutants in addition to identifying ChpD promoter sequence 

regions would be revealing to their regulatory control. Mutations to T2SS machinery genes 

resulted in the loss of IMPa secretion suggesting it is a substrate of the T2SS[350, 351]. 

 

Unfortunately, the second two bands were not as clear in their distinction of which 

proteins were upregulated. Band 2 gave hits for elastase, B-type flagellin, aminopeptidase, and 

chitin-binding protein D (CbpD). Within the thicker upregulated bands there are almost 

certainly multiple proteins since separation is only by mass meaning it is difficult to single out 

an individual protein from this list. LC-MS/MS analysis would be needed on multiple gels to 
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confirm in addition to western blot analysis. Based on the size of the bands the most likely 

candidate is probably CbpD. This is because in its full form it is a 43kDa protein that is cleaved 

by elastase into smaller fragments. These fragments include a 30kDa and a 23kDa fragment 

which aligns with the migration distances on the gel. Whether it is CbpD or not, these proteins 

are associated with or are secreted factors of the T2SS (except B-type flagellin), which is 

consistent with a link between the pil-chp system and the T2SS, as seen in the pilD mutant. 

Interestingly these factors are seen to be upregulated in the mutant and yet virulence is reduced 

in the infection model. This would support that loss of ChpD activity causes an upregulation 

of T2SS related factors, but that proteases do not play a role in virulence during PA infection 

of Galleria. Protease independent killing of Galleria is in fact supported by a study where 

protease deficient mutants (elastase knockout, assessed for absence of activity prior to infection 

models) had an equivalent LD50 to WT[352]. The third band was also flagged as CbpD, elastase, 

and B-type flagellin, further supporting the likelihood that CbpD is the primary upregulated 

protein seen on the gel. 

  

Given the results presented in this section, it is likely that chpD has a role in the 

regulation of the T2SS, possibly governed through sensing by the T4P via the pil-chp signal 

transduction pathway. Also, that the loss of virulence in G. mellonella infection models is not 

due to increased protease activity but due to a loss of perturbing host immune response, 

specifically recruitment of neutrophils and macrophages (or in the case of G. mellonella, 

haemocyte equivalents). How this relates to colonisation of the liver in murine models remains 

unknown and more research is required to confirm these findings.  

 

 An NCI181A treated sample was also examined by SDS-PAGE although no changes in 

the secretome were apparent. This is probably due to the seeming absence of activity by the 

compound under planktonic conditions since flagella were present in the TEM images under 

such conditions, but not when taken from a swarming plate.  
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6.5 Conclusion and future directions 

 

6.5.1 Conclusion 

 With the hastening approach of an antibiotic resistant era, PA remains a major global 

concern for antimicrobial resistance related deaths. Its prevalence and adaptability have 

allowed it to capture a significant proportion of nosocomial infections and be placed on the 

WHO’s highest priority list. While breakthroughs are yet to be seen in the development of 

novel antibiotics, attention has been turned to new approaches for combating infections, 

notably targeting virulence systems. In acute infection scenarios the T3SS has been shown to 

be the primary virulence factor associated with higher mortality and worse clinical outcomes 

for patients[52]. The study of this system has been the focus of much anti-virulence targeting 

based research in recent years with some progress in the discovery and development of small 

molecule and antibody therapies in attempts to tackle PA[52]. 

Figure 6.10 Secretome analysis of chpD mutant and NCI181A treated cultures: Normalised 

secretome samples of PA01 ATCC, chpD, and PA01 ATCC NCI181A treated (10M, <1% v/v) 

cultures were separated by 12% SDS-PAGE. Bands indicated in gel A (1, 2 and 3) were submitted 

for LC-MS/MS analysis. (A) Gel containing PA01 ATCC and chpD mutant secretome samples. 

Band 1 was determined to be IMPa. Bands 2 and 3 were most likely the cleaved products of chitin 

binding protein, CbpD. (B) Gel containing PA01 ATCC control and NCI181A treated sample. 

Images are representative of 2 independent experiments.  

A B 
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 This study began by attempting to build on previous work which identified N-

hydroxybenzimidazoles as the only known inhibitors of ExsA - the master transcriptional 

regulator of the T3SS[117]. Mutations to the exsA gene are well established in significantly 

reducing virulence and therefore has validated the regulator as a drug target, with the added 

benefit of no mammalian homologues existing of the AraC/Xyls family of proteins. Varying 

levels of success have also been shown targeting related transcriptional factors, such as ToxT 

using similar rational drug development techniques[251, 254, 255].  

 

Early work in this project encountered typical problems when working with 

transcription factors and unsolved structures. Purification strategies of ExsA were tedious to 

optimise and low yielding, whilst in silico docking experiments were difficult to quantify for 

accuracy or extrapolate useful SAR knowledge from without high quality full length structural 

models of ExsA. Nevertheless, early binding experiments gave positive results with 2 

compounds having high affinity for ExsA. Disappointingly, despite this reasonably good 

binding affinity and early efficacy in vitro during the PpcrV-lux screen, this activity was 

seemingly lost, most likely due to degradation of the compounds. An absence of activity against 

the T3SS by any of the hit compounds was established after the initial screen. This was 

primarily confirmed using western blots, with PcrV expression unchanged compared to WT in 

compound treated samples.  

 

The project was pushed in a new direction after a broad screening of effects on virulence 

factors by one of the hit compounds, NCI18 since it was found that it reduced PA mediated 

virulence both in vitro and in vivo during a G. mellonella acute infection model at clinically 

relevant doses. This screening demonstrated that a novel chemical class, phenyl piperazines, 

selectively inhibited swarming in PA. What remained unknown is whether a causal link existed 

between the in silico selection for ExsA inhibitors and the swarming related target of these 

compounds. Work in this study showed NCI18 had no effect on the growth of PA confirmed 

by ex vivo porcine lung experiments in addition to standard in vitro growth curves. This is an 

important aspect of validating virulence targeting as it infers a specificity of activity over 

general toxicity which may be misleading when interpreting in vitro efficacy data. Since 

additional amounts of NCI18 could not be purchased, the pursuit of its mechanism was 

conducted using a small number of phenyl piperazine analogues.  
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Some of these analogues were found to inhibit swarming at nanomolar concentrations 

which was not recoverable over time. The principal molecule investigated, NCI181A prevented 

expression of flagella under swarming conditions, but not in planktonic culture suggesting that 

the target is only expressed or activated under swarming conditions. The ability of a gacA 

strain to partially swarm suggested that the target was essential for full swarming motility but 

could be partially compensated for by bypassing the characterised 4-tiered hierarchy regulatory 

pathway in PA. In addition, it was shown that phenyl piperazine inhibition of swarming was 

independent of rhamnolipid production. The absence of change in any of the alternative 

virulence factor assays, (specifically the T3SS, swimming, twitching, proteases and biofilm 

formation), alongside supporting evidence from Yeung et al., (2009), Dötsch et al., (2010), and 

the presence of flagella in planktonic conditions, indicate that the phenyl piperazine target is 

almost certainly an as yet unknown or uncharacterised swarming specific regulator; most 

probably at the Class III or Class IV level of hierarchy. Given the presence of flagella in 

planktonic conditions it is plausible that the regulator controls the expression of a specific 

component required in the structure of a swarming flagella given the bacteria has evolved to 

overcome the physics associated with motility in different conditions, exampled by its two 

stators. 

 

It did not appear that the NCI181A caused any increase in resistance to antibiotics 

although, given the clear distinction between planktonic and swarming conditions in the 

compound activity this assessment should be repeated on plate assays. Additionally, it should 

be investigated using in vivo infection models, observing the potential to assist antibiotic 

clearance of infections.  

 

The investigation into the effects that NCI181A had on QS was interesting with regards 

to PQS and BHL production results. Discussed in this study is the recent finding of host cell 

contact removing a threshold barrier for QS signalling through LasR. This could have a 

considerable potential impact on these results if this is an additional layer of signalling control 

of virulence used by PA. Combining this with the absence of a positive control within the assay 

further work is needed to conclude on the effects NCI181A had on QS autoinducer molecule 

production. However, the results did suggest there was perhaps at least some pleiotropic effects 

from the molecule that increased the production of PQS in both PA01 and PA14, and BHL in 

PA14 only.  
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Inhibition of swarming in P. tolaasii demonstrated that the phenyl piperazine 

compounds could have a broad level of activity across the Pseudomonas genus, however 

additional species would need to be tested for confirmation. This activity means these 

compounds have potential merit outside of human clinical use, for example preventing brown 

blotch disease which is incredibly costly to the mushroom industry. 

 

As a result of searching for possible targets of phenyl piperazines and trying to identify 

the link between the in silico selection of these compounds and their swarming inhibition, this 

project stumbled upon a relatively unknown and poorly characterised AraC/Xyls family 

regulator, ChpD. ChpD became the focus as a potential target because swarming relies on 

chemotaxis control and the it is related to ExsA. Part of the pil-chp cluster, ChpD function 

remained unknown with published literature tentatively proposing a role in global virulence. 

Examination of a chpD transposon and deletion mutant revealed it to be essential for full 

virulence in G. mellonella infection by PA, but not to play a role in swarming, nor to be the 

target of phenyl piperazine molecules. The secretome analysis revealed a downregulation of 

IMPa in the chpD deletion mutant. This result implies that ChpD plays a role in virulence by 

immune evasion since IMPa cleaves PSGL-1, which is used to recruit immune cells to the 

infection site. Additional work would be needed to confirm this mechanism however, the 

similarities in the innate immune response between vertebrates and G. mellonella strongly 

supports this from the evidence in this project. Additionally, relating to ChpD is that work 

surrounding T4P involvement in surface association is just beginning to be understood. How 

this relates to the induction of virulence factors is similarly only just starting to unravel. ChpD 

is a PA specific gene that has for the most part been ignored or overlooked in studies 

investigating these links. This project also revealed that ChpD could play a role in regulating 

the T2SS possibly mediated by T4P sensing since it seemingly is transcribed as part of the chp 

operon. A final inclusion for the findings in this study that chpD plays an important role in PA 

virulence is the increased sensitivity the chpD::Tn mutant had to gentamycin and carbapenem 

antibiotics compared to WT in this study. 

 

6.5.2 Future directions 

 At the time of writing this thesis is held under restricted access until a full chemical 

characterisation of the phenyl piperazine class can be completed in support of a patent filing 

for clinical use against PA infection. The creation of a complete analogue library in order to 
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characterise the chemical properties, method of synthesis and number of active analogues must 

be completed and will aid investigations of their activity. Isolating the “chemical warhead” of 

the molecule that confers specificity and activity, as well as probing which is the active 

enantiomer are important steps in the filing of a patent for these molecules.  

 

 Transcriptomics and/or proteomics are the next logical steps in uncovering the 

mechanism of these compounds. With the prominent lead being a transcriptional regulator 

active only under swarming conditions observing the transcriptional and translational changes 

after treatment with phenyl piperazines could offer insights into their mode of action. Similar 

methods to those used in the first two chapters of this thesis could be employed candidates once 

chosen, using purification techniques, biophysical and some functional assays to confirm the 

target. Further investigation of the PA2332 gene could be a starting point since this gene is 

selected on the back of the search for a link between the original compound selection and their 

target. Testing phenyl piperazine activity in alternative genus could help narrow the potential 

pool of candidates when allied with bioinformatics data similar to that which appears Yeung et 

al., (2009) and Dötsch et al., (2010). 

 

 The discussion in this project has focused on AraC/Xyls related targets with the 

justification of a search for the link between ExsA and the exhibited activity on swarming. It 

must be considered that this link does not exist, and methods should be explored to address 

that. Exposure of a whole transposon mutant library to the compound is another possibility. 

This would allow isolation of mutants that were able to swarm in the presence of compound. 

There has also been the assumption that the molecules act on an internal target, but surface 

receptors for example could be modulating the effects by interaction extracellularly.  

 

Significant changes to related virulence factors are reported throughout the published 

literature when a virulence system is perturbed, one of the most prominent being the inverse 

relationship between biofilm formation and the T3SS[127]. This makes it very unlikely that no 

changes are occurring in the expression of at least some related virulence factors of PA when 

treated with any of the active compounds. More probable is that assay conditions did not 

replicate swarming conditions masking downstream or pleiotropic effects of swarming 

inhibition by the compounds. Future work should explore this since it has prominent clinical 

relevance with a priority on antibiotic susceptibility, as well as T3SS expression. Both have 

been linked to swarming and since MIC tests done during this project were in planktonic 
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culture, combined with the potential in utilising G. mellonella, more work is readily achievable 

to answer these important questions.  

 

This project covered toxicity only minimally and progression on profiling this chemical 

class is needed to advance their development. Following the creation of an analogue library, 

examination of toxicity on a broad range of cell lines, establishing an LD50 in Galleria and 

possibly additional species, and even in silico programmes exist to aid prediction in potential 

interactions with cytochrome P450 enzymes.  

 

For future work addressing the original aims of this project, finding inhibitors of ExsA, 

every effort should be made to refine ExsA models, preferably through long MD simulations 

unless an experimentally solved 3D structure of ExsA becomes available with good resolution. 

If the opportunity arises to complete the work awarded in the HPC-Europa3 grant this would 

be a considerable step towards this. Additionally, making use of the predicted stabilising 

mutagenesis work in this thesis to attempt crystallization could be beneficial in supporting the 

computational methods. 

 

ChpD has proven itself worthy of greater scrutiny after confirming its necessity for full 

virulence, with a starting point being the secretome changes reported in this study proposing a 

link to the regulation of the T2SS. To advance knowledge of this matter overexpression of 

ChpD would be a simple way to begin. Clarifying the effects of mutations upstream in the chp 

cluster would also help understanding of earlier work in Drosophila and future work looking 

at the chemotaxis pathway. The recently discovered implications that host cell contact can have 

for virulence factor expression should be taken into account for any future work on ChpD since 

it is encoded with a T4P cluster intricately involved in the sensing and association of host cells 

and surfaces. The results in this study suggest that it is not the active killing of host cells that 

ChpD regulation influences during Galleria infections, but instead the subversion of the host’s 

immune response instead, at least in part by the immunomodulating metalloprotease, IMPa.  

 

 What is an important consideration is the broader context of anti-virulence targeting as 

a way of treating patients in the future. Relatively few therapies of the kind exist and 

consideration should be taken into assessing which method of use is the most effective. 

Prophylaxis, adjunctive, or replacement, as well as short- or long-term usage should all be 

considered. PA causes an enormous fraction of hospital acquired infections and almost 
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exclusively to the immunocompromised. A highly specific swarming inhibitor that drastically 

reduces the chances of PA being able to establish an infection could be a standard treatment 

for burn victims, cancer patients, AIDS patients and many more. As outlined in the section 

1.3.3 this early treatment prior to establishing infection is a priority and a reason to treat 

aggressively at initial and new-onset stages to eradicate PA. This type of inhibitor offers an 

additional and novel option for this method of treatment. Similarly, long term usage for CF 

sufferers to prevent the cycle of acute flare ups resulting in an inflammation and scarring cycle 

– especially with new evidence to suggest that chronic infection bacteria stop expressing 

flagella and when they restart expression, it is the recognition of the flagella that instigates the 

inflammatory pathway. As the leading cause of mortality in CF patients, a treatment that could 

improve the prognosis for this demographic from a young age would have an immense impact.  

Adjunctive use could mean shorter dose regimens of antibiotics and a reduction in time the 

selection pressure to allow acquired resistance as well overall reduction usage which would 

again reduce selection pressure and costs. Benefits may be seen to the patient as well with less 

impact on gut microbiota for example. Even replacement of antibiotics could be possible with 

less severe infections treated with anti-virulence medication to assist with host immune 

clearance, thereby entirely negating the unnecessary or overuse of antibiotics and potentially 

slowing the spread of resistance. These uses are far ahead and should not only be considered 

for phenyl piperazine use but for all potential future  anti-virulence therapies and can be 

addressed and studied during the lab stages of research and development to prepare for their 

use in advance.   

 

Alternative uses for these molecules that could be their use in veterinary clinics as PA 

is a common infection in animals, or in agricultural industry such as the mushroom industry as 

PA is also a plant pathogen. Additionally, they could be explored for use in manufacturing of 

materials for sterile surfaces, incorporating the molecules into materials to prevent bacterial 

spread and improve cleaning.  

 

 Overall, PA is an especially nasty Gram-negative pathogen and notoriously difficult to 

kill. Any new antimicrobial agent against PA would be hugely beneficial to hospitals and 

patients globally. Swarming is the coordinated movement of a bacterial population across a 

semi solid surface, closely replicated by the thick mucus layer on the epithelium of a CF patient 

lung. Swarming is an essential part of PA virulence and is under incredibly complex regulatory 

control that includes highly specific regulators active only under swarming conditions. This 
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project has identified the phenyl piperazine chemical scaffold to be a promising lead for a novel 

PA virulence targeting small molecule, by inhibiting swarming motility. 
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