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To optimize a self-assembly reaction, it is essential to understand
the factors that govern its pathway. Here, we examine the influ-
ence of nucleation pathways in a model system for addressable,
multicomponent self-assembly based on a prototypical “DNA-
brick” structure. By combining temperature-dependent dynamic
light scattering and atomic force microscopy with coarse-grained
simulations, we show how subtle changes in the nucleation path-
way profoundly affect the yield of the correctly formed structures.
In particular, we can increase the range of conditions over which
self-assembly occurs by using stable multisubunit clusters that
lower the nucleation barrier for assembling subunits in the inte-
rior of the structure. Consequently, modifying only a small portion
of a structure is sufficient to optimize its assembly. Due to the gen-
erality of our coarse-grained model and the excellent agreement
that we find with our experimental results, the design princi-
ples reported here are likely to apply generically to addressable,
multicomponent self-assembly.

self-assembly | coarse-grained simulation | DNA nanotechnology |
nucleation | dynamic light scattering

Increasingly complex structures can now be created by self-
assembly (1, 2), from nanostructures with tailored physico-

chemical properties, such as photonic crystals (3, 4), to
quasicrystals (5–7). In the limit where every subunit in a tar-
get structure is unique and bonds strongly with specific partners,
such self-assembled structures are said to be “addressable.”
Thus far, this degree of specificity has been demonstrated most
impressively by experiments on “DNA bricks” (8, 9), in which
portions of single-stranded DNA molecules are designed to
hybridize uniquely with complementary sequences on strands
that occupy neighboring positions in the target structure. Mod-
ular nanostructures comprising thousands of distinct strands can
be formed in this way, and because the location of each molecule
in the target structure is precisely known, these structures can be
functionalized at a nanometer length scale.

In addition to providing control over the geometry of the tar-
get structure, the use of addressable building blocks makes it
possible to exert greater control over the mechanism of self-
assembly (10). Because each interaction between subunits can
be individually tuned, addressable structures provide a useful
platform for exploring the determinants of self-assembly path-
ways more generally (11). Considerable progress has been made
in this direction using computer simulations (12–22) and sta-
tistical mechanics (23–25) to study coarse-grained models of
addressable systems. In particular, coarse-grained modeling has
predicted that nucleation barriers are likely to play a particu-
larly important role in addressable self-assembly, since in their
absence, the large number of building blocks with similar bond-
ing strengths can instead lead to widespread kinetic trapping
and aggregation (14, 23, 24). These models have further shown
that addressable systems often have highly nonclassical nucle-
ation barriers and well-defined critical nuclei (19, 23, 24). [The
term “nucleation” in the context of DNA self-assembly is occa-
sionally used to refer to the initial thermodynamically disfavored
formation of a few base pairs of a double strand, which is
then followed by zipping (26); we use the term in the more
traditional sense to mean the formation of a small portion of the

target structure, which leads to structure assembly.] However,
the microscopic nature of a self-assembly process is challeng-
ing to study experimentally. While it is possible to characterize
structures by stopping the reaction at a specific point along an
annealing ramp (27, 28) for subsequent imaging (29, 30), such
approaches cannot be performed in situ and may thus perturb the
self-assembly process. Furthermore, any assembled structures
must first be isolated before carrying out more detailed analy-
ses, for example by using next-generation sequencing to examine
defects in DNA nanostructures (31). On the other hand, estab-
lished in situ methods can provide information on the kinetics of
self-assembly, but only by probing the interactions between pairs
of subunits (26, 27, 32–34). As a result, these interactions must
then be extrapolated to describe the assembly of the complete
structure.

In this work, we demonstrate that dynamic light scattering
(DLS) can be used to track the collective assembly of addressable
structures in greater detail. Unlike alternative in situ techniques,
DLS provides a sensitive means of probing the complete distri-
bution of multistrand cluster sizes throughout the course of the
annealing protocol. Consequently, by applying DLS to DNA-
brick self-assembly and validating these results using atomic
force microscopy (AFM), we are able to analyze the nucle-
ation process as a function of temperature and assembly time.

Significance

Current efforts aimed at constructing complex supramolecular
structures often suffer from low yields or require long assem-
bly protocols. We address these problems by demonstrating a
facile strategy for optimizing the nucleation step of a multi-
component self-assembly reaction. By tracking the formation
of multisubunit clusters in situ, our experiments show that
modifying the critical nucleus required to initiate structure
growth can broaden the range of conditions over which self-
assembly occurs and, consequently, can dramatically improve
the final yield of correctly formed structures. Since varying the
design of only a small portion of the target structure optimizes
its yield, this strategy provides a practical route to improve the
speed and accuracy of self-assembly in biomolecular, colloidal,
and nanoparticle systems.
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Combining these results with extensive simulations, we show that
it is possible to control the nucleation behavior rationally, with
dramatic consequences for the yield of assembled structures. In
particular, we demonstrate that the self-assembly mechanism can
be optimized by altering the connections among a specific subset
of subunits, which modifies the free-energy barrier for structure
nucleation. The simplicity of our coarse-grained model suggests
that these design principles are transferable to any multicom-
ponent system where the interactions between subunits can be
programmed.

Results
Minor Changes in Nanostructure Design Strongly Affect the Yield and
Quality of Self-Assembly. As a model system, we examined the
self-assembly of a 16-helix DNA cuboid. Following the canoni-
cal “DNA-brick” design (8), the fundamental building blocks of
this structure are 32-nt “scaffold” bricks. Each brick comprises
four 8-bp domains that hybridize to connect adjacent helices
(Fig. 1A). The cross-section was chosen to ensure that bricks on
opposite sides of the structure do not interact directly (Fig. 1B),
while the high aspect ratio (4 helices × 4 helices × 256 bases)
facilitates the identification of well-formed structures via AFM
imaging.

To study the factors affecting the self-assembly yield, we
designed variants of this cuboid by increasing the lengths of a
small number of complementary domains. This was achieved by
varying the numbers and types of 48-nt “boundary bricks” (BBs)
at the exterior surfaces of the structure (Fig. 1C and SI Appendix,
Fig. S1). In addition to a cuboid composed entirely of scaffold
bricks (“no BBs”), where the 16-bp half-bricks at the exterior
of the structure were left unconjugated, we designed variants
with BBs forming the corner helices (“edge BBs”), connecting
pairs of helices on the faces of the cuboid (“face BBs”), or both
(“all BBs”). All variants of the cuboid structure self-assembled
to some degree over the course of a 66-h linear annealing ramp
(SI Appendix, section 1.1). However, AFM imaging (SI Appendix,
section 1.2) revealed striking differences in the quality of the
assembled structures (Fig. 2). The all-BB, face-BB, and edge-
BB designs resulted in the assembly of many copies of structures
with the expected aspect ratio, while designs without BBs yielded
a negligible number of such structures (SI Appendix, section 1.3
and Fig. S2).

Tracking Structure Assembly via DLS. To obtain information on the
self-assembly process, we used DLS to probe the size of struc-
tures as a function of temperature during the annealing ramp.
These measurements provide insight into the growth of clus-
ters of hybridized strands without requiring the introduction of
intercalating dyes or other additives that might alter structure
assembly. Because submicrometer-sized particles scatter visible
light in the Rayleigh limit, where the scattering intensity scales
as the sixth power of the particle size, DLS is also highly sen-
sitive to small populations of large clusters. These features of

DLS therefore allowed us to detect the initial formation of the
target cuboids during the annealing protocol without perturbing
the assembly process.

At each temperature step, we obtained the autocorrelation
function from a time series of light-scattering intensity measure-
ments to extract a distribution of decay rates. Given the low
concentration of macromolecules in our experiments (∼0.2% by
volume), we assumed that the free diffusion of particles in the
suspension was not affected by hydrodynamic interactions, so
that the decay rates could be related to the translational diffu-
sion coefficients of independent multistrand clusters (35). For
ease of interpretation, we present these distributions in terms of
the hydrodynamic radius Rh of a spherical particle with an equiv-
alent diffusion coefficient. Since determining the decay rate dis-
tribution from the autocorrelation function requires additional
assumptions on the smoothness of the cluster-size distribution,
we used multiple regularization methods to verify the robustness
of our results (SI Appendix, section 1.4 and Fig. S3).

We first determined the reference cluster-size distribution for
a purified sample of assembled all-BB cuboids (Fig. 3 A, i).
This distribution is peaked at a hydrodynamic radius of 21.5 nm,
which matches the expected size of a fully assembled cuboid
(Rh ∼ 20 nm; Materials and Methods). This distribution also
agrees with the ideal distribution calculated from AFM images
of purified all-BB cuboids (Fig. 3 A, ii), in which all imaged parti-
cles were treated as rigid cylinders (Materials and Methods). The
broadening of the reference distribution relative to this ideal dis-
tribution is likely due to the effects of particle anisotropy on light
scattering, which we have not attempted to account for here.

We next used lattice Monte Carlo simulations of an estab-
lished coarse-grained model (14) to calculate ideal cluster-
distribution functions of the all-BB system, equilibrated both
before and after nucleation of the target structure (Fig. 3 A,
iii and Materials and Methods). Consistent with prior simula-
tions (14, 23, 24), we found that intermediate cluster sizes, with
Rh between 8 nm and 15 nm, are unstable. Consequently, the
size distribution is either peaked near 5 nm, corresponding to
small clusters of primarily BBs, or 18 nm, corresponding to a
mostly complete target structure. Because these simulations con-
sider a single copy of the target structure, the system can be in
only one state at a time; however, in a larger system with many
copies of each brick, the assembly of a fraction of all structures
would result in a bimodal cluster-size distribution. The simula-
tion results therefore suggest that the Rh distribution can be
used to resolve the target structure during an assembly experi-
ment. We note that the discretization of small cluster sizes in the
unassembled population is an artifact of the lattice model and is
not expected to be seen in experiments.

Typical size-distribution functions determined by DLS simi-
larly show that Rh is a suitable order parameter for identifying
complete structures (Fig. 3B). At high temperatures (Fig. 3 B,
i and ii), before nucleation occurs, we observed a single peak
(ignoring high–molecular-weight impurities) corresponding to

A B C

Fig. 1. (A) The bonding pattern between two DNA bricks in a strand and a cylindrical representation. Each molecule is partitioned into four domains
(indicated by boxes), while the neighboring bricks are bonded through one pair of domains only (green box). The cylindrical representation shows the same
8-bp hybridization. (B) A schematic illustration of our target structure, highlighting the locations of the “edge” and “face” boundary bricks. (C) A schematic
of the boundary brick setup. The noninteracting DNA sequence at one of the outer surfaces of the target structure is removed and the remainder of that
brick is fused with the adjacent brick, resulting in the formation of a 48-nt boundary brick.
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Fig. 2. (A–D) AFM images taken at the conclusion of a 66-h annealing protocol for each of the four 86-nm–long cuboid designs. No purification was
performed on these samples so that incompletely assembled structures can clearly be seen. Typical yields, relative to the total quantity of DNA strands in
solution, were estimated via gel electrophoresis and are shown for each system. For the edge-BB system in particular, multistructure aggregates (shown in B,
Right) are commonly observed.

individual strands and small clusters. In particular, in the no-BB
system, the peak matches the expected size of a flexible 32-nt
strand, Rh ∼ 2.7 nm. Then, upon decreasing the temperature, a
new population suddenly appeared at Rh ∼ 20 nm. As expected
from our simulation results, the cluster-size distributions at these
intermediate temperatures are well described by bimodal fits to
a linear combination of Gaussian functions (Fig. 3 B, iii and iv).
In particular, the means of the Gaussian fits coincide with
the reference unassembled and target-structure distributions;
however, the fitted populations are considerably broader than
the reference distributions. This is likely a consequence of the
conservative regularization method used in the analysis of the
autocorrelation data, which tends to smooth the resulting distri-
butions, as well as heterogeneity due to incomplete assembly. To
confirm our interpretation of the bimodal cluster-size distribu-
tions, we discuss a complementary validation strategy based on
an analysis of AFM images below and in SI Appendix.

At lower temperatures (Fig. 3 B, v and vi), particles with effec-
tive hydrodynamic radii larger than ∼40 nm begin to contribute
to the distribution. This shift toward larger Rh is likely due to
the formation of aggregates of fully or partially assembled struc-
tures. However, we emphasize that because of the sixth-power
dependence of the light-scattering intensity on the particle size,
only a small fraction of aggregated structures are needed to skew
the cluster-size distribution substantially. For the same reason,
the large-Rh impurities present at higher temperatures (Fig. 3
B, i and ii) are extremely rare. Nevertheless, despite the ten-
dency of the structure and aggregate peaks to merge due to our
conservative choice of regularization method, the population of
target structures can still be identified from the shoulder of the
cluster-size distribution at 290 K (Fig. 3 B, vi).

Evidence for Nucleation and Growth. For each structure variant,
we determined both the cluster-size distribution via DLS and
the extent of subunit hybridization via fluorescence measure-
ments (SI Appendix, section 2) as a function of temperature over
the course of a 15.2-h linear annealing protocol. We observed
prominent peaks in the fluorescence response of systems con-
taining BBs at high temperatures (>330K). This behavior could
be attributed to the formation of stable high-temperature dimers,
in which the elongated boundary bricks (Fig. 1C) stably hybridize
to other bricks in continuous 16- or 24-bp domains (SI Appendix,
Fig. S4). However, in DLS experiments, we did not observe any
substantial change in the overall scattering intensity at temper-

atures above 315 K (SI Appendix, Fig. S5), implying that the
assembly of complete structures does not take place at these
temperatures. Nevertheless, DLS did resolve differences in the
unassembled populations. At temperatures where only a single
peak was present (excluding contributions from any impurities
in the system), we found that the mean hydrodynamic radius
〈Rh〉 of the no-BB system increased from ∼2.5 nm to ∼4 nm
upon cooling, reflecting an increasing fraction of scaffold-strand
dimers (Fig. 4A). Similarly, the single-peak 〈Rh〉 in systems with
BBs increased from &3 nm to ∼5 nm upon cooling, consistent
with the presence of larger preformed BB dimers.

In each system, we observed the sudden appearance of a sec-
ond peak in the cluster-size distribution at a temperature T0

(Fig. 4A). This feature appeared at the same temperature in mul-
tiple annealing runs for each system, with the exception of the
no-BB structure, where T0 varied by ∼2K across three runs.
As in the example distributions shown in Fig. 3 B, iii and iv, the
mean hydrodynamic radius of this population, determined by fit-
ting a linear combination of Gaussian functions, coincided with
the expected size of the target structure in all systems. Because
of the comparable scattering intensities of the two populations
at T0, we ascribed this second peak to the scattering of a rel-
atively small number of essentially complete target structures.
The target-structure 〈Rh〉 remained nearly constant for at least
3 K below T0 in all systems before increasing above 20 nm,
most likely due to aggregation as discussed above. By contrast,
the fluorescence response (SI Appendix, Fig. S4) did not provide
definitive insights into the assembly of the complete structure for
any cuboid variant.

Our experiments indicate that the target structures do not
grow gradually as a function of temperature. Instead, DLS
reveals that the transition from having all unassembled subunits
to having some complete structures occurs discontinuously. The
unassembled population remains easily detectable over a tem-
perature range of ∼10 K below T0 for each structure, indicating
that not all subunits are incorporated into complete structures at
T0. For the no-BB, edge-BB, and face-BB systems, the mean Rh

of this population is comparable to the mean Rh of unassembled
strands above T0. By contrast, the mean Rh of this population
decreased in the all-BB system near 308 K, suggesting that only
scaffold strands remained unassociated with target structures or
aggregates below this temperature.

To validate further our interpretation of the cluster-size dis-
tributions obtained from DLS, we performed a complementary
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Fig. 3. (A) Reference intensity-weighted size distribution functions for a
purified all-BB sample, determined by DLS (A, i) and calculated from AFM
images (A, ii) and Monte Carlo simulations (A, iii). In A, i and A, ii, Insets
show the dimensions of the target structure and a representative AFM
image. In A, iii, the blue curves indicate the metastable cluster-size distri-
bution before nucleation, while the green curves show the equilibrated
distribution after the target structure has assembled. The gap between
the monomer and dimers in the prenucleation distribution is an artifact
of the lattice simulations. (B) Representative intensity-weighted distribu-
tion functions at decreasing temperatures. At high temperatures (B, i and
B, ii), the no-BB distribution indicates unhybridized scaffold strands, while
the all-BB distribution is dominated by small clusters of BBs, as seen in
the prenucleation Monte Carlo simulations. At intermediate temperatures
(B, iii and B, iv), the distribution can be fitted to a sum of two Gaussians
(red dashes), which correspond to the unassembled (blue dots) and target-
structure (green dots) populations, respectively. At lower temperatures
(B, v and B, vi), a small population of larger aggregates skews the intensity-
weighted distribution, but the contribution from the target structure can
still be seen in B, vi.

analysis based on AFM imaging of the all-BB system at selected
temperatures. Using AFM images of quenched and immobi-
lized samples, we estimated the fraction of the total volume of
imaged particles comprising target structures. We first deter-
mined appropriate criteria, using the areas and aspect ratios of
imaged particles, for identifying correctly assembled cuboids in
images of a purified sample (SI Appendix, Fig. S6). We then
applied these criteria to estimate the target-structure volume
fraction as a function of the temperature from which the sam-
ple was quenched (Fig. 4B and SI Appendix, Fig. S7). Because
the rapid quenching involved in the preparation of the samples
likely affects the particle-size distribution and AFM does not
reliably distinguish single-stranded DNA from the background,
this method cannot be used to assess the volume fraction of
assembled structures quantitatively. In addition, image analy-
sis inevitably identifies some false target structures. However,
by comparing the calculated volume fractions with a negative
control of ∼200 nonhybridizing, similar-length oligonucleotides,
which accounts for sample-preparation and imaging artifacts,
we verified that the target structures are indeed present at
temperatures below, but not above, T0. The low estimated vol-
ume fraction (∼0.3%) just below T0 is also consistent with
the roughly equal areas of the intensity-weighted unassembled
and target-structure populations seen in DLS (Fig. 3 B, iii and
iv), demonstrating the sensitivity of DLS to small populations
of large clusters. This analysis therefore corroborates our pri-
mary conclusions from the DLS experiments and supports our
interpretation of the Rh'20 nm population. The remainder of
our study is based on DLS data, since this technique can be
performed in situ without perturbing the assembly process.

Comparison with Coarse-Grained Monte Carlo Simulations. To
observe the self-assembly process in greater detail, we simu-
lated the assembly of a coarse-grained DNA-brick model using
Monte Carlo dynamics at constant temperature (14). Previous
studies (14, 24) of this model have found that self-assembly
proceeds via nucleation and growth, whereby clusters that are
intermediate between unassembled strands and nearly complete
target structures are thermodynamically unstable. In particular,
the nucleation step, which requires the formation of a critical
multistrand cluster, is a thermally activated rare event and thus
determines the highest temperature at which self-assembly can
occur. Therefore, following an approach established for simulat-
ing structures with BBs (20), we studied the nucleation of cuboid
designs analogous to those used in our DLS experiments, using
a single copy of the target structure and hybridization parame-
ters chosen to mimic the experimental conditions (Materials and
Methods).

Remarkably, we found that for each cuboid variant, the high-
est temperature at which nucleation occurs in our simulations is
in nearly quantitative agreement with the temperature at which
the Rh'20 nm population first appears in the DLS experiments.
This can be seen by comparing the temperature at which the
average cluster size sharply increases in Fig. 4C with the corre-
sponding T0 in Fig. 4A. It is important to note that, unlike in the
experiments, all simulations were initialized from an unassem-
bled solution with the total experimental monomer concentra-
tion at each temperature. The simulated trajectories should thus
be compared only with the initial formation of target structures
near T0 during the annealing ramp, after which monomer deple-
tion must be taken into account. In simulations initiated at lower
temperatures, kinetic trapping arising from subunit misbond-
ing tends to inhibit structure nucleation, as evidenced by the
decreased average cluster sizes at temperatures below ∼295K
(Fig. 4C). In contrast with the variations in nucleation behav-
ior, the effects of misbonding are essentially independent of the
structure design in our simulations.

Preformed Clusters Modify Nucleation Barriers. Based on the evi-
dence of high-temperature hybridization (SI Appendix, section
2), we hypothesized that the presence of preformed clusters
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Fig. 4. (A) Unimodal and bimodal cluster-size distributions determined via
DLS following a 15.2-h annealing protocol. Points and error bars show the
mean hydrodynamic radii and standard deviations, respectively, of the Gaus-
sian fits to the unassembled and target-structure populations (compare Fig.
3 B, iii and iv) at each temperature. For each system, T0 indicates the temper-
ature at which the higher-Rh population first appears during the annealing
protocol. (B) The volume fraction comprising target cuboids, relative to the
total volume of material, determined from AFM analysis of the all-BB sys-
tem. All samples were rapidly quenched for imaging from the indicated
temperatures. The target-structure volume fractions of the positive-control
all-BB sample (green triangle) and nonhybridizing oligonucleotides (nega-
tive control, dotted line) were calculated in the same way, and the error
bars show the estimated SE based on Poisson statistics. Insets show rep-
resentative portions of the raw AFM images. (C) The size of the largest
correctly bonded cluster from Monte Carlo simulations. Each data point cor-
responds to the average of 10 independent simulations in the long time
limit, once nucleation has occurred, with error bars showing the SD. The
“merged” curves refer to fixed-edge dimers, as discussed in the text and
SI Appendix, Fig. S1.

involving BBs might play a key role in determining nucleation
behavior. Similar behavior is exhibited in our simulations, where
BB dimers form nearly completely before structure nucleation
(SI Appendix, Fig. S8). We further tested this idea by run-
ning simulations in which BB dimers were merged into perma-
nently bonded units, mimicking the result of high-temperature
hybridization in the experimental system. To this end, simula-
tions with merged edge BBs (“merged-A”; SI Appendix, Fig. S1)
confirmed that nucleation in this system is analogous to the
edge-BB structure (Fig. 4C).

This hypothesis is supported by free-energy calculations using
a discrete combinatorial model (23–25), in which each distinct
subunit type is represented as a node in an abstract graph that
describes the connectivity of the target structure. Assuming that
all 16- and 24-bp domains hybridize completely at high tempera-
tures, we merged the corresponding pairs of subunits to account
for changes in the local subunit connectivity due to the incorpo-
ration of each type of BB. We then used this model to calculate
the free-energy barrier to nucleation by further assuming that
the number of subunits in a partially assembled cluster is a good
reaction coordinate (Materials and Methods). These free-energy
calculations predict that the heights of the nucleation barriers,
and thus the logarithms of the nucleation rates, vary rapidly with
temperature (Fig. 5A). Furthermore, the relative ordering of the
nucleation-barrier curves for the no-BB, edge-BB, and face-BB
systems is consistent with the DLS and simulation results, indi-
cating that merging subunits via high-temperature hybridization
is sufficient to modify the nucleation behavior. For comparison,
we show the predicted melting temperature Tm below which the
scaffold-strand core of the cuboid is thermodynamically stable;
the model predicts that successful nucleation always requires
that the system be supersaturated by lowering the temperature
below the scaffold-strand Tm. We also show that the effects
of strand misbonding are captured by a simple estimate of the
probability of pairwise misinteractions (Materials and Methods).
As in our simulations, the misbonding probabilities are nearly
independent of BB incorporation.

Interestingly, we found that the assembly of the all-BB struc-
ture follows a three-step mechanism that is not well described by
a one-dimensional free-energy landscape. In this system, pairs of
preformed multimers can hybridize with one another via multiple
8-bp domains. Consequently, bonding networks that are dom-
inated by BBs begin to form at temperatures where all single
8-bp hybridizations are unstable, leading to extensive BB bond-
ing and large cluster-size fluctuations in simulations above 310 K
(SI Appendix, Fig. S8). Our simulations show that the nucleation
of the interior of the structure then occurs in a separate assembly
step, at temperatures slightly below the predicted scaffold-strand
melting temperature, Tm. Because the theoretical results assume
a one-dimensional order parameter, we show only the predicted
free-energy barrier that pertains to the formation of an initial
network of BBs in the all-BB system in Fig. 5A.

Nucleation Strongly Affects Self-Assembly Yield. Because our free-
energy calculations predict that the height of the nucleation
barrier also depends strongly on the subunit concentration, the
nucleation rate is expected to decrease with monomer deple-
tion (10). The changing concentration of unassembled subunits
is therefore predicted to result in the continued production of
complete structures at temperatures below T0 in an annealing
ramp where nucleation is rate limiting (Fig. 5B and SI Appendix,
section 3). This prediction takes into account the temperature
scaling derived from the calculated nucleation barriers and the
temperature dependence of the hybridization free energies (SI
Appendix, Fig. S9), assuming perfect stoichiometry and zero
aggregation. To test this prediction, we integrated the exper-
imentally determined total scattering intensity associated with
each peak in the cluster-size distribution and, assuming that this
intensity is proportional to the number density, determined the
ratio of large- to small-Rh populations. The trends shown in Fig.
5C for the edge-BB, face-BB, and all-BB structures follow the
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Fig. 5. (A) The height of the nucleation barrier, at the initial free-strand
concentration, as a function of temperature from theoretical calculations.
The all-BB barrier refers to the nucleation of a network of BBs, as discussed
in the main text. We also show the predicted scaffold melting temperature,
Tm, and the median probability that a scaffold strand forms at least one
misinteraction in the absence of successful nucleation. (B) The predicted evo-
lution of the unassembled-strand and complete-structure populations over
the course of a nucleation-limited annealing protocol, determined from the
nucleation-barrier calculations (SI Appendix, section 3). (C) The ratio of the
experimentally determined intensities of the two populations as a func-
tion of temperature, alongside an exponential fit c(exp[−a(T − T0)]− 1) for
each system, with 1/a = 2.5 K (SI Appendix, section 3). Points are shown for
multiple annealing runs.

predictions of our free-energy calculations, as the intensity ratios
are consistent with the functional form and temperature scaling
shown in Fig. 5B. Since there must be some leftover subunits due
to imperfect stoichiometry (measured to be ∼ ±10%), we did
not expect the unassembled population to decay to zero in the
experimental system. However, the associated intensity did not
attain a constant level before the small-Rh peak fell below the
detection range of the instrumentation.

These observed variations in nucleation behavior therefore
provide a likely explanation for the extreme differences in yields
among our structural variants and the similarity between the
ranking of the final yields and the order of the initial assem-
bly transitions. At any given temperature, only a fraction of the
potential structures ultimately form because nucleation slows
as large clusters are produced; consequently, decreasing the

temperature by an annealing protocol is necessary to continue
driving nucleation of additional structures. However, our simu-
lations and no-BB DLS measurements indicate that misbonding
dominates below 295 K. Structure designs that nucleate at higher
temperatures thus benefit from a broader temperature range
over which nucleation can occur.

Nucleation Behavior and Kinetic Stability Can Be Independently
Tuned. The differences among our cuboid variants do not affect
the thermodynamic properties of the scaffold strands, which
compose the bulk of the structure. However, incorporating BBs
can, in principle, increase the kinetic stability of assembled struc-
tures. To examine this effect, we reversed the temperature ramp
and used DLS to track the melting of assembled structures.
We observed the complete melting of all structures in solution,
as evidenced by the disappearance of the Rh∼ 20 nm popula-
tion, at considerably higher temperatures than in the assembly
transitions (Fig. 6A). The complete melting transitions, Tm, of
the cuboid variants occurred in the reverse order of the assem-
bly transitions, T0, indicating that a strong bonding network
of BBs provides a kinetic barrier to disassembly. However, the
differences in melting temperatures were generally smaller for
structures that nucleate at lower temperatures, suggesting that
the BBs affect disassembly to a lesser extent than they affect
nucleation.

Melting simulations of fully formed structures show similar
trends (Fig. 6B). Analysis of the simulation trajectories reveals
that scaffold bricks at the edges of the no-BB and face-BB
structures disassemble first. The face-BB structures therefore
lose bricks at lower temperatures than the edge-BB structures,
although the face BBs provide a larger barrier to complete
disassembly. Disassembly occurs most abruptly in the case of
the all-BB structures, with bricks initially dissociating from the
unprotected ends of the structure. Consistent with the assembly
simulations, the all-BB structures disassemble via a three-step
disassembly mechanism, in which large networks of BB dimers
persist for a few degrees above the apparent melting temperature
(Fig. 6B).

To distinguish between the effects of nucleation and kinetic
stability, we designed the “half–face-BB” cuboid shown schemat-
ically in Fig. 6C. By incorporating face BBs on only one half of
the structure, we predicted that we would see improved nucle-
ation behavior, as with the full face-BB structure, but reduced
kinetic stability. DLS confirmed that this structure initially nucle-
ates at a temperature close to the face-BB T0 (Fig. 6C), in
agreement with our simulations and free-energy calculations (SI
Appendix, Fig. S10). The assembly yield (SI Appendix, Fig. S11)
is dramatically improved relative to that of the no-BB structure,
but is less than that of the face-BB structure, presumably because
one half of the cuboid is not protected by BBs and is thus more
susceptible to aggregation from low-temperature misbonding.

Importantly, DLS reveals that the half–face-BB structure
melts before the edge-BB structure does, implying that the lack
of BB protection on one face facilitates disassembly of the com-
plete structure. Comparing the half–face-BB and no-BB systems,
which have similar melting temperatures, highlights the crucial
role of enhanced nucleation, as opposed to increased stability, in
improving the yield. More generally, this example demonstrates
that the nucleation behavior and thermal stability of DNA-brick
nanostructures can be independently tuned.

Nucleation Pathways Are Determined by the Connectivity of Pre-
formed Clusters. To identify the microscopic origin of the dif-
ferences in nucleation behavior, we calculated minimum-free-
energy pathways using our theoretical model (Fig. 7). For each
structure, we determined the free energy as a function of the
number of independent subunits and the number of preformed
dimers at a temperature where the nucleation barrier is ∼5 kBT ,
which is comparable to the barrier height at which nucleation was
observed in previous simulations of this model (14, 24). The typ-
ical order in which dimers and scaffold strands are incorporated
into a growing cluster is indicated by the minimum-free-energy
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Fig. 6. (A) Cluster-size distributions determined from DLS melting experi-
ments (compare with Fig. 4A). The temperatures at which all structures have
melted, Tm, are compared with the initial assembly temperatures, T0. The
no-BB structures melt completely at a temperature close to the predicted
scaffold-strand Tm (dashed line). (B) The hysteresis in the size of the structure
as a function of temperature can be seen by comparing the long–time-limit
average cluster sizes in simulations initialized from preassembled structures
(solid lines) and from an unassembled solution (faded lines from Fig. 4C). In
C, we show the annealing (Top) and melting (Bottom) cluster-size distribu-
tions for a half–face-BB system. Inset shows a schematic illustration of the BB
locations. The temperatures T0 and Tm for the no-BB, edge-BB, and face-BB
systems are shown by dashed vertical lines for comparison. Importantly, the
order in which the half–face-BB and edge-BB structures nucleate is different
from the order in which they melt.

nucleation pathways in Fig. 7 and illustrated in SI Appendix, Figs.
S13–S15. Importantly, these calculations allow us to identify typ-
ical postcritical nuclei, the smallest multistrand clusters that are

more likely to grow via strand addition than to dissociate and
whose formation is thus the rate-limiting step on each predicted
nucleation pathway. The topologies of these clusters are shown
in Fig. 7; however, because there are many topologically equiv-
alent clusters within each structure, with unique sequences for
the hybridized segments, there are numerous postcritical nuclei
comprising distinct strands with slightly different free energies.

These landscapes reveal crucial differences between the edge-
BB and face-BB structures, which contain the same number
of 48-nt BBs, and point to the key role of the connections
between the preformed dimers and interior scaffold strands.
Topologically, this difference arises from the fact that face-BB
dimers contain segments that directly connect to the fully interior
scaffold strands, whereas the edge-BB dimers are only indi-
rectly connected to these “core” strands (SI Appendix, Fig. S1).
Because each subunit addition results in a loss of translational
entropy, the free energy on a nucleation pathway decreases only
when multiple 8-bp bonds are formed with a single subunit addi-
tion, resulting in a topologically closed cycle. In the absence of
BBs, our previous work has shown that the postcritical nucleus
at typical nucleation temperatures is a tricyclic cluster compris-
ing 12 8-bp bonds and 10 subunits (23). Yet by incorporating
preformed dimers, fewer independent subunits are needed to
reach a postcritical nucleus. The 8-bp bonds can thus be weaker,
leading to an elevated nucleation temperature. Despite the fact
that the edge-BB and face-BB dimers have the same number of
8-nt domains for binding to other subunits, the topologies of the
minimum-free-energy clusters in these structures are different:
The edge-BB structures require 6 subunits, including two BB

A

B

C

Fig. 7. (A–C, Left) The free energy as a function of cluster size and compo-
sition from theoretical calculations, showing that the minimum-free-energy
self-assembly pathway depends on the presence of preformed multimers.
The number of preformed multimers within each cluster is indicated by the
circled numbers and the corresponding colors. Clusters on the minimum-
free-energy pathway grow by incorporating one independent subunit at
a time, which may be either a single scaffold brick (following a colored
line) or a preformed multimer (following an arrow). For ease of compar-
ison, each free-energy landscape is shown at a temperature at which the
nucleation barrier is∼5 kBT . The postcritical nuclei, which coincide with the
first subunit addition after the highest point on the minimum-free-energy
path, are indicated by stars. (A–C, Right) Schematic diagrams of representa-
tive postcritical nuclei, with preformed multimers indicated by colored lines.
For a comparison with simulation trajectories, see SI Appendix, Fig. S12;
representative pathways are also illustrated in SI Appendix, Figs. S13–S15.
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dimers, to form a postcritical bicyclic cluster (Fig. 7B), while face-
BB structures only require 5 subunits, including three dimers
(Fig. 7C). Consistent with the predicted pathways, simulation
trajectories show that BB dimers comprise a larger fraction of
the postcritical clusters in the face-BB structure than in the
edge-BB structure (SI Appendix, Fig. S12). We can also exclude
the concentration of preformed dimers as the determining fac-
tor by comparing the half–face-BB and edge-BB structures, as
these systems contain the same number of preformed dimers but
nucleate at significantly different temperatures.

Based on these findings, we hypothesized that by changing the
local connectivity of the edge BBs, we might be able to reproduce
the enhanced nucleation behavior of the face-BB structure. To
test this hypothesis directly, we ran simulations of the edge-BB
system in which we explicitly merged each edge dimer with one
of its neighboring scaffold strands in the target structure. The
only difference between this structure (“merged-B”; SI Appendix,
Fig. S1) and a normal edge-BB dimer is that this additional
connection to the interior scaffold strands, which would other-
wise need to form spontaneously during the nucleation process
and thus entail a loss of translational entropy, has been fixed
in place. This modification leads to postcritical nuclei that com-
prise five independent subunits, resulting in assembly behavior
that is nearly analogous to that of the face-BB structure (Figs.
4C and 5A). Thus, although this particular modification would
be difficult to achieve experimentally using DNA bricks, our sim-
ulations and theory show that the addition of a single connection
to the interior of the structure can alter the nucleation behavior
significantly.

Design Rules for Enhanced Nucleation. Based on our experimen-
tal, simulation, and theoretical findings, we propose four design
rules for enhancing the nucleation behavior and assembly yield
in addressable systems:

i) The key determinant of the structure yield is the separation
between the initial nucleation and misbonding temperatures.
While the misbonding temperature is set by the pairwise
interactions and the subunit concentrations, the nucleation
temperature can be tuned through rational structure design.
By contrast, changes to the subunit interactions that uni-
formly affect both correct and incorrect bonds are unlikely
to improve the yield.

ii) Altering the “valency” of specific subunits to create multistep
pathways, for example by forming BB dimers at high temper-
atures, is a viable strategy for controlling nucleation, because
it can change the number of independent subunits in the
critical nucleus. On the other hand, tuning individual bond
strengths is a less effective strategy for selecting a specific
nucleation pathway, since the number of parallel pathways
grows superextensively with the size of the target structure.

iii) Controlling the topology of the critical nuclei is crucial. It
may not be optimal simply to add high-valency subunits,
as in the case of the edge BBs. Instead, efficient nucle-
ation requires that the critical nuclei contain many stabilizing
bonds but few subunits, favoring the formation of free-
energy–reducing topological cycles earlier in the nucleation
pathway. This is achieved in the case of the face-BB and
merged-B structures by maximizing the number of bonds
between the preformed dimers and the interior scaffold
bricks.

iv) Only a small portion of a structure needs to be optimized
to achieve enhanced nucleation behavior. For example, com-
parison of the half–face-BB and no-BB systems shows that
modifying fewer than 20% of the subunits drastically raises
the initial nucleation temperature and markedly improves
the yield.

Discussion
By combining dynamic light scattering with a coarse-grained the-
oretical model, we have shown that the ultimate yield of correctly

assembled structures is largely determined by the nucleation
pathway. As a specific example, we have investigated the role of
nucleation kinetics in addressable self-assembly by modifying the
bonding characteristics of specific subunits at the boundaries of a
DNA-brick nanostructure. We have shown that the location and
design of the altered subunits determine the free-energy land-
scape for self-assembly and control the temperature at which
nucleation first becomes feasible. Moreover, the nearly quan-
titative agreement between the predictions of a coarse-grained
model and our experimental results allows us to rationalize these
striking effects on the self-assembly behavior.

Taken together, our experiments and modeling establish prac-
tical design principles for improving the self-assembly of address-
able nanostructures. In a typical annealing protocol, structures
have a limited time and temperature window in which to form:
At high temperatures, a large free-energy barrier inhibits nucle-
ation, while at low temperatures, self-assembly is limited by
kinetic arrest. The key to successful self-assembly is to increase
the width of the temperature window over which nucleation
can occur, thereby maximizing the thermodynamic segregation
between the critical nucleation step and detrimental misbond-
ing. This can be achieved by stabilizing the critical nuclei, which
allows self-assembly to proceed when the subunit interactions
are still relatively weak. To demonstrate this principle with DNA
bricks, we have shown that the increased valency of BB dimers,
which assemble at temperatures much higher than those at which
nucleation can occur, lowers the free-energy barrier to nucle-
ation by decreasing the entropic cost of forming a critical number
of stabilizing bonds. However, this strategy works only if the
high-valency subunits are optimally connected to the remainder
of the structure, as evidenced by the difference in nucleation
behavior between the edge-BB and face-BB structures. More
generally, our results show that it is possible to use a relatively
small number of high-valency subunits to design the nucleation
pathway rationally and suggest that this approach is not nec-
essarily limited to manipulating bricks at the boundaries of a
structure.

Our experiments provide an explicit characterization of 3D
structure nucleation in the context of addressable self-assembly.
This advance has been enabled by our use of DLS, which allows
us to probe multistrand structure growth, as opposed to the
fraction of intersubunit bonds that are formed at a given tem-
perature. This distinction is particularly evident in the system
evaluated here, where the initial nucleation temperature does
not necessarily correlate with the maximal increase in DNA
base pairing. Furthermore, the cluster-size distributions that we
obtain from DLS resolve the populations of unincorporated
bricks, complete structures, and aggregates, making it possible
to track the evolution of these species throughout the course
of an annealing protocol. Together with the complementary
AFM-based validation, these measurements provide experimen-
tal evidence that DNA bricks self-assemble via a nucleation-
and-growth mechanism and reveal the relationship between the
design of addressable structures and their nucleation kinetics.

The excellent agreement between the predictions of our the-
oretical model and our experimental results demonstrates that
our coarse-grained approach captures the fundamental physics
of addressable self-assembly. This agreement gives us confidence
that our theory and simulations can be used to guide ratio-
nal design strategies for complex self-assembly, not only in the
context of DNA bricks specifically, but—precisely because of
the generality of the models used—also for optimizing address-
able systems more broadly. We anticipate that the principles
established here will therefore guide efforts to design the nucle-
ation behavior of colloidal systems such as supramolecular and
nanoparticle lattices (36–38), protein nanostructures (39), and
DNA-origami–based systems with programmable interactions
(40). For example, analogous prenucleation clusters could be
constructed by forming high-temperature bonds between caged
nanoparticles (41) or by directly introducing a small popula-
tion of dumbbell-like subunits. Alternatively, the connectivity
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of specific subunits could be altered by changing the arrange-
ment of directional patches on colloidal particles (42). As we
have demonstrated here, successful implementation will require
knowledge of the effects of such modifications on the critical
nucleus for structure assembly, which dictates the optimal design
strategy for any specific system.

Materials and Methods
In SI Appendix, we describe how we chose the DNA sequences for the
strands for each system studied. We also provide complete details of the
annealing protocols, the conditions used in AFM and gel electrophoresis,
and the protocols used when obtaining fluorescence and light-scattering
data in SI Appendix, Extended Methods. Supporting data are available at
the University of Cambridge Data Repository, https://www.data.cam.ac.uk/
repository (doi: 10.17863/CAM.22991).

Structure Annealing. Structures were assembled using a strand concentra-
tion of 153 nM per sequence in a buffer of 15 mM MgCl2, 0.5 mM EDTA, and
5 mM Tris, pH 8. Strands in the reaction mixture were denatured at 90 ◦C
for 10 min and then gradually cooled via either (i) a 15.2-h protocol (recip-
rocal cooling rate 12 min ·K−1) or (ii) a 66-h protocol (reciprocal cooling rate
52 min ·K−1).

AFM. Samples from annealing protocol ii were immobilized for 10 min
on poly-L-ornithine–coated mica discs and imaged in liquid in intermittent
contact mode, using a BioLever Mini cantilever and JPK Nanowizard 3 AFM.

Agarose Gel Electrophoresis. Structures were analyzed via gel electrophore-
sis on a gel made from 2 wt% agarose in 0.5× Tris-borate-EDTA and 10 mM
MgCl2. Electrophoresis was performed at 80 V and 4 ◦C for 2 h. The gel
was poststained with ethidium bromide and the yield was estimated using
GelBandFitter software (43).

Fluorescence Annealing. Annealing protocol i was used for fluorescence
annealing experiments with 10 nM SYBR green I solution (44) added to
the reaction mixture. The fluorescence signal was measured as a function
of temperature with an ABI Prism 7900HT-Fast Real Time PCR system at
488 nm.

Static and DLS. Using annealing protocol i, light-scattering measurements
were performed in the last 2 min of each temperature step. Light scattering
of 20-µL samples was measured using a Malvern Zetasizer NanoZSP appara-
tus at an angle of 173◦. For DLS, the intensity autocorrelation function was
computed from 12 measurements at 10-s intervals. Cluster-size distributions
were determined from these data, using multiple regularization methods
(45) to verify their robustness (SI Appendix, Fig. S3).

Reference Hydrodynamic Radius Calculations. The hydrodynamic radius of a
freely jointed chain is Rh = (3πN`2/128)1/2 (46), where N is the number
of segments and ` is the length of a segment. To estimate the hydrody-
namic radius for single-stranded DNA, we used a typical Kuhn length of
`= 4.45 nm and length per DNA base of b = 0.676 nm (47). A 32-nt scaffold
brick comprises N≈ 32× b/`= 4.9 Kuhn segments and hence Rh' 2.7 nm;
for a 48-nt boundary brick, Rh' 3.3 nm. Since the quantities ` and b used
here do not correspond to the temperatures and salt concentrations used in
our experiments, these calculations provide us only with rough estimates of
the magnitudes of Rh for unhybridized strands.

For cylindrical structures, the translational diffusion coefficient is (48)

Dtr =
kBT [ln(L/d) + γ(d/L)]

3πηL
, [1]

where kB is the Boltzmann constant, T is the absolute temperature, η is
the viscosity of the medium, L is the cylinder length, d is the cylinder diame-
ter, and γ is an end-effect correction given by γ(x) = 0.312 + 0.565x + 0.1x2.
Assuming that the hydrodynamics of a cylinder are well approximated
by a sphere with hydrodynamic radius Rh, we can equate this diffusion
coefficient to that of a sphere using the Stokes–Einstein–Smoluchowski
equation,

Dtr =
kBT

6πηRh
, [2]

leading to an approximate hydrodynamic radius of

Rh = (L/2) [ln(L/d) + γ(d/L)]−1
. [3]

Assuming a typical interhelical spacing of ∼2.5 nm (49), our target struc-
ture can be treated as a cylinder with circumscribed diameter d≈ 15 nm
and length L≈ 86 nm, resulting in an expected hydrodynamic radius of
Rh' 20 nm.

Image Analysis. Particle identification in AFM images was done by apply-
ing the threshold function of Gwyddion version 2.5.0 (50). The reference
Rh distribution shown in Fig. 3 A, ii was calculated using the lengths,
L, and aspect ratios, L/d' L2/A, where A is the projected area, of the
particles assuming the cylindrical formula given above; particles with a
minimum width greater than 25 nm, which correspond to overlapping
structures, were excluded from this calculation. To compute the distribu-
tion function, particles were weighted by R6

h, and the distribution was
normalized.

To calculate the fraction of correctly assembled structures in an AFM
image, we selected all particles that satisfied constraints on both the
projected area, 450 nm2≤A≤ 1,500 nm2, and the circularity, 0.145≤
4A/πL2≤ 0.375. These limits were chosen based on the distribution of
imaged particles in the purified all-BB system (SI Appendix, Fig. S6). All
particles were weighted by their volumes, as determined by the Laplacian
background basis feature of Gwyddion, to assess the total fraction of the
material contained in the selected particles. To reduce background noise,
we also required that the area of the selected particles measured at half
the particle height be at least 0.3A and the average height be at least
2 nm. Standard errors were assigned to the yields by assuming a Poisson dis-
tribution based on the calculated yield and the absolute number of selected
particles.

Monte Carlo Simulations. We performed lattice Metropolis Monte Carlo sim-
ulations of DNA brick self-assembly, using a coarse-grained potential and
dynamics that preserve the cluster-size dependence of the diffusion rates
(14, 18, 20). Every DNA brick was represented as a “patchy particle” with
four patches corresponding to its four domains, each of which was assigned
a specific unique sequence, chosen randomly but with the constraint that
patches that are bonded in the target structure have complementary DNA
sequences. The interaction energies correspond to the hybridization free
energies of these sequences obtained from the SantaLucia parameteriza-
tion (51). When computing these hybridization free energies, we used a
salt correction (52) corresponding to salt concentrations of [Na+] = 0 and
[Mg2+] = 0.015 M. In the simulations reported here, we used a system of
550 bricks in a box with lattice parameter 150a, where a

√
3 is the short-

est possible distance between any two particles. Assuming typical brick
dimensions of (a

√
3)3≈ 2.5 nm× 2.5 nm× 2.7 nm (8, 19), this setup corre-

sponds to a concentration of 153 nM. We accounted for BBs by imposing
rigid bonds between dimers (or, in certain cases, larger multimers) of these
patchy particles that would be merged into a single BB in experiment (20).
Particles connected in this way remain at a fixed distance and dihedral
angle to one another throughout the simulation. Noninteracting patches
on the outside of the target structure were assigned poly-T sequences.
We estimated a Kirkwood-like (53) hydrodynamic radius of each cluster by
computing

Rh≈
N(N− 1)

2

∑
〈ij〉

1

rij

−1

+ 0.5× 2.7 nm, [4]

where N is the number of particles in the cluster, 〈ij〉 indicates a summa-
tion over every pair of particles i and j in the cluster, and rij is the distance
between them on the lattice, using the typical brick dimensions given above
to determine that a≈ 1.48 nm for the lattice unit of length. The monomer
Rh is set to 2.7 nm, while the addition of 0.5× 2.7 nm in Eq. 4 crudely
accounts for the dangling ends of monomers at one of the bases of the struc-
ture, which are not otherwise accounted for in the coarse-grained model.
Eq. 4 thus predicts that a scaffold brick dimer will have a hydrodynamic
radius of Rh' 3.9 nm.

Free-Energy Calculations. All free-energy calculations were carried out using
the abstract-graph model described in ref. 23. The free energy of a particular
cluster g, comprising a set of subunits V(g), is

Fg

kBT
=−

∑
i,j∈V(g)
j∈E(i)

εij

2
− (Ng− 1) ln

ρ

qrot
+ (Ng− Bg− 1) ln qdih, [5]

where Ng is the number of subunits in the cluster, E(i) indicates the set
of strands that are neighbors of strand i in the target structure, and the
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dimensionless bond strengths are εij = ln
[
exp
(
−∆Gij/kBT

)
− 1
]
. We deter-

mined ∆Gij for each pair of complementary sequences i, j in the exper-
imental systems using the SantaLucia parameterization described above.
Each subunit, with concentration ρ, was assumed to have qrot = 4 rotational
degrees of freedom, and each single bond was assumed to have qdih = 3
dihedral degrees of freedom; these values were chosen to match the Monte
Carlo simulations. Bg refers to the number of “bridges” in the graph g (23).
The cluster free energy as a function of the number of correctly bonded
subunits is

F(N) =−kBT ln
∑

g

1 (Ng=N)exp(−Fg/kBT), [6]

where 1(·) is the indicator function. F(N) was calculated using the efficient
Monte Carlo approach described in ref. 23. Similarly, in Fig. 7A, the cluster
free energy was calculated as a function of the total number of subunits
and the number of preformed dimers.

The melting temperature Tm of an infinite lattice of scaffold strands with
coordination number z = 4 was estimated based on the mean of the 8-bp
scaffold-strand hybridization free energies by solving the equation

(z/2)∆G(Tm) = kBTm ln (ρ/qrotqdih). [7]

Misbonding Calculations. We used a two-state model (i.e., bonded or not
bonded) to calculate the probability that a strand forms at least one

misinteraction, assuming that no domains are correctly hybridized. We
found the longest complementary subsequence for each pair of strands
i and j that are not neighbors in the target structure and calculated
the associated hybridization free energy, ∆Gmin,ij . [In cases where there
are multiple complementary subsequences {s} of the same length for
a given pair of strands, we calculated the Boltzmann-weighted sum,
∆Gmin,ij =−kBT ln

∑
s exp(−∆Gs/kBT).] We then computed the probability

that a strand i forms a misinteraction, pmis,i ,

pmis,i = Zmis,i/(1 + Zmis,i), [8]

Zmis,i =
∑

j/∈E(i)

ρ exp
(
−∆Gmin,ij/kBT

)
. [9]

When computing the probability of scaffold-strand misbonding, the index
i represents a scaffold strand, while the index j runs over all strands in
the system. This approximate approach captures the competition between
designed and incorrect bonding seen in the Monte Carlo simulations (Fig.
4C) remarkably well.
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50. Nečas D, Klapetek P (2012) Gwyddion: An open-source software for SPM data analysis.
Cent Eur J Phys 10:181–188.

51. SantaLucia J Jr, Hicks D (2004) The thermodynamics of DNA structural motifs. Annu
Rev Biophys Biomol Struct 33:415–440.

52. Koehler RT, Peyret N (2005) Thermodynamic properties of DNA sequences: Character-
istic values for the human genome. Bioinformatics 21:3333–3339.

53. Kirkwood JG (1954) The general theory of irreversible processes in solutions of
macromolecules. J Polym Sci 12:1–14.

10 of 10 | www.pnas.org/cgi/doi/10.1073/pnas.1806010115 Sajfutdinow et al.

http://www.pnas.org/cgi/doi/10.1073/pnas.1806010115

