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Magnetotransport Effects in Three Dimensional
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Fanfan Meng

Extending spintronics to the third dimension is regarded as one of the promising alternatives to

meet the ever increasing demands for new functionalities and more energy-efficient computing

technologies. In comparison to 2D computing devices, 3D structures can not only offer higher

density and better device connectivity, leading to proposals such as using 3D racetracks for

high density memory, but also provide access to 3D geometrical effects such as chirality and

curvature, which may lead to new physics. However, significant advances in both the fabrication

of 3D spintronic devices and our fundamental understanding of the influence of 3D geometries

on magnetotransport which is known as the first generation of spintronics, are required before

we can fully realise the promise of 3D spintronics.

In this thesis, we present new fabrication methods for the realisation of two types of 3D

nanomagnetic circuits. The first one directly integrates a complicated 3D ferromagnetic cobalt

nanostructure into a circuit by employing recent developments in a 3D nanoprinting technique

(Focused electron beam induced deposition), allowing exploration of complex 3D geometrical

effects on magnetotransport signals. The second one incorporates multi-layered magnetic thin

film materials on top of 3D non-magnetic nanostructures via physical vapour deposition, paving

the path for the use of high-quality spintronic materials in 3D devices.

After these key advances in nanofabrication, we experimentally studied the magnetotrans-

port properties of these systems under external fields applied along multiple directions, in order

to understand the underlying spin states present in these systems as well as the magnetotransport

signals they generate. These were complemented with several computational tools to interpret

the complex magnetotransport signals measured from 3D structures. We discovered that the

three dimensionality directly affects the magnetotransport signals in several ways, including

deviations from the usual angular dependence of well-known effects. Specifically, we observed

an angular dependent magnon magnetoresistance which had not been reported so far in planar

systems. We also observed key features in magnetoelectrical signals during magnetisation

reversal that originated from curling magnetic configurations that are characteristic of 3D

structures. The fabrication and characterisation methodologies developed are easily adaptable

to other geometries and materials, and these findings mark the first step towards exploring

new spintronic effects emerging in three dimensions and in the long run, the realisation of 3D

devices.
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Chapter 1

Introduction

The fundamental study and exploitation of phenomena concerning the interplay between mag-
netism and electrical transport, especially in two dimensional (2D) magnetic nanostructures,
have been instrumental in the digital revolution [1]. In 1991, anisotropic magnetoresistance
(AMR), first discovered in ferromagnets by Lord Kelvin in 1857 [2], was used in hard disk
drives (HDDs), allowing ferromagnetic thin films to replace electromagnets as reading com-
ponents, and marked the beginning of a period of rapid increase in data storage density [3].
Giant magnetoresistance (GMR), discovered in artificial multilayered materials in 1988 [4, 5],
replaced AMR heads in 1997 for its higher sensitivity and immediately doubled the storage
density of HDDs every year. The decade since the first use of MR read heads (1992-2002),
HDDs’ storage density increased by roughly 400 times with a nearly 1000 times decrease in
the cost per bit [6, 7]. This successful case of GMR transitioning fundamental science into
impactful applications was awarded with the 2007 Nobel Prize in physics to Albert Fert and
Peter Grünberg and kick-started the extensive research in 2D magnetic nanostructures, which
is known as the field of nanomagnetism and spintronics [8].

Building upon the success in long-term data retention, there have been increased efforts
to incorporate magnetic nanostructures not only in the storing but also towards the processing
of information [8]. This shift is driven by the challenge of increasing power dissipation
in electronic circuits due to leakage currents while scaling down the CMOS devices [9].
Unlike purely charge-based systems, information encoded in magnetisation states is generally
nonvolatile, thus, reducing the power requirement for maintaining data [10]. This advantage
is demonstrated by the commercialisation of nonvolatile magnetic random access memories
(MRAMs) based on the discoveries of spin-transfer-torque (STT), spin-orbit-torque (SOT)
and giant tunnelling magnetoresistance (TMR), which are used as a replacement of static
RAM (SRAMs) [8, 11]. In addition to magnetic memory devices, there are numerous
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spintronic concepts for realising digital Boolean logic functions that have been proposed
based on dipolar interactions between nanomagnets [12], interaction between domain walls
[13], interference of spin waves [14], etc. Beyond Boolean logic, fundamental research
in spintronics is also exploring unconventional computing schemes such as neuromorphic
computation using spin waves [15] or reservoir computing based on domain wall networks
[16]. Although these advances have promised to reduce power dissipation to some extent,
they have a major limitation that the operation of magnetic configurations is confined to 2D
patterned planar single- or multilayered materials, hence their functionalities are intrinsically
2D. For spintronic devices to meet the ever-increasing demands for high-speed, high-density,
and low power electronic components, one of the most promising future is to expand
spintronics into three dimensions, where magnetic information could be transmitted, stored,
processed in a more flexible and capable 3D space [17].

Motivations for spintronics to go 3D

Three dimensional magnetic nanostructure could offer a number of advantages, the first no-
ticeable of which is the increase in the density of storable information due to vertical stacking.
Based on this benefit, there have been proposals for ultrahigh density, high-performance
memory and logic devices such as the 3D magnetic racetrack memory (Figure 1.1 a) [18]
and the magnetic ratchet [20] in which information is encoded in magnetic objects (such as

Fig. 1.1 (a) Vertical magnetic racetrack memory in which information is encoded in domain
walls and can be moved and stored in the vertical direction. (b) Interconnected nanowire
network for the realisation of 3D spin ice systems. Figures are reproduced from [18] and
[19], respectively under CC4 Attribution licenses.
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domain walls and solitons) and can be moved and stored out of the substrate plane.

Since 3D structures can be extended with an extra degree of freedom, in addition to the
enhanced density, they also provide better device connectivity. One of the biggest obstacles
preventing the realisation of a full spintronic computer is that magnetic information (domain
walls or spin waves) can not be transferred between different planes as easily as charge
signals do. As a result, the cascading and fan-out of logic gates, as well as the connection
between logic and memory modules, require intermediate conversion to charge signals,
resulting in a power consumption that outweighs the energy savings from using a magnetic
system [8]. Hence, the development of magnetic interconnects based on 3D nanostructures
that allows the use of magnetic signals exclusively will have a huge impact on the realisation
of the all-spin computing hierarchy [10]. Moreover, 3D integration is also critical for the
development of systems that go beyond conventional Boolean logic such as neuromorphic
computing architectures in which 3D networks of magnetic nanowires (Figure 1.1 b) can
mimic neurons and synapses in brains [19, 21].

As well as offering exciting prospects for devices with enhanced density and connectivity,
the introduction of 3D geometrical effects such as curvature, chirality and topology opens the
door to new magnetic phenomena [17, 22, 23]. These include predictions and observations of
new spin textures [24, 25], exotic dynamic behaviours [26–28], as well as curvature-induced
effects [23, 29, 30]. For example, a domain wall which contains a magnetic singularity
(Bloch point) has been observed in cylindrical nanowires [24], nonreciprocal spin wave
propagation has been observed in rolled-up nanomembranes [27], while magnetic chiral spin
textures have been realised in double helices [31]. When the new physics discovered in 3D
nanomagnets is combined with spintronics, there is a huge potential for new functionalities
[17].

Current status of the research in 3D nanomagnetic circuits

Creating 3D nanomagnets, as the first step towards the research in 3D spintronics, however,
is not trivial. So far, 3D magnetic nanostructures used for experimental studies have been
mainly achieved in four routes [17]. We first provide an overview of these four routes,
including their benefits and drawbacks and then discuss their integratability with electronic
circuits.

The first route uses a combination of 3D templates and chemical synthesis techniques
such as electroplating, electroless deposition and atomic layer deposition. Anodised alumina
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matrices are the most common templates, producing arrays of high-aspect ratio cylindrical
nanowires [24, 26] that have led to the observation of new magnetic textures such as Bloch
point domain walls [24]. Truly 3D templates can be achieved via different methods such
as block-copolymers [32, 33]. In this way, 3D magnetic gyroid lattices have been realised,
allowing for long-range ordered systems [33]. Although well suited to the fabrication of
extended 3D nanoscale systems, the templates used limit the choices of geometries, and the
lack of control over the thickness of the ferromagnetic films grown via chemical synthesis
methods hinders the inclusion of functional interfaces [17]. The second route is to roll up
planar thin films through strain engineering, which combines well-established top-down and
bottom up techniques to fabricate nanotubes of almost arbitrary material combination with
similar film and interface qualities as of planar architectures [25, 34, 35]. This method is
commonly used in X-ray microscopy studies to retrieve spin textures in curved magnetic thin
films [25]. Compared to the chemical synthesis route, this method could offer significantly
better materials quality but is limited to only tubular geometries with diameters typically
above 1 µm. The third route employs a 3D nano-printing technique [36], known as focused
electron beam induced deposition (FEBID), which allows prototyping of individual complex
3D structures [37], with tens of nanometre resolution made of polycrystalline or amorphous
cobalt [38], iron or cobalt-iron alloys [39, 40]. Artificial double-helices which provide
controlled magnetic chirality have been realised using this method [31]. This route provides
significantly more flexibility in the choice of geometry; however, it is limited by the range
of materials and cannot be used to create high quality materials and interfaces directly [36].
The last route involves the use of physical vapour deposition (PVD) on top of previously pat-
terned non-magnetic 3D scaffolds. These scaffolds can be created in various ways including
two-photon optical lithography [41, 19], self-assembly [42] and also FEBID [43]. This route
has been used in the creation of a 3D nanomagnetic domain wall conduit [43] and also the
realisation of a frustrated 3D nanowire lattice [19]. This route offers more flexibility in the
choice of geometries and takes advantage of PVD which could offer high quality materials
with more precise control. However, challenges are faced with regard to conformal and
uniform deposition.

In addition to the fabrication of 3D nanomagnets, a second challenge to the realisation
of 3D spintronic devices involves their integration into microelectronic circuits. Indeed, the
experimental realisation of 3D nanomagnetic circuits has so far mainly achieved with the
first two routes mentioned. For example, for the chemical deposition around 3D templates,
magnetotransport studies have been achieved in cylindrical nanowires [26] (Figure 1.2 a)
and single helices [44] (Figure 1.2 b) in which discoveries such as fast current driven domain
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Fig. 1.2 Examples of 3D nanomagnetic circuits that have been realised. (a) Fast current-
driven domain wall velocities observed in cylindrical nanowires. (b) Chiral anisotropic
magnetoresistance observed in single helices. (c) A compact MR sensor based on roll-up
nanomembranes. Figures are reproduced from [26], [44] and [35], respectively under CC4
Attribution licenses.

wall velocities and chiral anisotropic magnetoresistance have been made, respectively. To
release these structures from their templates and electrically contact them into electrical
circuits, sophisticated micro-manipulation methods were involved. For the second route,
since the nanomembranes are first patterned using traditional top-down lithography, they
generally has better on chip integratability. For instance, a compact MR based sensor for
in flow detection of magnetic objects (Figure 1.2 c) has been realised using this method
[34, 35]. Although prior to this report, there were no electrically-connected 3D nanomagnetic
circuits implemented using the third route, the direct writing feature of 3D nanoprinting is
very suitable for prototyping complex geometries directly on pre-patterned electrical contacts,
on the premise that a certain degree of control in both geometries and materials is achieved
for the 3D nanoprinting technique used. The last route which uses physical vapour deposition
on top of non-magnetic scaffolds has not been used in the creation of 3D spintronic devices
due to the fact that with standard PVD techniques, the material is deposited everywhere on a
substrate, meaning without additional non-trivial fabrication steps, current is shunted from
the 3D structure and instead runs through the continuous thin film deposited around it.

These first results comprising 3D nanomagnetic circuits, despite being obtained from
relatively limited geometries and materials by only exploiting the first two fabrication routes,
have already demonstrated the potential for new physics and technological impact of this
vibrant field.
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Aim and thesis outline

In this thesis, these three main challenges are addressed: the first is the integration of
3D nanomagnets with more complicated geometries and high quality magnetic materials
in microelectronic circuits; the second is the development of suitable magnetotransport
characterisation strategies to electrically probe 3D structures; and finally the understanding
of the complex characterisation results from 3D structures. The content of the thesis is as
follows:

• Chapter 2 presents the key theoretical and experimental tools used throughout the
thesis. For the theoretical background, an introduction to the origins of ferromagnetism,
the energetics of a ferromagnet and magnetic simulations is given, followed by an
overview of the magnetotransport effects involved in this work. For the experimental
section, we introduce focused electron beam induced deposition, a 3D nano-printing
tool used in our investigation to create 3D nanomagnets with complex geometries. We
also summarise the principal components of the magnetotransport and magneto-optical
setups used to characterise 3D nanomagnetic circuits. The underlying theory for these
techniques is also included.

• Chapter 3 presents a general method for the integration of 3D ferromagnetic nanos-
tructures with complex geometries into microelectronic circuits via 3D nanoprinting,
exemplified by the realisation of a circuit containing a 3D cobalt nanobridge. The
influence of the 3D geometry on the behaviour of intrinsic magnetotransport properties
such as the anisotropic magnetoresistance and anomalous Hall effects is understood by
a thorough angular dependence study as a function of high external magnetic fields,
in combination with a simulation tool that combines macrospin and finite element
modelling.

• Chapter 4 investigates the magnetisation reversal processes of the same 3D cobalt
nanobridge, but this time at low magnetic field values, and identifies the type of 3D
spin states involved in this reversal depending on the field direction. This is done via a
combination of magnetotransport measurements, and includes the stochastic analysis
of the reversal processes, as well as micromagnetic and finite element modelling.

• Chapter 5 shows the development of a fabrication process for the realisation of 3D
nanomagnetic circuits that combines not only complicated geometries but also high
quality multilayered materials using 3D nanoprinting, physical vapour deposition and
various planar lithographic techniques. This method is applied for the creation of a 3D
nanomagnetic circuit that integrates a Ta/CoFeB/Ta multilayer onto a 3D nanobridge.
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The reversal processes of such a device are studied through the use of magnetotransport
and magneto-optical measurements, in combination with micromagnetic and finite
element modelling. The results obtained demonstrated the suitability of this approach
to create this type of functional 3D devices.

• Chapter 6 concludes this thesis with a summary of each chapter and an outlook for
future works.





Chapter 2

Introductory Methods

2.1 Ferromagnetism in nanomagnets

In order to analyse 3D magnetic nanostructures and their behaviour and influence on electri-
cal signals under applied magnetic fields, first a brief overview of some of the fundamental
ideas of magnetism is provided, including the origin of magnetism, which is a quantum
mechanical property of materials, as well as micromagnetics, which is based on a contin-
uum description and deals with magnetic structures on sub-micrometer length scales by
considering various energy terms in a ferromagnet. Then we show some typical magnetic
configurations in magnetic nanowires that are the result of competition between different
energy terms considered in micromagnetics, followed by an introduction to two types of
magnetic simulations: micromagnetic and macrospin simulations that are used in this thesis
to assist the understanding of magnetic configurations in both 2D and 3D nanostructures.

2.1.1 The origin of ferromagnetism

Magnetism has its origin in the magnetic moment of the atoms produced by the angular
momenta of their constituent electrons. Each electron contributes two types of angular
momentum: an orbital momentum associated with its orbital motion around the nucleus, and
a spin momentum intrinsic to its nature [45]. According to the Pauli exclusion principle and
Hund’s rule [45, 46], atoms with fully occupied orbitals have a net magnetic moment equal
to zero as in each shell electrons are paired, i.e., the opposite spins of the two electrons in the
same orbital cancel out their momentum. Atoms with ’partially filled shells’ have unpaired
electrons, resulting in a non-zero magnetic moment and this moment is contributed mostly
by the spin.
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In 1928, Heisenberg proposed that two neighbouring atoms with unpaired electrons of
spins ~Si and ~S j interact with an energy [46]:

Eex =�2Ji j Â
i j

~Si · ~S j, (2.1)

where Ji j is the exchange constant. If Ji j > 0, Eex is at minimum when the spins are parallel,
resulting in ferromagnetic coupling. Since the exchange interaction is short-range, the value J
is the largest for nearest-neighbour spins. This tendency to align the nearest-neighbour spins
causes parallel alignment of the entire system and result in ferromagnetism [45]. The only
three pure elemental ferromagnets at room temperature are the 3d metals Fe, Ni and Co. If Ji j

< 0, the lowest energy state results from antiparallel spins, resulting in antiferromagnetism.
In this work, we focus on traditional ferromagnetic materials such as Co and its alloys with
nanoscale dimensions.

2.1.2 Energetics of a ferromaget

In a ferromagnetic system, there are several sources of energy, and the competition between
these various energies is the origin of the complexity of the distributions of magnetisa-
tion. These energies will be discussed in the context of micromagnetism in this section.
The quantum exchange interaction explains the origin of ferromagnetism, but not macro-
scopic magnetisation processes such as the characteristics of a hysteresis loop. Hence, a
continuum description known as micromagnetism was developed where the magnetisation
that describes the density of the magnetic moments is treated as a classical vector field,
~M = ~M(~r) = Ms ~m(~r), that varies continuously as a function of the space variable~r, rather
than a discrete spin lattice as in the quantum approach [47]. Two assumptions for this
description are that the directions of neighbouring spins only change by small angles between
lattice sites due to strong exchange interaction, and the norm saturation magnetisation, Ms,
of the magnetisation vector is constant and uniform in any homogeneous material [45].

The configuration of the magnetisation vector field for a given situation depends on
competition between different energy terms and can be obtained by the minimisation of the
total energy of the system given by [45]:

Etot = Eex +Ea +Ed +EZ, (2.2)

where Eex is due to exchange interaction, Ea due to magnetocrystalline anisotropy, Ed due to
demagnetising fields, EZ associated with the response of the materials to the application of
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an external magnetic field. Other energy terms related to applied stress and magnetostriction
are not considered in this work for simplicity, and our results can be explained without these
additional energy contribution.

The exchange energy tends to keep neighbouring magnetic moments parallel to each
other. The energy cost of a change in the direction of magnetisation is [45]:

Eex = A
Z

V
[(—mx)

2 +(—my)
2 +(—mz)

2] dV, (2.3)

where A = A(T ) is the temperature dependent exchange stiffness constant in (J/m) and
~mx,y,z = ~Mx,y,z/Ms are the normalised magnetisation vectors in each direction. If the tempera-
ture is raised and the thermal energy per moment equals this exchange energy, the magnetic
ordering is destroyed. This occurs at the Curie temperature (Tc) which is directly related to
the exchange energy as A(0)⇡ kBTc/aL and, where aL is the lattice constant of the material.

The magnetocrystalline anisotropy energy describes the preference for the magnetisa-
tion to be oriented along certain crystallographic directions. The preferred directions are
called the easy axes. This energy depends on the direction of the magnetisation relative to
the easy axes for the material . For the case of uniaxial anisotropy [48]:

Ea =
Z

V
K1 sin2(q)d3r (2.4)

with K1 is the uniaxial anisotropy constant in (J/m3) and q is the angle between ~m and the
easy axis direction.

The demagnetising or magnetostatic energy is a consequence of the magnetic field
generated by the magnetic body itself to fulfil Gauss’s law,

— ·~B = 0 (2.5)

where ~B = µ0(~H + ~M), or equivalently:

— · ~H =�— · ~M (2.6)

In analogy with electrostatics, �— · ~M (the sinks and sources of magnetisation) act as
‘magnetic charges’ for the generation of ~H fields. These ~H fields oppose the magnetisation
inside the material and is therefore known as ‘demagnetising field’, ~Hd . The demagnetising
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energy is given by [48]:
Ed =�µ0

2

Z

V
~M · ~Hd dV (2.7)

The demagnetising energy always favours systems with the lowest magnetic charges, or
equivalently, magnetisation profiles where ~M does not cross any surfaces and no volume
gradient exists. Thus the minimisation of demagnetising energy usually induces the formation
of flux-closed magnetic domain patterns that leave no magnetic charges at the surface. As
this energy is dependent on the sample geometry, it is often referred as ‘shape anisotropy’.
The magnetostatic energy term is important, particularly for 3D nanomagnets, as it enables
us to control magnetisation configuration by exploiting different geometries, whereas other
energy terms such as exchange energy and magnetocrystalline anisotropy are intrinsic to the
materials.

The Zeeman energy is the potential energy of a magnetic moment in a field. This energy
is minimised when the magnetisation of a ferromagnet aligns parallel to the applied field and
is given by [45]:

Ez =�µ0

Z

V
~M · ~Happ dV (2.8)

which favours the alignment of ~M along the applied external field.

2.1.3 Magnetic domains and domain walls

Ferromagnetic domains are small regions in ferromagnetic materials within which all the
magnetic moments are aligned parallel to each other. As mentioned in the previous section,
the domain forms as a result of total energy minimisation and the interfaces between do-
mains in which the spontaneous magnetisation has different directions are known as domain
walls (DWs) [45]. Over the last decade, domain walls have attracted much attention due to
their ‘particle-like’ nature, which makes them ideal candidates for the transport, storage and
processing of magnetic information [13, 18, 49]. The magnetisation distribution in a domain
wall can be very rich and here we consider the typical types of DWs found in nanowires as
examples. Magnetic nanowires are also subject to extensive investigation for their potential
use as DW conduits for memory and sensing applications [50].

In the case of 2D nanowires (Figure 2.1 a) with negligible magnetocrystalline anisotropy,
magnetic textures arising from the competition between exchange energy and demagnetising
energy are predicted to be transverse walls (Figure 2.1 b) or vortex walls (Figure 2.1 c)
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which depends on the sizes of the nanowires. In a vortex wall, magnetisation curls in the
plane of the film around a central vortex core where the magnetisation points out of the plane.
A transverse wall occurs when the small width of the nanowire makes the exchange cost of a
circulating magnetisation larger than the demagnetising cost of a transverse magnetisation
distribution.

Fig. 2.1 (a) Schematic representation of a magnetic wire with two domains pointing in
opposite directions (red and blue arrows) and a domain wall (dotted line). (b) Top view of
the magnetic texture of a transverse DW and (c) a vortex DW. Figure is reproduced from
[51] under CC4 Attribution licenses.

If we extrude the 2D nanowire into 3D, the extra degree of freedom gives a more complex
panorama of DW types [50]. For example, the magnetisation has freedom to curl around
both the thickness and the wire axes and a domain wall can show features of both transverse
and vortex walls simultaneously and hence known as transverse-vortex wall (Figure 2.2 a).
Another interesting example is the case of a Bloch-point wall [24] which is characterised
by an axial vortex where its axis is parallel to the wire and its magnetisation vector is
topologically forced to vanish at a central singularity (Figure 2.2 b). Its existence was first

Fig. 2.2 (a) Schematic of a transverse-vortex wall (TVW). (b) Schematic of a Bloch-point
wall (BPW). Figure is reproduced from [50] under CC4 Attribution licenses.
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predicted by means of micromagnetic simulations [52] and then observed to be stable in
cylindrical nanowires [24].

2.1.4 Magnetic simulations

Magnetic simulations are useful tools for improving our understanding of nanomagnetic
systems, especially 3D systems, where the magnetic configurations are inherently more
complicated than 2D systems due to higher degrees of freedom. In this thesis, two types of
simulations are involved. The first one is micromagnetic simulations, which solve the phe-
nomenological Landau-Lifshitz-Gilbert (LLG) equation [53, 54] numerically by discretising
a simulated system into small unit cells (Figure 2.3 a) which can be a cube or tetrahedra
depending on whether the finite difference (FD) or finite element (FE) method is used. In
chapters 4 and 5, micromagnetic simulations are used to identify magnetic states during the
reversal processes of 3D nanomagnetic systems. The second type is the macrospin simulation,
which assumes that all magnetic moments in a simulated system have the same direction and
is also known as the single-domain approximation (Figure 2.3 b). Macrospin modelling is
used in chapter 3 in a high-field angular dependence study of a 3D cobalt nanobridge. The
introduction of both simulations is given below.

Fig. 2.3 Two types of magnetic simulations used in this thesis. (a) Micromagnetic simulation.
(b) Macrospin simulation.

Micromagnetic simulation

Magnetic configurations in nanostructures, as seen in the previous section, can be extremely
complex, particularly in the 3D nanomagnets investigated in this thesis. Hence, micromag-
netic simulations implemented from the fundamental equations of micromagnetic theory that



2.1 Ferromagnetism in nanomagnets 17

describe the spatial and temporal evolution of the magnetisation vector field are essential for
gaining a deep understanding of experimental observations as well as promoting research
towards new effects in 3D nanomagnets.

In 1935, Landau and Lifshitz [53] showed that the existence of domains is a consequence
of energy minimisation and the total energy can be obtained by summing up all the energy
terms mentioned above:

Etot =
Z

V
A[(—mx)

2 +(—my)
2 +(—mz)

2]+
Ea

V
�µ0 ~M(

1
2
~Hd + ~Happ) dV (2.9)

To derive how a micromagnetic equilibrium is reached, the concept of effective field, ~He f f ,
is introduced which is the summation of the external field, exchange field, demagnetising
field and magnetocrystalline anisotropy field acting on ~M:

~He f f =� 1
µ0V

∂Etotal

∂ ~M
= ~Hex + ~Hk + ~Hd + ~Happ (2.10)

Magnetic states in a ferromagnetic material can be simulated by integrating the Landau-
Lifshitz-Gilbert (LLG) equation [53, 54], which defines the time evolution of the magneti-
sation under the effective field, ~He f f , where g and a are the gyromagnetic ratio and the
phenomenological damping coefficient, respectively.

d ~M
dt

= g 1
1+a2

 
~m⇥ ~He f f +a

✓
~m⇥

⇣
~m⇥ ~Be f f

⌘◆!
(2.11)

~He f f exerts a torque on the magnetisation vector of each ‘magnetic unit cell’ and induces
a precession movement, which is described by the first term in the largest parentheses in
Equation 2.11. The magnetisation is reoriented toward the effective field following a damping
process as described by the second term. The lateral size of the ‘magnetic unit cell’ (mesh
size) should be less than the characteristic exchange-dipolar length lex =

p
2A/µ0M2

s of the
magnetic material with negligible magnetocrystalline anisotropy.

There are several micromagnetic simulation packages available to solve the LLG equation
numerically and the two packages used in this work are MuMax3 [55] and Magnum.fe [56].
MuMax3 employs a finite-difference methods (FDM) that discretize space in a cubic lattice
of voxels, while Magnum.fe uses a finite-element method (FEM) that discretizes the space
with no fixed length. The FEM can adapt to complex geometries with high accuracy and,
therefore, is better suited for simulating 3D shapes, especially if curved surfaces are involved.
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On the other hand, FDM generally has higher speed and is easier to use and implement [57].
The details of the simulation setup will be given in the corresponding results chapters.

Macrospin simulation

Macrospin simulation is also known as ‘single-domain’ approximation, as the magnetisation
in a sample can be assumed to be uniform [58]. This approximation can be applied in cases
such as ferromagnetic nanoparticles with lateral sizes equal to few times the exchange length
or samples under high fields where the Zeeman energy dominates over all other energies.
Here, since the magnetisation is uniform, the exchange energy is zero and the demagnetising
field is uniform and there exists a demagnetisation tensor Ñ such that

~Hd =�Ñ ~M. (2.12)

Ñ is generally given by a function of the dimensions of the magnetic sample, and can be
expressed in the basis of the principal axes:

Ñ =

0

B@
Nx 0 0
0 Ny 0
0 0 Nz

1

CA (2.13)

Instead of using the complicated formula, the mean demagnetising field and magnetostatic
energy can be calculated easily with the equivalent demagnetising tensor. Hence, an analytical
expressions of the total energy can be obtained as:

Etot =
1
2

µ0M2
s V (Nxm2

x +Nymy2 +Nzm2
z )�µ0MsV~m ·Ha (2.14)

Since we use this macrospin model only in an high-field study, the magnetocrystalline energy
is ignored. The details of the application of macrospin simulation in a high-field study of 3D
nanomagnets will be given in chapter 3.
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2.2 Magnetotransport effects

Matthiessen’s empirical rule states that the total electrical resistivity of a crystalline metallic
specimen has several contributions [59, 60]:

r(T ) = rimp +re�e(T )+rph(T )+rmag(B,T ), (2.15)

where rimp is the residual resistivity due to impurities, re�e is due to the electron-electron
interactions and rph is the electron-phonon scattering. These first three terms are weakly
dependent on an applied magnetic field, and in this section, we focus on rmag which is the
resistivity originating from magnetism and how it can be used to investigate 3D magnetic
structures.

The component of Ei of the electric field inside a conductor are related to the current
density Jj through

Ei = Â
j

ri jJ j, (2.16)

where the ri j coefficients form the resistivity tensor. In the case of an isotropic ferromagnet,
generally, the resistivity tensor have the following components as shown in Equation 2.17.
Because of the 3D vector nature of both the current and magnetisation in 3D nanomagnets, a
vector expression is used for ease of interpretation.

~E = r?(B)~J| {z }
Lorentz MR

+ [rk(B)�r?(B)](~m · ~J)~m
| {z }

Anisotropic MR

+ rH(B)~m⇥ ~J| {z }
Hall effects

, (2.17)

where ~J is the current vector, ~m is a unit vector in the magnetisation direction, ~B is the total
induction µ0(~Ha + ~Hd + ~M), ~Ha is the external field, and ~Hd is the demagnetising field. rk
and r?(B) are the resistivity for ~J parallel and perpendicular to ~m, respectively and rH is the
Hall resistivity.

The first term represents the Lorentz MR which is a result of the curving of the carrier
trajectory by the Lorentz force. This is a very small effect in most metals and hence is not
considered [60]. The second and third term take account of the anisotropic magnetoresistance
(AMR) and the Hall effects, respectively. In this section, we will introduce the AMR and
Hall effects in detail, and an additional magnon magnetoresistance which is also observed in
our 3D nanomagnets. These effects form the resistivity tensor and will be used in the finite
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element modelling of the magnetotransport measurements in 3D nanomagnetic systems, and
will be introduced in detail in chapter 3, section 3.

2.2.1 Anisotropic magnetoresistance

Fig. 2.4 Anisotropic magnetoresistance: variation in resistance induced by different degrees
of scattering of spin-orbit coupled carriers. Figure is reproduced from [61].

In a metallic ferromagnet, the variation of resistivity in the presence of external magnetic
field typically exhibits the AMR effect in which the resistance depends on the angle between
the current direction and magnetisation directions [62]. The AMR effect arises from the
spin-orbit coupling i.e., the orientation of the electron orbitals in a ferromagnetic material is
coupled to the direction of the magnetisation. For some metals, such as cobalt, this results in
a greater scattering cross-section for a transport electron when the direction of the current is
parallel to the magnetisation as shown in Figure 2.4, hence increasing the resistivity [63, 62].
The AMR effect can be described phenomenologically as [60]:

~EAMR = (rk �r?)(~m · ~J) ~m, (2.18)

where ~EAMR is the change in electric field induced by AMR effect, ~J is the current density
vector, ~m is a unit vector in the magnetisation direction, and rk and r? are the resistivities
for ~J parallel and perpendicular to ~m, respectively.

From Equation 2.18, we see the induced electric field depends on the angle between
the magnetisation and the direction of the current and it will not change with the reversed
magnetisation. The component of ~EAMR on the current direction is usually known as the
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AMR, while the component on the direction perpendicular to the current direction is known
as the planar Hall effect (PHE). This is a misnomer, as was already pointed out by Jan et al.,
since PHE is just the complementary manifestation of the same resistivity anisotropy and is
an even-in-field effect which has nothing to do with the Hall effect [64].

AMR is widely used for magnetic sensors such as the first generation of MR read heads
in hard disk drives [8]. Since AMR is sensitive to magnetisation, it has also been used to
investigate magnetisation reversal processes in nanostructures such as nanowires [65]. It can
also detect the presence of a DW as the local variation of the magnetisation within the DW
will deviate from the current direction, resulting in a change in resistance [66]. The AMR
can be sensitive to the details of the DW structures as well. In particular, it can distinguish
vortex and transverse walls in a nanowire [67] as they reveal a different component of the
magnetisation that is parallel to the current. However, AMR measurements are not sensitive
to the position of a DW, they can only detect the presence or absence of a DW in between the
electrical contacts.

2.2.2 Anomalous Hall effect

In ferromagnets, the Hall resistivity rH in Equation 2.17 consists of two contributions, the
ordinary and anomalous Hall effect proportional to the total induction ~B and the magnetisation
~m, respectively. The Hall effect is thus described as [60]:

~EH = ROHE ~B⇥ ~J| {z }
ordinary Hall effect

+ rAHE ~m⇥ ~J| {z }
anomalous Hall effect

, (2.19)

where ROHE is the ordinary Hall coefficient (ROHE=rOHE/B), ~B is the total induction
(~B = µ0(~H + ~M)), ~J is the current density vector, ~m is a unit vector in the magnetisation
direction, and rAHE is the anomalous Hall resistivity.

The ordinary Hall effect (OHE), existing in any conductor, is associated with the Lorentz
force acting on moving charges. It is determined by the component of the total effective field
that is normal to the current plane [60]. The anomalous Hall effect (AHE) is a much larger
effect in ferromagnets than the OHE and it depends on the out-of-current-plane component
of magnetisation. This effect is attributed to asymmetric spin-orbit scattering. As shown in
Figure 2.5, electrons with opposite spins are deflected in different directions due to spin-orbit
coupling mediated intrinsic and extrinsic (skew-scattering and side-jump) scattering related
mechanisms [68]. Both OHE and AHE are odd-in-field or magnetisation effects. Their
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induced transverse electric filed changes sign with the reversal of field or magnetisation.
Experimentally, when increasing an out-of-current-plane applied field, ~EH changes rapidly at
first primarily due to the AHE as a result of the alignment of the magnetisation, and then
tends to vary in proportion to the applied field due to the OHE only.

Fig. 2.5 Anomalous Hall effect: electrons with opposite spins are deflected in different direc-
tions due to the spin-orbit coupling mediated scattering mechanisms. Figure is reproduced
from [61].

AHE has been extensively used as a technique to detect magnetisation reversal in nanos-
tructures with perpendicular magnetisation and by using a Hall cross geometry, it is also
commonly used to study DW motion [69]. Since AHE usually provides a large signal, it
allows the detection of DW motion on a scale as small as 10 nm within the Hall cross [70].
However, AHE only points out the position of a DW within a Hall cross, which limits the
flexibility of the device geometries.

2.2.3 Magnon magnetoresistance

A magnon is the quasi-particle associated with spin-waves, i.e., a small disturbance in local
magnetic ordering that can propagate in a magnetic material in the form of a wave [71]. The
dispersion relation of magnons has a quadratic form, with an energy gap proportional to the
effective magnetic field felt by the magnons [59]:

E(k) = Dk2 +gµBB, (2.20)

where D, µB and g are the material-dependent spin wave stiffness constant, the Bohr magneton
and the Landé factor, respectively. When the magnetisation and the applied field are parallel,
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an increase of the applied field induces a shift of the dispersion curve towards higher energies,
and consequently a decrease of the magnon population. This phenomenon can be described
as the spin lattice becomes more rigid under increasing applied field [72].

Fig. 2.6 Magnon magnetoresistance: reduced resistance due to the suppression of spin
waves by an applied magnetic field. Figures are reproduced from [61].

In 2002, Raquet et al. showed that the resistivity of 3d ferromagnets decreased almost
linearly with the applied field up to 30 T. As shown in Figure 2.6, this is explained by the
progressive suppression of spin disorder caused by spin waves under an increasing field
strength, which results in a drop of resistance due to a reduction in the electron-magnon
scattering. For a constant temperature, this negative change of resistivity that almost decreases
linearly with increasing field is known as magnon magnetoresistance (MMR) and can be
described by [59]:

Drmmr(T,B)⇡ r(T,B)�r(T,0) µ BT
D(T )2 ln

✓
µBohrB

kBT

◆
, (2.21)

where T is the temperature, D(T ) is the temperature dependent magnon stiffness, µBohr is the
Bohr magneton, kB is the Boltzmann constant, and B is the projection of the total effective
field, ~B = µ0(~H + ~M), on the direction of the magnetisation, i.e., the magnitude of the total
effective field, acting to suppress the magnitude of spin-waves present in the system. Here ~H
is the vector sum of the applied field ~Ha, demagnetising field ~Hd , and anisotropy field ~Hk,
~H = ~Ha + ~Hd + ~Hk, and ~M is the magnetisation.

MMR depends on the total effective field and hence contains of information on different
aspects of the system such as magnetisation and demagnetising field distribution along the
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sample under study. By carefully designing the materials and geometry of a system, MMR
has been for instance used to detect the magnetisation reversal and domain wall position in
FePt nanowires with strong perpendicular anisotropy [72, 73].
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2.3 Experimental methods

In this section, the experimental methods used to create and characterise 3D nanomag-
netic circuits are presented. For the fabrication of samples, we discuss a 3D nano-printing
tool, focused electron beam induced deposition (FEBID). In addition to FEBID, other 2D
nanofabrication techniques were used, including various lithographic and thin film deposition
techniques. We will introduce how these methods are used in the fabrication of 3D circuits in
the following chapters. The working principles of these techniques are not discussed here
as they are standard techniques that are widely used in the field of nanotechnology. For
more information about these lithography and thin film deposition methods, the reader can
consult these references [74–76]. The magnetotransport measurement setup based on phase-
sensitive detection is then introduced, followed by magneto-optical Kerr effect (MOKE)
magnetometry.

2.3.1 Focused electron beam induced deposition

As an important tool in our study to create 3D nanomagnetic circuits, focused electron beam
induced deposition (FEBID) is a direct writing method to create true 3D nanostructures. It
uses an electron beam to control chemical vapour deposition at the nanometre scale. The
FEBID process is illustrated in Figure 2.7 a. First, precursor molecules are injected and
constantly replenished into the vacuum chamber of a Scanning Electron Microscope (SEM)
(Figure 2.7 b) using a Gas Injection system (GIS). GIS is a fine needle that is typically
inserted within 50 µm of the desired deposition position. The use of GIS creates high
pressure locally to enable the FEBID process and, at the same time, avoids contamination
of the chamber and the SEM electron optics. Then, upon irradiation of the electron beam
available from the SEM, precursor molecules previously adsorbed on a substrate surface
are dissociated into both volatile and non-volatile parts [77]. Volatile parts will be removed
under the vacuum system with the unused precursor molecules, while non-volatile parts stay
on the substrate and form the solid deposit. By carefully controlling the time electron beam
stays on each spot and the pitch of its movement, fabrication of 3D deposits can be achieved.

FEBID processes are governed by three main processes [77, 78]:

• The first is the substrate-precursor molecule interaction in which the diffusion, ad-
sorption and desorption of precursor molecules on the substrate need to be considered.
These processes can be influenced by GIS flux, the substrate material and temperature
of the substrate, etc.
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Fig. 2.7 (a) A schematic FEBID process: precursor molecules adsorb, desorb,and diffuse
at the surface and are dissociated under electron beam irradiation. Figure is reproduced
from [77] under CC4 Attribution licenses. (b) View of a SEM chamber, with the position of
electron beam, ion beam and GIS shown.

• The second is the electron-substrate interaction, as not only primary electrons from the
electron beam can interact with precursor molecules, but the secondary electrons (SEs)
generated from the substrate also have enough energy and a much higher probability
to dissociate the precursor molecules. As a result, although the electron beam can
be focused to a spot size down to a few nanometres, the spatial resolution of FEBID
can not reach this level and is determined by the interaction volume of the electron
beam incident on the substrate. The accelerating voltage of electrons is one of the
parameters that determines the spread of secondary electrons. High acceleration
voltage is preferred when growing 3D structures because it generates fewer SEs near
the surface and thus improves the spatial resolution of the deposition [79]. For all
3D growth in our experiments, the highest available accelerating voltage (30 kV) was
used.

• The third is the electron-precursor molecule interaction in which electrons with suffi-
cient energy (few eV) break the bonds in precursor molecules. For better control in
the 3D nanoprinting, we prefer this process to happen in the ‘electron-limited’ regime,
i.e., the dissociation of molecules are limited by the number of electrons and is less
dependent on the gas flux. Hence, relatively low beam currents were used in our
experiments.

Typically, organo-metallic gas precursors are used for FEBID. In this thesis, dicobalt oc-
tacarbonyl [Co2(CO)8] and methylcyclopentadienyl-trimethyl platinum [(CH3)3Pt(CpCH3)]
are involved. The decomposition of these precursors is very different, resulting in completely
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Fig. 2.8 Chemical structures of the two metal-organic gases used in this thesis. (a) Co2(CO)8.
(b) (CH3)3Pt(CpCH3). Figure is reproduced from [74] under CC4 Attribution licenses.

different physical properties. Using Co2(CO)8, cobalt with purity up to 95 % can be achieved
under certain deposition conditions [38]. This precursor is used to create a cobalt nanorbidge
directly as will be shown in chapter 3 and 4. On the other hand, (CH3)3Pt(CpCH3) can only
deliver deposits with Pt purity of around 15 %. This low purity comes from a carbonaceous
matrix present in the deposits as a result of the incompletely decomposed precursor [80].
However, this precursor is very suitable for producing a non-magnetic scaffold to support
multi-layered magnetic materials, as will be demonstrated in chapter 5.

FEBID growth relies on a vast number of parameters due to the complicated physical
phenomena involved, as mentioned previously. For the practical application of FEBID in 3D
nanoprinting, significant effort has been made towards developing and applying a FEBID
growth model that enables to predict and understand experimental results with a reduced
number of parameters [81, 82]. These advancements have improved FEBID growth from a
trial-and-error approach to the systematic creation of electron beam instructions that include
beam position and dwell time. In this thesis, we employ a framework developed by Skoric et
al. that is based on the FEBID continuum model [82] that enables us to fabricate arbitrary
3D structures out of files created by standard CAD software, the same approach followed by
standard 3D printers [37]. A detailed description of how this framework is used will be given
in Chapter 3.
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2.3.2 Magnetotransport measurements

Lock-in detection

Lock-in detection or phase sensitive detection is a powerful method to detect small signals in
the presence of high noise and is prevalently used in different magnetotransport measure-
ments [51, 83]. For an experiment excited at a fixed reference frequency, a lock-in amplifier
can detect the response from the experiment at this reference frequency. Noise signals, at
frequencies other than the reference frequency, are rejected and do not affect the measurement.

Typically, an experiment is excited at a reference frequency, wr, then the response
expected is :

Vsig sin
�
wrt +qsig

�
, (2.22)

where Vsig is the signal amplitude, wr is the signal frequency and qsig is the signal’s phase. The
lock-in amplifier also generates its own internal reference signal and the internal reference
can be written as

VL sin
�
wLt +qre f

�
. (2.23)

Then the lock in amplifier multiplies the signal and the lock-in reference using a multiplier
(also known as phase-sensitive detector). The output is simply the product of two sine waves
which is:

Vpsd =VsigVL sin
�
wrt +qsig

�
sin(wrt +qref)

=
1
2

VsigVL cos
�
[wr �wL]t +qsig �qref

�
�

1
2

VsigVL cos
�
[wr +wL]t +qsig +qref

�
.

(2.24)

As given in Equation 2.24, the output can be written as the sum of two AC signals, with one
at the difference frequency (wr �wL) and the other at the sum frequency (wr +wL). If we
pass this output signal through a low pass filter, the AC signals can be removed. Moreover, if
we set wL = wr, the difference frequency component will be a DC signal. In this case the
filtered output will be:

Vpsd =
1
2

VsigVL cos
�
qsig �qref

�
(2.25)

This results in a nice DC signal proportional to the signal amplitude. Normally, noise
signals at frequencies other than the reference frequency are rejected and do not affect the
measurement.
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Magnetotransport measurement setup

Most of the magnetotransport (MT) measurements described in this thesis are done in a
bath flow Helium cryostat as shown in Figure 2.9, except for the measurements described in
chapter 5 which are done on a "MOKE + MT" setup. The fabricated sample is mounted on a
chip carrier and placed in the sample holder at the end of the cyrostat probe. This system
can be configured up to 9 T fields in the direction along the probe using a superconducting
magnet. The sample holder can rotate up to 90 � in an axis perpendicular to the probe axis
and hence the magnetic field varies out of the plane of the sample substrate.

After placing the sample in the cryostat, we now consider the electrical measurement
setup as shown by the schematic in Figure 2.10. First, lock-in amplifier one provides an
AC excitation voltage to the sample at a reference frequency wr (see the pink line). Here,
wr is set to 33 Hz to avoid noise from the main power line. The series resistor Rc in the
circuit serves to maintain a constant current and its resistance is chosen to be much larger
than the measured sample. In our case, we used a Rc=10 kW with the sample resistance of
around few ohms. Hence, the lock in excitation and the series connector Rc can be seen as a

Fig. 2.9 Picture of Magnetotransport measurement setup used. The positions of the sample
probe, sample holder and electromagnets are labelled.
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Fig. 2.10 Schematic of the magnetotransport measurement setup, illustrating the scheme of
the lock-in detection technique.

voltage-controllable current source. Then, as shown by the green line, the voltage across the
sample is first amplified by a pre-amplifier and then the signal that has the same frequency
wr is detected by the same lock-in. Here, a four-terminal sensing technique is used, so that
the contact resistance as well as Galvanic potential in the connections between metals can be
eliminated. The second lock-in amplifier is used to measure the voltage across the constant
resistor Rc and hence monitor the current in the system and its internal reference frequency
is synchronised with the first lock-in as shown by the red line. In summary, the first lock in
amplifier excites the experiment and measures the voltage across the sample and the second
lock in measures the current. Therefore, we can calculate the resistance of the sample under
different applied fields.
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2.3.3 MOKE Magnetometry

A magnetometry technique used in this thesis is a magneto-optic technique: the spatially
resolved Magneto-Optical-Kerr-Effect (MOKE). MOKE is fundamentally related to the
spin-polarised electronic band structure and the interaction between incident light and
magnetisation in the material via spin-orbit coupling of electrons in the material [84]. The
effect is manifested by the change of polarisation and/or intensity of incident polarised
light when it is reflected from the surface of a magnetised medium and can be described
as non-diagonal terms in the permittivity tensor dependent on the magnetisation vector as
shown below [84]:

ẽ = e

0

B@
1 �iQmz iQmy

iQmz 1 �iQmx

�iQmy iQmx 1

1

CA . (2.26)

As shown in Figure 2.11, there are three configurations of MOKE, longitudinal, trans-
verse and polar depending on the relative direction of the magnetisation to the optical plane.
Longitudinal Kerr is sensitive to in-plane magnetisation that lies parallel to the optical plane,
If a p-polarised light (Ex, 0, Ez) incidents on a magnetic surface, from the permittivity tensor,
we can see the longitudinal magnetisation mx will create an Ey term with Ez, inducing a
rotation and ellipticity in the reflected beam. In the transverse Kerr case, my only alters
the magnitude of Ex and Ez, hence only the intensity of light has changed. Hence, for

Fig. 2.11 Schematic diagram of MOKE measurement geometries for p-polarised incident
light. Figure is reproduced from [85] under CC4 Attribution licenses.
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Fig. 2.12 Schematic of the MOKE + MT setup used in this thesis to simultaneously measure
magnetotransport and optical signals of samples

.

an in-plane magnetic system, magnetic response of mx could be found by measuring the
rotation or ellipticity of the reflected beam and my could be measured through the intensity
of the reflected beam. The longitudinal and transverse Kerr signals were measured for a
multilayered 3D nanobridge as shown in chapter 5.

A spatially resolved MOKE with a laser spot size of 5 µm was used in our project. MOKE
was originally developed for thin film analysis, but with the improvement in sensitivity,
spatial resolution, and temporal resolution of MOKE equipment, it has been used to study
the behaviour of nanostructures such as nanodot chains or nanowires and to image domain
wall propagation in thin films [86]. A schematic of the set-up used is shown in the blue box
in Figure 2.12. The Kerr measurement starts with a laser that is polarised linearly using
a polariser set at 0�. The beam is focused onto the sample which is mounted at 45� to
the optical axis. Part of the reflected beam is directed through a quarter wave plate which
converts ellipticity into rotation. If the polarised light was perfect, the optimal signal would
be obtained with the final polariser set at 90�. The intensity of reflected light is measured as
well by a second photodetector to obtain information for transverse magnetisation.
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In our group, this set up was extended to perform MOKE and MT characterisation
simultaneously [87] by mounting a chip carrier socket on the MOKE sample holder and this
chip carrier socket is wired to a connector box (Figure 2.13 a). This sample holder places the
sample at the centre of the quadrupole magnets ((Figure 2.13 b)) in the MOKE system. The
sample is connected in to electrical circuits via the connector box and the same four-probe
lock in method as described before is applied to obtain the magnetotransport results.

Fig. 2.13 (a) A chip carrier socket wired to a connector box. (b) A sample placed at the
centre of quadrupole magnets and eletrical measurement setup. (c) Picture of the MOKE
setup.

.





Chapter 3

Magnetotransport Properties of a 3D
Cobalt Nanobridge under High Magnetic
Fields
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Published Material Included in This Chapter

A substantial part of the work presented in this chapter has been previously published in the
following article:

Meng, F. et al. Non-Planar Geometrical Effects on the Magnetoelectrical Signal in a Three-
Dimensional Nanomagnetic Circuit. ACS Nano 15, 6765–6773 (2021).

This is published under a Creative Commons Attribution (CC-BY) License. Being the result
of my own original work, considerable parts of this article are reproduced in this thesis as
allowed by this license.
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This chapter is divided in to three sections, contributions from other colleagues are listed
below:

⌅ Section 3.1. Direct Fabrication of a 3D Nanomagnetic Circuit

– Optical lithography process used for fabricating large electrical contacts are done
in Durham Magneto Optics Ltd by Dr Jung-wei Liao.

– Electron beam lithography and electron beam evaporation for fabricating fine-size
electrical contacts are done in Nanoscience Centre, University of Cambridge,
with the help from Dr Zhuocong Xiao.

– The algorithm used to generate codes for computerized beam control for 3D nano-
printing is developed by our group member Luka Skoric. The experimental work
of 3D nano-printing was performed by myself in the Materials and Condensed
Matter Physics group at the University of Glasgow.

⌅ Section 3.2. Magnetotransport measurements

– I would like to thank Dr Stuart Holmes who set up the helium bath flow cryostat
and gave me the training for magneto-transport measurements, and also Dr
Peter Newton who helped me to refill liquid helium every two weeks during the
measurements.

⌅ Section 3.3. Understanding magnetotransport results at high fields

– The finite element method of micromagnetic simulations used to obtain de-
magnetising factors of the 3D structures were performed by Dr Claas Abert at
University of Vienna.

– I would also like to thank Dr Claire Donnelly, Dr Amalio Fernandez Pacheco,and
Dr Aurelio Hierro-Rodriguez for their advice on the development of the simula-
tion methodology for understanding magnetoelectrical signals from 3D geome-
tries.

All the results presented in this chapter are the result of my own work.
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Introduction

Before conceptual 3D spintronic applications such as the 3D racetrack memory [18] or
neuromorphic networks [21] can be realised, a fundamental understanding of the influence
of 3D geometries on magnetotransport properties is critical. However, due to significant
challenges in the fabrication of 3D nanomagnets and their integration into 2D microelec-
tronic circuits, the varieties of 3D geometries whose magnetotransport properties have been
experimentally studied are quite limited, focusing primarily on cylindrical nanowires [26, 88].
Hence, to study the influence of more complex geometries and fully exploit the potential of
3D spintronics, new methods are needed.

In this chapter, we first present a fabrication method to directly integrate a complex
3D magnetic nanostructure into a microelectronic circuit based on focused electron beam
induced deposition (FEBID), a 3D nano-printing technique. Recent advances in FEBID
can deliver high purity ferromagnetic materials such as cobalt [38] while at the same time
offering increased control over the geometry of the 3D structures [37, 81]. We demonstrate
this method by fabricating a 3D nanomagnetic circuit based on a nanobridge geometry which
is a basic element to interconnect the electrical and magnetic parts in a circuit and has also
been proposed as one of the key building blocks in 3D spintronics [12].

After successfully establishing a 3D circuit based on a nanobridge, we characterise
intrinsic magnetotransport effects such as anisotropic magnetoresistance and anomalous
Hall effects in this circuit with a thorough angular dependence study under high external
fields. To have a better quantitative understanding, we also developed a simulation tool that
is based on both macrospin simulations and finite element modelling. We discovered that
three dimensionality directly affects the magnetoelectrical signals in several ways, including
deviations from the usual angular dependence of anomalous Hall effects and significant
angular dependent magnon magnetoresistance not found in planar systems. These findings
are important to the understanding of 3D spintronic systems and underpin future fundamental
and device-based studies.
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3.1 Direct fabrication of a 3D nanomagnetic circuit

To realise a 3D nanomagnetic circuit, two steps are required: first, create an arbitrary 3D
shape with the required material properties, and then connect such a 3D magnetic nanos-
tructure into 2D microelectronics circuits. However, in existing approaches, these two steps
can not be integrated seamlessly, necessitating sophisticated micro-manipulation processes
for the transfer and alignment of the 3D nanomagnets and contacts [26, 83, 89, 90]. This
complicated process not only reduces the efficiency of creating a 3D circuit, but also limits
the geometries that may be explored, which are mainly limited to cylindrical nanowires so far.

To overcome these issues, we employ focused electron beam induced deposition (FEBID),
an additive fabrication technique with a spatial resolution of tens of nanometres [91–93].
Inspired by conventional 3D printers, recent developments in FEBID now make it possible
to design beam scanning instructions of almost arbitrary 3D nanostructure geometries with
varying curvatures and topologies, directly from standard 3D computer aided design (CAD)
files [37]. In this way, with the appropriate use of precursor gases, 3D structures of high-
quality ferromagnetic materials [38, 40] can be fabricated directly on almost any substrate
[77]. These capabilities make FEBID an ideal technique for the prototyping of 3D circuits in a
simpler way by the deposition of a 3D nanomagnets with desired geometry onto pre-patterned
electrical contacts directly.

3.1.1 Design of the geometry to be studied

First, we introduce the design of the geometry to be studied. The magnetic nanobridge is
one of the critical building blocks in 3D spintronics. This type of device not only intercon-
nects electrical and magnetic parts easily in a nanomagnetic circuit [12], but can also host
magnetic domain walls (DWs) [94] and spin waves [71], allowing magnetic information to
be transferred, processed and stored at a different plane. These abilities offer the possibility
of non-traditional computing architectures in which the boundaries between interconnects,
memory and logic are eliminated [17].

A rendering of the bridge design explored in this study is shown in Figure 3.1. Aside
from the bridge, which serves as the main conduction channel, two side-legs are introduced
to allow standard four-probe measurements. These side legs are arranged diagonally across
the main channel so that both longitudinal and transverse magnetoelectrical signals can be
measured together, therefore providing complementary information about the magnetic state
of the device. This design promotes an efficient use of space on the substrate as only four
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Fig. 3.1 A rendering of the CAD design of the nanobridge investigated in the experiment.
Reproduced from [61].

planar pads are required to fully probe a high aspect ratio 3D nanostructure. It also increases
the mechanical stability of the device, by having rotational-symmetric leads at both sides of
the main bridge. The enlarged bases of the bridge used here are intended to improve both the
bridge stability and electrical contact with the pads.

3.1.2 Fabrication process

The fabrication of a 3D nanomagnetic circuit is summarised by the schematic shown in
Figure 3.2. To begin the process, gold contacts were patterned via various lithographic
techniques on a silicon substrate with a 300 nm thick silicon dioxide layer (Figure 3.2 a,
b). Prior to 3D nanoprinting, trenches were milled by focused ion beam to minimise the
influence of parasitic deposits [77] on transport measurements (Figure 3.2 c). Then, the
desired geometry (Figure 3.1) was directly printed on gold contacts via FEBID with a cobalt
based precursor, and ready to be connected into an electrical circuit (Figure 3.2 d, e). Details
of each step are given below.
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Fig. 3.2 Direct integration of a ferromagnetic 3D nanobridge in a microelectronic circuit.
(a) preparation of a clean silicon dioxide substrate. (b) patterning of electrical contacts. (c)
milling of trenches by focused ion beam. (d) 3D-nanoprinting of the bridge via focused elec-
tron beam induced deposition. (e) Four-probe magneto-transport measurement configuration,
where the voltage across the pink region is measured. Reproduced from [61].
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Electrical contacts

Fabricating electrical contacts on a clean silicon dioxide substrate is the first step. The line
widths of those contacts vary significantly, with wire bonding pads (Figure 3.3 a) being 200
µm wide, and those connected to the nanobridge (Figure 3.3 b) with a width of 500 nm.
Therefore, to improve fabrication efficiency, two processes are involved: optical lithography
for big contacts and e-beam lithography for small contacts. Fabrication parameters used for
both processes are summarised in Table3.1.

Fig. 3.3 Electrical contacts. (a) Large electrical contacts for wire bonding. (b) Small
electrical contacts for connecting the 3D nanobridge. The 3D nanobridge is deposited within
the blue square.

Fabrication of electrical contacts
big contacts small contacts

Methods optical lithography e-beam lithography
Equipment MicroWriter ML2 Crestec CABL-9000 C
Beam laser beam, diameter 1µm electron beam, beam current 1nA
Resist AZ ECI 3027 (thickness:600 nm) PMMA 950 A4 (thickness:100 nm)
Developer AZ326 1:3 methyl isobutyl ketone

(MIBK)/isopropyl alcohol (IPA)
Oxygen
plasma

30s 10s

Metallisation DC magnetron sputtering ebeam evaporation
Materials Ta/Au (2/30 nm) Cr/Au (2/50 nm)
Resist
stripper

SVC 14 acetone

Table 3.1 Fabrication parameters used for making electrical contacts.
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Focused ion beam (FIB) milling

In FEBID processes, mainly secondary electrons participate in the precursor molecule dis-
sociation and the fabrication of the main deposit is governed by the secondary electrons
(SEs) generated near the surface by primary electrons [93, 77]. However, there are also SEs
generated by highly energetic back-scattered electrons (BSEs), leading to the deposition of a
parasitic halo around the main deposit [77] and giving rise to electrical leakage resistance
[95]. The lateral size of the halo depends on the BSE-exit area which relates to many factors
such as substrate materials, beam energy and beam current [96]. Other factors such as
autocatalytic growth and surface activation process can also cause unintended deposition,
further expanding the halo beyond the BSE-exit area [93].

In order to minimise the influence of conducting parasitic deposits during the transport
measurements, trenches were milled by Xe+ focused ion beam (FIB) in between the electrical
contacts. We estimated the diameter of the halo associated with our desired bridge to be
around 4 µm by depositing a bridge without the FIB cut as shown in Figure 3.4 a. The
details of FEBID will be given in the next section. Hence, we have milled two 8 µm-long
trenches in parallel to ensure they can cover the halo as much as possible (Figure 3.4 b).
Milling was performed in a Helios™ G4 PFIB UXe DualBeam™ FIB/SEM (University of
Glasgow) with parameters set as: acceleration voltage=30 kV, beam current=0.34 nA and
nominal depth=500 nm.

We also used the ion beam with a beam current of 0.24 pA to etch away nominally
1-nm-thick material from the Au contacts (green squares in Figure 3.4 c), to clean the surface
contaminants and ensure good contact with the 3D nanobridge.

Fig. 3.4 FIB milling. (a) The size of the halo is estimated for the bridge to be deposited. (b)
Lengths of the FIB milled trenches (c) FIB cleaning of the contacts
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Focused Electron Beam Induced Deposition (FEBID)

Following the preparation of the electrical contacts and the trenches between them, we
now consider the 3D nano-printing of the desired bridge geometry. In recent years, the
application of FEBID for 3D nanofabrication has advanced significantly, progressing from
a trial-and-error approach to systematic creation of electron beam instructions that include
beam position and dwell time [81]. In particular, we used an algorithm developed by our
group member Luka Skoric, which is capable of creating beam scanning patterns directly
from conventional 3D printing stereolithography (STL) file formats, the same approach
followed by standard 3D printers [37].

Fig. 3.5 Workflow of the algorithm to deposit a 3D nanobridge by FEBID. (a) Calibration of
growth rate. (b) Geometry importation to the algorithm. (c) Generation of beam position
and dwell time from the algorithm.

In our experiment, FEBID was performed in a Helios™ G4 PFIB UXe DualBeam™

FIB/SEM (University of Glasgow) using the following conditions: dicobalt octacarbonyl
[Co2(CO)8] as precursor gas, chamber pressure = 8⇥10�7 mbar, acceleration voltage = 30
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kV, and beam current = 0.34 nA. These conditions have been reported to result in greater
than 95 at.% cobalt with nanocrystalline microstructure [38]. We first calibrated the growth
rate under these conditions by building a set of spot depositions in parallel with different
total deposition times. The resulting lengths of the vertical nanowires are measured and
plotted against the deposition times and a growth rate of 33 nm s�1 is determined (Figure
3.5 a). Then, we imported the desired geometry to the algorithm (Figure 3.5 b) and the
beam positions and dwell times can be calculated and written to a streamfile that can be
read directly by the pattern generator of the scanning microscope. As shown in Figure 3.5 c,
segments that have higher angles with respect to the substrate require longer dwell time to
construct, and the four branches of the bridge were deposited in parallel.

Fig. 3.6 Correction for gas flux anisotropy. (a) Position of the gas injection system (GIS).
Red arrows mark the direction of precursor flux. (b) Bridge built without gas anisotropy
correction (c) Red circle: normalised scaling factor with respect to the direction of GIS
(f0 = 45�,a = 0.05), Blue circle: unit circle for comparison. (d) Bridge built with gas
anisotropy correction.

The nanobridge is designed for magnetotransport measurements, and the precise con-
nection of all branches at the top of the bridge is essential in the successful establishment
of a functional circuit. For structures with multiple parts that need to meet precisely, a
second-order effect, gas flux anisotropy must be taken into account [97]. As shown in Figure
3.6 a, the gas injection system (GIS) is located at one side of the structure (f0 = 45� to the
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vertical direction) leading to a slightly larger growth rate for segments deposited towards
the GIS compared to the ones grown away from the GIS (Figure 3.6 b). This effect can be
corrected by scaling the calculated dwell times by [37]

(1+a cos(f �f0)),

where f is the azimuthal angle of a structure, f0 is the GIS angle, and a= 0.05 is the first
order scaling factor. This scaling factor with respect to the direction of GIS is plotted in
Figure 3.6 c, where we can see for segments growing towards the GIS (azimutahal angle
between 180� and 270�), we ’manually’ lowered its growth rate. A bridge built successfully
using this correction is shown in Figure 3.6 d.

The resulting 3D circuits

Using the methods described above, we have successfully connected a complex, high aspect
ratio nanostructure to a planar circuit patterned on a substrate using well-defined leads. The
resulting 3D nonmagnetic circuit is shown by scanning electron microscopy (SEM) images in
Figure 3.7 a, b and geometrical information of the bridge can be obtained from these images.

From the top view image (Figure 3.7 a), the width of the main bridge is 160 ± 5 nm
and the width of the ‘enlarged base’ is 490 ± 5 nm. The projection of one leg’s probed
section is 350 ± 5 nm. By tilting the sample stage by 45� (Figure 3.7 b), we can cal-
culate the angle a , between the bridge and substrate. We have measured the projected
angle a’ to be 62± 0.5� and 60± 0.5� from the SEM image, which is the 45� projection
to the substrate plane. Hence, the real angles can be calculated as a = tan�1[ tan(a 0)

cos(45�) ] to
be 69± 0.6� and 68± 0.6�. There is only a 1.6± 0.8� difference in the angles formed by
the legs and the substrate, so the degree of asymmetry is very small in our structure. With
a known, the length of one side of the probed region is calculated to be 960 ± 40 nm.
Finally, the thickness of the measured bridge is estimated from a broken bridge (Figure 3.7
c) that was deposited under the same conditions, where the thickness is about 140 nm for
the main bridge and 370 nm for the apex region. This geometrical information was used
to create the 3D CAD-based model and FEM mesh used in the magnetoresistance calculation.
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Fig. 3.7 SEM images of a resulting nanomagnetic circuit. (a) Side view of the fabricated
nanomagnetic circuit. Image tilt of 45�. (b) Top view of the fabricated nanomagnetic circuit.
(c) Top view of a broken bridge fabricated under the same conditions. Reproduced from [61].
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3.2 Magnetotransport (MT) measurements

Following the realisation of the 3D nanomagnetic circuit, we next consider its magnetotrans-
port (MT) measurements. The four branches of the nanobridge allow standard four-terminal
AC lock-in technique to be employed. As shown in Figure 3.8 a, a current with a constant
amplitude of 0.6 µA at a frequency of 33 Hz was supplied through the main leg of the bridge
while the voltage was measured across the side-leg contacts. By placing the voltage probes
at both sides of the main conduction channel, this setup allows the measurement of both
longitudinal and transverse voltage together.

Fig. 3.8 Magnetotransport measurements. (a) Four-probe magnetotransport measurement
configuration, where the region between sidelegs was probed. (b) The simulation of the
current density in the probed region of the 3D nanobridge with the colour indicating the z
component of the current density. (c) Magnetoelectrical signals expected in a ferromagnetic
structure and their field symmetries and angular dependencies [60].

With this measurement setup combined with the 3D current profile in the nanostructure
(Figure 3.8 b), regardless of which direction magnetic field is applied, we always expect
to measure a superposition of multiple MT effects such as anisotropic magnetoresistance
(AMR), planar Hall effect (PHE), anomalous Hall effect (AHE) and ordinary Hall effect
(OHE), which are common intrinsic MT effects expected in single ferromagnetic materials
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[60]. To understand the contribution of each MT effect to the total signal probed, and the
influence of the 3D geometry, we performed measurements with the sample at different
orientations with respect to the applied magnetic field direction. In this way,we can exploit
their angular dependencies and field symmetries, which are usually their fingerprints as
summarised in Figure 3.8 c.

Fig. 3.9 Magnetotransport measurements. (a) The schematic shows how the field is applied
relative to the 3D nanobridge, q is the angle between the applied field and the substrate. (b)
MT hysteresis loops obtained from -4 T to 4 T and 4 T to -4 T for each field angle q from 0�

to 90�. (c) Odd-in-field signal, Rodd. (d) Even-in-field signal, Reven. Reproduced from [61].

To obtain the angular dependence of the MT signal, we applied magnetic field from
q = 0� to q = 90�, with an interval of 10� in the XZ plane as shown in Figure 3.9 a. q is
defined as the angle between the applied field and substrate. To obtain information on the
field symmetry, at each field direction we measured a full MT hysteresis loop from -4 T
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to 4 T and from 4 T to -4 T, plotted from violet to red in Figure 3.9 b. The two branches
overlap at high fields, with the hysteresis loop confined to the low field region, which is the
focus of chapter 4. All measurements were performed at 180 K. There is a clear angular
dependence observed in the raw data, where the signal becomes less symmetric as the angle
changes from q = 0� to q = 90�. Unlike in 2D, where Hall bars are often patterned to
separate various MT effects, here we make use of the signal’s different symmetries with
regard to the sense of the applied field to differentiate coexisting MT effects. Specifically,
the raw data is separated into the odd-in-field part as Rodd = [R(H)�R(�H)]/2, and the
even-in-field part as Reven = [R(H)+R(�H)]/2 as shown in Figure 3.9 c and Figure 3.9
d, respectively. In this chapter, we concentrated on the high field range only, where the
magnetization is fully reversible, so that odd- and even-in-field signals correspond to odd-
and even-in-magnetization effects.

With the raw data separated into odd and even parts, we first compare them qualitatively
to the symmetries and angular dependence of the AMR, PHE, AHE and OHE on the current,
internal magnetization and magnetic field induction [60]:

~E = r?~J+

rGz }| {
(rk �r?)(~m · ~J)~m
| {z }

AMR+PHE

+rAHE~m⇥ ~J| {z }
AHE

+ROHE~B⇥ ~J| {z }
OHE

, (3.1)

where ~E is the electric field, ~J is the current density vector, ~m is a unit vector in the
magnetisation direction,rk is the resistivity for ~J parallel to ~m, r? is the resistivity for ~J per-
pendicular to ~m, rAHE is the anomalous Hall resistivity, ROHE is the ordinary Hall coefficient
(ROHE = rOHE/B, where rOHE is the ordinary Hall resistivity, which is a function of B) and
~B is the total magnetic field induction, ~B = µ0(~Ha + ~Hd + ~M). Here, ~Ha is the applied field,
~Hd is the demagnetising field and ~M is the magnetisation.

First, we consider the odd contribution to the signal. The AHE is an odd-in-magnetisation
effect, as its induced transverse electric field changes in sign with the reversal of magneti-
sation, and its strength is determined by the component of magnetisation perpendicular to
the current (m?) [60, 68]. The ordinary Hall effect is also an odd-in-field effect, and is
usually a much smaller effect compared to the AHE [60]. From the odd signal plotted in
Figure 3.9 c, we observe that for all q values, Rodd appears to level off for applied fields
greater than 2 T. As the AHE dominates the odd signal and depends on the magnetisation
only, this indicates that the magnetisation is effectively saturated at a field around 2 T.
Above 2 T, a small negative slope can be observed (most significant at q = 90�), which
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we attribute to the ordinary Hall effect [38]. Quantitative analysis will be given in section 3.3.

We next check the even-in-magnetisation effects - typically the AMR and PHE, which
are the longitudinal and transverse components of the anisotropic resistivity and remain the
same when the magnetisation reverses. Given by the second term in Equation 3.1, their
magnitude depends on the magnetisation parallel to the current direction (mk) [60, 62]. The
even signal measured in the bridge is plotted in Figure 3.9 d, where we notice that for all
q , the resistance is always the highest when the applied field is around 0 T. This can be
understood as the magnetisation at remanence tends to align along the long (easy) axes of the
bridge due to shape anisotropy, which coincides with the current direction for this geometry.
Since cobalt has a positive AMR ratio [38], the resistance is highest when the magnetisation
and current directions are aligned. Secondly, unlike the odd signal, the even signal does not
saturate at fields beyond 2 T but rather decreases further with applied field. As (rk �r?),
i.e., the AMR term in Equation 3.1, is not expected to change significantly after saturation
[98], the measured change is attributed to the magnon magnetoresistance (MMR) [59, 73],
which has been reported as a linear and non-saturating negative MR present after magnetic
moments are fully saturated. MMR originates from the progressive suppression of spin
disorder caused by spin waves in a ferromagnet under an increasing field strength, which
results in a drop of resistance due to a reduction in the electron-magnon scattering [59]. The
magnitude of MMR depends on the strength, and not the sign of the applied field, and has
therefore an even response with the applied field. Quantitative analysis on the even signal
will be given in section section 3.3 as well.
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3.3 Quantitative understanding of magnetotransport results
at high fields

To obtain a quantitative understanding of the different contributions of the aforementioned
effects, we investigate the angular dependence of Rodd and Reven at high fields (± 4 T). We
concentrate on the data at high fields, where the magnetic state is close to uniform and
the angular dependence of MT signals is usually the fingerprint of the underlying physical
mechanisms.

As illustrated by Equation 3.1, to understand the MT measurements, we need to access
both magnetisation (~m) and current (~J). Because of the 3D vectorial nature of both ~m and ~J,
interpreting MT measurements in a 3D structure is particularly challenging. To assist our
understanding of the measurements, we set up a MT simulation tool that makes use of both a
multi-macrospin model and a finite element method (FEM) analysis, as explained below.

Fig. 3.10 The setup of the MT simulation tool. (a) The probed region of the structure is
considered to be made up three independent nanowires. (b) Multi-macrospin model made up
with three single-domain nanowires. (c) The FEM mesh of the bridge used to simulate MT
signals. Reproduced from [61].

First, we need to determine the magnetisation of the bridge. An adapted multi-macrospin
(multiple single domain) approximation is used here to determine magnetic configuration in
the nanobridge at high-fields (± 4 T ) in a simple and computationally efficient way. The
probed region of the structure is considered to be made up of three single-domain nanowires,
as marked in green, pink and yellow, respectively in Figure 3.10 a, b. The interaction
between the three regions is not considered in the model, i.e., the magnetization vectors
for each section, ~m1(q), ~m2(q) and ~m3(q) are determined independently by minimising
the sum of Zeeman and demagnetising energies of each section at a given q . Due to the
nanocrystalline nature of FEBID Co under these growth conditions[38], which results in
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magnetic properties dominated by shape anisotropy, we do not consider the intrinsic magne-
tocrystalline anisotropy of cobalt in the model. As described in section 3.3.3, this approach
is sufficient to fully understand the magnetic behavior of the nanocircuit from MT signals
under the application of high magnetic fields. The detailed setup of this model is described
in section 3.3.1.

After obtaining magnetic configuration from the macrospin model, we simulate the
MT signal by solving the electric potential u across the side contacts using a finite ele-
ment method (FEM) with a CAD-based FEM mesh that reproduces the dimensions of the
printed nanobridge Figure 3.10 c. The influence of different MT effects is summarized as a
magnetization- and field- dependent resistivity tensor r(~m,~B) rewritten from Equation 3.1
as:

~E = r(~m,~B)~J (3.2)

r(~m,~B) =
0

B@
r?+rGm2

x rGmxmy �rAHEmz �ROHEBz rGmxmz +rAHEmy +ROHEBy

rGmxmy +rAHEmz +ROHEBz r?+rGm2
y rGmymz �rAHEmx �ROHEBx

rGmxmz �rAHEmy �ROHEBy rGmymz +rAHEmx +ROHEBx r?+rGm2
z

1

CA ,

(3.3)

where mx, my, and mz are the x, y and z component of the magnetization vector ~m, Bx, By

and Bz are the x, y and z component of the total magnetic induction ~B.

For each section and angle q considered, a different resistivity tensor is calculated from
the modelled magnetization distribution ~m(q) and total field distribution ~B(q), and assigned
to the corresponding sections of the nanobridge. We note that a non-magnetic conducting
layer underneath the bridge due to Co parasitic deposition of cobalt [99] has been included in
the simulations for a better quantitative agreement of the base resistance. After obtaining the
potential difference between side contacts for fields applied in all directions, the odd part and
even part of the simulated results can be separated in the same way as for the experimental
data, for comparison. Details of the FEM simulation setup are given in section 3.3.2.
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3.3.1 Multi-macrospin approximation

Determination of ~M in a single domain nanowire at high fields

As described before, a multi-macrospin model is used to determine the magnetisation in the
nanobridge at fields (± 4 T) in a simple, computationally efficient way. Before studying the
3D nanobridge, we first consider how to determine the magnetisation in a single domain
nanowire with a known applied field by minimising the sum of Zeeman and demagnetising
energies,

Fig. 3.11 Macrospin model. The applied field ~Ha, the demagnetising field ~Hd and the effective
field ~H are considered for a nanowire in the local coordinate system.

The energy in a single domain nanowire with a known applied field can be written as:

~E =�µ0 ~Ha · ~M� 1
2

µ0 ~Hd · ~M. (3.4)

As shown in Figure 3.11, the magnetisation can be written with the local coordinate system
x0y0z0 as:

~M = Ms

0

B@
cos(a)cos(b )
cos(a)sin(b )

sin(a)

1

CA , (3.5)

where a is the angle between ~M and the x0y0-plane, b is the angle between the projection of
~M on the x’y’-plane with the x’-axis, and Ms is the saturation magnetisation of the material.
The demagnetising field is the magnetic field generated by the magnetisation within the
ferromagnet material and is determined uniquely by the geometrical shape of the body as
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[100]
~Hd =�N ~M. (3.6)

The demagnetising field lies along the opposite direction of ~M, and has a magnitude
proportional to M. The coefficient N is the demagnetising factor and has three components
[Nx0 Ny0 Nz0], which are associated with the three-principal axes of the geometry, and they
obey the general constraint Nx0+Ny0+Nz0 = 1. The demagnetising field can be written as

~Hd =�Ms

0

B@
Nx0 cos(a)cos(b )
Ny0 cos(a)sin(b )

Nz0 sin(a)

1

CA . (3.7)

The applied field is

~Ha =�Ha

0

B@
ax0

ay0

az0

1

CA , (3.8)

where [ax0 ay0 az0] is the unit vector for the applied field. Hence the total energy E can be
rewritten as :

E =�µ0HaMs ⇥ [ax0 cos(a)cos(b )+ay0 cos(a)sin(b )+az0 sin(a)]+

1
2

µ0M2
s [Nx0 cos2(a)cos2(b )+Ny0 cos2(a)sin2(b )+Nz0 sin2(b )] (3.9)

By solving the two partial differential equations below, we can determine a , b and hence
the direction of ~m.

∂E
∂a

=�Ha[�ax0 cos(b )cos(a)�ay0 sin(b )sin(a)+az0 cos(a)]+

Ms sin(a)cos(a)[�Nx0 cos2(b )�Ny0 sin2(b )+Nz0 ] = 0 (3.10)

∂E
∂b

=�Ha[�ax0 cos(a)sin(b )�ay0 cos(a)cos(b )]+

Ms cos2(a)sin(b )cos(b )[�Nx0 +Ny0 ] = 0 (3.11)
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Determination of the demagnetising factor for each section of the bridge

Fig. 3.12 Magnum.fe simulations of the demagnetising field ~Hd for ~Ha applied in different
directions. (a)The grey arrows indicate the direction of ~Hd (note that the lengths of the
arrows do not represent the magnitude of the demagnetising field) and the blue-red colour
scale indicates the x-component of the ~Hd. (b)-(d) The averaged magnitude of ~Hd, from the
simulation for the three sections marked in Figure 3.10

To apply the macrospin model of a single nanowire of the nanobridge, we assume the
bridge is made up of three single-domain nanowires as shown in Figure 3.10. Now, we
need to determine the demagnetising factor for each wire. To get a reasonable estimation of
the demagnetising factor for each wire, we have simulated the demagnetising field ~Hd for
fields applied from q = 0� to q = 90� using a finite element method based micromagnetic
simulation, the magnum.fe package [56]. This simulation was performed by Dr Class Abert
from the University of Vienna. The saturation magnetisation, Ms, used in this simulation
is 1.67 T [38], and the results are shown in Figure 3.12 a. The grey arrows indicate the
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direction of ~Hd and the colour scale represents the x-component of ~Hd .

We also plot the average magnitude of ~Hd in each section of the bridge in Figure 3.12 b-
d to get a general idea on the distribution of the demagnetising field. For section 1 (Figure
3.12 b), the minimum of |~Hd| occurs at q = 70�. As shown in Figure 3.12 a(8), ~Ha is parallel
to the long axis (easy) of section 1, and hence gives the smallest |~Hd|. In contrast, for section
2, |~Hd| peaks at q = 20�, where as shown in Figure 3.12 a(3), ~Ha is parallel to the hard axis
of section 2, leading to a maximum in ~Hd . It is not immediately clear which is the easy axis
for section 3 due to its unusual geometry. However, from Figure 3.12 d, we can get a hint
that its easy axis is more aligned with the q = 90� direction as |~Hd| decreases with increasing
q .

To determine the demagnetising factor for each section, we plot the x, y, z components
in the global coordinate system of the simulated ~Hd obtained from micromagnetic simula-
tions, against the applied field angle q , as a thick red line in Figure 3.13. We also plot the
simulated ~Hd from the macrospin model described in section 3.3.1 with a series of different
demagnetising factors in different colours. Here, the demagnetising factors[Nx0 Ny0 Nz0] used
correspond to the local axes in each section, and the demagnetising field is calculated in local
coordinates and then converted into the global coordinates.

For Section 1 and Section 2 (Figure 3.13 a,b), we find that N = [0 0.4 0.6] (yellow
line) matches the micromagnetic simulation the best. From the micromagnetic simulation,
we observe that the component of the demagnetising field in the y direction is about three
orders of magnitude smaller than the components in the x and z direction and hence it is not
considered here. For section 3, we find N = [0.06 0.35 0.59] (orange line) fits best to the
micromagnetic simulation as shown in Figure 3.13 c. For section 3, a range of N0

x from 0 to
0.1 were tested and N0

x = 0.06, which gives the best results, is plotted here.

After finding the demagnetising factor for each section, the multi-macrospin model is
used to determine the magnetisation ~M and demagnetising field ~Hd for external magnetic
fields applied in different directions. These data are then used in the FEM analysis for the
MT signal calculations. This approach is sufficient to fully understand the MT signals from
the nanocircuit under the application of high magnetic fields, which will be shown in section
3.3.3.
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Fig. 3.13 Comparison of the averaged x, y, z components of the demagnetising field, ~Hd,
obtained from macrospin and micromagnetic simulations in (a) Section 1 (b) Section 2 (c)
Section 3. For each section, the demagnetising field of micromagnetic simulations is given in
red and used to identify the optimal demagnetising factor for the structure.
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3.3.2 MT signals simulation using finite element method

Equation to solve and boundary conditions

To calculate the MT signal, we assume a constant steady current is supplied to the bridge,
hence the current is conserved as

— · ~J = 0. (3.12)

The current in cobalt is governed by the Ohm’s law as

~J = s~E, (3.13)

and the electric field is defined as the gradient of the electric potential u,

~E = —u. (3.14)

Hence, we can rewrite the current conservation equation as

�— · (s—u) = 0, (3.15)

and solve the electric potential u, using the FEM method. The resistivity tensor (s�1) used
is described in Equation 3.3.

We assume a constant current of 1 A flowing into the bridge through Face 1 and out of
the bridge through Face 2, as shown in Figure 3.14 a. Thus, the current flowing in and out
of the nanobridge is set using Neumann boundary conditions as ~n · (s—u) = �Jin or Jout ,
respectively. Here~n is the outward unit normal and Jin = Jout = 1A/(500nm⇥100nm) is
the current density at Face 1 and 2. Secondly, we set the electric potential to be 0 at Face 2,
as a Dirichlet boundary condition u = 0. Finally, for all other Faces in this model, we set
~n · (s—u) = 0, as no current flows in or out of the model through other Faces. Finally we can
measure the voltage at side contacts and process it in the same as we process the data.
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Fig. 3.14 FEM simulation. (a) Boundary conditions. (b) Simulated electric potential
distribution with a conductive layer underneath the bridge. (c) Simulated electric potential
distribution for the bridge only.

Materials properties used and unintended deposition around the 3D nanobridge

The 3D nanobridge is deposited by FEBID with 30 kV acceleration voltage and 0.34 nA
beam current using Co2(CO)8 as precursor. Similar growth conditions as the ones used
here for 2D deposits lead to a metallic nanocrystalline material, formed by cobalt crystals
with typical sizes around 5-10 nm, and atomic percentages of ⇡ 90-95% Co [39, 38]. In
our case, the larger beam currents in combination with a 3D geometry both enhance the
local heating [101], which is likely to promote higher Co purity via autocatalytic effects
[40, 102], enhancing the electrical conduction properties of the material. Local heating
during 3D growth is also likely to enhance the Co content, crystallinity, and magnetic prop-
erties [103]. Taking into account the lowest resistivity value reported so far for FEBID, is
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26 µWcm [102], and the typical resistivity of polycrystalline cobalt thin films deposited
by conventional physical vapour deposition methods is, 11 µWcm [98, 104–106], we thus
expect the resistivity of the probed region of the nanobridge to be in the range of 11-26 µWcm.

We first substitute the resistivity rCo = 11µWcm into the bridge model shown in Figure
3.14 c, which gives a simulated voltage across the side contacts of about 10 V, which is 10
times larger than the resistance experimentally measured. Since the resistivity of FEBID Co
is not likely to be smaller than the resistivity of polycrystalline cobalt thin films, this small
measured resistance is attributed to an unintended deposition (‘halo’) around the desired
3D nanostructure. This ‘halo’ effect is caused by precursor dissociation by secondary and
backscattered electrons reaching distances far beyond the primary electron beam, a common
effect in FEBID [107]. This indicates the FIB milled trenches explained in the section 3.1.2
did not completely prevent the influence of this ‘halo’. Since this parasitic deposit is reported
to have low cobalt concentration [108, 109, 99], here it is modelled as a non-magnetic,
circular, 10-nm-thick thin film as shown in Figure 3.14 a. With this ‘halo’ included in
the FEM model, the simulated resistance is reduced by approximately a factor of 10, and
we reach a good quantitative agreement between experiments and simulations by using
rCo = rhalo = 15µWcm (Figure 3.14 b).



62 Magnetotransport Properties of a 3D Cobalt Nanobridge under High Magnetic Fields

3.3.3 Interpretation of magnetotransport measurements at high fields

After setting up the MT simulation tool as described in section 3.3.1 and section 3.3.2, we
can now use it to achieve a quantitative understanding of the 3D magnetolelectrical signals
by comparing the odd and even-in-field data repectively with the simulation that considers
different MT effects.

Odd-in-field data

The angular dependence of the odd signal is examined by plotting the average of |Rodd(4T)|
and |Rodd(�4T)| with respect to the q = 0� case (squares in Figure 3.15 a), together with
the simulated odd signals that consider AHE, OHE or both (lines in Figure 3.15 a). There is
a continuous increase in the magnitude of the odd component as the field rotates from q = 0�

to q = 90�, and a good agreement between the simulation and the data, confirming that the
odd signal is due to a combination of the dominating AHE and the smaller OHE [38].

Fig. 3.15 (a) Comparison between the angular dependence of the odd part data and the AHE
and OHE simulation. (b) Averaged magnetisation vectors, ~m1(q), ~m2(q) and ~m3(q) for
three sections for q = 0� and q = 90� and their components on the current normal directions.
Reproduced from [61]

We first consider the dominant contribution of AHE. The increasing trend of AHE magni-
tude is intuitively understandable by considering the q = 0� and q = 90� cases as shown in
Figure 3.15 b. The magnetization vector ~m calculated for each section from the macrospin
model and its component of on the current-normal direction (m?) are plotted. As the AHE
depends on m? [60], at a first glance it might appear that the q = 0� case would result
in a larger AHE effect, as the magnitude of m? is larger for green and yellow sections.
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However, the different current paths result in m? with opposite signs for these two sections,
and therefore the two AHE signals cancel out. Using analogous arguments for the pink
region, the current turns its direction along this section, also resulting in a negligible AHE
signal. The opposite scenario occurs at q = 90�, where the same sign of m? for all three
sections leads to the signals adding up.

This slightly unexpected angular dependence of AHE originates from the 3D current path
which has components in both x and z direction (Figure 3.16). This makes the AHE being
sensitive to both mx and mz, and thus making it possible for AHE to cancel out, as is seen
at q = 90�. This contrasts with both 2D nanostrip and V-shape structures, where due to the
planar current distribution, the AHE only probes a single component (in this case mz) of the
magnetisation. This is a key difference that sets this type of 3D spintronic devices apart from
their 2D counterparts. Moreover, we only measured this effect because we were able to place
the voltage probes at both sides of the bridge across the width direction. This is also a good
example to illustrate the advantages of 3D structures in device connectivity.

Fig. 3.16 Arrangements of voltage probes in different situations (a) 2D wire (b) 2D v-shape
(c) 3D v-shape

Since the total induction ~B is parallel to ~m, the magnitude of the OHE follows the
same trend as the AHE, which explains why the negative linear slope is the most obvious
at q = 90� in Figure 3.9 c. From the model fitting, we find rAHE = 5.6⇥ 10�9 Wm and
ROHE =�1.2⇥10�10 Wm/T, of the same range as the anomalous Hall resistivity and ordi-
nary Hall coefficient reported in the literature for FEBID-deposited cobalt [38].
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Even-in-field signal

For the even part of the signal, we plot the average of |Reven(4T)| and |Reven(�4T)| with
respect to the q = 0� case as squares in Figure 3.17a. We observe a general decreasing
trend with a peak at around q = 30�. We first examine what are commonly considered the
main intrinsic contributions to the even signal: the AMR and PHE. The simulated sum of
AMR and PHE signals (referred for brevity as AMR) is plotted in Figure 3.17 a (purple
line), which takes the form of a monotonic increase in the resistance with increasing q . The
AMR ratio = 0.95% reported in the literature for FEBID-deposited cobalt [38] is used here.
Again, we can explain the angular dependence of AMR by considering mk at q = 0� and
q = 90� (Figure 3.17 b). mk is larger at q = 90�, so we would expect the AMR to be larger
at q = 90� , consistent with the simulated signal. However, the experimental data exhibit a
very different angular dependence, implying that AMR is not the only contribution.

Fig. 3.17 (a) Comparison between the angular dependence of the even part of the data and
the AMR simulation. (b) Averaged magnetisation vectors, ~m1(q), ~m2(q) and ~m3(q) for three
sections at q = 0� and q = 90� and their components on the current direction. Reproduced
from [61].

To understand the significant difference between the AMR simulation and the even part of
the signal, we examine the angular dependence of magnon magnetoresistance as an additional
contribution. The change of resistivity due to MMR can be described by the electron-magnon
scattering model developed by Raquet et al [59]:

Drmmr(T,B)⇡ r(T,B)�r(T,0) µ BT
D(T )2 ln

✓
µBohrB

kBT

◆
, (3.16)
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where T is the temperature, D(T ) is the temperature dependent magnon stiffness, µBohr is
the Bohr magneton, kB is the Boltzmann constant, and B is the projection of the total effective
magnetic field, ~B = µ0(~H + ~M), on the direction of the magnetization, i.e., the magnitude of
the total effective field, acting to suppress the magnitude of spin-waves present in the system.
Here ~H is the vector sum of the applied field ~Ha and demagnetizing field ~Hd , ~H = ~Ha + ~Hd ,
and M is the magnetization.

According to Equation 3.16, MMR leads to a negative change of resistivity at constant
temperature that decreases almost linearly with the magnitude of the effective field, which
is consistent with the even part of the experimental signal for applied fields greater than
2 T (Figure 3.9d). Unlike AMR or AHE, Drmmr is not dependent on the direction of the
magnetization with respect to the current but only on the magnitude of the total effective
field. However, this does not necessarily imply that no change will occur in the Drmmr as a
result of changing directions of the applied magnetic field. Previous studies investigating the
contribution of MMR in nanostructures have mainly focused on measurements under fields
applied along the easy axis of 2D thin films or nanowires, where the demagnetizing field is
negligible, leading to an effective field equivalent to the applied field [59, 110]. However, in
the case of a non-planar 3D nanocircuit like the one analysed here, the applied field is always
oblique to at least one component of the circuit. As a result, a non-zero demagnetizing field
exists, which modifies the effective magnetic field at any angle.

The change of resistance due to MMR is calculated by including the Drmmr term in the
resistivity tensor as shown in Equation 3.17.

r(~m,~B) =
0

B@
r?+rGm2

x+Drmmr rGmxmy �rAHEmz �ROHEBz rGmxmz +rAHEmy +ROHEBy

rGmxmy +rAHEmz +ROHEBz r?+rGm2
y+Drmmr rGmymz �rAHEmx �ROHEBx

rGmxmz �rAHEmy �ROHEBy rGmymz +rAHEmx +ROHEBx r?+rGm2
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1
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(3.17)

Drmmr can be obtained using Equation 3.16 with the total effective calculated from our
macrospin model. The resultant change of MMR is plotted as a black line in Figure 3.18 a.
An opposite trend in the angular dependence of MMR with respect to the AMR is observed,
with the resistance becoming more negative with increasing angle. Again, we consider the
extreme cases of q = 0� and q = 90� in Figure 3.18 b to understand this angular dependence
intuitively. At q = 0�, the applied field has a larger component perpendicular to each section’s
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easy axis, resulting in a larger demagnetising field, and thus a lower magnitude of the overall
effective magnetic field, leading to a higher resistance. At q = 90�, the field is more aligned
with the easy axes for all three sections, leading to a lower demagnetising field, and a larger
magnitude of the total effective field, associated with a larger drop of resistivity, as seen in
the simulated data. In the MMR calculation, the temperature dependent magnon stiffness
D(180K) =390 meVÅ[59] was used. Since the magnon scattering model developed by
Raquet et al. only indicates the proportionality, but not the absolute magnitude of Drmmr, a
factor of 15 is used to produce the best fit to the data.

Fig. 3.18 (a) Simulation of the AMR and MMR effects (b) Applied field, ~Ha, demagnetising
field, ~Hd and their vector sum ~H for each section of the bridge. Reproduced from [61].

Finally, we compare the sum of AMR and MMR obtained from simulations (Figure
3.19, orange line), to the even data (Figure 3.19, squares). An excellent agreement with
experiments is observed, with the maximum resistance at around q = 30�, and the overall
angular trend well reproduced. This demonstration of the strong influence of the three-
dimensional geometry on the magnetotransport reveals the importance of non-collinear
alignments between magnetic fields and geometry in non-planar magnetic nanocircuits. In
particular, this work demonstrates how magnetostatic interactions in 3D geometries manifest
through a significant deviation of the MMR contribution.
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Fig. 3.19 Comparison between the sum of AMR and MMR simulations and the even data.
Reproduced from [61].
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3.4 Chapter Summary

In this chapter, we first demonstrate the realisation of a 3D nanomagnetic circuit that allows
four probe measurements on a relatively complex 3D nanomagnets by employing an advance
3D-nanoprinting technique, FEBID. We study the magnetoelectrical response of this circuit
and exploit signal symmetries and angular dependence with respect to magnetic field config-
urations to address the superposition of different magnetotransport effects. Specifically, in
addition to the fully detailed MT measurements, we use multi-macrospin and finite-element
calculations to disentangle and understand key magnetotransport effects including Hall ef-
fects and magnetoresistance signals, obtaining a clear understanding of their magnitudes and
angular dependencies as a function of the field direction.

We identified that the 3D geometry of the magnetic nanostructure has influenced the
magnetoelectrical signals in two major ways. First, the 3D vector nature of both ~m and
~J induces deviations of Hall effect signal from the familiar angular dependence usually
observed in planar geometries, due to the fact that signals that, e.g., cancel out in planar
geometries may add up in 3D. Second, the overall magnetoelectrical signal has a significant
angular-dependent magnon contribution, due to varying magneto-static interactions through-
out a 3D circuit which are not present in a standard planar magnetic device.

This study shows the potential of using 3D magnetic devices to create magnetotransport
responses with complex angular dependence external magnetic fields. It also provide insights
into the influence of a 3D geometry on the magnetotransport effects, constituting the basis
for exploring complex spintronic effects emerging in three dimensions. Long-term, it is
an important step towards the realisation of 3D devices. The methodology shown here
combining FEBID 3D printing with standard planar lithography can be extended to more
complex 3D geometries and other materials, leading to the fundamental study of phenomena
that exploit the interplay between 3D geometry and magnetotransport.



Chapter 4

Magnetisation reversal processes in a 3D
cobalt nanobridge
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Introduction

The understanding of magnetisation reversal processes in 3D nanostructures, their electrical
responses, identification of magnetic states and field driven transitions are critical, especially
with respect to the use of 3D nanomagnets in sensing, memory and information processing
applications [17, 22]. In the previous chapter, we took the advantage of the fact that, at high
fields, the magnetisation profile is nearly uniform and employed an angular dependence study
on magnetic fields and a multi-macrospin model to analyse the influence of 3D geometry on
different magnetotransport effects. Building on our understanding of these effects and their
corresponding parameters, in this chapter, we aim to investigate the magnetisation reversal
process of the same 3D nanobridge from magnetotransport measurements.

Compared to high resolution magnetic microscopies [111, 25] that are usually used for
characterising rather complex magnetic states in 3D structures, magnetotransport measure-
ments provide a fast and daily accessible way to detect magnetisation reversal. However,
it is an integral measurement method and hence only provides the overall response of the
section between electrical contacts. Thus, instead of direct observation of the spin textures,
we can only infer possible magnetic states involved from these measurements [112, 113].
Inferring magnetic states from magnetotransport measurements is particularly challenging
in our 3D nanobridge, as not only are magnetisation configurations are intrinsically more
complicated due to the three dimensionality, but there are also several different effects,
such as AMR, AHE, and MMR, superimposed together in the signal probed due to our
diagonal-contact design as explained in the previous chapter. As a result, in addition to
measuring the magnetotransport hysteresis loops, auxiliary tools such as stochastic analysis,
micromagnetic simulation, and finite element modelling are also employed in this study to
aid the understanding of the switching process.

In this chapter, we focus on the magnetisation reversal process of the nanobridge under
field applied in two principle directions. For each direction, we first examined the charac-
teristics of the MT hysteresis loops and then by comparing the experimental data with the
micromagnetic and finite element modelling results, possible magnetisation states involved
and switching routes during the switching process are proposed. This study illustrates how
3D devices, such as the nanobridge studied, are susceptible to external magnetic fields in
multiple directions [17, 43], resulting in different features in MT responses that are appealing
to sensing and computing applications[8]. We also see that 3D structures generally lead
to more complex magnetic states, particularly as magnetostatics becomes more important,
leading typically to swirling states such as vortices [50, 114].
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4.1 Magnetisation reversal process in x-direction

In this section, we investigate the magnetisation reversal processes of the bridge under field
applied in x-direction which is parallel to both the substrate and the bridge as illustrated in
Figure 4.1. The same coordinate system is used here as in the previous chapter and this
direction corresponds to the q=0� case in the high-field study. Full magnetotransport (MT)
hysteresis loops were measured from + 2.5 T to -2.5 T and from -2.5 T to 2.5 T. For the
non-transition area (|µ0Hx| > 0.5 T), a fast field sweep rate of 0.05 T/s was used and the
resistances was measured at 0.5 T steps, whereas a slow sweep rate of 0.5 mT/s was used to
observe detailed switching over regions where interesting magnetic phenomena occur (|µ0Hx|
< 0.5 T) and the resistance was measured at 1 mT steps. All the electrical measurement
settings used were the same as those used in the high-field study presented in the previous
chapter and hence are not repeated here.

Fig. 4.1 Schematic of applied field configuration with respect to the 3D nanobridge. Field is
applied in the positive x-direction.

Since the stochasticity of a switching event usually reveals the underlying reversal
mechanism [115–117], to gain more insights into the reversal process, we repeated the
measurement of a full hysteresis loop 16 times. The average of these 16 cycles is presented
in Figure 4.2 to introduce the general trend of the signal first and the details of each cycle
will be analysed later.
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4.1.1 Analysis of the experimental MT hysteresis loops

Fig. 4.2 Magnetoresistance hysteresis loop (16 averages) for field applied in x-direction. (a)

Full hysteresis loop between -2.5 T and 2.5 T (b) Zoom-in region between -0.1 T to +0.1 T.
The right y-axis plots the relative change of resistance with respect to the maximum.

Averaged MT hysteresis loop

To begin analysing the experiment data, we examine the average plot of 16 full MT hysteresis
loops to obtain an overview of how MT signals change with applied field (Figure 4.2 a).
The forward sweep (from + 2.5 T to -2.5 T) was plotted in blue, while the backward sweep
(from - 2.5 T to +2.5 T) was plotted in red, and the details between ±0.1 T (green dash
box) are shown in Figure 4.2 b. The first thing to notice is that the forward and backward
sweeps are symmetric about µ0Hx =0 T, indicating that even-in-field effects such as AMR
and MMR dominate the signal. This symmetry at high fields has already been explained in
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the q=0� case in the high-field study, as odd-in-field effects such as AHE and OHE from
two legs of the bridge cancel out each other due to different current directions [61]. Then,
taking the forward sweep (blue line) as an example, as the field decreases from 2.5 T, the
resistance gradually increases to a maximum. This can be understood as at lower fields, the
magnetisation tends to align along the long axes of the bridge due to shape anisotropy, which
coincides with the current direction for this geometry. The resistance is the greatest when the
magnetisation coincides with the current direction due to the AMR effect given that cobalt
has a positive AMR ratio [38] while the AHE effect is negligible. Also, as the magnitude of
the applied field decreases, so does the drop in resistance caused by MMR [61]. For µ0Hx >
0.075 T (marked by the yellow dash line in Figure 4.2 b), the MT signal is reversible as the
forward and backward sweep overlap on each other suggesting magnetic moments reverse
coherently in this range.

For µ0Hx < 0.075 T, the MT signal becomes irreversible, and this is the region which we
will focus more in this chapter. After the resistance reaches a maximum value, a significant
drop is observed. The magnitude of this drop is surprisingly large (⇡ 8 mW) and is of
comparable size with the total increase of resistance as the field sweeps from +2.5 T to ⇡ 0
T. This size of the drop indicates that the bridge is unlikely to be switched via domain wall
(DW) propagation, because local texture changes such as DWs should not induce a change
equivalent to aligning almost all magnetic moments in the x-direction under a 2.5 T field.
Aside from the magnitude, the second distinctive feature of this drop is its sharpness, given
that the plot is the result of an average of 16 cycles, this suggests that the drop is also very
reproducible. Finally, the resistance climbs back gradually before dropping again as the field
increases in the opposite direction.

Analysis of switching events in all 16 cycles

After having discussed the general pattern of the full-range MT hysteresis loops revealed by
the average plot, we now examine all 16 individual cycles in the irreversible range in order to
gain more information about the switching events. For an overview, we plotted all 16 cycles
together with their average (thicker lines) as shown in Figure 4.3. Forward and backward
sweeps are plotted separately from now on, allowing a clearer observation of details in curves.
Though there are some variations in the MT loops, the overall behaviour is the one previously
discussed in the averaged curve, characterised by a significant drop at around 0 T.
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Fig. 4.3 All 16 MT loops measured for field applied in the x-direction. The thicker line
represents the average of the 16 cycles. (a) Forward sweeps. (b) Backward sweeps.

To infer the behaviour of the system for the low-field range, we defined two switching
events for both forward and backward sweeps as shown by the red and green arrows in Figure
4.4 a and b. Specifically, we study the range of data where significant transitions occur (from
+0.05 to -0.1 T and from -0.05 to +0.1 T for forward and backward sweeps, respectively),
and identify two switching fields (marked by the red and green vertical lines) where the
mean of the resistance changes most abruptly. The distribution of the switching fields for
forward and backward sweeps are summarised in the form of histograms in Figure 4.4 c
and d, respectively. Indeed, as predicted by the average plot, event 1 is highly deterministic,
particularly in forward sweeps where they all occur at the same field. In comparison, event
2 exhibits more uncertainty in the switching fields for each cycle. The different histogram
distribution for each events is a first indication that different magnetic processes are involved
in these two events [118]. We also notice that in backward sweeps there is a slightly higher
degree of stochasticity for both events compared to forward sweeps, which may be due to a
slight misalignment of fields with respect to the x-direction.

In addition to the distribution of switching fields, we also record the resistance change
(DR) associated with each switching event (Figure 4.4 e and f) by calculating the difference
in the mean values of the regions separated by the switching events. (The mean of resistance
of each region is marked by the horizontal lines in Figure 4.4 a and b). The drop of resistance
related to event 1 (⇡ 6 mW) is nearly double the size of the change related to event 2 (⇡ 3
mW) and there is no significant difference in the standard deviation of DR. For both events,
the mean and standard deviation of both the switching fields and the corresponding DR are
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Fig. 4.4 Analysis of different switching events for all 16 cycles. The left column are plots
for forward sweeps (between +0.05 and -0.1 T) and the right column are plots for back-
ward sweeps (between -0.05 and +0.1 T). (a)-(b) Two switching events are defined. (c)-(d)

Distribution of switching fields of both events. Bin width = 1 mT, which is the precision of
measurement for the applied field. (e)-(f) Distribution of the resistance change in both events.
Bin width = 0.5 mW (error in resistance measurement =± 0.25 mW).
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summarised in Figure 4.5. As we will discuss in detail in later sections, the analysis here
performed complements well the study of the magnetic state for event 1 and 2 with the aid
of micromagnetic and FEM modelling. This statistical analysis of the curves can be used
as supportive signatures for corresponding processes and may assist in the identification of
similar switching events in more complicated reversal processes, such as the case with the
field applied in the z-direction, which will be presented in section 4.2.

Fig. 4.5 Summary of the switching field and change of resistance for event 1 and 2.
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4.1.2 Micromagnetic and finite element modelling

Having performed a first analysis of the experimental data at low fields, consisting of identi-
fying the two switching events and some statistical analysis, we now turn to micromagnetic
simulation to explore the evolution of magnetic configurations during the reversal process.
For quantitative comparison with the experimental MT signal, the electrical responses of
these configurations are simulated using the finite element method (FEM) explained in the
previous chapter. The setup of the simulation tools is introduced first.

Fig. 4.6 (a) Finite difference mesh used for micromagnetic simulation. (b) FEM mesh used to
simulate MT signals.

Micromagnetic simulation setup

As the first attempt to understand the magnetic configurations involved in the reversal process
of the 3D nanobridge, we chose the MuMax3 package for its easy implementation and fast
speed [55]. For now, only the top part of the bridge (region above the side-leg contacts)
is considered as this geometry can be created easily by extruding 2D primitive geometries
available in MuMax3. The finite difference mesh used is shown in Figure 4.6 a, and
the dimensions of the model are designed according to the measurements obtained from
the SEM images presented in section 3.1.1. FEBID cobalt is modelled using a saturation
magnetisation Ms= 1.67 T (same as in the macrospin model) and exchange stiffness Aex = 3
⇥10�11 J/m [119]. No magnetocrystalline anisotropy is included due to the nanocrystalline
nature of FEBID cobalt [120]. The dipolar exchange length of the simulated material isp

2Aex/(µ0M2
s ) = 5.1 nm, hence a cubic mesh size of 4 nm is employed. Magnetic fields
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are applied from -2.5 T to + 2.5 T at 2 mT steps in x-direction. The mesh is divided into
three regions (Figure 4.6 a), and the normalised averaged magnetisation (~mi) and the total
effective field (~Bi) of each region are exported for later calculation of the region-specific
resistivity tensor ri(~mi,~Bi) for the FEM modelling of MT responses. The details of spin
configurations in the whole bridge are recorded in .vtk files.

FEM simulation set up for MT signal in magnetic reversal process

The setup of the FEM simulation is the same as the one introduced in section 3.3.2 for the
high-field study, i.e., same mesh and boundary conditions are used. The resistivity tensor
r(~m,~B) still takes into account the same MT effects including AMR, AHE and MMR with
parameters obtained from the high-field study. However, the ~mi and ~Bi in the tensors are
determined in a different way following some approximations described in details hereafter.
In the previous high-field study, where a 4 T field was applied, we assumed the magnetisation
profile in each region to be uniform, and ~mi and ~Bi for each region was calculated from a
macrospin model [61]. In this reversal process study, especially at low fields, the approxima-
tion of a uniform magnetisation profile does not hold anymore. However, although the spin
textures may vary significantly within one region, the current density is relatively uniform
across the top part of the bridge (region 1 to 3 in Figure 4.6 b), hence we use the averaged
magnetisation across each region (directly exported from MuMax3) in the corresponding
resistivity tensor for a first approximation of the MT signal.

The second thing to notice is how the smooth-ramp parts connecting the bridge to the
planar electrodes (region 4 and 5 in Figure 4.6 b) are handled differently in the high-field
and low-field regions. Since their magnetic configurations are not simulated due to the
complicated geometry and significant increase in computational time, different assumptions
are used for different field ranges. For |µ0Hx| < 0.5 T, we assume the magnetisation in these
regions to follow the ramp geometry due to the shape anisotropy and thus coincide with
the current profile. In this case, the AHE is negligible and the AMR effect is taken into
account by treating the smooth ramps as non-magnetic parts with a resistivity equals to rk
(as a reminder, rk is the resistivity when the current and magnetisation are aligned). For 0.5
T< |µ0Hx| < 2.5 T, however, since the experimental hysteresis loops are entirely reversible in
this range, we assume the magnetisation from the smooth ramps (region 4 and 5) to follow
the applied field in the same way as region 2 and 3 does, respectively. Ideally, the magnetic
configurations of smooth ramps should not affect the MT signals due to the four-probe
method used. However, the parasitic halo formed beneath the bridge has caused an unwanted
electrical connection between voltage probes, and hence we need to take them into account.
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The resistivity settings for the whole bridge, including the smooth ramps and the parasitic
halo, and coefficients used for the MT effects are the same as those used in the high field
study.

Results from micromagnetic and FEM modelling

First, we compare the experimental MT results (Figure 4.7 a) to the simulated MT results
following the aforementioned approximations (Figure 4.7 b) which account for the AMR,
AHE and MMR effects. The breakdown of the contribution from these effects is shown
in Figure 4.7 c and will be discussed alongside the different simulated magnetic states. In
general, the simulation result reproduces the data very well, including the general symmetric
pattern, the gradual increase in resistance as the field approaches 0 T and the sharp drop
in resistance at at ⇡ 0 T with a magnitude at around ⇡ 6 mW, which is very similar to the
average drop we measured in section 4.1.1. A small disagreement is found regarding the
switching field values, which is expected as the simulation is performed at 0 K, in contrast to
experiments done at 180 K.

To understand what are the different magnetic states and their contribution to the overall
simulated MT signal, six states of interest are defined, as shown by the blue squares in Figure
4.7 b. Their corresponding magnetic configurations are shown in Figure 4.8 a. For better
visualisation of the 3D spin configurations, we also plot their cross-sectional view in the XY ,
XZ and Y Z planes in Figure 4.8 b, c and d, respectively. The magnetic configurations of
these six states and their relationship with different MT effects are discussed as the following:

State 1 to state 2. As shown in Figure 4.8 a, the magnetisation is saturated in the
x-direction in state 1 and gradually aligns along the long axis for each of the two legs of the
bridge in state 2 due to shape anisotropy, except for the caps formed at the bottom of each
leg and a domain wall at the region joining both. During this process, the AMR contribution
gradually reaches its maximum (green line in Figure 4.7 c) as ~m gets aligned with ~J [60].
The AHE (yellow line in Figure 4.7 c), on the contrary, is negligible in state 1 because the
contribution from each leg cancels out [61] and it remains approximately equal to zero in
state 2 because there is almost no component of ~m that is perpendicular to ~J. Finally, because
of the decreasing total effective field, the MMR (purple line in Figure 4.7 c) exhibits its
signature linear increase as the field approaches 0 T [59].

State 2 to state 3. This is the step that corresponds to the sharp decrease in resistance. In
Figure 4.8 a, we observe that the magnetic configuration of the entire bridge has changed,
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Fig. 4.7 Experiment and simulated MT results. The left column plots results for the full - 2.5
T to + 2.5 T field range. The right column plots a smaller range of fields near 0 T. (a) The
experimental MT hysteresis loops. (b) The simulated MT hysteresis loops that considers all
effects including AMR, AHE, and MMR. (c) The simulated contribution from different effects.
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Fig. 4.8 The simulated magnetic configurations of the sates of interest. The arrows represent
the direction of magnetisation and the colour represents the mz. (a) The front view of
the magnetisation states. (b) XY-cross-sectional view of the magnetic configurations. (c)

XZ-cross-sectional view of the magnetic configurations. (d) YZ-cross-sectional view of the
magnetic configurations.
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which is to be expected from the MT signal, because local texture changes, such as the
presence of domain walls, should not result in such a large drop. The XY cross-sectional
view in Figure 4.8 b reveals that two vortex tubes [121] with the same chirality are formed
in state 3. The cores of these two vortex tubes can be seen more clearly in the XZ cross
sectional view (Figure 4.8 c), which have opposite mz for both legs. Since the magnetisation
is circulating around the current axis, it will induce a large drop in the AMR and lead to
the cancelling out of AHE again. As shown in Figure 4.7 c, indeed AMR is the major
contribution to this drop. We also notice that the MMR effect becomes slightly more negative
in state 3. The MMR is a measure of spin disorder, and it depends on the orientation of the
magnetisation relative to the applied field [73]. In this vortex tube state, the majority of the
magnetisation is more parallel to the field applied in the x-direction, introducing less spin
disorder and hence a slightly decreased resistivity.

State 3 to state 4. There is an additional drop of resistance in state 4 due to a decrease of
AMR. This is the state just before switching back to the high resistance state, where a spin
distribution is most perpendicular to the current direction.

State 4 to state 5. As the applied field keeps increasing in the positive x-direction, the
bridge instantly exits the vortex tube state. In comparison with state 2, the magnetisation of
the two legs has reversed. For the MT simulation, where the relative orientation of magneti-
sation with respect to the current is most important, state 2 and 5 are nearly equivalent. Thus,
in state 5, the resistance has returned to a level comparable to state 2.

State 5 to state 6. This is the reverse process of state 1 to 2, given that the magnetisation
reversal in that field range is fully reversible.

It is also worth noting how the magnetisation from two legs are connected at the apex
region of the bridge from the micromagnetic simulation (shown by the Y Z cross-sectional
view in Figure 4.8 d), despite the fact that this cannot be confirmed by MT measurements
solely. In state 2, the magnetisation of the entire bridge forms a large vortex present at the
top. As the bridge attempts to switch via the vortex tube states (states 3 and 4), we see
how a vortex-antivortex pair forms, coinciding with vortex tubes in the legs. In state 5, to
adapt to the reversed uniform magnetic states for the legs compared to the previous state 2,
there is an additional vortex formed. Micromagnetic simulation suggests the formation of
complex magnetic configurations in the top part to match the varying magnetic states from
the legs, which can be either uniform or vortex tubes. In particular, the vortex-antivortex pair
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has a natural tendency to annihilate [122] but exists to connect the two stable vortex tubes.
These swirling configurations, from the perspective of AMR and AHE effects, are almost
equivalent, hence microscopy methods are required to have a clear identification of them.

The good agreement between the experimental and simulated MT results provides a good
understanding of the reversal processes of the bridge under x-direction field application. In
particular, the combination of micromagnetic and FEM modelling enables the identification a
non-trivial vortex tube state in the nanobridge. As shown in Figure 4.9, this type of extended
vortex structure with a core parallel to the nanowire axis (also known as global vortex state
[112] or vortex domain [121]) has been predicted and observed in nanowires with diameters
exceed a critical value [50, 114, 123], where the energy reduction due to the decrease in
magnetostatic energy by forming a flux closure configuration exceeding the increase in
exchange energy. The vortex tube structures existing in nanowires have been proposed
before for the concept of 3D vortex-based magnetic memories, which offers some interesting
properties such as their stability against thermal fluctuation due to the large energy barrier
that separates two vortex tubes with opposite polarities and the minimised stray field that
avoids magnetostatic interaction between memory elements [112, 124]. From an MT per-
spective, it is also interesting to note how the vortex tube state results in a state with resistivity
approximately equal to r? (when ~m is perpendicular to ~J) in a nanowire without saturating it
in the transverse direction, which usually requires a large field if the aspect ratio is high [112].

Fig. 4.9 The global vortex state found in a Co nanowire. The image is reproduced from
[121] under CC4 Attribution licenses.

One discrepancy between the experiment and the simulation is the value of the field when
the vortex tube forms, which is around 2 mT in the data but at 80 mT in the simulation. The
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discrepancy in the switching field is expected, given that the simulation is performed at 0
K instead of 150 K: indeed, thermal excitation will makes switching easier and therefore
will occur at lower fields [55]. The second difference is the way the system exits the vortex
tube state. Indeed, the micromagnetic simulation predicts an abrupt reversal from vortex
tube to mono-domain state only by assuming an ideal wire without surface roughness, grain
boundaries, and defects. In experiments, we observe the resistance changing gradually in
a wider field region indicating the magnetisation does not reverse at once and the reversal
proceeds only upon further increase in the magnetic field. This is indicative of the pinning of
DWs, which continue to propagate upon further increase in the magnetic field [125]. Multiple
walls might be involved in this process, therefore giving rise to the relatively wide range of
fields where the resistance changes [112].
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4.2 Magnetisation reversal process in z-direction

Fig. 4.10 Schematic of the applied field configuration with respect to the 3D nanobridge.
Field is applied in the positive z-direction.

In this section, we investigate the reversal process of the bridge under field applied in
z-direction i.e., the direction perpendicular to the substrate, as shown in Figure 4.10. Except
for the field direction, the rest of the measurement setup is identical to that described in the
Bx case. Sixteen full MT hysteresis loops were measured again, and the average is shown in
Figure 4.11. This general asymmetric pattern was already understood in the high-field study
as the odd effects (AHE and OHE) from different parts of the bridge no longer cancel out
each other as they do in the Bx case [61]. The measurements are fully reversible for |µ0Hz|
> ⇡ 0.15 T. However, the understanding of the switching process in this case happening at
lower fields is not trivial; as shown in Figure 4.11 b, the MT signals in the low field region
are far more complicated than those in the Bx case with multiple transitions observed.

Fig. 4.11 The average of 16 MT hysteresis loops for field applied in z-direction. (a) The full
hysteresis loop between -2.5 T to 2.5 T. (b) Zoom-in region between -0.3 T to and 0.3 T.
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In the Bx case, the loops were highly reproducible, with the same trend observed for all
events measured and only small variability in the fields where these events take place. This
is not the case for the Bz case, where different curves recorded are fundamentally different,
showing different reversal modes with more metastable states. We can intuitively explain
this due to the different projections of Bx and Bz over the bridge legs, and different types of
reversal mechanism expected from these projections; in particular with Bz likely to produce
a DW propagation dominated reversal. A Bz field has a larger projection along the legs of
the bridge, so that triggers DW motion and the pinning of DW leads to a more stochastic
process, whereas a Bx field has a larger component transverse to the leg axes, resulting in
an overall more rotation of the magnetisation, with the second being a more deterministic
process [112, 113]. For the Bz case, we have essentially identified two switching modes for

Fig. 4.12 An overview of all 16 Bz hysteresis loops in the range between ± 0.3 T. Two
switching modes are identified for both (a)-(b) Forward sweeps and (c)-(d) Backward sweeps.
The thicker line represents the average of each mode. The number of times each type of mode
is observed with respect to the total 16 loops is included in brackets.
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both forward (Figure 4.12 a and b) and backward sweeps (Figure 4.12 c and d). For each
mode, the average is plotted as the thick line.

4.2.1 Analysis of the experiment MT loops

To better present the details of each switching mode, we plot the average of each mode
separately for the forward and backward sweeps, as shown in Figure 4.13 and Figure 4.14,
respectively. From the Bx study, where the magnetisation reversal process is less complicated,
we have discussed the classification of relevant magnetisation states in terms of changes in
the resistance. This information, together with the understanding of the saturated states in
± z-direction from the high-field study, allows us to analyse these more complicated reversal
processes for the Bz case and propose states involved based on the average plots. The micro-
magnetic simulation for this case is still work in progress and will be addressed in future work.

Forward sweeps: mode 1

We start from mode 1 of the forward sweeps as shown in Figure 4.13 a ( between ± 2.5 T)
and b (between ± 0.3 T).

State 1 and state 5. As labelled in Figure 4.13 a, state 1 and 5 are the saturated states
in the +z and �z directions (Their schematics are shown in Figure 4.13 e (1), (5)). As
discussed in detail in chapter 3, the study of these two states in the high-field study explains
that the asymmetric hysteresis loop is caused by the fact that odd effects such as AHE and
OHE from the two legs no longer cancel out each other [61].

State 2 and state 4. As the magnitude of the applied field decreases, the magnetisation
coherently aligns with the bridge geometry as shown in the schematics in (Figure 4.13 e (2),
(4)). On the MT signal (Figure 4.13 b), we define these two states roughly at the end of the
reversible signal range (marked by the yellow vertical line). The higher resistance at state 4
compared to state 2 may originate from the opposing AHE effects from the top part of the
bridge [61], and these two states are equivalent in terms of AMR.

State 3. Between state 2 and state 4, we observe a resistance drop with a magnitude of ⇡
5 mW, which is at a comparable size with the average resistance drop measured in the Bx

case (⇡ 6 mW) when a vortex tube state formed. Hence, we can deduce that in mode 1, the
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Fig. 4.13 Comparison between the two switching modes for the forward sweeps. (a)-(b)

Mode 1 in ± 2.5 T and ± 0.3 T range, respectively. (c)-(d) Mode 2 in ± 2.5 T and ± 0.3 T
range, respectively. (e) Proposed states for mode 1. (f) Proposed states for mode 2.
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bridge also switches via a vortex tube state as illustrated in state 3 in Figure 4.13 e (3).

Forward sweeps: mode 2

For mode 2 of the forward sweeps, the same states 1,2,4 and 5 are defined on the MT signal
(Figure 4.13 c and d), and the same resistance measured at these states between modes 1
and 2 supports our identification of these states. Now, the difference between modes 1 and 2
can be understood simply by noticing how the reversal process occurs between states 2 and 4.
Three new states are defined between state 2 and 4 as shown in Figure 4.13 d.

State 2 to state i. There is a drop of ⇡ 2.5 mW, which is roughly half of the large drop
we saw in mode 1. Hence, a reasonable hypothesis is that this change corresponds to only
one leg falling into the vortex tube state as illustrated in Figure 4.13 f (i).

State i to state ii. After this leg switches, state ii is reached. As shown in Figure
4.13 f (ii), an increase in resistance is expected due to the increase in the AMR with the
disappearance of the vortex tube, and also the elimination of the negative AHE from the top
region of the bridge. The MT data also confirms this increase in resistance.

State ii to state iii. Then, another drop of resistance of ⇡ 2.5 mW is observed in the data,
which could be attributed to the second leg switching via the vortex state as shown in Figure
4.13 f (iii).

State iii to state 4. Finally, the second leg switches, the resistance climbed back to state
4 level again due to the increase of AMR. The successive switching of the two legs proposed
for mode 2 can be explained by the fact that the Bz field is not aligned perfectly in symmetry
with respect to the two legs [83].

Backward sweeps: modes 1 and 2

Figure 4.14 shows the average of two switching modes for backward sweeps. Mode 1 of
the backward sweeps resembles the same pattern (drop-rise-drop) as mode 2 of the forward
sweeps. Hence, it may also correspond to the sequential switching of two legs via vortex
tube states. Mode 2 of the backward sweeps generally follows the same pattern as mode 1,
but with more intermediate steps. The step sizes of resistance change are still around 2.5 mW
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implying that switching is still governed by curling of magnetisation [83] and may relate to
more complicated process such as multiple vortex tube domains formed sequentially in one
leg [124] .

Fig. 4.14 The comparison between the two switching modes in the backward sweeps. (a)-(b)

Mode 1 in ± 2.5 T and ± 0.3 T range, respectively. (c)-(d) Mode 2 in ± 2.5 T and ± 0.3 T
range, respectively.
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4.3 Chapter Summary

The interpretation of the magnetic reversal process using magnetotransport measurements in
3D nanostructures [112, 83] with relatively complex geometry with respect to the electrical
contacts, such as the nanobridge investigated, is a very challenging task considering the
multiple MT effects superposed and the intrinsically more complicated spin configurations
due to the complex energy landscapes in 3D structures [121]. In this chapter, together with
the high-field study presented previously, we demonstrate how we build an understanding of
the nanobridge’s reversal processes and their corresponding MT signals step by step, from
known saturated magnetic states (high-field study presented in chapter 3) to relatively simple
and reproducible processes (Bx case), and finally the assignment of possible states in a more
complicated process (Bz case) according to the measured resistance values.

Specifically, in the Bx case, we observe one deterministic switching event associated with
a large resistance drop. The good agreement between the data and the simulation which
is based on a combination of micromagnetic and FEM modelling allows us to identify a
non-trivial vortex-tube state which exists to minimise the magnetostatic energy [121, 50, 114].
In the Bz case, the switching processes become more complicated and stochastic, indicating
more DW propagation mediated processes [112]. By comparing the magnitude of resistance
change with the Bx case, some possible magnetic states based on the vortex tube configuration
have been proposed. The micromagnetic simulation for the Bz case is still work in progress
and will be addressed in future work.

In addition to deducing possible magnetic configurations involved in the reversal process,
the magnetotransport study also demonstrates the great potential of using 3D nanomagnets
in applications. For example, the vortex tube state available in the 3D nanobridge results
in an equivalent resistivity of ⇡ r? without requiring a large field to saturate the structure
in the transverse direction. Combined with the low stray field exhibited by the vortex tube
states, they could be potentially interesting for 3D vortex based memory [124]. The different
shapes and reproducibility of MT loops obtained from the Bx and Bz cases also demonstrate
how 3D structures are inherently susceptible to field with different directions due to the
complicated energy landscapes in 3D structures [50]. Depending on the magnitude and
direction of the magnetic field, the 3D bridge shows the potential to be programmed in
different states [112] and to have control over the stochasticity of the switching process.
These make the 3D nanobridge potentially interesting for serving as a building block for
neuromorphic computing[118].
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Introduction

In previous chapters, we discussed magnetotransport studies on a nanomagnetic circuit
created via direct-writing of a cobalt 3D nanostructure on pre-patterned contacts. The FEBID
technique employed represents the most advanced 3D nano-printing technique currently
available [91], providing significant more flexibility in the choice of geometries. Hence,
this fabrication route is well suited for prototyping devices with complex geometries and
exploring 3D geometrical effects on magneto-electrical signals. However, FEBID, essentially
a chemical vapour deposition, is limited by the range of magnetic materials it can deliver
(only cobalt, iron or cobalt-iron alloys [40]) and can not be used directly to create materials
or interfaces with the quality typically required by spintronic applications [126].

To introduce high-quality magnetic materials into 3D systems, researchers have developed
a reliable strategy consisting of using physical vapour deposition on top of a non-magnetic
scaffold. These scaffolds can be created in various ways, including FEBID [43], two-photon
lithography [41, 19] and also self-assembly[42]. In this way, a 3D nanomagnetic domain wall
conduit and a frustrated 3D nanowire lattice have been realised respectively by evaporating
50 nm-thick permalloy on top of a nano-ramp (created by FEBID [43]) and a freestanding
diamond lattice structure (created by two-photon lithography [19]).

In this chapter, we adapt this ’scaffold + physical vapour deposition’ method to the
use of multilayered materials in 3D systems by using DC magnetron sputtering on top of
FEBID made non-magnetic scaffolds. We first employed a dark-field MOKE [43] setup to
probe a 3D nano-ramp created with Ta/CoFeB/Ta layers and tested the viability of using
sputtered materials to achieve functional 3D systems. Then, we consider how to connect
such a 3D nanomagnet made with multilayered materials into electrical circuits, which is not
straightforward as the full-coverage characteristics of PVD methods invariably lead to the
short-circuit of the 3D structure. A multi-technique fabrication method has been developed to
overcome this issue and was demonstrated with the establishment of a 3D nanobridge circuit.
The magnetic states of this circuit were investigated by magnetotransport measurements
aided by a combination of micromagnetic and finite element modelling.
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5.1 3D nano-ramp with multilayered materials

Previously, in our group, Sanz-Hernandez et al. has demonstrated field-mediated controllable
domain wall injection from 2D thin film into a 3D nanomagnetic conduit which was fabri-
cated by evaporating 50 nm thick permalloy on top a 3D nano-ramp created via FEBID. He
established a dark-field MOKE setup which enables independent and simultaneous detection
of the magnetic switching of both the 3D nanoramp and the 2D film around it [43]. By
exploiting the geometrical bias of the magnetic field exerted on 2D and 3D components, he
obtained one of the first observations for transmitting magnetic information to a different
plane, which is an essential advancement in the field of 3D spintronics [12]. Here, to incorpo-
rate multilayered materials which plays a vital role in the development of spintronics into a
3D system, we replaced thermal evaporation with DC magnetron sputtering. Since sputtering
and thermal evaporation usually result in thin films with very different properties such as
uniformity, film stress, and density, we adopted this established characterisation methodology
as a first step to understand 3D nanomagnetic systems with multi-layered materials.

5.1.1 Sample fabrication

Fig. 5.1 Sample fabrication. (a) A non-magnetic scaffold is 3D printed using FEBID, with
its composition being a carbon-rich amorphous mixture of carbon and platinum [80]. (b)

Magnetic multilayered thin films is sputtered onto the scaffold. For simplicity, only one layer
is shown.

The 3D nanomagnetic ramp was created via a two-step process. In step 1, a non-
magnetic scaffold was built via FEBID (Figure 5.1 a ) using a non-magnetic precursor
(CH3)3Pt(CpCH3) with an accelerating voltage and beam current of 30 kV and 21 pA,
respectively. Under these growth conditions, the non-magnetic ramp has a composition a
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carbon-rich amorphous mixture of carbon and platinum [80]. The nanoramp was designed to
make a 30� angle with respect to the substrate to be compatible with the dark-field MOKE
setup in our laboratory. In step 2, Ta/CoFeB/Ta (2/10/2 nm) was deposited over the whole
sample using DC magnetron sputtering (Figure 5.1 b). CoFeB, a workhorse of spintronic
devices [127], was chosen due to its soft material properties, high spin poloarisation and
moderate magnetisation which are ideal for nanowire-based domain wall conduit devices,
for memory or logic applications [128]. The integration of CoFeB onto a 3D systems thus
represents the first realisation of a 3D spintronic device with these material properties.

5.1.2 Dark-field MOKE setup and the corresponding characterisation
methodology

Fig. 5.2 (a) Dark-field MOKE setup (b) Magnetic field configuration. The applied field (0
and p phase is shown in pink) consists of a low-frequency oscillating field along the x-axis,
combined with a constant z-offset normal to it. The projections of the applied field on the
nanoramp and substrate are shown in orange and green, respectively.

3D geometries pose many challenges on the characterisation of 3D nanomagnets, espe-
cially with the use standard magnetometry or magnetic microscopy methods [111, 43]. In
the group, a dark-field MOKE was developed, exploiting the different angles formed by the
3D nanostructure and the thin film with respect to the laser direction (Figure 5.2 a). Hence,
compared to a standard MOKE setup, two detectors were positioned at two different angles,
which capture specular reflections from both the film and ramp part. This setup allows the
detection of the measurements of the nanoramp and the film around it simultaneously and
independently [43].
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With the dark-field MOKE setup, the switching mechanisms of a 3D nanoramp made
with multilayered materials under external field could be investigated. As shown in Figure
5.2 b, applied field (~Ha) consists of a low-frequency oscillating field along the nanowire
axis (x-axis), combined with a constant z-offset normal to it. Such applied field (labelled
by pink) always has a symmetric positive and negative projections along the nano-ramp
direction (labelled by orange). However, the projection is not symmetric for the substrate
plane (labelled by green). It is challenging to interpret isolated hysteresis loops, as any
applied field has a different projection along different parts of the sample, thus a set of
measurements with different z-offsets were obtained.

Fig. 5.3 (a) SEM image of a nanomagnetic ramp after sputtering Ta/CoFeB/Ta (2/10/2 nm).
The projection of applied field on the 3D nanoramp and the 2D thin film are labelled in
orange and green respectively. (b) The schematic of magnetic materials used. (c) Subset of
hysteresis loops for the 3D ramp (orange) and the 2D film (green) at different Hz offsets. (d)

(Hx, Hz) diagram of switching fields for the nanoramp (orange) and the 2D film (green).
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The resultant magnetic nanoramp with Ta/CoFeB/Ta (2/10/2 nm) materials on top is
shown in Figure 5.3 a and the system was characterised using the aforementioned method.
In Figure 5.3 c, a subset of hysteresis loops obtained from both the film and the ramp at
varying offset Hz are plotted in green and orange, respectively. To compare the switching
events from the ramp and the film, we plot points at switching fields as shown in Figure 5.3
d. First, we see the film (green dots in Figure 5.3 d) switched asymmetrically as a function
of Hx for any Hz. This is expected as explained in the field setup, the projection of the total
applied field on the substrate is not symmetric, hence the film is geometrically biased and we
measured a Hc ⇡ 4 mT.

Then we consider the switching behaviour of the nanoramp which has a richer switching
landscape, as seen by the orange dots in Figure 5.3 d. We can infer that its switching
behaviour is influenced by the film as the symmetric projection of the field on the nanoramp
plane will result in hysteresis loops that are symmetric about Hx= 0 mT if the ramp switches
independently. For cases where offset |µ0Hz| > 5mT (shaded by orange boxes), the film
experiences a large geometrical bias, which may prevent the film from switching while the
ramp does. In this regime, we identify two switching mechanisms for the ramp. For example,
for µ0Hz > 5mT, the film is positively biased. As µ0Hx increases from negative to positive,
the film switches first and there will be a DW formed in the ramp and when the projection
of ~Ha along the nanowire is high enough, the ramp can be switched via DW propagation.
As µ0Hx decreases from positive to negative, the large geometrical bias prevents the film
from switching and hence the ramp can only switch via DW nucleation. The threshold
propagation and nucleation fields are µ0HP=2 mT and µ0HN=5 mT, respectively and we also
observe switching via nucleation to be sharper than that via propagation. For |µ0Hz|< 5mT,
the geometrical bias becomes smaller and we see the switching of the ramp follows the film
line. This is a direct consequence of the film acting as a source of domains and the projection
of ~Ha along both the ramp and the film-ramp connection is enough to propagate the domain
walls, and the whole system switches fully.

In this study, we used a dark field MOKE characterisation methodology to first demon-
strate that multilayered materials could be incorporated into 3D systems successfully through
sputtering. As a consequence, we obtain a functional 3D device with the quality that can
transport magnetic information in three dimensions under external magnetic fields.
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5.2 3D nanomagnetic circuit with multilayered materials

After testing the viability of using sputtered multilayered materials in 3D systems, we now
consider how to create a 3D nanomagnetic circuit with multilayered materials, in which
electrical current should be injected to exploit magnetoelectrical and spin transport effects.
Until now, the realisation of a 3D spintronic device based on PVD materials with a 3D
geometry has not yet been realised. As shown in Figure 5.4 a, b, one of the major obstacles
preventing this strategy from being used in 3D spintronic devices is that with standard
PVD techniques, the material is deposited everywhere on a substrate, meaning that without
additional non-trivial fabrication steps, the current is shunted away from the 3D structure and
instead runs through the continuous thin film deposited around it .

In this study, we have developed a fabrication process to overcome the ’current shunt’
constraint of the ’scaffold + PVD’ method. To demonstrate this new process, we have
developed a 3D circuit based on a nanobridge geometry (Figure 5.4 c) and Ta/CoFeB/Ta
materials. The bridge geometry was chosen again as it is the basic element that can readily
interconnect different parts of a 3D nanomagnetic circuit and Ta/CoFeB/Ta multilayer was
used as it has been tested it on the 3D nanoramp. The non-magnetic scaffold of the bridge was
created by FEBID again, exploiting the capability for mask-less fabrication of 3D structures
with tens of nanometre spatial resolution [77].

Fig. 5.4 Creating a 3D nanomagnetic circuit using the combination of a scaffold and PVD.
(a) Create a non-magnetic scaffold. (b) Incorporate magnetic materials using PVD, magnetic
thin films deposited will shunt current from the 3D structure. (c) The ideal 3D nanomagnetic
circuit created using ’scaffold + PVD’ method. Reproduced from [129].
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5.2.1 Fabrication process

To overcome the shunting effect, in addition to sputtering thin films on top of a non-magnetic
scaffold created by FEBID, we make use of patterned resist to limit the area of the deposited
thin films, as well as a milled trench under the 3D structure to ensure the current only flows
through the top of the 3D bridge. A summary of the fabrication process is given in Figure
5.5 and each step will be explained in details hereafter.

Fig. 5.5 Fabrication process. (a) Preparation of a clean silicon substrate with 300 nm
thermally oxidised silicon dioxide. (b) Patterning of Au contacts using optical-lithography
and sputtering. (c) Milling of a trench between two contacts using focused ion beam. (d)
Spin-coating and patterning of the double-layered resist. (e) FEBID 3D Pt-C scaffold (f)
Sputter multilayered materials. (g) Lift-off resist. Reproduced from [129].

Step 1 : Au contact pads

At the beginning of the process, Au contact pads were patterned on a clean silicon dioxide
substrate using optical-lithography and sputtering (Figure 5.5 a, b). The material used for
contacts was Ta/Au (2/30 nm).

Step 2: Focused ion beam milling

Next, a trench was milled by focused ion beam (FIB) between the two contact pads (Figure
5.5 c), preventing the formation of a continuous film under the bridge. FIB milling is a
critical step in this fabrication process and must be completed before the use of resist. This is
due to the fact that if the resist is exposed to the ion beam, it will harden and therefore cannot
be removed in the subsequent lift off process, leading to metallic lift off edges spanning the
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trench, which provide paths for the current to shunt as shown in Figure 5.6. Milling the
trench beforehand also avoids inadvertent gallium ion implantation, which can lead to the
deterioration of the magnetic material [130].

The width and depth of the trench should be sufficient to prevent the formation of a
continuous film within the trench. In our case, for a total 30 nm thick materials to be sputtered,
we have milled a trench of width = 0.85 µm and nominal depth = 500 nm, which is sufficient
for this purpose, as proved by the electrical insulation test presented later. In this study, a Ga+

ion beam was used and milling parameters were set as the following: accelerating voltage =
30 kV, beam current = 0.28 nA, beam diameter overlap= 50% and dwell time = 1µs.

Fig. 5.6 The consequence of using FIB milling after the deposition of resist. (a) SEM
image taken after FIB milling with resist around. (b) Optical microscopy image taken after
metallisation: the region irradiated by FIB cannot be lifted off.

Step 3: Spin-coating and patterning of double-layer resist

The double-layer resist was then patterned using optical lithography to open a narrow window
on top of the trench and contacts (Figure 5.5 d). This step is used to limit the total area
of the deposited thin film. The use of double-layer resist is essential for a clean lift-off
after sputtering which is a non-directional deposition process. This can not be achieved
using single-layer resist without the assistance of ultrasonic bath which will damage the 3D
structure. A detailed comparison of the effects of single- and double-layer resist are given in
Figure 5.7.

With the single layer resist used (Figure 5.7 a-c), as the sputtering technique employed
here for incorporating multilayered materials is a non-directional deposition method, materi-
als are deposited not only on top of the resist but also on side walls. Once a continuous film
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Fig. 5.7 Comparison between using single- and double- layer resist. (a) Schematics of using
single layer resist. (b)-(c) SEM images taken before and after metallisation when using single
layer resist. (d) Schematics of using double-layer resist. (e)-(f) SEM images taken before
and after metallisation when using double-layer resist.

is formed, materials on side walls can not be removed together with the resist and result in
significant lift off edges (metal ’colarettes’) that will shunt the current. In contrast, double
layer resist (Figure 5.7 d-e) can lead to the formation of an undercut. This is a consequence
of the top layer resist (S1813) being light sensitive, while the under layer (LOR5B) only
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being dissolved by direct contact with the developer entering through the opening of the
top layer (Figure 5.7 d). The degree of the undercut is determined only by the dissolution
time, and is not related to laser exposure dose. This undercut (Figure 5.7 d, e) ensures the
deposition of a discontinuous film after sputtering and as shown in Figure 5.7 f, results in
a clean edge without any shunting of the current.We also used a warm SVC 14 solution,
which is a relatively strong resist stripper, to facilitate the lift-off process without utilising an
ultrasonic bath.

Step 4: 3D non-magnetic scaffold fabricated by FEBID

Within the window opened, a non-magnetic 3D bridge was deposited across the trench
via FEBID combined with the CAD implementation recently developed in our group [37].
In the same way as the 3D nanoramp shown in section 5.1, a non-magnetic precursor
(CH3)3Pt(CpCH3) was used with electron beam’s accelerating voltage and beam current set
to be 30 kV and 21 pA, respectively. The CAD design of the bridge is shown in Figure 5.8
a. In contrast to the previous four-probe design used for the cobalt bridge, we chose the most
basic shape of the bridge here. This is due to the fact that conformal deposition from PVD
methods on high-aspect ratio structures is always a challenge [131], and to avoid potential
disconnection of the thin film, we removed complex geometry parts such as the side-legs and
also replaced the pointy top of the bridge with a flat top to improve the conformality of the
film on the top part.

Fig. 5.8 FEBID process. (a) SEM image of the printed Pt-C scaffold (stage tilt at 30�). Inset
is the CAD design of the bridge. (b) Top view of the printed Pt-C bridge.

To alleviate charging effects [77] during FEBID deposition, a layer of Ta/Pt (2/10 nm) was
sputtered on top of the sample prior to deposition. The front and top view of the fabricated
bridge scaffold (Figure 5.8 a, b) show that the legs of the fabricated bridge are 1.45 µm long,
280 nm wide, forming an angle of 70� with the substrate. From the top view, we observe a
reduced width and thickness with respect to the CAD design at the middle part of the bridge
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where the two legs connect. This is due to the very shallow angle of that central part, which
leads to a reduction in the number of secondary electrons generated and hence slows down
the growth speed [81]. It is also challenging to fabricate shallow features repeatably with
reduced number of electrons as the growth becomes more susceptible with small changes
in experimental conditions [81, 132]. Further optimisation would be required for a better
match with the design. However, this structure serves the purpose of this work effectively,
which is to demonstrate the integration of multilayered material in a 3D nanomagnetic circuit.

Step 5: Sputtering of multilayered materials and lift-off

Finally, a thin film of Ta/CoFeB/Ta (2/20/2 nm) was deposited with DC magnetron sputtering
(Figure 5.5 f) and the resist was lifted off, leaving the 3D scaffold coated with the magnetic
thin film and connected to the electrical contacts by the 2D magnetic tracks (Figure 5.5 g).
The 3D nanomagnetic circuit achieved after lift off is shown in Figure 5.9 a, b, where we
observe the resulting device: a 3D bridge spanning over a FIB milled trench and is connected
into the electrical circuit. Details of the magnetotransport setup will be given in section
5.2.3.

Fig. 5.9 3D nanomagnetic circuit. (a) Side view of the printed 3D nanomagnetic circuit (stage
tilt equals to 30�). (b) Top view zoom-out of the printed 3D nanomagnetic circuit, showing
the electrical pads, microwire bonds, and area (red square) where the bridge was fabricated.
Current (I+), ground (G) and voltage (V) pads for magnetotransport measurements are
indicated.
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5.2.2 Electrical insulation verification of the FIB milled trench and the
non-magnetic 3D scaffold.

The functionality of this magnetic 3D nanobridge relies on two primary factors: first, that
the shunting of the current by 2D thin film is negligible, and second, that the 3D scaffold is
non-conductive and the current flows primarily through the 3D magnetic layer. We determine
whether this is the case by comparing the resistance measured across the fabricated magnetic
nanobridge (Figure 5.9 a, b) which is around 30 kW, with two designed control structures.

First, we test whether the FIB milled trench successfully prevents shunting of current by
repeating the fabrication process (Figure 5.5) without depositing the 3D bridge (step 4 is
skipped). This test sample is shown in Figure 5.10 a and the two-probe I-V curve measured
across the trench using a probe station with a Keithely 4200 SCS semiconductor system is
shown in Figure 5.10 b. By measuring the slope, the resistance across the trench is calculated
to be 31.6 ± 1.6 GW which is six orders of magnitude higher than the resistance measured
across the magnetic bridge. Hence, we conclude that the FIB cut provides enough insulation.

Fig. 5.10 Electrical insulation verification of the trench. (a) An optical microscopy image of
the FIB test device (without 3D bridge). (b) I-V curve measured across the FIB milled trench.

Then we check that the resistivity of the Pt-C scaffold is much higher than the magnetic
thin film. Another device was fabricated using the same process, but without sputtering the
thin film (step 5 and 6 are skipped) so that we can measure the resistance of the Pt-C bridge
scaffold (Figure 5.11). Three sweeps of voltage were applied, 0-3-0V, 0-7-0V and 0-10-0
V respectively (Figure 5.11 a). Since from the second sweep, we see permanent change of
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the bridge, so we measure the differential resistivity of the bridge from the first sweep as
shown in Figure 5.11 b. The decreasing resistivity with increasing voltage is the behaviour
expected, as the Pt-C scaffold is essentially Pt inclusions in a carbonaceous matrix [38]. The
minimum resistance of the Pt-C scaffold calculated is 3 GW which is also significantly larger
than the resistance measured across the bridge with magnetic thin film on top (specifically,
five orders of magnitude higher). The corresponding resistivity of the scaffold is 1.5 ⇥109

µWcm, which is in the range of reported values (106 to 1012 µWcm) for Pt-C structures
grown using (CH3)3Pt(CpCH3) precursor [38]. Deformation of the bridge is observed clearly
from the comparison of SEM images taken before and after the electrical tests (Figure 5.11
c, d) and this also proves that current flows through the bridge and hence demonstrates the
effectiveness of the FIB trench.

Fig. 5.11 Electrical insulation verification of the Pt-C scaffold. (a) I-V curves of 3 voltage
sweeps applied across the Pt-C scaffold. (b) Differential resistivity calculated from the first
sweep. (c)-(d) SEM images taken before and after applying a 10V voltage sweep.
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5.2.3 Magnetotransport characterisation of the 3D device

Fig. 5.12 (a) The schematic that shows the MOKE and MT measurement positions. (b) The
schematic of the cross-section of the 3D device.

Following the validation of this fabrication process, we next consider the magneto-
transport (MT) results obtained from the 3D nanomagnetic circuit. The measurement con-
figuration is shown in Figure 5.12 a. A standard 4-terminal technique was used for the MT
measurements, with an AC current of constant magnitude of 2.5 µA supplied between I+
and G. Hence, the current flows along the long-axis of both the 2D magnetic track and the
3D bridge and an in-plane magnetic field Hy of up to 12 mT is applied perpendicular to
the current direction. We measured not only the voltage drop across the 3D bridge section
(V2-V3) but also the 2D track section (V1-V2). By comparing the two measurements, we can
determine the magnetic and magneto-transport properties of the 3D nanobridge. In the same
setup, both transverse and longitudinal Magneto-Optic Kerr Effect (MOKE) measurements
were also taken for the 2D track section with a laser diameter of 5µm to obtain complemen-
tary information for the magnetisation reversal process of this region.

In this measurement geometry, we measured the longitudinal voltage along the current
direction and hence probed the anisotropic magnetoresistance (AMR) which results in a
change in the longitudinal electric field. This change depends on the angle between the
current and magnetisation [60]:

~E = r?~J+(rk �r?)(~m · ~J)2, (5.1)

where ~E is the electric field, ~J is the current density vector, ~m is a unit vector in the mag-
netisation direction, rk and r? are the resistivities for ~J parallel and perpendicular to ~m and
rk�r?

r?
is the AMR ratio. The maximum magnetic field can be applied with this set-up is

only 12 mT, hence magnon magnetoresistance is not considered. Again, to understand the
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MT measurements, we need to access both ~m and ~J. The different resistivity of the layers
in the multi-layered material (Figure 5.12), along with the 3D geometry, adds complexity
to the current distribution in the system. Thus, to understand the experimental MT results
we employed again the combination of micromagnetic simulations and a simulation based
on finite element method to calculate voltage and current profiles, to take both the magnetic
configuration and current distribution into account.

2D track section: MOKE and magnetotransport characterisations

Fig. 5.13 2D track section: (a) Normalised transverse Kerr (proportional to My).
Error=±0.03. (b) Normalised longitudinal Kerr (proportional to My). Error=±0.12. (c)-(d)
My/Ms and Mx/Ms results from Mumax3 simulation.

First we consider the simpler part, the 2D track section without the nanobridge. For Hy

applied perpendicular to the long axis of the 2D track, we have measured both the transverse
Kerr signal (My/Ms) and the longitudinal Kerr signal (Mx/Ms) that provide access to the com-
ponents of the magnetisation perpendicular and parallel to the current, respectively (Figure
5.13 a, b). As the field is applied along the hard axis, typical quasi-reversible My/Ms loops
with a small coercive field of ⇡ 0.5 mT are observed. On the other hand, the x component
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of magnetisation (parallel to the easy axis) has a maximum at around 0 T and exhibits a
progressive decrease on the approach to saturation, except for the sudden magnetisation
reversal jumps at µ0Hc⇡ 2 mT. These results indicate that in this area the magnetisation
reversal in the y direction occurs by coherent rotation for a wide range of fields with the addi-
tional jumps observed in Mx consistent with a small H-misalignment with the hard axis [133].

In order to simulate the MT result later, we first run micromagnetic simulations to obtain
the magnetisation switching profile. The actual volume of magnetic material in the 2D
section is 250 µm ⇥ 15 µm ⇥ 20 nm (aspect ratio: L/W = 15), which is too large to perform
micromagnetic simulations in a resonable amount of time. Hence, we use a down-scaled
model of size 1024 nm ⇥ 256 nm ⇥ 20 nm (L/W = 4). The shape anisotropy (Ks =

1
2M2

s N,
where Ms is the saturation magnetisation and N is the demagnetising factor along the long
axis direction) of the real 2D track and the down-scaled model are 760 J/m3 and 9000 J/m3,
respectively. To compensate for this change of shape anisotropy associated with the changed
aspect ratio, we include a uniaxial anisotropy term of Ku1=5000 J/m3 which is of the same
order of magnitude with the change and gave the best agreement between simulations and
experiments. Typical simulation parameters for CoFeB are used as following: mesh size =5
nm, Ms=8⇥ 105A/m and Aex=0.9⇥ 10�11J/m [134, 133]. Using this model, we obtain the My

and Mx profiles as shown in Figure 5.13 d, e that qualitatively agree well with the experiment.
This agreement confirms our understanding that the 2D track under Hy is switched primarily
via coherent rotation.

After understand the switching process of the 2D track, we now consider its corresponding
MT signal during reversal as shown in Figure 5.14 a. The peak we see at 0 T is consistent
with the Mx measured since AMR is proportional to M2

x (from Equation 5.1), given that
CoFeB has a positive AMR ratio [133]. To simulate the MT signal we solve the electrical
potential across the 2D track section using a FEM method with the mesh shown in Figure
5.14 b which takes into account both the Pt (deposited before FEBID to reduce charging
effects) and CoFeB layers. For the Pt layer, we use a constant resistivity rPt=30 µWcm [135]
and for the CoFeB layer, we use a magnetisation dependent resistivity tensor reformulated
from Equation 5.1:

rCoFeB(m) =

0

B@
r?+(rk �r?)m2

x (rk �r?)mxmy (rk �r?)mxmz

(rk �r?)mxmy r?+(rk �r?)m2
y (rk �r?)mymz

(rk �r?)mxmz (rk �r?)mymz r?+(rk �r?)m2
z

1

CA (5.2)
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Fig. 5.14 Magnetotransport results of the 2D track section. (a) Magnetoresistance measured
across the 2D track section (V2-V1). Error=±2 mW. (b) The simulated MT result based on
the combination of Mumax3 and FEM simulation. (c) The FEM mesh used for the 2D track
section.

mx, my and mz are the x,y and z component of the magnetisation vector m which are obtained
from the previous simulation and we use r?=230 µWcm [133] and an AMR ratio of 0.15%
[133]. Again to save computational time, the size of the FEM model was decreased (500 nm
⇥ 500 nm, L/W = 1). To obtain a resistance that is comparable to the experimental results
of the 2D track section, we scale up the quantitative FEM simulation results by a factor of 15
which accounts for the difference in aspect ratio between the real structure and the model.

The simulation results are shown in (Figure 5.14 c). The simulated resistance is around
510 W which agrees well with the data (⇡ 469 W) and the peak we see at 0 T is also
reproduced. The maximum percentage drops seen in the simulation and experiment are
20⇥10�3% and 8⇥10�3%, respectively. The drop in the simulation is about 2 times larger
which may be due to the fact that we ignore the Ta layers in our FEM model. These layers
will lead to a further reduction of the percentage change. Other factors such as the differences
of AMR ratio between CoFeB alloys with different stoichiometry or microstructure may
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also play a role. The good agreement between the simulation and experiments confirms our
understanding of the switching process of the 2D section and the AMR contribution to the
MT signal.

3D bridge section: magnetotransport results and simulations

After successfully reproducing the 2D track results, we move onto the 3D magnetic nanobridge.
This section includes a 2D thin film track similar to the one studied in the preceding section,
but with a FIB milled trench in the middle and a 3D nanobridge which essentially acts as a
constriction [66] between two planar microwires. The MOKE signal from a 3D nanostructure
such as the bridge is very challenging to obtain in comparison to a planar system and requires
recently-developed techniques that exploit dark-field effects (see section 5.1.2). Furthermore,
in our case, diffuse reflection originating from the FIB milled trench with a curved profile
makes this approach unfeasible. Hence, we mainly interpret the MT results from the 3D
section through its comparison with the 2D track and also the use of micromagnetic and
FEM simulation.

The MT measurement of this section is shown in Figure 5.15 a. By comparing with
the results obtained from the 2D track section (Figure 5.14), we see that by including a 3D
bridge into the circuit, the hysteresis loop becomes asymmetric with non-saturating resistance
at high fields and distinctive jumps observed around -5 mT. The non-saturating resistance
indicates that the system is not fully switched by the applied magnetic field. Based on the
results in the previous section, we know the 2D track section is saturated by these fields.
Therefore, we infer that the 3D nanobridge is not fully switched due to the shape anisotropy.
Furthermore, the jumps in the hysteresis loop are due to the formation of a domain wall
between these two sections.

To assist our understanding of the MT results of the 3D section, we create an FEM
model (Figure 5.15 b) that considers contributions from three parts: the 3D nanobridge (pink
region), the 2D track (green) and the transition region between the 2D track and 3D bridge
(purple). To obtain the corresponding resistivity tensor r(m) needed for each part of the
FEM model, we again employ micromagnetic simulations. Specifically, for the 2D track
section, the magnetisation profile that was confirmed in the previous section is used. The 3D
bridge and transition region is modelled together as a nanowire with a square pad attached at
the end, as shown in Figure 5.15 c. The same mesh size, Ms and Aex are used for CoFeB as
in the previous section [134, 133]. The AMR signal we studied in this experiment measures
how much magnetisation deviates from the current direction. With a 12 mT in-plane field
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Fig. 5.15 3D bridge section: magnetotransport results and simulations. (a) Resistance
measured across the 3D section (V3-V2). (b) FEM model of the 3D section that consists: 2D
track, 3D bridge and 2D to 3D transition region. (c) Three magnetization states from the
micromagnetic simulation for the combination of the 3D bridge and the transition region
(Mx/Ms is plotted). (d) Simulation result of Mx/Ms for the nanowire section. (e) Simulation
result of Mx/Ms for the transition section. (f) Simulated MT result based on the combination
of Mumax3 and FEM simulation.



114 3D Nanomagnetic Systems with Multilayered Materials

applied in the y-direction, the magnetisation remains aligned along the film plane due to
shape anisotropy, which is also the current plane. Thus, the measured AMR only depends
on the x-component of the magnetisation. Figure 5.15 c shows three magnetisation states at
different fields with the x-component coloured, and the full simulated Mx/Ms hysteresis loops
with a maximum Hy of 30 mT applied are plotted for the nanowire and pad section separately
as shown in Figure 5.15 d and Figure 5.15 e. From Figure 5.15 d, we see the normalised Mx

of the nanowire sections changes from 0.9 to 1, indicating that the wire has not been switched.
On the other hand, from state 1 and state 3 shown in Figure 5.15 c, the transition area has
mostly switched and the maximum Mx appears when two 90 degree domain walls are pinned
in this region. By substituting these magnetisation profiles into the corresponding resistivity
tensors, we obtain the magnetotransport simulation shown in Figure 5.15 f. This simulation
result qualitatively reproduces the features from the data suggesting that the main drop in
the signal is caused by the switching of the 2D film with low coercive fields. Furthermore,
the non-saturating AMR is due to the wire not being fully switched and the small additional
drop at ⇡5 mT is a result of DW pinning in the transition area. The asymmetrical loop seen
in the results could be potentially due to local stress-induced anisotropy caused by the 3D
bridge during the deposition of thin films[136, 137].

Fig. 5.16 The SEM image of the 3D nanomagnet created where the imperfections caused by
Pt-C are shown in white circles.

We note that the measured resistance is about 28 kW, while the expected resistance of
these sputtered materials is around 1 kW. The measured resistance is significantly higher
which is most likely owing to imperfections in the Pt-C scaffold where a mismatch in the top
region of the bridge is observed. In additional to the mismatch, there are abrupt changes in
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surface height at the transition region between the 2D film and 3D bridge as shown in Figure
5.16. These abrupt steps lead to non-uniform step coverage and likely result in defects[131]
in the sputtered thin films and hence a large contact resistance[138]. We have included a
constant contact resistance of 27 kW in the FEM model to compensate this discrepancy in
the measured and simulated resistance. The maximum percentage change due to AMR from
the simulation is 2.5 ⇥ 10�3% and is 1 ⇥ 10�3% from the experiment. The percentage
change simulated is the same order of magnitude with the experiment, which indicates
that this unexpected large resistance is not from a magnetic source, and also that the 2D
micromagnetic model is adequate to capture the essence of the switching process.
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5.3 Chapter Summary

In this chapter, we employ a ’scaffold+sputtering’ strategy to incorporate high quality multi-
layered materials into 3D nanomagnetic systems. We first used this method to create a simple
nanoramp geometry and characterised it using the well established dark-field MOKE setup.
By comparing the switching fields of the system’s 2D and 3D components, we have demon-
strated a functional 3D nanomagnetic device made with sputtered multilayered materials that
allows domain wall movement between different planes.

Additionally, we developed a fabrication method for prototyping 3D spintronic devices
with complex geometries and multi-layered materials. Specifically, to address the long-
standing ’current shunt’ issues related to PVD techniques, FIB milling and double-layered
resist have been employed. We demonstrated this new method through the creation of
a 3D nanomagnetic circuit that integrates sputtered Ta/CoFeB/Ta multilayer onto a 3D
nanobridge. By comparing the magnetotransport results from both the 2D and 3D sections
aided by micromagnetic and FEM simulations, we verified that the 3D nanomagnet has been
connected into the 2D circuits successfully and observed domain wall pinning at the 2D
and 3D transition area. The principle of this method can be extended to other materials and
geometries, leading to a wide range of opportunities for the exploitation of the interplay
between 3D geometry, multilayered materials and magnetotransport.



Chapter 6

Conclusions and Outlook

The aim of this thesis was to provide the first steps to address some major challenges in
the study of 3D spintronics, including the integration of 3D nanomagnets into circuits, the
development of magnetotransport (MT) characterisation strategies for 3D circuits, and of
new protocols for the understanding of complex experimental results. Toward this end, we
presented the realisation of two types of 3D nanomagnetic circuits, emphasising the inclusion
of complex geometries and advanced materials, respectively, as well as the investigation of
both types of 3D circuits using MT measurements and various simulation tools, and finally,
some insights into the influence of a 3D geometry on the MT effects.

The first type of nanomagnetic circuit, as illustrated in chapter 3, was created by exploit-
ing the direct-writing capability of focused electron beam induced deposition to 3D-print
high purity ferromagnetic nanostructures onto pre-patterned planar electrical contacts directly.
This method not only allows for greater flexibility in the design of 3D geometries, but it also
eliminates the need for an extra step for the electrical connection, and hence is ideal for the
exploration of 3D geometrical effects on magnetoelectrical signals. Using this method, a
3D cobalt nanobridge was integrated into a microelectronic circuit with an efficient design
of contacts that allowed simultaneous measurements of longitudinal and transverse signals,
and for the first time, this circuit demonstrated how the combination of a non-trivial 3D
geometry and electrical contacts with respect to it plays a key role in the behaviour of MT
measurements.

In chapter 3, through a detailed angular dependence study of MT signals on high
magnetic fields and the aid of macrospin and finite element modelling (FEM), we have
disentangled and understood key magnetotransport effects including Hall effects and mag-
netoresistance signals, and obtain a clear understanding of their magnitudes and angular
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dependencies as a function of the field direction. Furthermore,we discovered that the 3D
geometry of the magnetic nanostructure influenced the magnetoelectrical signals in two major
ways. First, the 3D vector nature of both magnetisation and current induces deviations of
the Hall effects’ signal from the standard angular dependence observed in planar geometries.
The reason behind this is signals that, e.g., cancel out in planar geometries may add up in
3D. Second, there is a significant angular-dependent magnon magnetoresistance contribution
due to varying magnetostatic interactions throughout a 3D circuit which are not present in a
standard planar magnetic device.

In chapter 4, building upon the understanding of the various magnetotransport effects
obtained from the high-field study (chapter 2), we investigated the magnetisation reversal
processes of the same nanobridge at low magnetic fields. We observed both deterministic
and stochastic switching events on the same structure for fields applied in different directions.
With the combination of micromagnetic and FEM simulations, we were able to identify
the potential types of magnetic states involved. In this study, we saw how 3D geometries
could lead to unexpected magnetoelectrical signals through the complex internal magnetic
configurations that are only available in 3D structures due to the higher degrees of freedom.
The magnetoelectrical responses of these states are of technological interest in sensing and
information processing applications.

Chapter 5 focused on the second type of 3D nanomagnetic systems investigated in
this thesis, where high quality multilayered materials are introduced using a ’non-magnetic
scaffold + sputtering’ strategy. First, a functional 3D nanomagnetic ramp using multilayered
materials that allows domain wall movements between different planes under external fields
was demonstrated using a dark-field MOKE setup. Then, a multi-technique fabrication
method for prototyping 3D spintronic devices with complex geometries and multilayered
materials was developed. Specifically, the long-standing ’current shunt’ issues related to the
full coverage characteristics of physical vapour deposition techniques were solved with the
use of focused ion beam milling and double-layered resist. A 3D nanobridge with sputtered
Ta-CoFeB-Ta on top was successfully connected into a circuit, which was verified by compar-
ing the MT results of both the 2D and 3D sections with the aid of micromagnetic and FEM
simulations. The principle of this method can be extended to other materials and geometries,
leading to a wide range of opportunities for the exploitation of the interplay between 3D
geometry, multilayered materials and magnetotransport.
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These works represent an important step forward for the field of 3D spintronics, demon-
strating the potential of the field and how our technical capabilities now provide the founda-
tion for exploring complex spintronic effects emerging in three dimensions and long term,
the realisation of 3D devices. Following on this work, where 3D nanobridges were mainly
investigated, there are a number of magnetic systems that would be interesting to study
further. The interplay between geometry and magnetotransport could be further explored
in a system where curvature and chirality are introduced, such as a double helix. As for
the materials aspects, since the incorporation of multilayered materials into 3D circuits
is now possible, the introduction of advanced materials such as the one that can support
smaller topologically-protected spin textures like Skrymions would be of great interest and
trigger new device concepts based on the interaction of such 3D spin textures with 3D
shape anisotropy. In addition to developing new systems with more complex geometries
or materials, the simulation tools could be improved as well. Throughout this work, a
combination of magnetic and finite element modelling was employed to provide a fast and
efficient understanding of the MT measurements of the nanobridges which are mainly made
up of straight segments. However, to deal with MT study of more complex geometries,
a systematic approach to multi-physics extensions of finite-element based micromagnetic
simulations is needed. Finally, our 3D nanomagnetic circuits were all investigated under
external fields. A natural step forward is to demonstrate the full electrical control of the 3D
nanomagnets for their potential implementation in dense and large-scale chips.
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