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ABSTRACT

Recent years have seen Kubernetes emerge as a primary choice
for container orchestration. Kubernetes largely targets the cloud
environment but new use cases require performant, available and
scalable orchestration at the edge. Kubernetes stores all cluster state
in etcd, a strongly consistent key-value store. We find that at larger
etcd cluster sizes, offering higher availability, write request latency
significantly increases and throughput decreases similarly. Coupled
with approximately 30% of Kubernetes requests being writes, this
directly impacts the request latency and availability of Kubernetes,
reducing its suitability for the edge. We revisit the requirement of
strong consistency and propose an eventually consistent approach
instead. This enables higher performance, availability and scalabil-
ity whilst still supporting the broad needs of Kubernetes. This aims
to make Kubernetes much more suitable for performance-critical,
dynamically-scaled edge solutions.
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1 INTRODUCTION

Recent years have seen containerisation and the associated orches-
tration become widespread in industry. Kubernetes [12], a container
orchestration platform, has emerged as a prominent solution in
datacenters. Edge use cases, with many thousands of nodes with
limited CPU cores and RAM, are now becoming more prevalent,
presenting the need for performant, available and reliable orches-
tration at the edge.
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Kubernetes has been largely adopted across industry, with 59%
of large organisations using it in production [15]. Kubernetes’ flex-
ibility can enable Functions as a Service, storage orchestration [13]
and public-cloud integrations [7], and more. This adoption and
flexibility make Kubernetes an attractive platform for edge deploy-
ments. Kubernetes uses etcd [8], a strongly consistent distributed
key-value store, as a source of truth for all control-plane compo-
nents. This makes etcd a key factor in the path of all requests. A
background on Kubernetes and etcd is provided in §2.

While attractive, deploying Kubernetes at the edge still poses
some challenges. Both Kubernetes and etcd can be resource inten-
sive [9, 11], leading to dedicated efforts to target Kubernetes towards
the edge [3, 4, 10]. Edge environments typically have lower band-
width, higher latency network connections, especially to non-local
services than cloud datacenters. Contrastingly these environments
may be spread over much vaster scales and are expected to be more
responsive to user interactions due to proximity whilst tolerating
multiple failure classes. With these harsh conditions performant,
reliable and scalable orchestration is key. We investigate the per-
formance limitations of etcd, their impact on scalability and on
Kubernetes in §3.

Kubernetes’ reliance on etcd and its limited scalability lead to
both availability issues as well as efficiency issues at the edge. Ulti-
mately Kubernetes is limited by a fundamental design decision: the
reliance on strong consistency in the datastore. By revisiting this
design decision in §4 we aim to enable more performant, available
and scalable orchestration at the edge.

Without a reliance on strong consistency architectural changes
can become easier, especially with a focus on performance, avail-
ability and scalability. The implications along with related work
are discussed in §5 and §6.

The key contributions of this paper are:

(1) an explanation of how etcd can be a bottleneck in a Kuber-
netes cluster, §2

(2) a benchmark of etcd’s performance at scale and discussion
of the impact on availability, §3

(3) revisiting the design decision of strong consistency and
proposing to use eventual consistency, §4

2 KUBERNETES AND ETCD

Kubernetes organises containers into groups called Pods. Pods are
assigned to worker nodes where a local daemon (the Kubelet) man-
ages their lifecycle. Higher level resources are used to implement
concepts such as replicated Pods and services in the control-plane.
This control-plane is composed of Pods which reside on leader
nodes, implementing core functionality such as the scheduler and
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Table 1: Etcd request counts. Range requests are all linearis-
able. Requests with negligible count are omitted.

Request type Count Percentage

Range 1542 52.3
Txn Range 476 16.1
Txn Put 866 29.3
Watch create 67 2.3
Total 2951 100

API server. These control-plane components are stateless and scale
horizontally to aid performance and redundancy. The desired cluster
state and current status of applications, nodes and other resources
is stored in an etcd cluster.

Kubernetes is typically deployed in datacenter environments,
typified by high bandwidth, low latency network connections. Ide-
ally, deployments should be spread across multiple datacenters
for high availability [9]. This requires that leader nodes run in
each datacenter along with efcd nodes to tolerate limited failures.
However, deploying etcd across datacenters highlights the trade-off
between availability and consistency etcd faces as it scales. This
arises from the CAP theorem [24], with etcd sacrificing availability
during network partitions to retain strong consistency.

2.1 Etcd

Etcd is a strongly consistent, distributed, key-value store which uses
the Raft consensus protocol [33] to maintain consistency, requiring
amajority quorum. As a component of the Kubernetes control-plane
it can be deployed on standalone machines or hosted inside the
Kubernetes cluster like any other control-plane service. However,
etcd is not horizontally scalable due to overheads of maintaining
strong consistency with more nodes. Deployment recommenda-
tions suggest etcd clusters should be set up with 3 or 5 nodes to
attain high availability while avoiding these overheads [14].

Table 1 contains a breakdown of the Kubernetes requests to
a single node etcd cluster for some basic Kubernetes operations,
including setup, averaged over 10 runs. The operations carried out
were creating a deployment of 3 Pods, scaling it up to 10, back down
to 5 and then deleting the deployment. This provides a very simple
trace of requests for scaling service deployments in Kubernetes.
Range requests are gets over multiple keys, puts are writes to a single
key, these requests can also be contained within a transaction (txn).
A watch create request tells etcd to notify the requester of changes to
any keys in the provided range. From this table we can see that puts
make up approximately 30% of the total requests. Put requests may
increase in proportion over the cluster lifetime as changes become
more frequent and components rely on watches for updates rather
than polling with range requests. Etcd’s efficient handling of writes
is therefore an important factor for Kubernetes.

2.2 Scheduling walkthrough

This section walks through the steps required to schedule a new
Pod as part of a ReplicaSet. The steps are visualised in Figure 1.
Scheduling a new Pod can be a typical part of the process of reacting
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Figure 1: Flow of requests to schedule a Pod. Control-plane
components are in red, efcd nodes in green, node-local com-
ponents in blue and cluster-external components in yellow.

to a change of the replicas field on a ReplicaSet resource. This change
of value could originate from a failed node, an autoscaler or a
manual scaling.

Step 1 and 2 see the updated ReplicaSet resource being sent to
the ReplicaSet controller due to its existing watch. This controller
then determines the necessary actions, creating a new Pod resource
in this case. Steps 3 and 4 see this Pod resource being written back
to etcd. Due to the strong consistency of etcd, step 5 is required to
reach a majority quorum for the write.

Steps 6 and 7 see the new Pod resource get passed to the scheduler.
This is also from a registered watch, but this time on Pod resources.
The Pod resource does not currently specify the node to run on. The
scheduler filters suitable nodes down and selects an appropriate one
to run the Pod. The scheduler then writes the updated Pod resource,
with an assigned node, back to etcd in steps 8 and 9. Again, this
write needs to be propagated to a majority quorum in step 10.

With an updated Pod resource which has an associated node the
Kubelet gets notified of the update in steps 11 and 12. With this
complete Pod description the Kubelet begins the setup process for
the containers. This includes pulling the container images from a
container registry in step 13. During the setup process of the Pod,
events will be written to the resource in etcd. This occurs in steps
14 and 15 with the associated etcd majority quorum writes in step
16.

After these steps the Pod should be set up and running on the
node, managed by the Kubelet. More events will continue to hap-
pen such as the ReplicaSet resource being updated with the new
replica count. It is also worth noting that a ReplicaSet resource is
typically controlled by a Deployment resource, adding extra layers
of communication and latency. These added layers can be extended
further due to Kubernetes custom controllers and resources, leading
to significantly increased communication and scheduling latency
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along with a later initialisation of the Pod. These are represented
by a % in Figure 1.

As can be seen, there are lots of steps, each requiring separate
writes to etcd and thus quorum of the cluster. Each of these in-
creases the latency for scheduling a Pod and becomes a part of
the dependency chain impacting reliability and availability. While
quorum writes within the etcd cluster are sent in parallel the overall
latency is dictated by the slowest node in the quorum. In particular,
this situation is exacerbated with a large cluster due to more load
on the leader for communication and nodes being less likely to all
operate within the same bounds.

3 ETCD PERFORMANCE

Operating etcd for performance and availability in challenging large
environments, such as the edge, requires it to scale efficiently while
retaining performance. This section outlines some initial results of
testing etcd’s scalability.

The tests used the official etcd benchmarking tool! with two
different operations: put and linearisable range requests. In etcd,
linearisable reads must return the value reflecting the consensus of
the cluster. Each run used only a single request type.

For each run a number of etcd nodes, at version 3.4.13, were
instantiated in Docker containers and arranged into a cluster with
secure communication over a Docker network. Each container was
limited to 2 CPUs and 1GB RAM, using an SSD for data storage. The
host machine was running Linux, kernel 4.15.0, on an Intel Xeon
4112, 16 core CPU with 196GB of RAM. Each test configuration was
repeated 10 times and medians of these repeats are presented. The
benchmark targeted all nodes, not just the leader, using 1,000 clients,
each with 100 connections, performing 100,000 operations in total
in each run. This aims to provide a best case scenario for etcd’s
performance and scalability in an idealised setting without network
latency. Network interactions would add further variability and
instability to the system, enabling more failure scenarios such as
partial partitions [1, 17].

Figure 2a shows that the strong consistency of writes certainly
comes at a cost in terms of latency, having to write the value to
a majority of nodes each time. Meanwhile, the read latency stays
comparatively low, avoiding the latency impact of flushing writes
to disk. As the cluster size increases the amount of synchronisation
work done by aleader node increases, causing the observed decrease
in performance. With an eventually consistent datastore the latency
of both reads and writes would be expected to remain similar to
each other and decrease as the cluster scales by spreading the load
more efficiently.

Figure 2b shows the effect of increasing node counts on through-
put. For both scenarios, large etcd cluster sizes lead to a severe
degradation of throughput, regardless of request type. The requests
require a majority quorum leading to lots of inter-node requests,
ultimately being a bottleneck and lowering throughput. Running
an eventually consistent datastore would lead to throughput in-
creasing with scale as there is no coordination during the request,
similar to the results observed in Anna [41].

!https://github.com/etcd-io/etcd/blob/master/Documentation/op-guide/
performance.md#benchmarks
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Figure 2: Results of scalability testing with etcd.

Due to this limited performance at scale, etcd imposes a trade-off
of performance or availability. This limit on availability can leave
Kubernetes clusters unable to make progress in the event of failures
or scale services to cope with demand. These results, coupled with
puts forming a significant proportion of Kubernetes requests, show
that etcd and such strongly consistent datastores are not going to
be sufficient in the harsher conditions of the edge environment.

4 EVENTUALLY CONSISTENT DATASTORE

This section outlines the planned work to replace etcd with an
eventually consistent datastore and some implementation consid-
erations.

4.1 The etcd API

Due to the coupling between the API server and etcd cluster the
proposed work will need to implement and expose the same API,
though the inner workings and guarantees will differ. This ensures
that no changes to Kubernetes components would be required.
Some behaviours of the API exposed by the proposed work will
not correspond to that of etcd due to the difference in architecture.
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Figure 3: Flow of requests to schedule a Pod with the pro-
posed datastore. Syncing between datastore nodes is now
lazy, not interfering with the critical path of the request.

For instance, reporting which node is the leader is non-sensical
in the proposed work, instead it will likely report each node as a
leader.

4.2 Lazy syncing

To implement the functionality of this API and attain low latency,
the proposed datastore needs to allow reads and writes to a single
node to be performed without immediate communication with
other nodes. This enables the possibility of concurrent writes to
different nodes, introducing conflicts in the stored data. Conflict-
free replicated datatypes [37] (CRDTs) enable these conflicts to
be resolved upon syncing with other nodes in a lazy, rather than
eager, manner. This will enable fast responses to the API server
even at large scales, as demonstrated in Figure 3, due to no requests
between the datastore nodes in the critical path.

CRDTs come in two main varieties: state-based and operation-
based. To synchronise two replicas state-based CRDTs transfer the
entire local state for combination with the remote state. In contrast,
operation-based CRDTs transfer operations to be applied on the
remote state. Operation-based CRDTs have minimal bandwidth
requirements compared to state-based CRDTs though recent work
has helped to close this gap [18, 23, 40].

Kubernetes uses protobuf schema files to declare the format of
resources to be stored in etcd, resembling JSON. These resources are
not already CRDTs so this translation will be within the datastore.
This may require calculating the change between the new and
stored values, extracting the operations to apply to the CRDT. With
these operations and the knowledge of the data format we can use
a JSON CRDT [27] to provide eventual consistency for Kubernetes
resource objects. Recent work [28] has also introduced low latency,
single round trip syncing of operations between nodes in untrusted
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environments. This can be applied to CRDTs providing an efficient
method of synchronisation for the edge.

4.3 Impact on Kubernetes

From Table 1 we saw that transactions make up a large component
of the requests to etcd. Due to a lack of consensus, transactions for
the proposed datastore would only operate on data in the targeted
store at the execution time. This means that they could act on
stale data with respect to other nodes. However, probabilistically
bounded staleness [19] shows that an eventually consistent system
can often still present the latest updates to data. Additionally, due to
the control loop employed by Kubernetes components, any errors
should be rectified quickly. For instance, if two separate nodes
increase the count on a ReplicaSet resource concurrently, two new
Pods may be scheduled. When these datastore nodes synchronise,
these changes may get combined into a total increase of 2 replicas.
The Kubernetes controllers can then observe this new value and
decide whether this can remain or it should be decreased.

5 IMPLICATIONS FOR ARCHITECTURES

Due to the improved scalability and lack of consensus in the pro-
posed datastore it would be possible to use autoscaling. This would
enable more optimal resource usage, reacting to demand. If the
datastore is hosted inside the Kubernetes cluster then the native
horizonal autoscaler could be employed as a low complexity solu-
tion. This is currently not practical with etcd due to scaling limi-
tations coupled with the more static nature of strongly consistent
systems.

The proposed datastore, while enabling higher availability de-
ployments through scalability, also enables a partitioned datacenter
to remain operational. Remaining able to respond to failures or
changes in demand is a key operational benefit as system failures
often cause complex problems [1].

In an edge environment, the proposed datastore could be spread
across the Kubernetes cluster at greater scale. This enables utilising
the horizontal scalability of the stateless control-plane to lower
latencies, in particular for scheduling. Etcd cannot be scaled to this
extent, imposing a lower limit on request latencies.

With this scalability it could be feasible to deploy control-plane
components with a datastore on each worker node, making Kuber-
netes decentralised. The current Kubernetes scheduler could then
be replaced with a local-first distributed scheduler, leveraging the
vast literature surrounding distributed scheduling [34, 38, 39, 42].
This rearchitecting would mean that the scheduling process would
not require any requests to leave the originating node, drastically
reducing scheduling latency. This could enable efficient reactive
autoscaling and potentially native Functions as a Service.

6 RELATED WORK

New use cases for edge environments include 5G networking [20],
in-network computing [30] and elastic CDNs [31]. These all re-
quire orchestrating lots of machines at the edge with emphasis
on low latency and reliability. Recent work has seen Kubernetes
already become popular for this orchestration at the edge [21, 22].
Kubernetes, with a more performant and available core, can fit the
orchestration frameworks required for these use cases to offload



Rearchitecting Kubernetes for the Edge

work from the cloud, improve latency for requests and provide
service-level adaptability.

Federated Kubernetes [5] distributes work between clusters, con-
sisting of a host cluster that is responsible for distributing the work
between member clusters. This centralised approach has a similar
downside to a large single cluster, leading to new research into a
decentralised model of federation using CRDTs [32]. This separates
cluster-local state from federation state, focusing on just the feder-
ation state. Our work instead tackles the problem of cluster-local
state.

DOCMA [26] is a new orchestrator for container based microser-
vices. This achieves a decentralised architecture enabling deploy-
ments with several thousands of nodes. However, this lacks a sig-
nificant number of features Kubernetes provides. DOCMA shows
that decentralised orchestration is highly scalable and provides
significant redundancy.

Proposed Kubernetes architectures for edge environments vary
but are all constrained by the centralised state in etcd. Some propose
hosting the leader nodes and etcd in a datacenter and only worker
nodes at the edge [3]. However, connections to the cloud can have
high latencies and be unreliable meaning further engineering is
required to have a robust edge [2, 6]. Others propose deploying
everything to the edge, including the datastore [4], though resource
limitations can make this less viable.

Software defined networking has seen lots of research around
consistency of control-plane state [25, 29, 36]. Concepts such as
adaptive consistency [36] and data-partitioning based on consis-
tency requirements [29] may prove useful to augment our datastore.
Alternatively, strongly consistent systems can avoid the need for
strict majority quorums, leading to more scalable systems [16, 35].
However, these all inherit the trade-off of latency and consistency.
Instead, we focus on minimising latency to offer performance and
availability in the challenging edge environment.

7 CONCLUSION

This paper has highlighted the extensive reliance of Kubernetes
on etcd and the factors leading to lower availability and a delay in
scheduling. We observed that etcd poses a bottleneck in cluster scal-
ability, with an impact on scheduling latency and availability of the
whole system due to its limited performance at scale. Our results
support our key observation that reliance on strong consistency
in the datastore limits the performance, availability and scalabil-
ity of Kubernetes. We propose to build a decentralised, eventually
consistent store specialised to Kubernetes in order to combat these
issues. This redesign also leads to the opportunity to rearchitect
Kubernetes for edge environments, offering increased performance,
availability and scalability. These improvements could lead to lower
latency, larger scale deployments at the edge and hope to inform
the future of orchestration platforms, targeting decentralised ap-
proaches for availability and performance.
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