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Abstract

As global IP traffic grows unceasingly, optical networks demand for technology
upgrades in order to keep the feared “capacity crunch” away. The most celebrated
technologies of coherent detection and wavelength-division multiplexing (WDM),
widely deployed in long-haul links, are gaining ground in access networks, which
is particularly challenging due to the shared-cost requirements, leading to denser
channel spacings and the use of cheaper devices that tend to be noisier. In order
to make the most of this technology combination, it is crucial to have a model of
the channel that accurately describes all the present sources of noise. Tradition-
ally, the most used model has been the additive white Gaussian noise (AWGN)
channel, which, although only accounting for a linear contribution of complex noise
and being insensitive to rotational phenomena, has shown its validity in numerous
studies, as well as in commercial equipment. In this thesis, however, it is observed
that the adoption of coherent detection and WDM, with lower-grade semiconductor
lasers showing a moderate linewidth, yields scenarios where a phase-sensitive model
becomes a must. The partially coherent AWGN (PCAWGN) channel is a popular
choice that fulfils this need, but its high complexity due to non-trivial functions in-
volved, deprives it from being suitable in high-speed digital circuits. The main goal
of this thesis is to describe a reduced-complexity approximation in polar coordin-
ates, accurate enough to find its applicability in modern systems. Furthermore,
this works explores some possible end-to-end applications, like channel capacity
estimation or symbol detection, assessing its performance by means of extensive
simulations. Lastly, the emerging field of complex modulation of directly modu-
lated lasers is revisited, with a special interest in how the proposed approximation
can help to improve the performance of previously reported techniques, as well as
proposing a new way to design spiral-shaped constellations aimed to maximise the
channel capacity.

Title: “Optical fibre communication over a noisy partially coherent channel”
Author: Martín Sales Llopis
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Chapter 1
Introduction

1.1 Facing the capacity crunch

Since the introduction of commercial optical systems in the 1980’s, the capacity
of fibre-optic systems has grown 10-fold every 3 to 5 years thanks to several achieve-
ments such as improved optical fibres, the erbium doped fibre amplifier (EDFA),
wavelength-division multiplexing technology (WDM), and high-spectral efficiency
coding. During the same period, the actual traffic demand grew by the same amount
only every 7 years [1]. Notably, the telecommunications industry has comfortably
provided technologies that satisfied the bandwidth demand for more than thirty
years. Figure 1.1 illustrates the chronological evolution of such technologies along
with the corresponding global traffic demand.

However, while both industry and research teams are witnessing how current
technologies are approaching the nonlinear capacity limit of optical fibre [2], the
global Internet generated traffic is expected to grow at a compound rate of 22%
per year until 2022 [3]. This growth is mainly fuelled by the rapid development
of the Internet of Things (IoT) and the proliferation of media and entertaining
content platforms offering immediate streaming of high-resolution video, such as
4K or 8K. To give some forecast figures, by 2022 the global network is expected
to host 4.8 billion users, 28.5 billion connected devices and 82% of the overall
IP traffic will be video. As a consequence, and for first time in the evolution
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Figure 1.1 – Historical trend of the achieved capacity per fibre in bits per second
versus the global Internet traffic demand, as well as the predicted capacity crunch
within the next decade.

of data communications, it seems that we are facing a big issue: the so-called
“capacity crunch” [4]. Predictions are not very optimistic and it is estimated that
the bandwidth demand will overcome the expected available capacity in the next
decade [5], which would surely result in the access to the Internet becoming a more
expensive resource for everyone. To avoid such an undesirable scenario, a yet to
arrive ground-breaking technology is yearned for and, in this direction, joint efforts
are being made worldwide by the scientific community.

The global communications network is categorized in three levels according to
their reach: core networks interconnect countries across long distances such as
transoceanic links, reaching from hundreds to several thousands of kilometres, met-
ropolitan (or regional) networks generally connect different cities within a coun-
try, ranging up to few hundreds of kilometres, and access networks (AN), also
known as “last mile” networks, that connect operators and end users.

Although core and metropolitan networks benefit from great achievements such
as recent transmission records from hundreds of Terabits per second (Tb/s) [6, 7]
and up to several Petabits per second (Pb/s) [8, 9] through a single, multiple core,
multi-mode fibre (practically disregarding how expensive or power hungry systems
are), special attention is set upon the optical AN (OAN) because they are identified
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as one of the bottlenecks, provided that cost and simplicity are key factors that
operators require in order to adopt new solutions, posing an additional challenge:
not only do they have to provide the demanded higher bandwidths but they also
have to keep costs at its lowest in order to be commercially attractive and suitable
for mass production.

As the part of the network responsible for the interconnection between the oper-
ator (also carrier or service provider) and its customers (also subscribers or users),
which can be businesses or private households, the OAN consists of all the neces-
sary equipment (including cables, optical fibres, and antennae) in order to provide
connectivity between a central office (CO) equipped with an optical line terminal
(OLT) and the end-user premises where the optical network unit (ONU) is located.
Variants of OAN are referred to as “fibre to the X” (FTTx), where X can be office,
cabinet, building, home, etc, depending on where the optical fibre terminates.

1.2 Current trends and enabling technologies

In order to keep up with the ever-increasing bandwidth demand, several techno-
logies are envisaged as potential candidates to be incorporated in future communic-
ation networks. As stated above, the most sophisticated techniques usually find a
place within the range of core and metropolitan networks despite their cost, which
is shared amongst all the users of the network. In this regard, space division mul-
tiplexing (SDM) is gaining a lot of attention in recent literature [10–12], exploring
the capabilities of multiple core fibres, or the independent use of different modes of
propagation in few-mode, or multimode fibres (FMF or MMF, respectively).

On the other hand, the preferred approach for the deployment of OANs is that
of passive optical networks (PONs) due to its low cost and simplicity [13]. PONs
are the most deployed type of OAN. A basic PON consists of an OLT providing
service to a number of ONUs via a passive network equipped with different types
of optical fibre, optical passive splitters, and optical passive filters, along with all
the interface connectors. Its main advantage is that none of these elements require
a power supply. In order to benefit from these attractive properties of PONs while
trying to increase the data throughtput per user, many research projects have seen
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the light in recent years, aiming to identify the enabling technologies that could
satisfy nowadays operator’s requirements, and defining what was called the next
generation optical access (NGOA) networks [14–21].

Coherent detection and digital signal processing

Coherent detection is probably one of the most consolidated and well-known
techniques that readily bring a substantial improvement over its counterpart of
direct detection [22–24]. The main benefit offered by coherent detection is the
increased number of signalling dimensions, since the receiver not only has access
to the signal amplitude but also to the phase. Other benefits of coherent detection
are the improved sensitivity due to the amplifying effect produced by the beating
with a local oscillator (LO) and the channel selectivity that can be achieved by
accordingly tuning the LO centre wavelength.

Practically any optical coherent system is accompanied by further stages of di-
gital signal processing (DSP) at the receiver that exploit the extra phase information
obtained with the signal to compensate for transmission impairments [25–29]. The
theoretical aspects of coherent detection and DSP are reviewed later in Chapter 2.

Coherent detection is ubiquitous in long-haul links and metropolitan networks,
but its use has been historically absent in OAN due to the higher cost of integration
of the required optical components, even though the idea of subscriber lines using
this technology was proposed more than 30 years ago [30–33]. However, the concept
of coherent OAN has a renewed interest, fostered by the maturity of semiconductor
technologies with higher degree of integration at a lower cost. As a result, the
last decade has witnessed a fair amount of research in this direction, hoping to
consolidate the technology as the way to go in NGOA [34–39]. Additionally, a more
recent standard known as 400ZR has been developed by the Optical Internet Forum
(OIF) during the past few years, aimed to fulfil the need for increased bandwidth in
data centre interconnects (DCI) within metropolitan networks. As such, it is defined
for Ethernet-based single-fibre links transporting 400 Gbits/s, in a single-channel
amplified DWDM architecture, and covering distances of up to 120 km [40,41].
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WDM and its flavours

Another technology that represented a huge breakthrough in optical communic-
ations is WDM. It is considered a media access (MA) technique, since it describes
how different users get their data from a shared channel (the fibre). Its older coun-
terpart is time-division multiplexing (TDM), where each user “sees” all the traffic at
reception but it is only entitled to capture the content of one predefined time slot.
In WDM, multiple wavelengths —coming from different laser sources or a single
frequency comb— are independently modulated and multiplexed together within
the same optical fibre. Therefore, each wavelength is associated to a transmission
channel, usually targeted to a single receiver which filters out all but the selected
wavelength, and hence does not have access to the rest of the channels. Since its
early study and experimental verification applied to high-speed data transmission
in the late 70s [42–44], it has become a fundamental part of global communica-
tions, specially in the long- and mid-range regimes, to the point that standards for
coarse (CWDM) and dense (DWDM) grids have been proposed so far by the Inter-
national Telecommunication Union (ITU), defining parameters such as frequency
range and inter-channel spacing [45,46]. More recently, other flavours of WDM us-
ing denser frequency grids purposely tailored to PONs, also called ultra-dense WDM
(uD-WDM), have been investigated as a potential solution to provide multi-gigabit
connections to a higher number of users [15,47–51].

Directly modulated lasers

The use of directly modulated lasers (DML) is predominant in last-mile and
short-range links such as data centres, typically under an intensity-modulation dir-
ect detection approach (IMDD), thanks to their low-cost and ease of manufacture.
A comprehensive review of the historical evolution, types of lasers, and their ap-
plications in modern communication systems can be found in [52]. The inherent
frequency chirp of semiconductor lasers have historically prevented them from be-
ing used in longer links (>20 km) due to the distortions produced when interacting
with the fibre chromatic dispersion. Although early works proposed techniques to
produce non-chirped pulses with a DML [53, 54], they do not seem to have gained
the acceptance of the research community, maybe because the need of external op-
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tical interferometers (implying insertion losses) or because the transmission of more
than 1 Gb/s was not a priority at the time of publication (1988-1989). It has been
in the last decade that performing some kind of phase modulation in DML has
recovered more interest [55, 56], since it can provide a suitable solution for current
and future cost and capacity demands in OANs.

Consequently, it must not be a surprise to see how in the last 5 years big
efforts are invested towards the combination of these enabling technologies [57–63],
promising multi-gigabit services to the increasing number of users while trying to
continue being cost-wise competitive.

1.3 A need for improved channel approximations

According to information theory (IT), what prevents us from sending an infinite
amount of information through a given channel is the presence of noise [64], which
is random in nature. In an optical channel, noise comes from many and diversi-
fied sources. Having an exact model of the channel is what enables the optimum
design of the different subsystems involved in order to maximise the capacity, but
in high-speed communications the computation time is strongly restricted by the
frequency of real-time operation of DSP circuits (on the order of several hundreds
of MHz), thence, relying on approximations that alleviate the hardware complexity
is a must. The most popular approximation is that of the additive white Gaussian
noise (AWGN) channel, which considers all the noise sources in a lumped term of
normally-distributed noise.

With the view set on the increasing number of proposed solutions that combine
the technologies listed in Section 1.2, it appears necessary the implementation of
alternative models that fix the weaknesses of the AWGN channel model, particularly
the lack of sensitivity to angular or phase noise. This is so because, firstly, coherent
detection relies on the beating of two oscillatory sources, rendering a signal that
is corrupted by, not only AWGN, but also the phase noise that is intrinsic to all
lasers [65]. Additionally, WDM introduces another undesired effect produced by the
interaction of neighbouring channels, known as cross-phase modulation (XPM), that
manifests itself as another source of phase noise [66–68], and that is expected to be
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larger as the channels are closer together in wavelength. Lastly, the chirp produced
by DMLs has also an angular nature, therefore any AWGN noise introduced while
driving the laser will result in a chirp-induced phase noise contribution.

Moreover, the need for new models might be accentuated by recent trends sug-
gesting new paradigms such as long-reach OANs [69–73] (such as the Super-PON
concept, firstly introduced in 1996 [74], conceived to support split ratios of 1:1024
over 100-km links, and recently fostered by Google Fiber to economise the deploy-
ment of FTTH [75]) and elastic optical networks (EON) [76]. In the first case, the
aim is to consolidate COs at the expense of longer links reaching up to 200 km
or more, thus yielding a larger amount of accumulated chromatic dispersion and
attenuation. The second case considers a network in which aspects like modulation
format, bandwidth allocation, baud rate, or traffic routes are decided on-the-fly
according to a set of monitored network parameters.

1.4 Thesis outline

After the brief introduction to the context of modern optical communications
and the challenges faced by the research community that feed the motivation for
endeavouring this work, the rest of the content of this document is structured as
follows.

In Chapter 2, a basic theoretical background of the main components found in
modern optical communication systems is provided. The chapter covers elements
from the transmitter side, such as semiconductor lasers, modulator types and tech-
niques as well as the most commonly used modulation formats. The optical fibre
channel is briefly reviewed, highlighting its main transmission impairments. Lastly,
receiver architectures and components are reviewed, paying special attention to
coherent receivers and DSP compensation algorithms.

Chapter 3 is eminently dedicated to the modelling of the PCAWGN channel.
Here, the exact solution for this type of channel is recovered from literature, and
means to solve it in a computer avoiding numerical exceptions and overflows are
provided. Beyond the exact solution, an alternative approximated model in polar
coordinates is presented, yielding a lower-complexity expression that is shown to
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approximate the channel with excellent accuracy. To complete the comparison, an-
other previously published approximated model is also implemented and evaluated.

A collection of several applications that have been identified to be suited to
use with the proposed model is given in Chapter 4. Some remarkable results are
obtained in carrier phase estimation (CPE), where in combination with a decision-
directed algorithm the model provides an increased tolerance to laser phase noise.
Other explored applications are the definition of a slicing metric, symbol error rate
estimation and blind estimation of the noise sources present in the channel.

A whole new topic (although still closely related to the PCAWGN channel),
the complex modulation of directly modulated lasers (CM-DML), is investigated
in Chapter 5. In this part of the work, a new way to approach the design of
laser driving signals tailored to account for the chirp effect is proposed. Several
modifications to previously published decoding algorithms are suggested and tested.

Lastly, a summary of the work presented in this thesis is found in Chapter 6,
where further ideas are also suggested for a future research along the same concep-
tual lines given in this thesis.

1.5 Original contributions of this work

The main original contributions presented in this thesis are summarized in the
following list:

• The most important contribution is the description of a reduced-complexity
approximated model of the PCAWGN channel in polar coordinates, given in
a compact expression that has been extensively evaluated and that is suited
for multiple applications.

• A phase noise-sensitive metric is derived from the proposed approximation
and is shown to be a suitable slicing function in the presence of phase noise.

• A method to modify the blind phase search algorithm (BPS), replacing the
Euclidean distance by the proposed slicing metric, is shown to improve the
linewidth tolerance of the carrier phase estimation (CPE) stage of a digital
coherent receiver.
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• A method to use the proposed model to perform hard-decision symbol error
rate (HD-SER) estimation is also described, tested, and shown to exhibit an
excellent agreement with Monte Carlo simulations.

• A method to perform blind joint estimation of SNR and phase noise variances
from blocks of received, undecoded data, is presented and evaluated through
simulations of multiple scenarios.

• Based on previous works on the complex modulation of directly modulated
lasers (CM-DML), a new paradigm of constellation design, called the spiral
constellation is described.

• Following the guidelines of this new paradigm, two different methods for the
design of spiral constellations with DML are proposed, showing a big potential
to improve further the prior SNR gain obtained in links provided with a
coherent receiver.

• A modified version of the previously published Viterbi algorithm (VA) in CM-
DML is shown to be further improved in the presence of non-negligible phase
noise if the proposed polar metric is used as the transition distance.

Additionally, in the last sections of this thesis, two important contributions are
introduced and, although they lack a substantial amount of work yet to be done,
the preliminary results indicate that they are promising lines of future research:

• The proposed approximated model of the PCAWGN channel is shown to be
readily upgradable to incorporate a nonlinear term, accounting for intensity-
dependent phase contributions.

• An alternative version of the proposed model specifically modified to reflect a
differential detection scheme is introduced. Early simulations show potential
improvements in SNR gain of up to 2.2 dB when used with the VA in CM-
DML.

1.5.1 Publications

Fruit of this work, two articles were submitted and accepted for publication:
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• Sales-Llopis, Martí, Md Saifuddin Faruk, and Seb J. Savory. “Improved
Linewidth Tolerant Carrier Phase Recovery Based on Polar MAP Metric Es-
timate”. In Optical Fiber Communication Conference, paper Th4C.2. Optical
Society of America, 2017.

• Sales-Llopis, Martí, and Seb J. Savory. “Approximating the Partially Co-
herent Additive White Gaussian Noise Channel in Polar Coordinates”. IEEE
Photonics Technology Letters 31, no. 11 (June 2019): 833–36.

• Sales-Llopis, Martí, and Seb J. Savory. “A Transition Metric in Polar
Co-ordinates for MLSE of a Complex Modulated DML”. In Optical Fiber
Communication Conference, paper M3J.6. Optical Society of America, 2020.



Chapter 2
Theoretical background

This chapter is intended to provide the background on the physical and func-
tional aspects of an optical communication system. The goal is to familiarise the
reader with the underlying concepts that constitute the basis for the research presen-
ted throughout this thesis. Virtually any communication system can be represented
by the block diagram shown in Figure 2.1 [64]. In principle, the topic of source cod-
ing and decoding —corresponding to the first and last blocks— falls beyond the
focus of this work and, unless stated otherwise, in the study cases considered herein
it will be assumed that the data to be transmitted has been already encoded. That
said, and following the flow shown in Figure 2.1, this chapter is structured as fol-
lows: Section 2.1 covers the transmission side of the optical link, describing the
most commonly used optical sources available and some of the different modula-
tion devices and techniques. Section 2.2 describes the channel medium: the optical
fibre, briefly exposing its main physical characteristics, then introducing the two
main sources of linear impairments, namely attenuation and chromatic dispersion.
Section 2.3 will expose the two main receiver architectures, direct and coherent
detection.

For the purposes of this work, special attention has to be paid to the latter case,
in which the system has access to both amplitude and phase of the received signal.
This leads to the fact that the receiver not only has to deal with noise contributions
to the signal amplitude but also to its phase, which usually introduces memory in
the channel. Hence, the effects of phase noise and the problem of carrier phase

33
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Figure 2.1 – Block diagram with the typical elements in a communication channel.
This thesis is mainly related to the boxes on the right half, in green and yellow colour:
channel de/coding, de/modulation, and optical fibre channel.

estimation will be studied in Section 2.4, a technique from which the model of the
so-called partially coherent channel is derived and that will be the main subject of
research in the next chapters.

2.1 Optical transmitters

The purpose of the transmitter in an optical communication system is to gener-
ate an optical signal by means of a light source and a modulating electrical signal
that conveys the encoded user data, and send it through an optical fibre cable
that will reach the receiver at the other end. In this section, the main types of light
sources based on semiconductor devices are reviewed, along with the two basic ways
of optical modulation, namely, internal and external. Also a survey of simple and
advanced modulation formats is presented, from the basic on-off keying (OOK) to
high order quadrature amplitude modulation (QAM) constellations.
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Figure 2.2 – Photon radiation mechanisms: spontaneous (a) and stimulated (b)
emission. Both require an electron falling from the conduction band, with energy Ec,
to the valence band, with energy Ev, releasing a photon with energy Eph = hν.

2.1.1 Semiconductor lasers

Principle of operation

Semiconductor devices such as light-emitting diodes (LED) or lasers are by
far the most employed light-generation devices that rely on electrical driving sig-
nals. Both of them are, in its most basic form, PN-junction diodes that operate
thanks to the electroluminescence effect, by which excited electrons in the conduc-
tion band recombine, decaying to the valence band, and releasing energy in the
form of photons. The wavelength of these photons is related to their energy, Eph,
by means of Planck’s constant h, such that

Eph = hν = h
c

λph
(2.1)

where ν is the optical frequency in Hertz, c is the speed of light in vacuum and λph
is the photon wavelength.

The main difference between LED and lasers is the dominant radiation mechan-
ism. In the former case, spontaneous radiation is the dominant mechanism and, as
such, the photons generated are more diverse in terms of emitted wavelength and
phase, thus emitting light that presents lower coherence or, in other words, a higher
linewidth. Therefore, while a LED modulation bandwidth can be between a few
hundred of MHz and up to 1 GHz (since it is governed by the carrier lifetime in the
order of 1-100 ns) its large emitted-light spectral bandwidth (in the order of tens of
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terahertz) deprives them from being practical in fibre optics communications due to
dispersive nature of the fibre. They might be, however, suitable for small in-house
or in-car networks that operate at low data rates and with reaches spanning a few
metres. The concept of spontaneous emission is illustrated in Figure 2.2 (a).

On the other hand, lasers –which name actually stands for light amplification by
stimulated emission radiation— rely on the generation of photons that have been
stimulated by another passing-by photon, process illustrated in Figure 2.2 (b).

The most remarkable characteristic of the stimulated emission process is that
a stimulated photon is identical to the originating one in frequency, phase, and
direction. This, in turn, leads to a closer approach to the generation of monochro-
matic light, with linewidth, power and stability characteristics depending on the
laser structure.

The first and simplest laser structure is known as the Fabry-Perot laser, con-
sisting of an optical cavity terminated by cleaved facets that act as reflectors. Its
purpose is to create resonance conditions inside the cavity so photons are reflected
back and forth by the mirrors, and hence stimulating the generation of new photons.

Other more sophisticated laser types are the distributed feedback (DFB) and
distributed Bragg reflector (DBR) lasers, in which the optical feedback is provided
by means of a corrugated structure (inside or outside the gain medium, respectively)
that presents longitudinal periodicity in its refractive index, helping towards a more
stable single-mode operation and reduced linewidth [77].

Rate equations

The single-mode time evolution of photon and carrier densities (S (t) and n (t),
respectively) in the laser cavity is commonly described by the pair of coupled dif-
ferential equations [78]:

dn

dt
= IA
qVact

− n

τn
− g0 (n− n0) (1− εS)S (2.2)

dS

dt
=
{

Γg0 (n− n0) (1− εS)− 1
τp

}
S + Γβ n

τn
(2.3)
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Figure 2.3 – Experimentally obtained light-current (left) and frequency response
for different bias (right) curves for a DFB laser with 10-GHz nominal analogue band-
width.

where Γ is the optical confinement factor, g0 is the gain slope constant, n0 is the
electron density at which the net gain is zero, τp is the photon lifetime, τn is the
electron lifetime, β is the fraction of spontaneous emission coupled into the lasing
mode, Vact is the volume of the active layer, q is the electronic charge, IA is the
current injected into the active layer, ε is the gain compression parameter. In
addition, the output optical power is related to the photon number S as

P = η
Shc

λ
(2.4)

where η is the quantum efficiency of the laser. Two important results that can be
obtained from the analysis of the rate equations are the light-current curve and the
frequency response of the laser. However, some of the parameters are not often
known beforehand and need to be extracted from experimentally measured data
[79]. As an example, Figure 2.3 shows the measured light-current of a DFB laser
(left) and its frequency response for five different values of bias current (right).

The equation to obtain the frequency chirp can be obtained directly from the
output optical power:

∆f = α

4π

(
d

dt
lnP (t) + κ · P (t)

)
(2.5)

in Hz, where P (t) is the output optical power, α is the linewidth enhancement
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Figure 2.4 – Direct modulation vs External Modulation

factor, and κ is the adiabatic chirp coefficient.

2.1.2 Optical modulation techniques

Optical modulation is the process by which one or more electrical signals will
shape an optical signal to convey the transmitted data. The parts of the optical
signal that can be modulated are its amplitude (or power), its frequency, phase,
polarisation, or a combination of these. Figure 2.4 shows two different paradigms of
optical modulation: direct and external, both briefly described within this section.

Direct modulation

Direct modulation is referred to the technique by which the optical signal amp-
litude is modified by means of the laser’s driving current. Under this mode of
operation, a laser is commonly referred to as a directly modulated laser (DML).
The simplest and most widely deployed technique of this kind is the intensity mod-
ulation (IM), from which derives the popular OOK modulation format, by which
digital data is imprinted on the optical signal by injecting low and high values of
driving current, which produce two levels of output optical power, i.e. low (“0”)
and high (“1”), respectively. When using this approach it is common to bias the
laser so it is centred within its linear range (see Figure 2.3 left), with the low value
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for current being slightly above threshold. A simple representation of an IM circuit
and the input-output curves is shown in Figure 2.5.

A variation of direct modulation that has received great interest in the recent
years is the so-called complex modulation (CM) [80]. This technique exploits the
property of the chirp effect in a directly modulated laser (given by Equation (2.5))
by which the optical signal will suffer a phase shift proportional to the change in
its intensity. Using a coherent receiver, and although there is only one degree of
freedom at the transmitter side (i.e. the eletrical drive amplitude), the receiver can
obtain a significant amount of information from the observed phase, being able to
substantially reduce the signal-to-noise ratio (SNR) requirements for a given BER
target. This topic will be covered in more detail in Chapter 5.

External modulation

External modulation refers to the technique by which the optical source produces
a continuous wave (CW) generated by a constant injection current (only adjusted in
a slow manner to compensate for temperature-induced drifts) while another device
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will operate upon the incoming CW signal. In modern systems we find basically
two types: electro-absorption modulators and Mach-Zehnder modulators.

Electro-absorption modulator: an EAM consists of a semiconductor device
that uses an electric field generated by an externally applied voltage to change the
absorption spectrum of light of a waveguide subject to the field. This principle,
known ad the Franz-Keldysh effect [81], is used to modulate the intensity of an
optical signal. The main advantages of EAM are its small size, low driving voltage
and high bandwidth. The smaller size property makes it a suitable candidate for
high-density integration, e.g. sharing a package with DFB lasers, which reduces
insertion losses. The lower voltage requirements make it suitable for low-power
devices and relaxes the driving electronics requirements. Finally, the higher band-
width of up to 100 GHz [82], yields EAM an attractive solution for high-speed
telecommunications. The main disadvantage is the higher chirp effect compared
to MZM, which introduces severe inter-symbol interference (ISI) when significant
amounts of dispersion are introduced in the channel. However, it has been invest-
igated and argued the feasibility of exploiting the chirp in frequency shift keyed
(FSK) modulation [83].

u(t)

Ein(t) Eout(t) Ein(t) Eout(t)

u1(t)

u2(t)

(a) (b)

waveguide

Figure 2.6 – Strucure of the (a) phase and (b) the Mach-Zehnder modulators

The Mach-Zehnder modulator To achieve higher-order modulation formats
(as those reviewed in the forthcoming Section 2.1.4) it is necessary to independently
modulate the amplitude and the phase of the signal. A basic component for this
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purpose is the phase modulator (PM). A PM is similar to an EAM in the sense that
it relies on an induced electric field to change a property of the waveguide material,
but in this case the changing property is the refractive index (which is known as
the Pockels effect, since it was first described by the German physicist Friedrich
Pockels in 1906). Thus, by means of an applied voltage u (t) it is possible to change
the phase of the incoming optical signal such that

Eout (t) = Ein (t) exp
(
j
u (t)
Vπ

)
(2.6)

where Ein (t) and Eout (t) are the input and output electric fields of the optical
signal, u (t) is the applied voltage, and Vπ is a design parameter representing the
necessary voltage to induce a phase shift of π radians (180°). Equation (2.6) neglects
any insertion loss. Two PMs can be coherently combined to form what is known
as the Mach-Zehnder modulator (MZM), which is a device that equally splits the
input signal into two paths, each of which goes through a different PM applying
relative phase shifts ϕ1 and ϕ2, and then combines these signals again. This way it
is possible to also modulate the optical intensity of the resulting signal. In a push-
push configuration (i.e. u1(t)

Vπ,1
= u2(t)

Vπ,2
), and the modulation is entirely produced in

phase, whereas in a push-pull configuration ϕ1 = −ϕ2 (i.e. u1(t)
Vπ,1

= −u2(t)
Vπ,2

) and the
modulation is produced entirely in amplitude. The electric field at the output of a
MZM can be expressed as [84, Ch. 2.1.2]

Eout (t) = Ein (t)√
2

[
Y1e

j(u(t)
Vπ

)π + Y2e
js(u(t)

Vπ
)π
]

(2.7)

where we distinguish two important modes of operation (ideally assuming Y1 =
Y2 =

√
0.5): the case s = 1 corresponds to the “push-push” configuration where

ϕ1 = ϕ2, and the modulation is produced entirely in the phase. Thus, the output
electric field is given by

Eout = Ein exp
(
j
u (t)
Vπ

π

)
(2.8)

while the case s = −1 corresponds to the “push-pull” configuration where ϕ1 = −ϕ2,
and the modulation is produced entirely in the amplitude with the additional benefit
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Figure 2.7 – (a) Structure of the in-phase and quadrature modulator (IQM), with
two Mach-Zehnder modulators (MZM) and one phase modulator (PM); (b) Signal
space at the output of the IQM.

of being free of frequency chirp. Here the output electric field is obtained as

Eout = Ein cos
(
u (t)
Vπ

π

)
(2.9)

More generally, Y1 =
√

0.5 + ε and Y2 =
√

0.5− ε, where ε represents the de-
viation from perfect splitting (i.e. when ε = 0). The ratio of the maximum to
minimum output power is known as extinction ratio (ER) and is calculated as

ER = (Y1 + Y2)2

(Y1 − Y2)2 (2.10)

where insertion losses have been neglected. Additionally, one way of achieving
simultaneous and independent modulation of amplitude and phase is by employing
the structure given in Figure 2.7 (a) known as in-phase and quadrature modulator
(IQM). In a IQM, the input signal is split into two halves and each is directed to an
independent MZM, although one of them has been first phase-shifted by π

2 radians,
i.e. setting uPM (t) = −Vπ/2. Finally, the two modulated halves are summed to
form the output signal, whose signal space is represented in Figure 2.7 (b).
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Figure 2.8 – Raised cosine filter: time evolution (top) and frequency response (bot-
tom) for three values of β, equal to 0 (solid), 0.5 (dashed), and 1 (dotted).

2.1.3 Pulse shaping

Transmission channels have a finite bandwidth and their spectrum may also
be spliced into a number of sub-channels of limited frequency range in which the
user is allowed to transmit. If transmitted pulses were to be square wave signals
representing data, this would violate the bandwidth restrictions because such signal
contains an infinite amount of odd harmonics beyond the main frequency.

Therefore, a technique called pulse shaping (PS) is put into practice, consisting
of shaping the waveform of the transmitted pulses to limit their bandwidth and
hence to better comply with the channel specifications and its spectrum allowance.
In optical systems, the PS process is generally applied to the driving electric signal,
either in direct or external modulation of lasers. Digital filters (such as finite im-
pulse response, FIR) followed by digital-to-analogue (DAC) converters are the most
common way to implement PS filters.

The ideal PS filter is known as the boxcar filter, since it presents a rectangular
shape in the frequency domain. In the time domain, the boxcar filter impulse
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response is obtained as
h (t) = sinc (t) = sin (t)

t
(2.11)

However, the boxcar filter is impractical in real systems because of causality issues
and its infinite length in time. A good approximation and popular choice in practical
implementations is the raised cosine filter (RC). As its name indicates, the spectrum
of the RC filter has a cosine shape that is raised to sit on the zero line. What makes
the RC filter attractive is not only that it is realizable with digital filters but it
complies with the Nyquist ISI criterion (the contribution of its response to integer
multiples of T is zero except for t = 0) while offering a trade off between hardware
complexity and performance. The frequency spectrum of the RC filter is calculated
as:

HRC (f) =


T

(
0 ≤ |f | ≤ 1−β

2T

)
T
2

{
1 + cos

[
πT
β

(
|f | − 1−β

2T

)]} (
1−β
2T ≤ |f | ≤

1+β
2T

)
0

(
|f | > 1+β

2T

) (2.12)

where β is the roll-off factor and indicates the excess bandwidth with respect to the
ideal 1

T
. Figure 2.8 shows the time (top) and the frequency (bottom) responses of

a RC filter for the β values 0, 0.5, and 1.

In the presence of noise, it is common to exploit the properties of the autocorrel-
ation function in order to reduce out-of-band noise power. This technique is referred
to as matched filtering and consists of designing the transmitter and receiver filter
such that the convolution between both yields the desired channel response. In this
regard, the root raised cosine (RRC) filter is designed as the square root of the RC
filter, that is |Hrrc (f)| =

√
Hrc (f), and is implemented in both sides of the channel

so we can say that transmitter and receiver are matched.

2.1.4 High order modulation formats

As customer needs evolved alongside increased bandwidth demand, digital com-
munications systems needed to improve the existing solutions offering higher spec-
tral efficiency, that is, transmitting more data bits per second per Hertz. The best
way to achieve this goal is using multilevel signalling, which consists of increasing
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the number of discrete levels that a receiver will be able to distinguish with a relat-
ively low error rate. Thus, the N -dimensional signal space is distributed in a set of
M symbols that form the modulation format constellation. We will call alphabet or
set of symbols X , and individual symbols within X will be noted with a lower-case xi
where i will be the symbol index, i.e. i ∈ {1, . . . ,M}. In general —as in non-coded
modulation— each symbol xi will represent a unique codeword of m = log2 (M)
bits, so that we can use the bit vector representation xi := [b0, b1, . . . , bm].

Pulse amplitude modulation

In IM systems, such as a transmitter based on a DML, increasing the number
of intensity levels leads directly to pulse amplitude modulation (PAM). When using
PAM modulation, the receiver can be as simple as requiring only one photodiode,
thus becoming an attractive solution for access networks and last-mile topologies
where cost has to be minimized. To this date, a substantial amount of research
has been done for PAM4 and PAM8 reaching transmission rates of up to 200 Gb/s
[85,86].

Figure 2.9 depicts an example for PAM4 modulation including the signal space
in the IQ plane (left) and a modulated signal after being PS filtered (right). As
it will be seen in Chapter 5, if a laser has been directly modulated with a PAM
signal, it is possible to highly improve the link performance if a coherent receiver
is used due to the chirp present in the signal and thanks to the retrieved phase
information.

Quadrature amplitude modulation

The most popular high-order modulation format found in industry is the mul-
tilevel quadrature amplitude modulation M -QAM. These, can be implemented in
dual polarisation (DP) or single polarisation (SP). For simplicity, we consider the
latter for the general description of the concept. M -QAM is achieved by modulat-
ing two carriers of the same frequency but in quadrature (π/2 phase shifted) with√
M amplitude levels and then combining them in the same signal. For instance, a

SP-16QAM optical signal can be achieved by inputting a CW into the IQM mod-
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Figure 2.9 – PAM4 modulation: (left) signal space in the IQ plane, (right) modu-
lated and pulse-shaped signal example.

ulator in Figure 2.7 and driving each MZM, i.e. the corresponding to I and Q

components, with a PAM4 signal each.

The simplest QAM is the one with M = 4, equivalent to a phase shift keyed
(PSK) modulation with 4 phase angles (4-PSK), most commonly known as quadrat-
ure phase shift keying or QPSK. It is certainly the most widely deployed modulation
format in modern optical communications although denser formats of orders from
8 to 64 are also being intensely investigated and utilised in an increasing number of
systems. Figure 2.10 shows some examples for different QAM modulation formats,
where for the particular case of 8-QAM the circular configuration has been chosen
against the rectangular one due to its higher robustness against phase noise).

QAM orders beyond 64 have been investigated with 4096-QAM format experi-
mentally demonstrated over a 160-km link [87]. Due to its relevance, a great part
of the work in this thesis is centred around this type of modulation format.

2.2 Optical fibre channel

The huge success of optical communication systems greatly rely on ground-
breaking advances in optical fibre technology that started back in 1950 with the
addition of a cladding layer but really triggering its industrial expansion thanks to
the important contribution in 1979 with the reduction of the fibre attenuation down
to 0.2 dB/km [88]. The aim of this section is to summarize the main characteristics
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Figure 2.10 – Example of some QAM orders

of the fibre optic cable along with its main transmission linear impairments, with
the view set on their implication in coherent systems.

2.2.1 Main characteristics

The optical fibre consists of a cylindrical strand of silica in its core surrounded
by a cladding with lower refractive index, so that total internal reflection happens
at the core-cladding interface and the light beam is guided within the fibre. Here
we consider the type in which the change in refractive index between the core, n1,
and the cladding, n2, is produced in a sudden step fashion (see Figure 2.11). This
is known as the step-index fibre.



48 CHAPTER 2. THEORETICAL BACKGROUND

a

b

protective 

jacket

cladding

core re
fr

a
c
ti
v
e
 i
n

d
e
x

radial distance

b

a

n1

n2

re
fr

a
c
ti
v
e
 i
n

d
e
x

radial distance

b

a

n1

n2

Figure 2.11 – Step-index fibre: cross-section view of the physical layers (left) and
refractive index diagram showing the step between core and cladding (right).

Moreover, the core and cladding refractive indices and the radius of the core, a,
will also determine the number of modes allowed in the fibre, that is, the number of
propagation modes that are solutions to the Maxwell equations governing the wave
propagation in the core-cladding medium. In this thesis, only single-mode fibre is
considered, for which typical values are ∆ = (n1 − n2) /n1 ∼ 3 × 10−3 and radius
in the range of 2− 4µm.

2.2.2 Linear impairments

Attenuation

Optical losses are one of the main impairments that limit the maximum distance
a system can transmit in order to meet a given set of target specifications. For a
fibre loss coefficient α, the received power Prx at the other end of a fibre of length
L (in metres) is given by

Prx = Ptx exp (−αL) (2.13)

where Ptx is the power launched into the fibre. α has units of nepers/m, however
it is common to do the following conversion to units of dB/m.

αdB = −10
L

log10

(
Prx
Ptx

)
(2.14)

The fibre loss is wavelength dependent, as it can be observed in Figure 2.12, present-
ing a minimum at the wavelength 1.55 µm (in the C-band), where most long-haul
communication systems operate and which coincides with the window of effect of
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Figure 2.12 – Attenuation in dB/km versus the optical wavelength in µm, with the
standard operation bands indicated.

erbium-doped fibre amplifiers (EDFA).

Dispersion

Dispersion refers to the phenomenon by which a pulse broadens as it travels
along the optical fibre. Thus, a sent optical pulse of duration T will be received at
the fibre output with a width T + ∆T .

Depending on the size of the fibre core, there are two types of dispersion. Optical
fibres allowing more than one mode (e.g. MMF) present intermodal dispersion,
which is due to the different effective length that each mode has to travel inside the
fibre. If the fibre core has a constant refractive index, then these mode components
travel at the same speed, resulting in a difference in time of arrival at the output.
Intermodal dispersion can be highly minimized by using graded-index fibres, a more
sophisticated type of fibre in which the core refractive index decreases gradually and
radially outwards from the centre, hence light rays travelling longer distances will
do it faster, effectively compensating for the dispersion effect. Moreover, intermodal
dispersion can be completely eliminated by using SMF.

Another two important types of dispersion present in optical fibres are chromatic
dispersion (CD) and polarisation mode dispersion (PMD). On one hand, CD is
the combination of two distinct effects: material and waveguide dispersion. The
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former arises from the variable response at atomic scale of the interaction between
dielectric and the electromagnetic field of the signal, translating into a wavelength
dependence of the refractive index seen by the signal; the second also exhibits a
wavelength dependence of the mode propagation velocity, but irrespective of any
refractive index variations in the medium. On the other hand, PMD results in the
two orthogonal states of polarisation (SOP) travelling at different speeds due to
imperfections, asymmetry, or birefringence in the fibre core (that is, the difference
of refractive index seen by these two SOP). For a more detailed description of these
phenomena, the reader is addressed to [89]. Consequently, because optical pulses
will contain a finite amount of frequency components, each one will travel at a
slightly different group velocity, vg, causing the so-called group velocity dispersion
(GVD):

vg = c

ng (ω) (2.15)

where ng is the group index [90]. For a pulse with frequency content defined by ∆λ
after propagation of a distance L, the total dispersion is given by

∆T = DL∆λ (2.16)

where D is known as the dispersion parameter and is commonly given by units of
ps/(km·nm). It can be obtained as

D = −2πc
λ2 β2 (2.17)

where β2 is the GVD coefficient and given by

β2 = d2β

dω2 = d2 (nω/c)
dω2 (2.18)

In Equation (2.17), higher-order effects have been omitted (such as β3, also known
as the dispersion slope). A typical value for standard SMF (SSMF) is D ∼ 17
ps/(km·nm). As with attenuation, the amount of dispersion accumulated along
the transmission link limits the reach and the data rate. It is one of the major
impairments in mid-range long-haul transmission links but thanks to being a linear
effect it is relatively easy to compensate for. Section 2.3.3 discusses how this can
be done in the digital domain.
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2.3 Optical receivers

The goal of an optical receiver is to collect the light that arrives from the fibre
output, convert it to the electrical domain, and extract the information conveyed
by the signal. There are two main schemes in which receivers can be categorized:
direct detection and coherent detection. Whilst the former has been historically
the dominant solution in industry, the latter is nowadays regarded by operators as
a must-be solution in modern, high-bandwidth systems, not only in long-haul and
metropolitan networks but also in short-range access networks. The two approaches
are reviewed in Section 2.3.1 and Section 2.3.2, respectively. However, the aim of
this thesis is particularly focused on coherent detection and, as such, more detail
will be provided in this regard.

2.3.1 Direct detection

The simplest form of optical communication is given by an intensity modulated
signal at the transmitter and a direct detection at the receiver. This scheme is
abbreviated as IMDD. The receiver consists basically of a photodiode that retrieves
the envelope of the incoming signal, where the information has been modulated.
In such scenario, digital bits are encoded as low (‘0’) or high (‘1’) values of op-
tical intensity at a modulation frequency many orders of magnitude lower than the
optical carrier frequency (tens of GHz versus hundreds of THz). The photodiode
is sometimes referred to as a square-law detector because the generated electrical
current, Ipd, depends linearly on the incident electric field squared, that is

Ipd = Rpd |Ein|2 = Rpd

(
<{Ein}2 + ={Ein}2

)
(2.19)

where Rpd is the photodiode’s responsivity, obtained as

R = η
q

hfin
(2.20)

in units of ampere per Watt, where q is the charge of an electron, η is the quantum
efficiency, h is Planck’s constant, and fin is the optical frequency of the incident
light. An interpretation of Equation (2.20) is that it is telling us how many electrons
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Figure 2.13 – A basic block diagram of the intensity-modulated direct detection
approach (IMDD). VOA: variable optical attenuator.

(q) are generated per incident photon (each with energy hfin), all being reduced by
a factor that measures the “quality” of the device (normally 0 < η < 1). Respons-
ivity strongly depends on the incident wavelength, but typical values for devices
operating around 1550 nm are around 0.5 − 0.6 A/W. Figure 2.13 shows a basic
block diagram of a IMDD link where, at the transmitter, the bias-tee allows for
adding a DC bias current and the modulating RF signal whereas, at the receiver,
the incident power can be adjusted with a variable optical attenuator (VOA). Al-
ternatively, the intensity modulation can be performed externally with components
such as MZM offering higher bandwidth. Using the latter approach, a record net
data rate of 333 Gbps has been recently reported in [91].

2.3.2 Coherent detection

As with many other techniques used in optical systems, coherent detection
[24, 92] is a technique borrowed from the field of electronic communications, and
which main principle is the fact that combining (or beating) an incoming optical
signal with a reference signal generated locally results in a down-converted version
of the incoming signal. Unlike IMDD systems, coherent detection allows for recov-
ering both phase and amplitude information from the modulated signal because the
incoming signal is first split in two and then each part multiplied by the in-phase
and quadrature components of the reference signal, respectively. An optical co-
herent receiver consists mainly of an optical front-end where the optical beating is
produced, and the opto-electronic conversion block yielding the set of electrical RF
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Figure 2.14 – Schematic of a phase- and polarisation-diverse optical coherent re-
ceiver. PBS: polarisation beam splitter, LO: local oscillator, TIA: trans-impedance
amplifier, ADC: analogue-to-digital converter, DSP: digital signal processing.

signals. Moreover, since the mid 2000’s until today, it has become extremely popu-
lar to exploit the power of digital signal processing (DSP) on the coherently detected
signals, allowing for low-cost and reliable mitigation of transmission impairments
such as CD, among others [25, 26]. In the remainder of this section the optical
front-end architecture is briefly discussed along with the optoelectronic conversion
stage. Some of the most important DSP compensation techniques are separately
discussed in Section 2.3.3.

Optical front-end

This is the first block of an optical coherent receiver and it is composed by
all-optical passive elements such as power splitters, couplers, etc. The number and
configuration of these depends on the specific type of receiver, namely: whether
it presents polarisation- and/or phase-diversity, single or balanced detection, etc.
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For the sake of completeness, a phase- and polarisation-diversity coherent receiver
will be herein described, although for most of this work a single polarisation is only
considered.

Figure 2.14 shows the schematic of a phase- and polarisation-diverse coherent
receiver, however, for the remainder of this thesis, only the part for one polarisation
will be addressed, since the aspects that will be discussed are equally and independ-
ently applicable to both polarisations. There are two optical inputs for the signal
and local oscillator (LO), whose electric fields can be expressed as

Ein =
√
Pin (t) exp (2πfint+ θin (t)) (2.21)

ELO =
√
PLO (t) exp (2πfLOt+ θLO (t)) (2.22)

where Pin (t) and PLO (t) are the optical power, fin and fLO the carrier centre
frequencies, and θin (t) and θLO (t) the phase of the incoming and LO signals, re-
spectively. These two signals are fed into an optical hybrid that contains two 2×2
3-dB couplers. These couplers receive half of the two signals at its outputs, with
the difference that for one of them the LO signal has been previously shifted by
90°. Each coupler adds a 180° shift to either of its branches, yielding the set of
generated photo-currents

iI± (t) = Rpd

2

[
PLO (t) + Pin (t)± 2

√
Pin (t)PLO (t) cos (2πfIF t+ ∆θ (t))

]
(2.23)

iQ± (t) = Rpd

2

[
PLO (t) + Pin (t)± 2

√
Pin (t)PLO (t) sin (2πfIF t+ ∆θ (t))

]
(2.24)

where fIF = fin − fLO and ∆θ (t) = θin (t) − θLO (IF stands for intermediate fre-
quency). Notice that the 180° shifted outputs bring the benefit of DC component
cancellation when these photocurrents are generated by two pairs of balanced pho-
todiodes and fed to transimpedance amplifiers (TIA) in a subtracting configuration,
such that

vI (t) = K (iI+ (t)− iI− (t)) = 2KRpd

√
Pin (t)PLO (t) cos (2πfIF t+ ∆θ (t)) (2.25)

vQ (t) = K (iQ+ (t)− iQ− (t)) = 2KRpd

√
Pin (t)PLO (t) sin (2πfIF t+ ∆θ (t))

(2.26)
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Figure 2.15 – Typical sequence of DSP stages (from top to bottom) in a coherent
receiver for transmission impairments compensation

where K is the voltage-to-current gain of the TIAs (and here it is assumed to be
the same for both branches, I and Q).

2.3.3 Digital signal processing algorithms

Once the optical inputs have been combined and detected, the produced sig-
nal voltages vI (t) and vQ (t) are sampled by analogue-to-digital converters (ADC),
buffered and then are ready to be processed. At this point, the implementation of
subsequent DSP stages has reported immense benefits in the field of impairment
compensation [93], significantly increasing the system tolerance to propagated dis-
tance, accumulated dispersion, ISI, laser phase noise, channel non-linearities, etc.
Figure 2.15 shows a flow diagram that illustrates the conventional (but not unique)
order of DSP algorithms in a coherent receiver. From these stages, carrier phase es-
timation (CPE) is the one that has a major impact on the outcome of this thesis and
therefore it is discussed in Section 2.4. The rest of the stages are briefly discussed
in the remaining of this section.

Static equalisation

Equalisation in digital coherent receivers is commonly split in two stages: static
and adaptive. In the first case, large static filters are used to compensate for linear
impairments that do not change with time. This is the case for CD, which transfer
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function in the frequency domain is given by [94]

HCD (ω, z) = exp
(
−j ω

2β2z

2

)
(2.27)

where z is the transmitted distance and ω is angular frequency. CD compensation
(CDC) is thus performed by passing the impaired signal through a filter that im-
plements the inverse of Equation (2.27), i.e. G (ω) = 1/HCD (ω, z) = HCD (ω,−z).
For this purpose, a FIR filter is employed, which basic structure is illustrated in
Figure 2.16. The discrete-time output of such filter is given by the vector multi-
plication

y (n) = hTx (2.28)

where x is a column vector containing the last N samples of the input signal, h is
the N -tap filter response, and (·)T indicates transposition. The tap coefficients in h
are obtained from truncating the inverse Fourier transform of HCD (ω,−z) as [95]

[h]n = h (n) = 1
ζ

exp
(
−j π

ζ

(
n− N − 1

2

)2)
(2.29)

where ζ = 2πβ2z
T 2
s
, Ts is the sampling period, and N = bζc where the operator b·c

rounds to the nearest integer towards minus infinity.

Figure 2.16 – Finite impulse response (FIR) filter structure

Adaptive equalisation

Any realistic channel exhibits a transfer function that distorts the signal and
creates ISI. The receiver does not generally have an a priori knowledge of the
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channel response and, on top of that, some of the phenomena affecting the channel
are time varying, such as the fibre polarisation mode dispersion (PMD), which
causes random variations of the signal’s state of polarisation (SOP).

Probably the most celebrated technique for adaptive equalisation is Godard’s
Constant Modulus Algorithm (CMA), published in 1983 [96]. The CMA is best
suited to modulation formats with symbols at a constant power level, like 4-QAM
or M -ary PSK, although it is widely used as a pre-convergence algorithm with
higher order QAM formats [70]. The algorithm works by iteration, first filtering
the signal and then computing the updated FIR tap coefficients that minimise a
cost function proportional to the deviation of the output from the ideal constant
power. The algorithm has also been adapted to the dual polarisation by allowing
power exchange between polarisations by means of the MIMO structure shown in
Figure 2.17.

Figure 2.17 – 2x2 Multiple-input multiple-output (MIMO) filter structure for PMD
compensation in polarisation-diversity coherent receivers

If the input sample vectors are denoted by xX and xY for the X and Y polar-
isations, respectively, at the first stage the output samples are computed as

yX (n) = hHXXxX + hHXY xY (2.30)

yY (n) = hHYXxX + hHY Y xY (2.31)

where the subscripts in hout,in refer to the input/output polarisations and the su-
perscript (·) indicates the Hermitian or complex transpose. For constant power
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formats and assuming signal power normalisation, the error terms are obtained as

eX ← 1− |yX (n)|2 (2.32)

eY ← 1− |yY (n)|2 . (2.33)

Finally, the FIR-taps are updated as follows

hXX ← hXX + µeXxXy∗X (2.34)

hXY ← hXY + µeXxY y∗X (2.35)

hY X ← hY X + µeY xXy∗Y (2.36)

hY Y ← hY Y + µeY xY y∗Y (2.37)

where (·) denotes complex conjugate and µ is the step-size parameter that determ-
ines the trade-off between stability and speed of convergence of the algorithm.

Variations of the CMA structure have been proposed for higher-order QAM
formats [97,98] as well as alternative implementations in the frequency domain [99].

2.4 Carrier recovery

Once all the previous stages of normalisation, orthogonalisation, and equalisa-
tion have been performed, the resulting signal contains, ideally, impairments of
angular nature only, mostly a frequency offset and a phase noise term (as long as
nonlinear effects are neglected). Carrier recovery can be then split into a former
stage of coarse frequency offset compensation and a posterior stage of finer carrier
phase estimation (CPE). The first stage can be performed by finding the frequency
fo at which the Fourier transform of the signal exhibits a maximum, and multiply-
ing the signal by exp (−j2πfot) with t = kT . In some scenarios, however, such
as with strong noise or the use of probabilistic shaping, it might be necessary to
apply a nonlinear function to the signal (e.g. squaring, 4-th power) prior to finding
the maximum in the transform. CPE is also a critical stage, highly dependent on
the modulation format, and whose goal is to track the phase variations due to the
combined transmitter and LO lasers’ linewidth. The different CPE algorithms fall
within two categories: non-data aided (NDA) and decision-directed (DD). These
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Figure 2.18 – Block diagram of the Viterbi & Viterbi phase estimator for QPSK.
The 〈·〉 indicates complex-valued arithmetic mean.

are discussed in Sections 2.4.1 and 2.4.2, respectively.

2.4.1 The Viterbi & Viterbi algorithm

The Viterbi & Viterbi algorithm [100] exploits the fact that given the set of
received PSK symbols

y (t) = A cos
(

2πfct+ 2πm
M

+ θpn (t)
)

(2.38)

where A is the amplitude, fc the carrier frequency, m the symbol index, and θpn (t)
the phase noise, fall onto the same point in the complex plane when they are raised
to theM th power. This is effectively a modulation removal, after which the symbols
can be averaged out and the phase noise component extracted and removed from
the original signal. Figure 2.18 illustrates the V&V algorithm for the case when
M = 4, i.e. for a QPSK scenario.

Curiously, the V&V and Godard’s CMA algorithms share some similarities:
both were published in the early eighties and both were originally conceived to ex-
ploit the constant-modulus property of the M -PSK modulation format (especially
QPSK). Due to their simplicity and robustness, both became the most implemen-
ted solutions for CPE and equalisation stages, respectively, and are still widely
employed in modern commercial systems.
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2.4.2 Decision directed CPE

As it could be noticed, the V&V algorithm did not require any knowledge of
the data symbols being transmitted. On the other hand, a different family of
algorithms do need to perform symbol decision to some extent in order to obtain
a phase estimate. These are better suited for higher modulation formats such as
M -QAM when M > 4.

Among the decision directed CPE algorithms (DD-CPE) it is worth naming
two particular ones: the maximum a posteriori (MAP) and the blind phase search
(BPS). The former is important because it is known to obtain the optimum solution
to the CPE problem [101,102] but its computational cost is prohibitive. The latter,
is popularly known as the de facto reference CPE algorithm for benchmarking.
However, although it was published as to be “hardware efficient”, in the literature
it is not actually considered a suitable solution for real-time high-speed hardware
implementation.

The DD-CPE problem is reviewed with more detail in Chapter 4. It will be
seen that after CPE, the signal presents a residual amount of phase noise, which
can be better described with the PCAWGN channel model that is, in turn, going
to be presented in detail in Chapter 3.

2.4.3 Summary

This chapter has revisited some of the most important components and meth-
ods in typical optical communications systems. Starting with the transmitter side,
the semiconductor laser with its rate equations and the two main modulation tech-
niques, direct and external, have been introduced. Then the optical fibre channel
is briefly described, mentioning some of the major impairments such as attenuation
and dispersion. The chapter has ended with a review of optical receivers, particu-
larly the coherent receiver followed by some popular DSP compensation algorithms.



Chapter 3
Models and approximations of the
partially coherent AWGN channel

3.1 Introduction

Communication channels can be distinguished according to their degree of co-
herence, or in other words, their ability to retrieve the carrier signal phase. In many
cases, for the receiver it is impossible, or very difficult, to obtain the phase reference
of the carrier, due to issues like frequency hopping, phase noise, frequency offsets,
non-coherent detection, etc. In such case, it is said to be a noncoherent channel
and it has been extensively studied in the past [103–106]

A slightly different case is when the receiver has some mechanism to obtain
the carrier signal phase. If this mechanism was perfect, it would render a fully
coherent channel, but real systems are not perfect and the fully coherent channel
has no practical use. Instead, the imperfect channel turns into a partially coherent
channel, in which the signal phase is recovered but with an amount of uncertainty,
that is, an angular noise contribution. Precisely, it is considered that in an optical
system that performs coherent detection, the CPE stage will be corrupted by the
AWGN and thus yielding an inexact phase recovery, introducing a residual phase
error. In this work, polar coordinates are considered the best way to tackle the
modelling of partially coherent channels, mainly because the linear and angular

61
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noise contributions can be better split without interfering between each other, while
bringing a reduction in complexity that may enable other applications that are
restricted in nowadays systems.

3.2 Problem statement

Having introduced the different types of AWGN channels according to their
degree of coherence, consider now the discrete-time, memoryless PCAWGN channel
where, at any given instant of time t = kT , it is described by the expression

y = x exp (jθ) + n (3.1)

where x and y are complex-valued random variables representing the transmitted
symbol and observed sample, respectively, θ is the phase noise term, n is the linear
complex additive white Gaussian noise (AWGN) with zero mean and variance N0,
that is

n ∈ C (3.2)

< (n) ∼ N
(

0, N0

2

)
(3.3)

= (n) ∼ N
(

0, N0

2

)
, (3.4)

and j =
√
−1.

The symbols x are drawn from the discrete constellation X of sizeM , and for the
cases considered in this work, unless stated otherwise, each symbol is equiprobable,
i.e. the probability mass function (PMF) of x is given by

p(xm) = 1
M

, m ∈ {0, 1, ...,M − 1} (3.5)

The observed variable y is considered to be continuous, although in practical
scenarios it would commonly be a discrete variable bounded to a limited resolution
given by the number of bits of the ADC at the receiver. Thus, we define in polar
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coordinates y: (|y| , ϕ) with

|y| =
√
<(y)2 + =(y)2 0 ≤ |y| <∞ (3.6)

ϕ = arg (y) = tan−1
(
=(y)
<(y)

)
−π ≤ ϕ < π (3.7)

Notice that in Equation (3.6) the domain for |y| is considered to be [0,∞). While
this is useful for a theoretical analysis, in practice the maximum value will be
limited by an upper maximum value, |y|max, which could be determined by the
amplifiers maximum output value (i.e. clamped to the supply voltage), or by the
ADC maximum allowed value, etc.

For the cases described in the following chapters, the SNR is going to be defined
in dB as

SNR = 10 · log10

(
PS
N0

)
(3.8)

where PS is the average transmitted power, that is

PS = E
[
|x|2

]
, (3.9)

where E [·] denotes the operator for statistical expectation.

3.3 Exact solution

There is a natural benefit that arises from modelling the channel described in
Equation (3.1) in polar coordinates, and it is the fact that the phase noise con-
tributes only to the angular dimension, leaving the modulus component unaffected.
Therefore, it is convenient to divide the problem in two parts: first, analyse the im-
pact of the AWGN on the modulus and angular distributions and, secondly, include
the effects of the phase noise by applying convolution.

Case I: AWGN-only channel

In this first case, the phase noise in Equation (3.1) is neglected, therefore, the
process θ is zero at all times. In this new scenario, the channel conditional probab-
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ility p (y|x) is well known and given by [107]

p (y|x) = |y|
πN0

exp
(
−|x|

2 + |y|2 − 2 |x| ρ cos ∆ϕ0

N0

)
(3.10)

where ∆ϕ0 is the modulo-π angular difference between x and y, i.e.

∆ϕ0 = ϕ− arg (x) (3.11)

with ∆ϕ0 ∈ [−π, π). From Equation (3.10) it is possible to extract the marginal
probability distribution function (PDF) of the observed amplitude |y|, which is the
also well-known Rician distribution

p (|y| |x) = |y|
N0/2

exp
(
−|x|

2 + |y|2

N0

)
I0 (κ) (3.12)

where I0 (κ) is the modified Bessel function of the first kind and its argument κ is
defined as

κ = |x| |y|
N0/2

. (3.13)

Moreover, assuming that |y| has been observed, it is possible to express the a
posteriori probability (APP) of the angular difference ∆ϕ0 as follows

p (∆ϕ0|x, |y|) = exp [κ cos (∆ϕ0)]
2πI0 (κ) (3.14)

which corresponds to the von Mises distributionM (µ, κ) with probability density
function

pM (φ;µ, κ) = 1
2πI0 (κ)e

κ cos(φ−µ) (3.15)

with mean µ = 0 and a concentration parameter κ given as in Equation (3.13).

Case II - The PCAWGN channel

The first thing that must be noticed in order to find the joint probability dis-
tribution of the AWGN and the phase noise is that the modulus distribution is
not affected by the phase noise and, therefore, its PDF p (|y| |x) is the same as in
Equation (3.12). Secondly, a choice is required to model the phase noise process θ
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in Equation (3.1). In this regard, there are mainly two options that are recurrent
in most literature [105,108,109]. One is the wrapped Gaussian or wrapped normal
distribution WN (µ, σ) with the following PDF

pWN (φ;µ, σ) = 1
σ
√

2π

∞∑
k=−∞

exp
[
−(φ− µ+ 2πk)2

2σ2

]
(3.16)

which obviously presents the practical limitation imposed by the infinite sum over
the index k (for the simulations presented in this work k is kept equal to 3). Al-
ternatively, the truncated version of Equation (3.16) can be also considered, using
the single value for k = 0 only, which is equivalent to the unwrapped Gaussian or
normal distribution N ′ (µ, σ) with PDF given by

pN ′ (φ;µ, σ) = K ′

σ
√

2π
exp

[
−(φ− µ)2

2σ2

]
(3.17)

where, for this particular case, the term K ′ 6= 1 is a normalisation factor to ensure
that

∫ π
−π pN ′ (φ;µ, σ) dφ = 1.

Another popular choice to model the PDF of the phase noise θ is the von Mises
distribution —also known as the Tikhonov distribution—, given by Equation (3.15).
The Tikhonov distributionM (0, κ) is thus a good approximation ofWN (µ, σ), in
which the relation between the circular variance σ2 and the concentration parameter
κ is given by [108]

κ ≈ 1
σ2 (3.18)

Figure 3.1 shows a comparison of the wrapped Gaussian (solid black), the truncated
Gaussian (dotted blue), and the Tikhonov (red dashed) distributions for several val-
ues of σ. It can be seen that for smaller amounts of phase noise (σ = 0.5, σ = 1) the
truncated version still coincides perfectly with the wrapped one, while the Tikhonov
shows best fit for values around σ = 2. On the other hand, for higher values of σ
where the distribution approaches to uniform, the Tikhonov approximates better
than the truncated Gaussian.

In what follows, the phase noise term will be considered to follow a Tikhonov
distribution with zero mean and concentration parameter α, i.e. θ ∼ M (0, α).
Now the angular difference between the variables x and y results from the process
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Figure 3.1 – Comparison of the wrapped Gaussian distribution (solid black) with
the truncated/unwrapped (dotted blue) and the Tikhonov (dashed red) distributions
for different values of σ.

addition
∆ϕ = ∆ϕ0 + θ (3.19)

and as such, its PDF p (∆ϕ|x, |y|) is obtained from the convolution of the two
generating distributions, p (∆ϕ0|x, |y|) and p (θ), and it is expressed as follows [110,
Eq. 3.5.43]

p (∆ϕ|x, |y|) =
I0
(√

κ2 + α2 + 2κα cos (∆ϕ)
)

2πI0 (κ) I0 (α) . (3.20)

Finally, the joint PDF is obtained by multiplying Equations (3.12) and (3.20),
which yields

p (y|x) = |y|
πN0

exp
(
−|x|

2 + |y|2

N0

)
· I0 (ν)
I0 (α) (3.21)

with
ν =

√
κ2 + α2 + 2κα cos (∆ϕ). (3.22)

For the rest of this work, Equation (3.21) will be referred to as the exact solution of
the PCAWGN channel conditional probability. It is also noticeable that this result
is similar to the one shown in [109, Eq. 3] although in the latter case the authors
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took into account other factors such as the portion of power in a pilot tone sent
with the signal and the one-sided loop bandwidth-sampling period product.

3.4 Approximations of the PCAWGN channel

In this section, three different ways to approximate the exact solution in Equa-
tion (3.21) are presented. The first way is simply a collection of numerical approx-
imations for the Bessel functions involved in the computation. The second method
is a previously proposed metric that will be used in simulations for the sake of com-
parison. The third method, is a new metric in polar coordinates that is presented
as the main original contribution of this thesis.

3.4.1 Numerical approximations

Due to the presence of non-trivial modified Bessel functions, it is sometimes
required to rely on numerical approximations to evaluate the model in Equa-
tion (3.21). For instance, Figure 3.2 shows the curve log10 [I0 (κ)] calculated with
Matlab, which overflows for input values around κ ≈ 701 and above (region
shaded in yellow). Such values are easily achieved for both arguments of the two
I0 (·) functions in Equation (3.21), α and ν (which in turn depends on κ and α

itself).

Moreover, because such parameters are inversely proportional to the noise vari-
ance, i.e. κ ∝ N−1

0 and α ∝ σ−2, they are more likely to produce overflows at low
values of noise where, in contrast, the function should be expected to behave as
well as in the absence of noise.

The overflow issues can be overcome by using the asymptotic approximation of
Iv (z) such as the infinite power series (see e.g. [111, Eqs. 10.40.1 and 10.17.1])

Iv (z) ≈ ez√
2πz

∞∑
k=0

(−1)k ak (v)
zk

(3.23)

ak (v) =
(4v2 − 12) (4v2 − 32) · · ·

(
4v2 − (2k − 1)2

)
k!8k , for k ≥ 1. (3.24)
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Figure 3.2 – log10 of the modified Bessel function of the first kind, I0 (κ), calculated
in Matlab. The yellow-shaded area represents the range of inputs (x-axis) for which
the function produces overflow (starting at κ ≈ 701).

For simulation purposes, up to four expansion terms have been used to approx-
imate Equation (3.23), yielding the following expression

I0 (z) ≈ Î0 (z) = ez√
2πz

(
1 + 1

8z + 9
128z2 + 25

3072z3

)
(3.25)

whose error associated to the truncated expansion does not exceed the first neglected
term in absolute value and has the same sign. In the case used for k = 3, the error
is bound by

δÎ0 (z) ≤ ez√
2πz

(
2 49

98304 |z|
−4 exp

(
|z|−4

4

))
(3.26)

Additionally, in some cases there might be an overflow or indetermination caused
by the quotient I0 (ν) /I0 (α) in Equation (3.21). Hence, in such cases it was found
convenient to resolve the issue by first applying the logarithm operator on both
sides of the equation, as

log (p̂ (y|x)) ≈ log
(
|y|
πN0

)
− |x|

2 + |y|2

N0
+ log

(
Î0 (ν)

)
− log

(
Î0 (α)

)
(3.27)
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and then obtaining the desired result by applying the reverse operation:

p̂ (y|x) = exp [log (p̂ (y|x))] . (3.28)

3.4.2 Foschini’s jitter distance

Foschini et al. considered the problem of designing constellations of two-dimensi-
onal symbols in the presence of AWGN combined with the so-called carrier phase
jitter [112]. The authors formulate the problem from a vectorial point of view,
where they write an equivalent to Equation (3.1) of the form

y = Rx + n (3.29)

where

y =
yi
yq

 , x =
xi
xq

 , n =
ni
nq

 (3.30)

and where R is the rotation matrix defined as

R =
cosφ − sinφ

sinφ cosφ

 . (3.31)

The PDF for the channel output conditioned on the transmission of symbol xm is
given by

p (y|xm) , pm (y) =
∫ π

−π
pm (y|φ) p (φ) dφ, (3.32)

where

p (y|φ) = 1
2πN0

exp
[
− 1

2N0
‖y−Rxm‖2

]
(3.33)

= 1
2πN0

exp
{
− 1

2N0

[
‖y− xm‖2 + 2 〈y,xm〉 − 2 〈y, Rxm〉

]}
(3.34)

where the angle brackets 〈·, ·〉 denote the inner vector product. Finally, using the
Tikhonov distribution of Equation (3.14) in Equation (3.32), under the assumptions
of sufficiently large α and sufficiently small N0, and after some algebraic manipula-
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tions they reach the result (and now back to the complex-valued variables form)

p (y|x) ≈ 1
2πN0

exp
[
− 1

2N0
d2 (y, x)

]
(3.35)

where the effective squared distance d2 is obtained as

d2 (y, x) , |y − x|2 +2 〈y, x〉+2αN0−2
∣∣∣∣√|y|2 |x|2 + 2αN0 〈y, x〉+ (αN0)2

∣∣∣∣ , (3.36)

which was coined by the authors as the jitter distance. However, in what follows,
the result shown in Equations (3.35) and (3.36) will be referred to as the Foschini’s
metric, model, or approximation.

3.4.3 A proposed approximation in polar coordinates

Differently to what has been described while developing Foschini’s metric, in
this thesis it is proposed an alternative approximation of the PCAWGN channel
that exploits the properties of polar coordinates. In this section, the novel metric
will be described and in the rest of the chapter it will be evaluated along with both
the exact solution and the Foschini’s metric, aiming to expose a fair comparison.

Starting with the amplitude component, for high values of SNR the Rician
distribution in Equation (3.12) approaches a Gaussian distribution ∼ N

(
|x| , N0

2

)
with PDF given by

p (|y| |x) ≈ Kρ√
πN0

exp
(
−(|y| − |x|)2

N0

)
(3.37)

where the constant Kρ has been introduced to ensure that the total probability
within |y| ∈ [0,∞) is unity. In a similar way, the phase distribution described in
Equation (3.20) as the convolution of two Tikhonov distributions can be approxim-
ated by another Tikhonov or by a wrapped Gaussian ([110, p. 44]) which, in turn,
is here approximated by truncation to the following unwrapped Gaussian with PDF

p (∆ϕ|x, |y|) ≈ Kϕ

σΦ
√

2π
exp

(
−∆ϕ2

2σ2
Φ

)
(3.38)

where, again, a constant Kϕ is meant to ensure that the total probability in ∆ϕ ∈
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(−π, π) is equal to 1, and where σ2
Φ is the variance of the variable ∆ϕ. Since ∆ϕ is

obtained from convolving two distributions approximated as Gaussian, according to
the central limit theorem its variance will be given by the sum of the two variances
of the processes being convolved, that is

σ2
Φ = κ−1 + α−1 = N0

2 |x| |y| + σ2
p (3.39)

where it has been assumed that for σ2
p � 1→ σ2

p ≈ 1
α
.

An intuitive interpretation of the first term in the RHS of Equation (3.39) is
that, according to the proposed approximation, half of the power of the AWGN
term will produce a Gaussian-distributed angular displacement which variance is
proportionally smaller as the point of the constellation is further from the origin
(i.e. inversely proportional to the product |x| |y|).

Lastly, the proposed approximated model is obtained from multiplying Equa-
tions (3.37) and (3.38), yielding

p (y|x) ≈ Kγ

πN0
exp

(
−∆ρ2 + (γ∆ϕ)2

N0

)
(3.40)

with

∆ρ = |y| − |x| (3.41)

γ =
(

1
|x| |y|

+
2σ2

p

N0

)− 1
2

(3.42)

and with K = KρKϕ which, as it will be seen, for high SNR the valid assumption
of K ≈ 1 applies.

As with Foschini’s metric (see Equation (3.35)), it is also remarkable the way in
which Equation (3.40) resembles an Euclidean distance. Similarly to what happens
in the former model, the angles are “compressed” by the effect of the factor γ such
that points that lay at a longer angular distance actually appear to be equidistant.
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Figure 3.3 – Example of the contours for equal probability density values (also
referred to as equiprobable curves) from points in the quadrant I of a 16-QAM con-
stellation. The SNR is set to 15 dB and α takes values 100, 10, and 1. The curves
are obtained with the exact PCAWGN model (solid), Foschini’s metric (dashed), and
the proposed model (dash-dotted).

3.5 Performance evaluation and comparison

Probability density curves

This first evaluation aims to compare the two approximations to the exact solu-
tion in terms of the contour lines of equal probability (or equiprobable curves).
Figure 3.3 shows an example of the equiprobable curves for three values of probab-
ility density (5, 2.5, and 1) and for three different values of α (100, 10, and 1). Both
the Foschini’s metric and the proposed model exhibit the same shape as the exact
solution, but only the latter closely matches the probability density values for most
values of α. This explains why, while both approximations are good as maximum-
likelihood hard-decision (ML-HD) detectors (see Figure 3.5), the proposed model
yields a better calculation of channel mutual information (MI) (exposed in Sec-
tion 3.5.1). The PDF for the phase noise p (ϕ) with the used values of α = 100, 10,
and 1, is also shown for reference in Figure 3.4.

Hardware complexity

In modern systems that tend to implement as many DSP stages as possible, it
is of crucial importance the hardware-complexity reduction that one solution might
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Figure 3.4 – Example of PDF for the phase noise with values of α 100, 10, and 1

bring over an existing one. In this regard, the exact solution in Equation (3.21)
has the main disadvantage of the quotient with the two modified Bessel functions.
These functions are no problem for desktop computers but they might result in a
more expensive implementation in real-time systems based on field-programmable
gate arrays (FPGA) or application-specific integrated circuit (ASIC). Even though
they can be stored in a look-up table (LUT), the issues with the indeterminations
produced by divisions of the type∞/∞, 0/0, etc, may persist. While both approx-
imations, Foschini’s and proposed, solve this problem by removing completely the
modified Bessel functions, the main difference between them is the use of rectan-
gular versus polar coordinates, respectively. Foschini’s metric is derived by means
of vector algebra operations and thus relies on inner products, requiring a total
of 12 multiplications per processed symbol compared to the only 8 multiplications
required by the proposed model. The number of hardware operations for the two
approximations and the exact solutions is detailed in Table 3.1.

It could be reasonably argued that the hidden trick behind using polar coordin-
ates is that their conversion from Cartesian requires some extra multiplications
that here have not been accounted for. However, the celebrated Volder’s algorithm
(also known as CORDIC, for COordinate Rotation DIgital Computer), can be em-
ployed [113, 114]. CORDIC is a collection of iterative algorithms that implement
trigonometrical functions (among other types) in a digital processor, by only using
inexpensive shift-add operations. Some studies have proposed FPGA implement-
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Table 3.1 – Complexity comparison of the PCAWGN channel models in terms of
number of operations required per computed symbol

Model + × √ exp >>∗ Ip (z)

Exact 2 7 1 1 1 2

Foschini 9 12 1 1 2 0

Proposed 3 8 1 1 0 0
∗ bit shift-register

ations [115, 116], amongst which a multiplier-free, CORDIC-based polar-domain,
carrier phase tracking algorithm was experimentally tested and reported in [117].

Hard-decision symbol detection

As an initial evaluation test, the exact model and its approximations are com-
pared by their ability to perform ML-HD symbol detection. Therefore, the figure
of merit for this test is the symbol error ratio (SER) when a given set of data sym-
bols drawn from a QAM constellation are subject to both AWGN and phase noise.
The results are shown in Figure 3.5 after a Monte-Carlo simulation of 106 symbols
for each data point, randomly generated according to Equation (3.1) with complex
Gaussian N and wrapped Gaussian θ.

It is observed that for all values of α and for each of the QAM orders (4, 8, 16,
and 32), both the Foschini’s metric (cross markers) and the proposed approximation
(circle markers) show an excellent agreement with the optimal detector (solid line),
that is, the one obtained with the exact solution; in addition, the slicing function
based on the Euclidean distance is also shown for reference (dashed line).
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Figure 3.5 – Hard-decision symbol error rate (HD-SER) comparison using the mod-
els as maximum-likelihood detectors (ML). Results shown for the Euclidean detector
(dashed), the exact model (solid line), Foschini’s distance (cross markers), and the
proposed metric (circle markers). α takes the values (from left to right): ∞, 100, 10,
and 1. The results are shown for four QAM constellations of order 4, 8, 16, and 32.
Each data point obtained from the simulation of 106 symbols.
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3.5.1 Channel mutual information

Although hard-decision SER and BER have been widely adopted as a valid
measure of a system’s performance, some recent studies argue that a more soph-
isticated figure like the channel mutual information (MI) is a better candidate to
faithfully indicate the potential performance of a given system [118]. Henceforth, in
this second set of simulations, it is evaluated the amount of information loss ∆I, in
bits per symbol, between the exact (Iopt) and the approximated (or auxiliary, Iaux)
channel models, that is

∆I = Iopt − Iaux (3.43)

where, for each model, I is the mutual information (MI) defined as the channel
achievable information rate (AIR) and it is obtained as [119, Eq. 6]

I = m+ 1
M

M∑
i=1

∫∫
|y|,ϕ

p (y|xi) log2
q (y|xi)∑M
j=1 q (y|xi)

d |y| dϕ (3.44)

where M is the size of the constellation set X , m = log2 (M), and where it has
been introduced the distinction between p (y|x) versus q (y|x) as in [120, Eq. 35]
to enable the computation of both the optimal and the auxiliary-channel lower
bounds. Hence, whilst p (y|x) is obtained as in Equation (3.21) in both cases, q (y|x)
is obtained with Equation (3.21) for the optimal case, and with Equations (3.35)
and (3.40) for the Foschini’s and proposed channel approximations, respectively.
Additionally, for the computation of MI it was necessary to apply the following
normalisation to the approximated models

q (y|xi) = q (y|xi)∫
Y q (y|xi) dy

, ∀i ∈ {1, . . . ,M} (3.45)

Figures 3.6 and 3.7 show the calculated ∆I curves for the α values∞, 100, 10, and
1, respectively. The tested QAM constellations are, again, of order 4, 8, 16, and 32.
In the case of AWGN-only (α = ∞, left plot in Figure 3.6) both Foschini’s metric
(cross markers) and the proposed model (circle markers) exhibit identical behaviour,
with the expected high penalties at low SNR and proportional to the constellation
size, although rapidly vanishing as the SNR increases. Opposed to that, in the
presence of phase noise the proposed model exhibits a much better performance
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Figure 3.6 – Channel information loss (IL, ∆I) in bits/symbol for the Foschini´s
metric (crosses) and the proposed model (circles) with respect to the exact solution.
Results shown for QAM constellations of order 4 (solid line), 8 (dotted line), 16
(dashed line), and 32 (dash-dotted line). Two values of α tested: ∞ (left, AWGN
only) and 100 (right).

(lower IL) compared to the Foschini’s metric. For α = 100 (Figure 3.6, right) the
improvement is particularly significant at lower values of SNR. For instance, while
the proposed metric presents an improvement of 0.25 bits/symbol at 0 dB of SNR
for QPSK, a 1 bit/symbol improvement is shown at 5.5 dB, 10 dB, and 14 dB of
SNR for 8-QAM, 16-QAM, and 32-QAM, respectively.

3.6 Conclusions

After the results obtained in these simulations, it can be concluded that the
proposed model of the PCAWGN channel not only reduces the hardware-complexity
for both the exact solution and the previously published Foschini’s metric, but it
also outperforms the latter in terms of its ability to compute the channel MI.

Consequently, the proposed model is envisaged as a suitable candidate for a
next generation of DSP-supported optical transmitters and receivers, enabling a
closer approach to the optimal implementation of densely-spaced coherent channels
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Figure 3.7 – Channel information loss (IL, ∆I) in bits/symbol for the Foschini´s
metric (crosses) and the proposed model (circles) with respect to the exact solution.
Results shown for QAM constellations of order 4 (solid line), 8 (dotted line), 16
(dashed line), and 32 (dash-dotted line). Two values of α tested: 10 (left) and 1
(right).

influenced by an increasing number of phase noise sources. To reinforce this be-
lief, the next chapter is dedicated to explore and identify some of the end-to-end
applications where the proposed model can be reliably used to obtain performance
benefits.



Chapter 4
Applications of the approximated model

4.1 As a hard-decision slicing metric

One application for a channel conditional probability expression is the deriva-
tion of a slicing function or metric in order to perform hard symbol-decisions (HD).
The slicing operation is responsible for making the symbol decisions x̂ given the ob-
served sample y, where the criterion is based on maximising the channel conditional
probability p (y|x), that is

x̂ = arg max
x∈X

p (y|x) (4.1)

However, the slicing metrics can be further simplified if it is taken into account that,
for the purpose of choosing one symbol against another, the actual probability value
p (y|x) does not matter as much as it does the relative value with respect to the
compared symbol, e.g. if p (y|xi) > p (y|xj) with i 6= j and xi, xj ∈ X , or otherwise.
Therefore, probability expressions are usually reduced to their log-probability form
(− log (P )) where only the argument of the exponential is compared and aimed to
be minimised. This argument corresponds to the actual metric of interest, the prob-
abilistic distance or, simply, distance. For instance, the simplest case is the one for
the AWGN channel, in which the argument to the exponential in the Gaussian PDF
is simply the Euclidean distance squared |y − x|2 divided by the noise power, N0.
Naturally, when comparing between two different symbols, the common term N0

can be safely removed, yielding a symbol decision based on the shortest Euclidean

79
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distance. Figure 4.1 shows an example of the symbol spread probabilities (left) for
a 16-QAM constellation subject to AWGN only, and the optimum decision bound-
aries (right, also known as the Voronoi map). An obvious advantage that presents
the Euclidean distance is that decisions boundaries are straight lines and, hence,
symbol decisions can be made by solely checking if the received sample coordinates
are within predefined thresholds, only requiring inexpensive comparison hardware
operations.

Figure 4.1 – Example of 16-QAM symbol probabilities (left) and slicing map (Vo-
ronoi map) obtained using the Euclidean distance (right) in the presence of AWGN
only

On the other hand, for the PCAWGN channel, symbol decisions can be made by
minimising the − log (P ) function of the maximum a posteriori (MAP) probability,
that is

DMAP = − log (P ) = |y (k)− x̂ (k) exp [jϕ̂ (k)]|2

N0
+ (ϕ̂ (k))2

2σ2
p

(4.2)

where ϕ̂ are phase noise estimates of the process ϕ ∼ WN
(
0, σ2

p

)
and where it

has been coined as DMAP because it represents the probabilistic distance of the
PCAWGN channel. Unfortunately, making symbol decisions with Equation (4.2)
requires a joint minimisation of x̂ and ϕ̂, that is

(x̂, ϕ̂) = arg min
x,ϕ

(− log (P )) (4.3)
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which indeed requires a double iteration and makes its implementation impractical
for real-time applications. However, the approximated model of the PCAWGN
channel presented in Chapter 3 can be of help by removing the double iteration,
and it will be used to derive a reduced-complexity slicing function. Therefore, and
for the sake of completeness, it is useful here to recall the proposed approximated
PCAWGN channel conditional probability, given by (see Equation (3.40))

pprop (y|x) = γ

πN0
exp

(
−∆ρ2 + (γ∆ϕ)2

N0

)
(4.4)

where it must be noticed that the integration factorK has been assumed to be equal
to unity. Taking the argument of the exponential of Equation (4.4) and removing
the constant denominator −N0 yields the proposed squared distance

D2
prop = ∆ρ2 + γ2∆ϕ2 (4.5)

where, while the value of γ was given in form of a squared root in Equation (3.42),
now appears squared and then the distance can be expressed in a expanded form,
as

D2
prop = ∆ρ2 +

(
2
σ2
p

N0
+ 1
|x| |y|

)−1

∆ϕ2 (4.6)

It can be observed that this computation is very similar to that of an Euclidean
distance, where the distance squared is equal to the sum of the squared differences
in the respective orthogonal coordinates (e.g. ∆x and ∆y). In this case, however,
the angular distance component ∆ϕ is weighted to reflect the fact that it has two
contributions, one due to the AWGN and another one due to the phase noise.

Figure 4.2 shows a comparison between the two metrics DMAP (solid black line)
and the proposed Dprop (dashed red line), obtained by Equations (4.2) and (4.6),
respectively. The plot shows contours of equidistant curves for constellations 8-
QAM (top row, with SNR = 15 dB) and 16-QAM (bottom row, with SNR = 20
dB), and for three values of σ2

p: 0, 0.01, and 0.05 in the first case, and 0, 0.005, and
0.01 in the second case. It can be observed that despite the simpler computation
required, the proposed metric matches perfectly with the optimum one for the
different constellations and values of phase noise variance tested.
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Figure 4.2 – Example of equidistant curves for 8-QAM (top) and 16-QAM (bottom)
constellations computed with the optimum metric DMAP (solid black line) and the
proposed Dprop (dashed red line). In the case of 8-QAM the SNR is set to 15 dB
and σ2

p = 0, 0.01, 0.05 whereas for the 16-QAM case the SNR is set to 20 dB and
σ2
p = 0, 0.005, 0.01

In fact, what matters the most about a slicing metric is where the boundary
decisions are located. In this regard, it can be noticed from Equation (4.6) that the
calculated distance, and hence the boundary decisions, do not depend on particular
values of N0 or σ2

p, but in the ratio between them, σ2
p/N0. Therefore, it makes sense

to define
η = 2

σ2
p

N0
, (4.7)

that is, the so-called rotation factor. Thus, any particular value of η will define
a unique shape of the boundary decisions. For instance, Figure 4.3 shows the
boundary decisions for a 16-QAM with three different value pairs of SNR and σ2

p.
The boundaries are the same because the rotation factor is constant among the
three cases.
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Figure 4.3 – Example of identical boundaries calculated for a 16-QAM constellation,
with different values of SNR and σ2

p but keeping constant the rotation factor η.

4.1.1 Reducing the complexity of the proposed metric

It is possible to reduce the complexity of Dprop by one hardware multiplication
without compromising much the performance. Consider the second term in γ which
is given by 1

|x||y| and which refers to the proportion by which the variance of additive
noise tangential to the point x is converted into variance of angular noise. Here
there are two concepts: first, a differential linear displacement tangential to a point
with radius r, say dt, will approximate to an angular rotation dθ ≈ dt · r. Second, if
dt is a normal process with variance σ2

t , dθ will have a variance σ2
θ = σ2

t · r2. Thus,
it can be concluded that the linear variance is converted to an angular variance by
multiplying it by an effective radius squared, r2

eff . There can be distinguished three
important cases: (i) a purely a priori approach, where the observed sample y is not
taken into account and reff = |x| [121], (ii) a non-data aided approach where the
symbol x is ignored and reff = |y| [122], and (iii) the actual a posteriori approach
where the geometrical mean is used, that is reff =

√
|x| |y| [123]. Notice that using

approach (i) can reduce one multiplication compared to (ii) and (iii) if theM values
for |xm|2 are stored in memory. Hence, yet another reduced-complexity version of
Dprop is obtained by using the a priori version of the effective radius, reading as

D2
prop,xx = ∆ρ2 +

(
ψ + |x|−2

)−1
∆ϕ2 (4.8)

The same comparison shown earlier in Figure 4.2 is now performed in order to
compare the two metrics D2

prop and D2
prop,xx. The results are shown in Figure 4.4
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Figure 4.4 – Example of equidistant curves for 8-QAM (top) and 16-QAM (bottom)
constellations computed with the proposed metric D2

prop (solid blue line) and the
reduced version D2

prop,xx (dashed red line). In the case of 8-QAM the SNR is set to
15 dB and σ2

p = 0, 0.01, 0.05, whereas for the 16-QAM case the SNR is set to 20 dB
and σ2

p = 0, 0.005, 0.01

and it can be seen that there does not seem to be a significant mismatch between
equidistant curves, particularly not for points further from the origin and for higher
values of phase noise. However, to better quantify the impact of such mismatch,
Figure 4.5 shows the results of an additional simulation, where the top plot shows
the computed SER versus total SNR for Dprop (red) and for Dprop,xx (blue), for
8-QAM, 16-QAM, and 64-QAM constellations. The specified total SNR in dB is
computed as

SNRtot = 10 · log10

(
1

N0 + σ2
p

)
(4.9)

while the three values of η, 10, 1, and 0.1, are obtained as in Equation (4.7).
The plots at the bottom show the corresponding SNRtot penalty in dB versus the
targeted SER for all the test cases of constellation and rotation factor. It can be
seen that while the mismatch is more significant for 8-QAM, with penalties of up
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to 0.5 dB for SER = 10−4, the penalties decrease to below 0.2 dB for 16-QAM and
below 0.05 dB for 64-QAM for all targeted SER equal and above 10−4.

 

   

Figure 4.5 – Top: SER versus SNRtot for 8-, 16-, and 64-QAM with η =10, 1, and
0.1, computed with metrics Dprop (red) and D2

prop,xx (blue). Bottom: penalty in dB
for all the test cases versus targeted SER (black dashes) with linear fitting (solid red)

Another aspect that can be look at in terms of complexity is regarding the
proportion of symbols for which the distance needs to be computed. Earlier in the
text it was stated that a pure AWGN channel benefits from the fact that Euclidean
distance generates straight lines for squared QAM constellations and, thus, slicing
can be performed by comparing against predefined thresholds. For the PCAWGN,
two special cases can be considered: (i) when η → 0 (N0 � σ2

p, equivalent to
AWGN only) where the boundaries are as described by the Euclidean distance (see
Figure 4.6 (a)), and (i) when η → ∞ (N0 � σ2

p), where decisions can be made
entirely by comparisons in polar coordinates, i.e. by predefined angular and radial
boundaries (see Figure 4.6 (e)). For intermediate values of η the boundaries do
not result that straightforward, see e.g. Figure 4.6 (b, c, d). There are, however,
points in the sampling space that return the same sliced symbols bx̂c for any value
of η. These so-called common regions can be obtained as the coordinates where the
condition bx̂η→0c = bx̂η→∞c is true. Figure 4.6 (f) shows the logical space for a 16-
QAM constellation with the common regions represented in white colour, and they
are where symbol decisions can be made only with simple comparison operations.
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Figure 4.6 – Decision regions for 16-QAM and five values of η (a, b, c, d, and
e). The common regions in (f) represent the sample spaces in which slicing can be
performed by simple comparison (white area) or the squared distance equation needs
to be actually computed (black area).

A further analysis of this common-region map is obtained and shown in Fig-
ure 4.7 for squared QAM constellations of order 8, 16, 32, 64, and 128, and a
circular 16-QAM. For each case, it has been calculated the ratio of white area with
respect to the total space and it is observed that in the worst case it represents only
slightly below 50% and in the best case it is just above 70%.

4.2 Carrier phase estimation

Previously, in Chapter 2, the problem of carrier phase estimation (CPE) was
briefly reviewed. The purpose of CPE (also known as carrier recovery, carrier track-
ing or phase-jitter suppression) is to follow the random fluctuations of the carrier
phase evolution in order to recover the static modulated signal in which symbol
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Figure 4.7 – Computation of the ratio of common regions versus the total sample
space (in percent), for QAM constellations of orders 8, 16, 32, 64, and 128 (a b, d, e,
and f), and a circular 16-QAM (c).

detection can be performed (in this sentence, the term static refers to the fact that
the recovered signal after CPE does not rotate in the complex plane and, there-
fore, the constellation appears to be still). To illustrate this, Figure 4.8 shows an
example of how the signal constellation looks like at different stages of the DSP
chain, namely, (a) the coherently received signal, (b) after equalisation, (c) after
being compensated for any frequency offset, and (d) the recovered still constel-
lation after CPE. The equalisation stage —from (a) to (b)— attempts to invert
the effects of the channel transfer function in order to mitigate linear impairments
such as CD, attenuation, reflections, etc. Regarding the stage from (b) to (c), in
coherent systems it is necessary to either downconvert the signal from the interme-
diate frequency (IF, in heterodyne and intradyne systems), or correct for frequency
fluctuations of the LO (homodyne systems), so the resulting signal is in baseband,
where detection can be performed. In any case, the angular IF is expressed as the
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Figure 4.8 – Illustrative example of the aspect of the signal after different DSP stages
in a coherent receiver: (a) received signal, (b) after equalisation, (c) after frequency
offset compensation, and (d) after carrier phase estimation (CPE).

difference between the transmitter and LO optical centre angular frequencies, that
is

ωIF = ωs − ωLO (4.10)

and, if converted to Hz (i.e. fIF = ωIF/2π), it can be of the order of few tens
to hundreds of MHz and maybe even a few GHz depending on the sampling rate,
the number of samples per symbol, and the baud rate [124]. Moreover, ωIF can be
first estimated (ω̂IF ) and the CPE block —from (c) to (d)— can deal with a small
amount of residual frequency offset, apart from the phase noise itself [125].

Due to the exposed above, when only the CPE problem is considered, it is
common to assume that the signal at the input of the CPE block has been already
normalised, orthogonalised, equalised and compensated for the frequency offset that
might have been present. Under this assumptions, the incoming signal samples
received at each instant k are expressed as

y (k) = x (k) exp [jϕ (k)] + n (k) (4.11)

where x (k) are the transmitted symbols, n (k) is complex AWGN which has zero
mean and total variance N0. The phase noise ϕ (k) is a random process that results
from the combined effect of both the transmitter and LO lasers linewidth. It is
commonly modelled as a Wiener-Lévy process [126] (also known as a random walk)
that can be described as follows

ϕ (k) = ϕ (k − 1) + ψ (k) (4.12)
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Figure 4.9 – Example of the Lorentzian shaped spectrum of a laser optical output
(left) and the phase evolution governed by the Wiener-Lévy process or random walk
(right)

where ψ (k) is Gaussian distributed with zero mean and variance σ2
p, which in turn

can be expressed as
σ2
p = 2π∆νTs (4.13)

where ∆ν is the sum of the full-width half-maximum (FWHM) linewidth of the
transmitter and LO lasers (measured in Hz or seconds−1), and Ts is the sampling
period in seconds. From Equation (4.13) it can be seen that increasing the baud
rate of a system will reduce the effective variance and, thus, improve its tolerance
to the phase noise. Consequently, for benchmarking and performance evaluation
purposes, it is common to express the amount of phase noise in terms of the dimen-
sionless combined-linewidth and symbol-period product, ∆νTs. Figure 4.9 shows
an example of the realisation of a phase noise process, with the Lorentzian spectrum
on the left, and the random walk time evolution on the right.

In this section it is intended to present a way in which the approximated model
presented in Chapter 3 can be of use in the CPE problem. For such purpose it is
necessary to introduce two popular approaches, the maximum a posteriori (MAP)
and the blind phase search (BPS) algorithms.
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4.2.1 The maximum a posteriori algorithm

Given the channel described in Equation (4.11), the best estimate of the phase
that can be obtained from the received samples y (k) is the MAP estimate. There are
two possible ways to perform the MAP estimation: the sequence and the symbol-by-
symbol approaches [101]. In the first case, due to that the phase noise is a process
with memory, the optimum phase estimate ϕ̂ (k) is obtained as the sequence of val-
ues that maximize the probability p (y|x) where the boldfaced y and x indicate the
vector containing samples that, ideally, extend the whole sequence of transmitted
symbols. This is equivalent to minimising the log-probability function

log (P ) =
∑
k

(
|y (k)− x̂ (k) exp [jϕ̂ (k)]|2

2N0
+ (ϕ̂ (k)− ϕ̂ (k − 1))2

2σ2
p

)
(4.14)

where x̂ (k) are symbol decisions performed during the execution and, therefore, it
implies this is a decision-directed algorithm in which the phase noise and trans-
mitted symbols are estimated jointly. It appears obvious that the sequence length
requirement makes this an impracticable algorithm for implementation in any real
system. Even using truncated sequences to a few-symbols long is already prohibitive
in complexity for real-time systems [102].

Symbol-by-symbol approach

Alternatively, the MAP algorithm can be executed in a symbol-by-symbol fash-
ion. When performed this way, it is assumed that previous estimations ϕ̂ (k − 1)
(and x̂ (k − 1), too) are valid and therefore they no longer need to be considered in
the sequence, which reduces to a single-sample long one, requiring the joint estim-
ation of the most recent values of ϕ̂ (k) and d̂ (k) uniquely. If that is the case, the
reduced log-probability function of Equation (4.14) becomes the one described by
Equation (4.2), which indeed represents a simpler solution. Consequently, it makes
sense to adopt the proposed metric D2

prop for CPE purposes. The remainder of this
section proposes how this can be done in a decision-directed CPE algorithm.
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Figure 4.10 – Blind phase search algorithm hardware structure

4.2.2 The blind phase search algorithm

The blind phase search algorithm, or BPS, was first proposed by Pfau et al. in
2009 [127] and it was presented as a “hardware-efficient” concept for feedforward
CPE with high-order QAM constellations. BPS has nowadays become the de facto
reference algorithm among literature for CPE benchmarking due to its excellent
performance and its relatively straightforward implementation. Although part of
the BPS success relies on its high degree of parallelism in its hardware implement-
ation, it is still somehow regarded as computationally expensive for real-time and
on-chip implementation, due to the amount of resources consumed, as it will be
seen.

Figure 4.10 depicts the block diagram of the BPS algorithm implemented in a
feedforward fashion. Every received sample y (k) is rotated by a number B of test
angles θb where

θb = b

B
·Ψ (4.15)

for b ∈ {0, 1, . . . , B − 1} and where Ψ is the constellation angle of symmetry and
is generally equal to π/2 for conventional QAM formats (and this will be the value
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considered throughout the text). The rotated samples yb (k) = y (k) exp (jθb) are
sent to a decision block in which the slicing metric is based on minimum Euclidean
distance, and which outputs the pair of values x̂b (k) and |db (k)|2, namely the
decided symbol and the respective squared distance with respect to yb (k), that is

|db (k)|2 = |yb (k)− xb (k)|2 (4.16)

In order to obtain one decoded symbol, the 2N + 1 distances corresponding
to consecutive samples rotated by the same test angle θb are added up in a new
variable sb (k) such as

sb (k) =
N∑

n=−N
|db (k + n)|2 (4.17)

which is done in order to average out the noise contributions and where the optimum
value of N depends on the amount of phase noise, being values between 6 and 10 a
generally good choice. Similarly, the number of required test angles B depends on
σ2
p as well as in the constellation order M , as denser constellations will demand a

higher angular resolution.

Finally, the optimum joint estimate of phase and transmitted symbol is per-
formed as follows: first, finding the minimum sb (k) implicitly solves for the phase
estimate ϕ̂b, or what is the same, returning the index bk,opt as

bk,opt = arg min
b
sb (k) (4.18)

and, secondly, this index is used to control the multiplexer switch to output the
estimated symbol x̂b (k). It can be observed that because the phase and the trans-
mitted symbol are estimated jointly, in a real system only the latter might be of
interest, while the former can only serve for monitoring or performance evaluation.

4.2.3 A MAP-optimised BPS algorithm

The goal at this stage is to combine the best of both the MAP and BPS al-
gorithms in order to develop a new solution that benefits from the statistical op-
timality of the first, and the more feasible hardware implementation of the latter.
The proposed solution consists of replacing the Euclidean-based slicer and distance
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computation and replace it by a block that performs pre-slicing by means of the
common-region maps shown in Figure 4.7 and then compute the squared distance
of the selected symbols using the proposed metric as

D2
prop (y, bx̂c) = ∆ρ2 + (γ∆ϕ)2 (4.19)

= (|y| − |bx̂c|)2 +
(
η + 1
|bx̂c| |y|

)
(arg (y)− arg (bx̂c))2 (4.20)

where bx̂c is a vector containing either one pre-sliced symbol, in the best case, or a
maximum of two symbols if y does not lay in a common region of the slicing map.
When this is the case, the computation of Equation (4.20) will yield the minimum
distance between the two, along with the decision index.

Moreover, also as a result of the research presented in this work, a different
approach was followed in [128] to derive an equivalent metric to D2

prop. The main
difference posed by this alternative way is that apart from the squared distance
calculation, it is possible, with an optional additional computation, to obtain an
estimation of the angular component due to phase noise only, so it can be used in,
for instance, phase noise variance estimation or phase noise signal reconstruction.
This alternative approach is described as follows. Consider the example shown in
Figure 4.11 (a) where the transmitted sample x has been posteriorly observed as the
point y. The conventional BPS approach uses the Euclidean distance to compute
D. Here, the aim is to consider D as the combination of linear and angular noise.
Figure 4.11 (b) illustrates this, where x first suffers an angular deviation by an
angle θ and a second linear displacement D̂. Generally, the order in which these
two transformations occur does not change the statistical behaviour of the system.
If the samples x and y are given in polar coordinates, the observed angular difference

∆ϕ = arg (y)− arg (x) ∆ϕ ∈ [−π, π) (4.21)

= α + θ (4.22)

where α is the angle shift incurred by the AWGN component D̂, which can be
written in polar coordinates according to the cosine rule of a triangle

D̂2 = |x|2 + |y|2 − 2 |x| |y| cos (α) (4.23)
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Figure 4.11 – (a) Example of using the phase-insensitive Euclidean distance versus
(b) a model that splits the separation into AWGN and phase noise

and the log-P function given in Equation (4.2) can be rewritten in the form of the
probabilistic distance

D2 = D2
MAP = D̂2

N0
+ θ2

2σ2
p

(4.24)

= |x|
2 + |y|2 − 2 |x| |y| cos (α)

N0
+ (∆ϕ− α)2

2σ2
p

(4.25)

In order to find the minimum value of D2
MAP it is necessary to find the angle αopt

that satisfies the condition (since all the other variables are known)

αopt = arg min
α
D2
MAP (α) . (4.26)

Differentiating with respect to α and setting it equal to zero yields

dD2
MAP

dα
= 2 |x| |y| sin (α)

N0
− (∆ϕ− α)

σ2
p

= 0 (4.27)

where trying to solve for α leads to an expression of the form sin (α) = a+ bα that
would require a numerical method that iterates over α and that here is attempted
to be avoided. To simplify this, it is possible to use the small angle approximation
in Equation (4.27) by which sin (α) ≈ α and then reduce to the simple expression
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given by
αopt = ∆ϕ

ηµ+ 1 (4.28)

where it must be recalled that
µ = |x| |y|

and η was defined in Equation (4.7). Next, the value of α obtained in Equa-
tion (4.28) can be used in Equation (4.25), where a further simplification can be
done by replacing the cosine function by its Taylor expansion up to the second term,
i.e. cos (α) ≈ 1− α2

2 . The resulting expression is derived as follows

D2
MAP ≈

|x|2 + |y|2 − 2 |x| |y|
(
1− α2

2

)
N0

+ (∆ϕ− α)2

2σ2
p

= (|y| − |x|)2 + |x| |y|α2

N0
+ (∆ϕ− α)2

2σ2
p

=
(|y| − |x|)2 + µ

(
∆ϕ
ηµ+1

)2

N0
+

(
∆ϕ−

(
∆ϕ
ηµ+1

))2

2σ2
p

(×N0)

= (|y| − |x|)2 + µ

(
∆ϕ

ηµ+ 1

)2

+
∆ϕ2

(
ηµ
ηµ+1

)2

η

= (|y| − |x|)2 +
(

µ

(ηµ+ 1)2 + ηµ2

(ηµ+ 1)2

)
∆ϕ2

= (|y| − |x|)2 +
(
η + µ−1

)−1
∆ϕ2 (4.29)

which is equivalent to D2
prop in Equation (4.6) and that in [128] was coined as

D2
pMAP for “polar MAP” distance. It has been thus shown that following either of

the approaches leads to the same result. Figure 4.12 illustrates the modified BPS
hardware structure where the Euclidean slicer and distance calculation has been
replaced by the Cartesian-polar hybrid slicer and the polar metric D2

prop.

4.2.4 Simulation Results

A set of simulations have been carried out in order to evaluate the performance
of the proposed MAP-optimised BPS algorithm in the problem of CPE. The tested
modulation formats are square QAM of orders 4, 16, 64, and 256. In order to avoid
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Figure 4.12 – The proposed modified BPS structure replaces the Euclidean detector
by the proposed common-region (CR) slicer followed by the proposed metric D̂2

pMAP

burst errors due to cycle slips, and to avoid the 4-fold symmetry ambiguity of the
estimated phase in square QAM constellations, differential coding has been applied
for the bit-to-symbol mapping [129]. It suffices to encode the two bits that identify
the quadrant using Gray coding. The decoding process, as presented in [130], is
described as follows

no,k = (nr,k − nr,k−1 + nj,k) mod 4 no,k, nr,k, nj,k ∈ {0, 1, 2, 3} (4.30)

where no,k, nr,k, nj,k are the differentially decoded quadrant, received quadrant, and
jump numbers, respectively. A slight modification with respect to [130] is required
in order to assign the detected quadrant jumps, given as

nj,k =


1, if bk,opt − bk−1,opt > B/2

3, if bk,opt − bk−1,opt < −B/2

0, otherwise

(4.31)
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Figure 4.13 – Example of differential bit coding for 16-QAM as used in all the sim-
ulations. The differential encoding is similarly applied to higher-order QAM formats
using the two most significant bits (MSB) for each quadrant

where bk,opt is the index returned by the minimum distance selector and given in
Equation (4.18). An example of a differentially encoded 16-QAM is illustrated in
Figure 4.13.

Consequently, the symbol mapping resulting from the encoding process is no
longer Gray-coded, yielding a penalty that depends on the modulation format.
Particularly for QPSK, the result of differential decoding is that a symbol error
will always be followed by another symbol error, therefore duplicating the bit-error
count. As the QAM order M increases, the penalty decreases, being practically 0
dB for high-order constellations [129,131].

In the simulation, a large amount of data has been generated according to
the channel described by Equation (4.11), using a wide range of SNR and phase
noise values. For each tested scenario, a sequence of 2 · 105 symbols is randomly
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generated, where the filter length is set to L = 2N + 1, N = 5, and the number
of test angles is B = 32. What it has been measured is the SNR penalty with
respect to the theoretically achievable sensitivity in the absence of phase noise, also
with the differential coding explained earlier for a fair comparison. This achievable
sensitivity is targeted to two values of HD pre-FEC BER values, namely 10−3 and
10−2.

Figure 4.14 shows the results for the first targeted BER of 10−3. The SNR
penalty in dB is given for the conventional BPS using the Euclidean distance (red
line, pointing-down triangle marker) and for the modified BPS with the polar metric
(blue line, pointing-up triangle marker). It can be seen that whilst there is no
difference when using QPSK (due to the 4-fold symmetry of the constellation and
having only one symbol per quadrant), there is a clear improvement in the linewidth
tolerance which increases with the constellation order. Effectively, the polar metric
enables to push the maximum tolerable value of ∆νTs. Additionally, Table 4.1
summarises the maximum tolerable values of ∆νTs at the 1-dB SNR penalty point
for the BER of 10−3, and the maximum tolerable combined linewidth ∆ν if it was
to be used in a system operating at 32 GBaud.

Similarly, Figure 4.15 shows the same performance results, but this time being
targeted to a BER of 10−2, and Table 4.2 shows the same summary of maximum
values of phase noise as its counterpart, but for the new value of BER = 10−2.
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Figure 4.14 – SNR penalty in dB with respect to the theoretically achievable sens-
itivity for a target pre-FEC BER of 10−3 and for differentially encoded square QAM
constellations of order 4, 16, 64, and 256. Results are obtained with the conventional
(Euclidean) BPS (red line, ∇ marker) and the MAP-optimised BPS (D2

pMAP , blue
line, ∆ marker)

Table 4.1 – Phase noise tolerance comparison between Euclidean versus optimised
BPS and maximum tolerable linewidths in a 32 GBaud system at a BER of 10−3

Constellation max ∆νTs max ∆ν @ 32 GBaud

Euclidean D2
prop Euclidean D2

prop

QPSK 1.7 · 10−3 54 MHz

16-QAM 3.3 · 10−4 3.8 · 10−4 10.6 MHz 12.2 MHz (+15%)

64-QAM 0.8 · 10−4 1 · 10−4 2.6 MHz 3.2 MHz (+25%)

256-QAM 2.3 · 10−5 3 · 10−5 736 kHz 960 kHz (+30%)
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Figure 4.15 – SNR penalty in dB with respect to the theoretically achievable sens-
itivity for a target pre-FEC BER of 10−2 and for differentially encoded square QAM
constellations of order 4, 16, 64, and 256. Results are obtained with the conventional
(Euclidean) BPS (red line, ∇ marker) and the MAP-optimised BPS (D2

pMAP , blue
line, ∆ marker)

Table 4.2 – Phase noise tolerance comparison between Euclidean versus optimised
BPS and maximum tolerable linewidths in a 32 GBaud system at a BER of 10−2

Constellation max ∆νTs max ∆ν @ 32 GBaud

Euclidean D2
prop Euclidean D2

prop

QPSK 2.5 · 10−3 80 MHz

16-QAM 5 · 10−4 6 · 10−4 16 MHz 19.2 MHz (+20%)

64-QAM 1.5 · 10−4 1.85 · 10−4 4.8 MHz 5.9 MHz (+23%)

256-QAM 3.9 · 10−5 5 · 10−5 1.25 MHz 1.6 MHz (+28%)
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4.3 Symbol error rate estimation

Another possible application of the PCAWGN channel model is that of HD sym-
bol error rate (HD-SER) or, analogously, bit-to-error ratio (HD-BER) estimation.
Many works found in the literature have dealt with the problem of SER (e.g. in
[132]) and BER (e.g. in [133]) estimation, however, they often assume that the sli-
cing function at the receiver is Euclidean by default. In this section it is presented
an alternative approach that considers, instead, the metric given by D2

prop.

Due to the fact that in the presence of angular noise the optimum symbol
decision boundaries are not straight lines it is necessary to divide the sample space
into a grid of discrete sections over which to integrate the symbol probability. Since
the proposed PCAWGN model is defined in polar coordinates, it will be convenient
to build such a grid likewise.

4.3.1 Polar grid and transmitted probability matrix

The procedure to build the polar grid is as follows: build two vectors of equally
spaced moduli and angles as (see Figure 4.16(a))

r = [0, r2, . . . , rNr , Rlim] (4.32)

Φ =
[
−π, φ2, . . . , φNφ , π

]
(4.33)

where Rlim must be selected so the tail probability p (Rlim > Rmax) > ε, and where
Rmax is the largest modulus in the constellation. Compute each transmitted probabil-
ity matrix Tm of size (Nr, Nφ) for all the m = 1, . . . ,M symbols in the constellation
X as:

Tm (u, v) = p
(

∆ru,m,
N0

2

)
· p
(
∆φv,m, σ2

φ,u,m

)
(4.34)

where

∆ru,m = r (u)− |X (m)| , u = 1, . . . , Nr (4.35)

∆φv,m = Φ (v)− arg (X (m)) , v = 1, . . . , Nφ (4.36)
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Figure 4.16 – (a) Example of the polar grid construction with equispaced angles and
radii, (b) and (c) lower- and higher-resolution probability density maps for arbitrary
amounts of AWGN and phase noise, in 8- and 16-QAM constellations, respectively.

and where σφ,u,m is the radius-dependent variance

σ2
φ,u,m = N0

2r′u |X (m)| + σ2
p, r′u = ru + ru+1

2 (4.37)

The integral of the probability p (·) was computed by finding the differences of
its cumulative density function (F), that is

p
(

∆ru,m,
N0

2

)
= F

(
∆ru+1,m,

N0

2

)
− F

(
∆ru,m,

N0

2

)
(4.38)

p
(
∆φv,m, σ2

φ,u,m

)
= F

(
∆φv+1,m, σ

2
φ,u,m

)
− F

(
∆φv,m, σ2

φ,u,m

)
(4.39)

where F() is defined based on the error function1 as

F (a, σ) = 1
2

[
1 + erf

(
a

σ
√

2

)]
(4.40)

Figure 4.16 (b) and (c) show two examples of the computed T for 8- and 16-QAM.
1for simulations it was used the Matlab r2017b implementation of erf()
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4.3.2 Computation of symbol error probability

Similarly to the transmitted probabiity matrix, build a decision matrix D con-
taining the natural indexes (1, ..., M) of the symbols that minimize the slicing
function metric (any chosen one) with respect to the points in the polar grid, as

D (u, v) = arg min
m∈{1,...,M}

|(r (u) ,Φ (v))−X (m)|2 (4.41)

A symbol-to-symbol probability map of size M ×M , containing the probability
that the transmitted symbol X (x) will be received as the symbol X (y), can be
computed as

Sx,y =
∑
u,v

Tx (u, v) · 1y (D (u, v)) (4.42)

with x, y ∈ 1, . . . ,M , and where the identification function 1y is equal to 1 when
w = y and 0 otherwise. The total BER is obtained as

BER = p (xm)
M∑

x,y=1
Sx,yex,y (4.43)

where ex,y is the number of bit differences (errors) between symbols X (x) and X (y).
Notice that in Equation (4.43) p (xm) can be replaced by 1

M
if all the symbols xm

are transmitted with equal probability.

4.3.3 Simulation results

An important parameter that needs to be chosen and that has a significant
impact in the performance of the estimation is the size of the polar grid, i.e. the
number of moduli and angles that form the vectors r and Φ (Nr and Nφ, respect-
ively). In this aspect, two different cases have been considered and that are shown
in Table 4.3: first, a maximum resolution scenario where the size of the grid is 256
for both Nr and Nφ, that is, with 8 bits of resolution each. From there, a lower
resolution scenario has been investigated for each constellation order, where the
resolution was decreased until the estimated BER was, in the worst case, within
the 95% with respect to the maximum resolution scenario.
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Table 4.3 – Sets of modulus and angle grid resolutions

High resolution (# bits) Low resolution (# bits)

QAM Nr Nφ Nr Nφ

8

256 (8) 256 (8)

8 (3) 32 (5)

16 16 (4) 64 (6)

32 32 (5) 64 (6)

64 32 (5) 64 (6)

128 32 (5) 64 (6)

256 64 (6) 64 (6)

Figure 4.17 shows the predicted BER using the high-resolution (dotted red line)
and the low-resolution grid (dashed blue line) against Monte Carlo simulations of
220 symbols per data point (circle markers), for 8-, 16-, 32-, 64-, 128-, and 256-QAM
constellations loaded with AWGN (given by SNR in dB) and Gaussian phase noise
(given by σ2

p). For each case, the maximum modulus Rlim is found using ε = 0.001
and the decisions in D are made using the polar metric D2

prop, although using the
Euclidean distance did not report any degradation on estimation performance. As
it can be seen, the estimated BER curves exhibit excellent agreement with the
numerical simulations for all the applied combinations of noise in all scenarios,
being practically indistinguishable the difference between high and low resolution
grids.

4.4 Blind estimation of SNR and phase noise

In the channel model approximation derived in Chapter 3, as well as in the
applications described in the present chapter, it was always assumed that the noise
parameters were known. However, in many scenarios this information might a
priori not be known, impeding or limiting the use of the mentioned metrics and
applications. Because the amount of noise accumulated during transmission and
present in the received signal is not something that the transmitter would know
about, it is desirable to have techniques that can be performed at the receiver
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Figure 4.17 – BER estimation curves obtained with the proposed method us-
ing high-resolution grid (dotted red line) and low-resolution grid sets given in
Table Table 4.3(dashed blue line). Results are shown for QAM constellations of
order M = 8, 16, 32, 64, 128, and 256, loaded with phase noise (15 values of σ2

p and
AWGN (4 values of SNR in each scenario). For comparison, curves are shown along
with results obtained by Monte Carlo simulation (circles).

in order to estimate how much noise is contained in the signal. This problem is
commonly known as SNR estimation, and methods like those based in monitoring
the error vector magnitude (EVM) are popular in decision-directed schemes [134],
while those based in statistical properties and high-order moments (HOM) [135] are
the non data-aided counterparts. However, these methods are mainly targeted to
AWGN only and the problem posed in this work requires the estimation of phase
noise too. In what follows, a blind joint estimation technique is proposed and
evaluated.

Consider again the channel model given by Equation (4.11) seen before in Sec-
tion 4.2 for the study of the CPE problem, and reproduced here

y (k) = xm (k) exp [jϕ (k)] + n (k)
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Figure 4.18 – Comparison of moduli distributions from simulated data (markers)
and the PDF model (solid lines). Curves are shown for a 16-QAM constellation,
histograms obtained with 107 symbols and the SNR is given by γs in dB

where the symbols xm (k) are drawn from the constellation X = {x1, . . . , xM} of size
M . In order to get rid of the channel memory imposed by the phase noise process, it
is convenient to assume the receiver operates with differential detection, by which
the observed variables are the received modulus ρ and the angle difference with
respect to the last received symbols, ∆θ = arg [y (k)] − arg [y (k − 1)]. Therefore,
for a given constellation and assuming known noise variances, N0 and σ2

p, the joint
PDF p (ρ,∆θ) is approximated as

p (ρ,∆θ) ≈ pρ (ρ) · pθ (∆θ) (4.44)

where

pρ (ρ) =
M∑
m=1

p (xm) ρ

N0/2
exp

(
−ρ

2 + |xm|2

N0

)
I0

(
ρ |xm|
N0/2

)
(4.45)

pθ (∆θ) =
M∑

u,v=1
p (ξu,v)

1√
2πσ2

θ

exp
(
−∆θ2

2σ2
θ

)
(4.46)

and where ξu,v represents a symbol transition ξu,v := (xu → xv), for any u, v ∈
{1, . . . ,M} and where the angular variance is decomposed in the AWGN and phase
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Figure 4.19 – Comparison of differential angle distributions from simulated data
(markers) and the PDF model (solid lines). Curves are shown for a 16-QAM constel-
lation, histograms obtained with 107 symbols and the SNR is given by γs in dB

noise contributions as
σ2
θ = N0/2
|xu| |xv|

+ σ2
p (4.47)

Assuming that symbols are equiprobable, then p (xm) = M−1 and p (ξu,v) = M−2.

Given a set of L received samples contained in the vector y, compute the norm-
alised histograms of their moduli, hr = hist (|y| , r) and their modulo-π2 differential
angles, ha = hist (arg (y (k + 1)) , arg (y (k)), a) where k = 1, . . . , L − 1 and r and
a are the bin vectors with Nr and Na bins, respectively. Figure 4.18 shows the
normalised histogram hr of moduli from simulated data (markers) versus the prob-
ability density function obtained by Equation (4.45) (solid lines). Similarly, Fig-
ure 4.19 shows the normalised histogram ha of differential angles from simulated
data (markers) versus the probability density function obtained by Equation (4.46)
(solid lines); both cases are for a 16-QAM constellation and for three values of SNR
(given by γS in dB) and phase noise. The joint estimation of AWGN and phase
noise variances can be performed by finding the pair (N̂0, σ̂2

p) that minimises the
sum of squared errors between the histograms and the model, that is

(
N̂0, σ̂

2
p

)
= arg min

N0,σ2
p

[
Nr∑

(hr − pρ (r))2 +
Na∑

(ha − pθ (a))2
]

(4.48)
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Table 4.4 – Test Cases for AWGN (γs, in dB) and PN (σ2
p) estimation

Case Parameter 16-QAM 32-QAM 64-QAM 128-QAM 256-QAM

I
γs 13.9 17.8 20.5 23.7 29.6
〈γ̂s〉 13.89 17.79 20.48 23.67 29.48

std(γ̂s) 1.2e-3 1.7e-3 1.9e-3 2e-3 4.1e-3

II
γs 16.6 20.1 23 26.1 32
〈γ̂s〉 16.59 20.09 22.97 26.06 31.8

std(γ̂s) 0.9e-3 1.1e-3 1.3e-3 2.3e-3 1.8e-3

I & II σ2
p −5 ≤ log10

(
2πσ2

p

)
≤ −2

III & IV γs 13 . . . 20 16 . . . 23 19 . . . 26 22 . . . 29 27 . . . 34

4.4.1 Simulation results

The proposed method for blind joint estimation of AWGN and phase noise has
been evaluated on QAM constellations of ordersM=16, 32, 64, 128, and 256. In all
cases, the normalised histograms hr and ha have been computed with Nr = Na =
128 bins. Each resulting data point has been simulated 100 times for the acquisition
of reliable values of mean and standard deviation. For each repetition, a total of
L = 106 symbols have been generated. Two first cases are defined, Case I and Case
II, where σ2

p is swept over a range of 30 values while the SNR per symbol (γS) is
fixed to either one of two values, namely targeting HD-BER values of 10−2 and
10−3, respectively. The values applied are shown in Table 4.4 along with the mean
〈γ̂S〉 and standard deviation std(γ̂S) of the estimated SNR. In the last two Cases,
III and IV, γS is swept to take 8 values within different ranges for each constellation
order, while σ2

p is either zero (Case III) or equal to the applied N0 in each scenario
(Case IV). The estimated σ̂2

p for Case I and II is shown in the error-bar plots shown
in Figure 4.20, while the estimated SNR (γ̂S) for all scenarios in Cases III and IV
is shown in Figure 4.21. In all cases, an excellent agreement between applied and
estimated values is observed.
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Figure 4.20 – Error-bar plot showing the phase noise estimation results for Cases I
(left, BER = 10−2) and II (right, BER = 10−3), for five QAM constellations of order
16, 32, 64, 128, and 256, and where for each case the SNR has been kept constant.

Figure 4.21 – Error-bar plot showing the SNR estimation results for Cases III (left)
and IV (right), for five QAM constellations of order 16, 32, 64, 128, and 256.

To give a deeper insight, Figure 4.22 illustrates the worst-case relative error (%)
for the estimation of σ2

p in Cases I and II while Figure 4.23 exposes the relative
error for the estimated γS in Cases III and IV. In the first case, for σ2

p, the relative
error is always below 4% (although for most of the tested values and constellations
it is below 3%), except for the higher values of σ2

p with 16-QAM, where it becomes
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Figure 4.22 – Worst-case relative error for the estimated σ̂2
p in Cases I and II.

just above 5%, while in the second cases, for γ̂S, the relative error stays below 1%.

Figure 4.23 – Worst-case relative error for the estimated γ̂S in Cases III and IV.
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4.5 Conclusions

This chapter has been dedicated to explore and evaluate some potential applic-
ations where the proposed approximated model of the PCAWGN can be reliably
used to improve the phase-noise tolerance of existing techniques.

In particular, from the receiver side, it has been tested the model as slicing
function, clearly outperforming the Euclidean slicer in the presence of phase noise.
Similarly, the reference algorithm for CPE, the BPS algorithm, has been shown
to improve its linewidth tolerance if it is appropriately modified to include the
proposed approximated model. Finally, a method for the blind joint estimation of
AWGN and phase noise has been presented and tested, with quite successful results.

Although not fully covered in this chapter, but suggested in Chapter 6, such
an extracted information about the noise present in the channel, could be used at
the transmitter side in order to adapt aspects like, for instance, the constellation
shape (geometric or probabilistic) in order to maximise the channel capacity in the
detected scenario.
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Chapter 5
On the complex modulation of DFB lasers

5.1 Introduction

While in the past the frequency chirp produced by lasers under direct intensity
modulation has been regarded as an undesired effect —due to the pulse broadening
caused by chromatic dispersion—, it has more recently attracted the attention of
researchers who have shown that when using a coherent receiver, having access to
the phase information enables a significant improvement against its direct-detection
counterpart. This technique has been coined as complex modulation (CM) of dir-
ectly modulated lasers (DML), or simply CM-DML.

However, the part "complex" of the term could be misleading if one understands
that it implies the ability to modulate, independently, the real and imaginary parts
of the electric field. In reality, DMLs are driven by a varying injected current, I,
that produces a proportionally1 varying optical power P ∝ I which in turn leads
to a frequency modulation or chirp, ∆f (blue-shift for a power increment, i.e. pos-
itive ∆P , red-shift for power decrement, i.e. negative ∆P ). Similarly, the part
“modulation” of the term could be arguable more accurate to be referred to as
“demodulation”, since the previous works on CM-DML only take into account the
phase information at the receiver side, whilst at the transmitter the laser is modu-
lated in a conventional way with the well-known PAM4 constellation. Nevertheless,

1Assuming the laser is DC-biased to operate in the linear region

113
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there is no doubt about the substantial improvement offered so far by the CM-DML
technique and the aim of this chapter is to explore the possibility of extending its
capabilities by using the concepts developed in the previous chapters of this thesis.

While the previous chapter already introduced some of the potential applications
of the approximated PCAWGN channel model described in Chapter 3, the present
chapter introduces its potential application in CM-DML. The justification of its
separation in a new chapter is that, although the initial research was carried out to
investigate the benefits of using the proposed model with the current state-of-the-
art CM-DML techniques, a further extension to the work has been implemented,
bringing the concept to the transmitter side where the simultaneous amplitude and
phase modulation of DML is exploited in order to design new constellations that
could improve the channel capacity in cost-sensitive coherent systems.

This chapter is structured as follows: a theoretical introduction to the chirp
effects in DFB lasers, necessary to understand the principles of CM-DML, is given in
Section 5.2. Subsequently, Section 5.3 reviews the most recent CM-DML decoding
technique published in the literature. Furthermore, as the outcome of this chapter
is two-fold, firstly Section 5.3.1 explores the benefits of using the proposed model in
the reviewed CM techniques and, on the other hand, Section 5.5 develops a further
investigation on novel constellations for CM-DML, along with simulations showing
a substantial performance improvement with respect to the previously published
work.

5.2 Frequency chirp in DMLs

Injecting a driving current signal, I (t), into a DML produces an output optical
signal which can be expressed as the electric field, E (t), given by

E (t) =
√
P (t) exp (jϕ (t)) (5.1)

where P (t) is the instantaneous optical power, j =
√
−1 and ϕ (t) is the time

evolution of the signal phase which has three contributions: (i) the emitted optical
frequency of the laser, (ii) the frequency chirp due to intensity modulation, and (iii)
the phase noise. Under a complex baseband representation (i) is omitted, and ϕ (t)
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is expressed in terms of (ii) and (iii) as

ϕ (t) = ϕ∆f (t) + ϕpn (t) (5.2)

where ϕ∆f (t) is related to the frequency chirp ∆f (t) as (see Equation (2.5) in
page 37)

ϕ∆f (t) = 2π
∫

∆f (t)dt

= 2π
∫ α

4π

(
d

dt
lnP (t) + κP (t)

)
dt

= α

2

(
lnP (t) +

∫
κP (t) dt

)
(5.3)

and ϕpn (t) is the phase noise. Substituting Equation (5.3) into Equation (5.2), the
electric field in Equation (5.1) can be rewritten as

E (t) =
√
P (t) exp

[
i
(
α

2

(
lnP (t) +

∫
κP (t) dt

)
+ ϕpn (t)

)]
(5.4)

The problem that Equation (5.4) poses is that the actual phase of the electric
field depends on its own past values due to, in one hand, the term with the time
integral of the power and, in the other hand, the nature of the phase noise term
which, as seen in Chapter 4, is modelled as a Wiener-Lévy process, and recalling
from Equations (4.12) and (4.13):

ϕpn (t) =
∫
φ (t) dt

φ (t+ Ts)− φ (t) ∼ N
(
0, σ2

p

)
σ2
p = 2π∆νTs

where ∆ν was the full-width half-maximum (FWHM) laser linewidth, and Ts the
sampling period in seconds. Moreover, it must be noticed that Equation (5.4) is only
an approximation since it assumes that α is a constant, while it actually depends
on the emitted power [136]. However, this effect is out of the scope of this thesis
and will be neglected.
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5.3 A previously reported CM-DML technique

Starting back in 2015, a series of publications reported the first results on CM-
DML both in simulation and experimental setup [137–140]. In these works, the
authors adopted a generalised way to overcome the dependence on the signal history,
that is, by considering only the phase difference between two consecutive symbols
—what is known as differential detection— such that

∆ϕ (t) = ϕ (t)− ϕ (t− Ts)

= (ϕchirp (t)− ϕchirp (t− Ts)) + (ϕpn (t)− ϕpn (t− Ts))

= α

2

(
ln P (t)
P (t− Ts)

+ κ
∫ t

t−Ts
P (τ) dτ

)
+ ∆ϕpn (t) (5.5)

This way, the time integral needs to be performed only within a symbol period
and the phase noise difference between two consecutive symbols, ∆ϕpn (t), could be
neglected, hence

∆ϕpn (t) ≈ 0. (5.6)

The electric field can, therefore, be represented in a differential manner such that

E (t) =
√
P (t) exp [i (∆ϕ (t) + ϕ (t− Ts))] . (5.7)

Notice that only the phase is treated differentially due to its cumulative nature,
whilst the power is a memoryless signal and can be treated normally. Finally,
the time integral between two consecutive sampling points is further simplified by
considering the average power, reducing Equation (5.5) to

∆ϕ (t) = α

2

[
ln
(

P (t)
P (t− Ts)

)
+ κ

P (t) + P (t− Ts)
2 Ts

]
(5.8)

Notice that the simplification made in Equation (5.8) assumes a square waveform
and a perfect sampling at the centre of each symbol period, where the laser is also
assumed to have settled down and be free from transient ringing.

The next step consists of estimating the parameters of the frequency chirp.
In [140] a experimental technique that consists of driving the laser with two training
binary sequences ("‘LHLHLH..."’ and "‘LLHHLL..."’) is performed to, only at the
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initial stage, obtain the following two auxiliary parameters

c1 = ∆ϕL→H −∆ϕH→L
2 (lnPH − lnPL) (5.9)

c2 = ∆ϕH→H −∆ϕL→L
2 (PH − PL) (5.10)

which are in turn related to the laser parameters α and κ as follows

c1 = α

2 (5.11)

c2 = ακTs
4 (5.12)

After detection at the receiver, with the recovered signal power P (t) and dif-
ferential phase ∆ϕ (t) it is possible to apply maximum-likelihood sequence estim-
ation (MLSE) [141], which sequence length is reduced to two symbols due to the
differential approach. A version of the Viterbi Algorithm (VA) [142] is proposed
in [137–140]. The DSP procedure is detailed in Table 5.1 as explained in [139].

Table 5.1 – Viterbi Algorithm

Initialisation

t← 1
ŝ (x1)← x1

Γ (x1)← 0

Sequential operation

1. Γ (xt+1, xt)← Γ (xt) + λ (χt) ∀χt = (xt+1, xt)
2. xt ← arg minxt Γ (xt+1, xt)
3. ŝ (xt+1)← xt

4. Update Γ (xt+1)
5. t← t+ 1

In this procedure, the VA algorithm is fed with the intensity and differential
phase sequences, P (t) and ∆ϕ (t), respectively. Two registers are defined: the
sequence survivors are stored in ŝ (xt) and the survivors sum of transition distances
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are stored in Γ (xt). Each state xt is given by the power of the constellation point.
The decoded sequence is the one at which the VA trace-back converges. There are
M possible states {xt} and M2 possible transitions χt , (xt, xt−1). The probability
of each transition P (χt) is simplified by means of the distance given by

λ (χt) = |P (t− 1)− xt−1|+
∣∣∣∣√P (t) · exp [j∆ϕ (t)]−√xt · exp [j∆ϕE,t]

∣∣∣∣ (5.13)

where ∆ϕE,t is the precomputed differential phase associated to the transition given
by the pair of states (xt, xt−1) and Equation (5.8).

5.3.1 Proposed modification of the VA algorithm

In the derivation of the CM-DML approach it was assumed that the differen-
tial contribution of the phase noise was negligible. However, low-cost DFB lasers
may have a non-negligible linewidth at baud rates around 10-20 GBaud. For in-
stance, in [139,140] the employed DFB laser had a 10 MHz linewidth at the centre
wavelength of 1550 nm, and it was modulated with a PAM4 signal at 10 Gbaud.
Moreover, if there exists electrical noise in the driving signal I (t), that will translate
into not only a noisy P (t) signal but also into noisy differential phase jumps ∆ϕ.

Henceforth, it might seem sensible to modify the previously proposed VA al-
gorithm in such a way that it incorporates a most robust metric in the presence of
phase noise. It can be observed that the second term on the RHS of Equation (5.13)
is an Euclidean distance used to (inversely) measure how likely it was a transition to
have occurred. Here it is proposed to replace this distance by the proposed metric
reported in Chapter 3, D2

prop. Thus, the new computed transition distance will read
as follows

λ′ (χt) = |P (t− 1)− xt−1|+D2
prop

(√
P (t) · exp [j∆ϕ (t)] ,√xt · exp [j∆ϕE,t]

)
(5.14)

It has to be taken into account that the modelled D2
prop was not defined for a

differential detection scheme and therefore is not optimal. Nonetheless, it can still
bring an improved phase noise sensitivity (as it will be seen in the next section).
To that purpose, the AWGN parameter N0 is input to the metric calculation in
a reduced version as N0/γ in order to enhance the phase noise variance σ2

p. The



5.3. A PREVIOUSLY REPORTED CM-DML TECHNIQUE 119

Figure 5.1 – Comparison of PAM4 with IMDD (crosses), Complex-amplitude de-
tection (asterisks), original VA-MLSE (squares), and modified VA-MLSE (circles).
Results shown for HD-BER versus SNR in dB for three values of ∆ν = 100 kHz, 1
MHz, and 10 MHz.

factor γ will be empirically chosen and a further analysis is left for future research.

5.3.2 Simulation results

A set of numerical simulations have been carried out in order to evaluate whether
the proposed metric can improve the performance of the original VA in the presence
of non-negligible phase noise. The results are shown in Figure 5.1 where the curves
represent the HD-BER versus SNR in dB for three values of combined linewidth
∆ν: 0.1 MHz (left), 1 MHz (centre), and 10 MHz (right). The tested algorithms
are the original VA-MLSE described in [139] (blue squares) and its modification
proposed above (green circles). Additionally, a pure IMDD decoding (red crosses),
a complex-amplitude only decoding (yellow asterisks), and the theoretical AWGN
limit for QPSK (black dotted line), are included for reference. For each data point
a sequence of 5 ·105 PAM4 symbols have been generated. The factor γ is set to 128,
8, and 4 for the corresponding three tested values of ∆ν. As it can be observed,
the proposed algorithm shows a clear benefit that is better for higher values phase
noise, showing SNR penalties of around 0.4 and 0.6 dB at BER equal to 10−3 and
of 1 dB at BER equal to 10−4 for the two highest values of phase noise.
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5.4 Static analysis of the chirped electric field

The expression Equation (5.4) shows that although the electric field is a complex-
valued signal where symbols can be potentially encoded in a 2-dimensional plane,
there exists only one degree of freedom: the optical power P (t) that, in turn, will be
achieved by driving the laser with the only signal which waveform can be synthesised
at the transmitter, the current, I (t) (or, analogously, a voltage, depending on the
device input type).

Consider the differential phase given Equation (5.4) and assume the phase noise
is negligible (ϕpn = 0). It can be observed that it is composed by two terms,
corresponding to the transient and adiabatic frequency chirp mechanisms [143,144]

∆ϕ (t) = ∆ϕ (t)static︸ ︷︷ ︸
transient chirp

+ ∆ϕ (t)dynamic︸ ︷︷ ︸
adiabatic chirp

(5.15)

∆ϕ (t)static = 2
α

ln P (t)
P (t− Ts)

(5.16)

∆ϕ (t)dynamic = 2
α
κ
∫ t

t−Ts
P (τ) dτ, (5.17)

here denominated as “static” and “dynamic”, respectively.

The static contribution only depends on the logarithm of the ratio between
the current and the previous symbol intensities, P (t) and P (t− Ts), whichever
waveform takes the optical power during the transition with duration Ts. Therefore,
in a (de)modulation context where the signal is sampled at 1 sps, the symbol period
Ts becomes irrelevant, enabling the investigation of methods to design constellations
that meet certain criteria. The goal is to build a set S that contains the intensity
of each symbol, Pm, with m = 0, . . . ,M − 1. Among these methods, three types
are identified according to which information the receiver will have access to:

• Intensity: the (de)modulation technique corresponds to the conventional
pulse amplitude modulation (PAM) and is a suboptimal approach because
the receiver ignores the phase information. It has been previously covered
in Section 2.1.4 and whenever included in simulation results will be for com-
parison purposes.
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• Phase only: in this case, the constellation design method consists of search-
ing for a set of intensity values aimed to achieve equally spaced angles. This
approach is quite straightforward but suboptimal, as it ignores the amplitude
information. A method of this kind is proposed later in Section 5.5.1.

• Amplitude and phase: using a combination of both amplitude and phase
leads to a better constellation design. Here, the method consists of optimising
the distribution of symbol intensities Pm so that the resulting complex points
maximise a given figure of merit. This approach is described in Section 5.5.2.

On the other hand, the dynamic contribution results from an integration along
a whole sampling period which yields it a baudrate- and waveform-dependent term
as well as more vulnerable against timing errors or jitter. Initially, it is convenient
to ignore this term in order to simplify the analysis and design of new CM-DML
constellations. Therefore, for the rest of this chapter the dynamic term will be
ignored for constellation design purposes, whilst in simulations it will be used (as
in Equation (5.8)) in the synthesis of the transmitted waveform.

It will be seen in the following sections that the static analysis serves as a valid
starting point, not only for the design of new constellations tailored to DML, but
also for establishing their performance upper-bounds in a system based on coherent
detection. In the promising future of CM-DML, a comprehensive analysis of the
dynamic term and its impact performance will be necessary. However, that is out
of scope of this thesis and consequently left open for further research.

5.5 The spirally-shaped electric field

The electric field that results from considering only the static contribution of
Equation (5.5) in Equation (5.7), is given by the expression

Estatic,k =
√
Pk exp

[
i

(
α

2 ln Pk
Pk−1

+ ϕk−1

)]
, (5.18)

where the variable t has been replaced by the symbol index k, without any loss of
generality, thanks to the time-independence property. Equation (5.18) describes a
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Figure 5.2 – Example spiral curves described by the complex Estatic for three dif-
ferent values of α: 4 (solid), 5 (dotted), and 6 (dashed) using the static model of the
chirp in Equation (5.18)

spiral curve that, starting at any point with polar coordinates (
√
P0, ϕ0), grows

in amplitude while simultaneously rotates counter clock-wise. Figure 5.2 plots the
evolution of three example Estatic spirals for α equal to 4 (solid line), 5 (dotted line),
and 6 (dashed line). The origin of the spirals is arbitrarily set to P0 and ϕ0 = 0 in
all three cases.

An immediate consequence of the static analysis is that the spiral is scalable in
its power, |Estatic|2. This is particularly useful while modelling a new constellation,
since a first set of symbols can be obtained for a P0 = 1 (simplifying further oper-
ations like Pm/P0 = Pm), and posteriorly scale the set S to have a desired average
transmitted power.

Apart from the initial coordinates (P0, ϕ0) and a final value Pf , a truncated
spiral is entirely defined by the parameter α. In Figure 5.2 it can be observed that
the smaller the α, the larger the required power excursion to produce the same
phase shift. Within the framework of this chapter, unless stated otherwise, a value
of α = 4 is chosen to be used in both constellation design and system simulation,
because it is a typical value for modern DFB semiconductor lasers and because it will
allow a direct comparison with previously reported results in [139, 140]. A further
analysis of the impact of α on performance limits is due for future investigation.
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5.5.1 Spiral phase-shift keying

A simple way to start defining a possible spiral constellation is by only consid-
ering the phase jumps between symbols and set them to be equally spaced. This
approach is named spiral phase shift keyed (SPSK) modulation and, although it
is not optimum in terms of achievable capacity, the symbol powers are directly
obtained by a simple calculation, as explained below.

The phase difference between any two consecutive symbols in a SPSK constel-
lation, ∆ϕSPSK , is obtained as

∆ϕSPSK = λ2π
M

(5.19)

where M is the constellation order and λ is the loop number, that is, the number of
2π-loops that the spiral travels to accommodate the M constellation points. Since
each symbol has a unique amplitude, λ can take integer values greater than 1,
allowing two or more constellation points to share the same angular position.

Figure 5.3 – Example of SPSK constellations for four values of M (2, 4, 8, and 16),
two values of λ (1 and 2), and for α = 4.

Equation (5.19) can be used with the static term in Equation (5.17) to define

∆ϕSPSK,m = mλ2π
M

= α

2 ln Pm
P0
, with m ∈ {0, 1, . . . ,M − 1} (5.20)
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Figure 5.4 – AWGN-channel mutual information calculation for PSK (solid line),
PAM (triangle markers), and SPSK constellations of ordersM=2, 4, and 8 considering
the static model of a directly modulated laser with α = 4

where each Pm can be obtained as

SSPSK , {Pm} =
{
P0 exp

(
mλ4π
Mα

)}
, m = 0, . . . ,M − 1 (5.21)

expression that can be considered the generating function for the SPSK modulation
format. A set of possible SPSK constellations is depicted in Figure 5.3 where some
values of M (2, 4, 8, 16) and λ (1, 2) have been used.

In order to establish an upper-bound in the performance of the SPSK format, it
is useful to compute the MI of the constellations for the AWGN channel. Figure 5.4
shows the obtained MI versus SNR for SPSK constellations with folding factor
λ = 1 (circles) and λ = 2 (squares). For comparison, the MI for conventional PSK
and PAM formats are also shown (solid line and triangles, respectively). Results
are plotted for three values of M , namely 2 (red), 4 (blue), and 8 (green). The
conclusion is that in the absence of phase noise, PSK presents the best performance
in all cases, while SPSK with λ = 1 is only slightly worse, specially at intermediate
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Figure 5.5 – PCAWGN-channel mutual information calculation for PSK (solid line),
PAM (triangle markers), and SPSK constellations of ordersM=2, 4, and 8 considering
the static model of a directly modulated laser with α = 4. Phase noise considered for
a combined linewidth ∆ν = 100 MHz at a baudrate of 12.5 GBaud.

values of SNR and exhibiting a worst-case penalty of 0.05 bits per symbol with
M = 8 and SNR = 11. Clearly, the conventional PAM and the SPSK with λ = 2
are worse candidates. For M = 2 and 4, the former is generally better than the
latter although with M = 8 the situation is inverted for SNR < 11.

On the other hand, the situation changes when phase noise is introduced and
the MI is computed according the PCAWGN channel model. As it can be seen in
Figure 5.5, now SPSK with λ = 2 is only slightly worse than PAM for M = 2.
Additionally, both versions of SPSK outperform the PSK format for severe values
of phase noise (∆ν = 100 MHz at 12.5 GBaud) with M = 8 and SNR is greater
than 11 dB.

A discussion about the SPSK implications of the α factor on properties such as
average power, extinction ratio, and modulation index is included in appendices C.1,
C.2, and C.3, respectively.
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5.5.2 Spiral amplitude and phase modulation

It was mentioned in Section 5.5.1 that the SPSK constellation was suboptimal
in terms of achievable capacity, but convenient due to its simple implementation.
This section describes an alternative and less straightforward way to build a spiral
constellation, assuming a coherent receiver that has full access to the phase and
amplitude information for demodulation. This new technique will be referred to as
spiral amplitude and phase modulation, or SAPM.

The SAPM optimisation algorithm

The SAPM method consists of finding the distribution of M points along the
spiral such that a chosen criterion is optimised. In this work, two criteria are con-
templated: (i) the maximisation of the minimum distance (SAPM-D), and (ii) the
maximisation of mutual information (SAPM-MI). Due to the lack of an analytical
solution for either of the SAPM constellations, it is needed to rely on an iterat-
ive method. In this work, the SAPM optimisation algorithm is implemented in
Matlab® as described by the following pseudocode:

phi_0 <= 0
phis <= 2*pi*m/M with m = 1,...,M-1
phis_est <= fminsearch(J(...), phis);
phis_est <= [phi_0, phis_est]
C <= sqrt(exp(phis*2/alpha)) * exp(sqrt(-1)*phis)

where C (or C) is the obtained constellation of complex symbols. The minimisation
algorithm is handled by the function fminsearch, which starts with an initial set
of angles phis and converges to the final estimated set of angles, phis_est . The
function fminsearch aims to minimise a target function, J(...), which depending
on the chosen criterion, is one of these two

JD = −min
i,j

(|C {i} − C {j}|) , ∀i, j = 0, 1, ...,M − 1 and i 6= j (5.22)

JMI = −MI
(
C, N0, σ

2
p

)
, (5.23)

where N0 is the AWGN power and σ2
p = 2π∆νTs.
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2-SAPM

Consider the simplest case where M = 2. Using a normalised power of unity
the 2-SAPM-MI and 2-SAPM-D algorithms are executed, setting a constraint by
which the angular excursion between the first and last points in S has to be within
a 2π-loop, that is, ∆ϕ0→M−1 ≤ 2π. The MI of the resulting constellations is plotted
in Figure 5.6 and compared with that of the BPSK, 2-SPSK, and PAM2 (in this
simulation PAM2 is not equivalent to OOK, but the set S = {1, 2} normalised to
unity power.

Figure 5.6 – Mutual information (MI) versus SNR computed for BPSK (circles),
PAM2 (crosses), 2-SPSK (squares), 2-SAPM-D (triangles) and 2-SAPM-MI (stars)
constellations. Three cases considered for α: from left to right, 2, 4, and 6. Phase
noise is neglected (∆ν = 0, AWGN model)

The results shown in Figure 5.6 indicate that any of spiral candidates results
yields a higher MI than the one obtained by the PAM2. Another observation is that
the spiral constellation (2-SPSK and 2-SAPM-D/MI) converge to almost identical
conclusions, which makes sense because if there are only two points, maximising
their MI is equivalent to maximise the distance between them. Finally, the spiral
constellations suffer a penalty with respect to the best solution (BPSK) that de-
creases as the parameter α increases.

Notice that the PAM2 used in Figure 5.6 is suboptimal because their symbol
powers have been arbitrarily chosen. The parameter α has an important impact on
the distance between to points in a spiral. A discussion about the angle at which
the distance between them is maximised is included in Appendix B.
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Higher-order SAPM

In the context of complex modulation, the aim is to exploit the coherent de-
tection capabilities in order to use higher order modulation formats. In this sense,
2-SPSK and 2-SAPM do not provide an improvement over the conventional OOK
or BPSK in terms of bits per symbol (1). Therefore, the case forM = 4 andM = 8
(2 and 3 bits per symbol, respectively) are of special interest, since PAM4 was
already reported to show incredibly good results in CM-DML and PAM8, on the
other hand, is also receiving increasing interest, especially in high-speed short-reach
scenarios such as data centre interconnection [86]. In what follows, it will be shown
that both offer substantial room for improvement.

Figure 5.7 – Mutual information (MI) versus SNR computed for QPSK (circles),
PAM4 (crosses), 4-SPSK (squares), 4-SAPM-D (triangles) and 4-SAPM-MI (stars)
constellations. Three cases considered for α: from left to right, 2, 4, and 6. Phase
noise is neglected (∆ν = 0, AWGN model)

The SAPM algorithm is now performed with M = 4 using both criteria of
maximising the minimum distance and the MI. During the iteration it has to be
ensured that the constellation does not grow indefinitely so, before each call to the
functions (5.22) or (5.23), the constellation is normalised to an average power of 1.
The computed MI for different constellations is shown in Figure 5.7 forM = 4 and in
Figure 5.8 forM = 8. In the first case QPSK is plotted as reference while forM = 8
the reference is set as 8-QAM. It can be seen that SAPM-MI outperforms the rest
of formats in all cases. In general, all the spiral constellations show improvement
over PAM, except for PAM8 with α = 6 and mid values of SNR, where it becomes
slightly better than the 8-SAPM-D (Figure 5.8, right plot).
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Figure 5.8 – Mutual information (MI) versus SNR computed for 8-QAM (circles),
PAM8 (crosses), 8-SPSK (squares), 8-SAPM-D (triangles) and 8-SAPM-MI (stars)
constellations. Three cases considered for α: from left to right, 2, 4, and 6. Phase
noise is neglected (∆ν = 0, AWGN model)

In terms of hardware complexity, the cost function Equation (5.22) is much
more efficient than Equation (5.23), which means that the SAPM-D optimisation
converges more rapidly than SAPM-MI. However, their solutions perform similarly
well (particularly for the case M = 4) and that might be a good trade-off to go for
an easier implementation.

Figure 5.9 – Comparison of the 4-SAPM-D (crosses) and 4-SAPM-MI (circles) con-
stellations for a given SNR = 6 dB, and for three values of α: 2 (left), 4 (centre), and
6 (right). In each plot, both constellations are normalised to have the same P0 and
lay on the same spiral.

For instance, to get an idea of how different 4-SAPM-D and 4-SAPM-MI look
like, Figure 5.9 shows an example of their constellations superimposed, scaled such
that they share the same P0, thus laying on the same spiral curve. Notice, therefore,
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that the two constellations shown in each plot do not have the same average power,
but the MI is computed for a given SNR of 6 dB, so the results are equally valid. It
is appreciated that for α equal to 2 and 4, the constellations find their place quite
apart from each other along the spiral, but for α = 6 (and higher) this distance
decreases, as points tend to lay on the same ring for very high values of α.

Another important difference between SAPM-D and SAPM-MI is that the first
has a unique shape for a given α, while the latter not only depends on α but also
depends on the channel parameters, such that N0 for the AWGN model or N0

and σ2
p for the PCAWGN. Unless stated otherwise, assume σ2

p = 0. Figure 5.10
illustrates how the 4-SAPM-MI constellation evolves from low to high SNR for a
fixed α, for which there are three cases considered: 2 (left), 4 (centre), and 6 (right).
As expected, as SNR is swept, the points travel a longer distance along the spiral
for lower values of α.

Figure 5.10 – Example of how the 4-SPAM-MI distribution of points evolves as the
SNR is swept from 0 dB (blue circles) up to 15 dB (red crosses). The points have
amplitudes

√
Pm and the constellations are normalized to have the same P0. Three

values of α are shown, 2 (left), 4 (middle), and 6 (right).

To have a more insightful view, Figure 5.11 shows the probability densities for
PAM4 (obtained from normalising the set S = {1, 2, 3, 4}), 4-SPSK, and 4-SAPM-
MI. From left to right, the used values of α are 3, 4, and 6, the SNR is set to 12 dB
and a moderate amount of phase noise has been introduced (∆ν = 5 MHz).
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Figure 5.11 – Probability density of points in PAM4, 4-SPSK, and 4-SAPM-MI,
using SNR = 12 dB and ∆ν = 5 MHz. Two cases for α: 4 (top) and 6 (bottom)

Figure 5.12 – Probability density of points in PAM8, 8-SPSK, and 8-SAPM-MI,
using SNR = 16 dB and ∆ν = 1 MHz. Two cases for α: 4 (top) and 6 (bottom)



132 CHAPTER 5. ON THE COMPLEX MODULATION OF DFB LASERS

5.6 Simulation results

The previous sections have dealt with the design of constellations that, under
the static model of the chirp, try to maximise criteria such as the minimum dis-
tance or the MI. The results obtained so far are promising and the question now is
whether the presumed improvement offered by the spiral constellations do actually
materialise after a system simulation.

In what follows, performance will be evaluated in terms of hard-decision SER
(HD-SER) because Gray coding has not been defined for any of the spiral con-
stellations and the comparison against a Gray-coded PAM would be unfair. The
transmitted signal x (k) is obtained from a random sequence of N symbols D (k)
that is used to select the power of the transmitted samples

|x (k)|2 = {P (k)} = {P (1) , P (2) , . . . , P (N)} (5.24)

P (k) = S (D (k)) (5.25)

D (k) = Uk ({0, . . . ,M − 1}) (5.26)

where Uk (·) represents a function that returns a random object from the given set
with uniform distribution, at the time instant t = kT , and recall that S is the
set containing the constellation symbol powers. After the sequence of intensities is
completed, the phase of x (k) can be computed as

ϕ (k) = ∆ϕ (k) + ∆ϕ (k − 1) (5.27)

where the first symbol phase is computed using ∆ϕ (0) = 0 and every update ∆ϕ (k)
is obtained as in Equation (5.5) but using the simplification in Equation (5.8) and
subtracting the average signal power from the (always positive) adiabatic chirp term
as

∆ϕ (k) = α

2

[
ln
(

P (k)
P (k − 1)

)
+ κ

(
P (k) + P (k − 1)

2 − Pavg
)
Ts

]
(5.28)

in order to take into account the frequency offset compensation. Lastly, the trans-
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mitted signal is constructed as

x (k) =
√
P (k) · exp (j∆ϕ (k)) (5.29)

to which there will be added AWGN and phase noise before being input to the VA
algorithm for demodulation and error counting.

The first simulation experiment considersM = 4 for three values of α: 2, 4, and
6 (c1 = 1, 2, and 3, respectively), and two values of phase noise are also considered,
given by the combined linewidth ∆ν: 1 MHz and 10 MHz. The adiabatic coefficient
c2 is set to 0.5. For each data point, 5·105 are generated and the decoding algorithm
is the VA-MLSE with the proposed modification described in Section 5.3.1.

Figure 5.13 plots the HD-SER versus SNR obtained with PAM4 (squares), 4-
SPSK (asterisks), 4-SAPM-D (diamonds), and 4-SAPM-MI (stars). It can be seen
that the spiral constellations, especially 4-SAPM-MI, perform better than PAM4
in most of the cases. The improvement is less significant for smallest value of α,
being of the order of 0.1-0.2 dB, while for α = 4 and α = 6 up to 2 and 3 dB are
observed. The only exception that can be appreciated is for high values of SNR
with α ≥ 4 and ∆ν = 10 MHz, where both versions of 4-SAPM suffer a recession in
their evolution, becoming the worst candidates. Although the reason for this has
not been investigated in this work, it seems clear that the optimisation algorithms
converge to a suboptimal local maximum. The SNR penalty of PAM4 versus 4-
SAPM-MI for targeted HD-SER values of 10−2, 10−2, and 10−2 is summarized in
Table 5.2.

Table 5.2 – SNR penalty for PAM4 versus 4-SAPM-MI at different HD-SER

M ∆ν α HD-SER= 10−2 HD-SER= 10−3 HD-SER= 10−4

4

1 MHz
2 0.5 dB 0.5 dB 0.2 dB
4 1.4 dB 1.6 dB 2 dB
6 2.2 dB 3 dB 3.4 dB

10 MHz
2 0.3 dB 0.25 dB 0.25 dB
4 0.7 dB 0.6 dB 0.1 dB
6 1.3 dB 2.2 dB 2.6 dB
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Figure 5.13 – Hard-decision symbol error rate (HD-SER) versus SNR for PAM,
SPSK, and SAPM with M = 4- The parameter α is 2 (top), 4 (centre), and 6
(bottom). Phase noise given by ∆ν = 1 MHz (left) and 10 MHz (right). The adiabatic
coefficient is set to c2 = 0.5.
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Table 5.3 – SNR penalty for PAM8 versus 8-SAPM-MI, at different HD-SER

M ∆ν α HD-SER= 10−2 HD-SER= 10−3 HD-SER= 10−4

8

1 MHz
2 0.7 dB 0.7 dB 1.6 dB
4 3.8 dB 5 dB 5.1 dB
6 6 dB 7.8 dB 8 dB

10 MHz
2 1.7 dB 2.1 dB 2.1 dB
4 -1.7 dB 0.5 dB 0.8 dB
6 -3 dB -3 dB -3 dB

The next set of results is for constellations of orderM = 8. The rest of simulation
parameters are identical as in the previous case forM = 4, except for the SNR range
that has been accordingly scaled up. In this case, as it can be seen in Figure 5.14,
the spiral constellations perform significantly better than PAM8 with the lower
phase noise (∆ν = 1 MHz), where in the worst case for a HD-SER of 10−2, the
format 8-SAPM-MI exhibit a reduction in required SNR of 0.7, 3.8 and 6 dB for
α values of 2, 4, and 6, respectively. The best case happens for a HD-SER=10−4,
where the improvements are of 1.6, 5.1, and 8 dB.

On the other hand, for the stronger phase noise (∆ν = 10 MHz) the perform-
ance of the spirals is less consistent. With α = 2, 8-SAPM-MI is clearly better than
PAM8, reducing the SNR requirements by more than 1.7 dB, while for α = 4 it ex-
hibits an erratic behaviour alternating between a penalty of -1.7 dB with respect to
PAM8 for HD-SER=10−2, and an improvement of up to 0.8 dB for HD-SER=10−4.
Lastly, for α = 6, 8-SAPM-MI sees its performance degraded for all the tested SNR
values, showing a constant penalty of 3 dB for all three targeted HD-SER. Similarly,
it is worth noting that the other two spirals, 8-SPSK and 8-SAPM-D, result in a
very poor performance for the stronger phase noise scenario.

5.7 Conclusions

With the above results provided, it can be concluded that the static analysis of
the frequency chirp in a DML can improve the existing approach of CM-DML.
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Figure 5.14 – Hard-decision symbol error rate (HD-SER) versus SNR for PAM,
SPSK, and SAPM with M = 8- The parameter α is 2 (top), 4 (centre), and 6
(bottom). Phase noise given by ∆ν = 1 MHz (left) and 10 MHz (right). The adiabatic
coefficient is set to c2 = 0.5.

With a new set of optimised “spiral constellations” the VA-MLSE differential
decoder can be made more robust to phase noise, particularly with the one that
maximises MI (SAPM-MI) which has shown the best performance in the practical
majority of numerical simulations performed. However, this technique is likely
improvable, should a model of a differential channel be implemented. Chapter 6
suggests some ideas and preliminary results for a further research in this direction.



Chapter 6
Summary and future work

6.1 Summary

This thesis has dealt primarily with the problem of modelling the partially
coherent AWGN channel (PCAWGN). It has been seen that this corresponds to a
conventional AWGN channel with an added residual amount of phase noise. The
PCAWGN channel usually arises in coherent communications systems where the
signal phase, that continuously evolves with time, needs to be recovered by means
of either hardware (PLL) or software (DSP) techniques. The AWGN present in the
signal induces an error in the phase estimation process, yielding a spurious angular
deviation that is commonly modelled with a Tikhonov distribution. Naturally,
the additional source of noise decreases the link SNR and reduces the achievable
capacity of the theoretical AWGN channel. This reduction is accentuated if the
PCAWGN channel is treated with AWGN-like metrics, like the Euclidean distance.

This work highlights the importance of how a proper model of the PCAWGN
channel can help mitigate this reduction in achievable capacity and the end-to-end
benefits that can be obtained from it. Particularly, the focus of this thesis is centred
in coherent optical communication channels. An introduction to the context of
application in nowadays optical coherent networks, along with the challenges posed
by the need of cost-sensitive solutions required in short-range links, is given in
Chapter 1. The basic concepts of an optical communication system are reviewed in

137
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Chapter 2, enumerating the main elements for transmission, transport and reception
of optical signals, as well as the most popular modulation formats and techniques.
Special attention has been paid to coherent detection architectures supported by
subsequent DSP stages.

The optical PCAWGN channel has been covered in Chapter 3, where the math-
ematical model of the channel conditional probability has been derived, yielding
a complex equation involving the sometimes untractable modified Bessel func-
tions. As one main contribution of this work, an approximated model of the
PCAWGN channel in polar coordinates has been proposed. It has been shown
through simulations that the Gaussian approximations used in the proposed model
are valid assumptions and that the reduced-complexity proposed approximation
closely matches the exact solution when the channel MI is computed for QAM
modulation formats of different sizes. The proposed approximation was also found
to outperform the previously published Foschini’s model, another approximation
derived in cartesian coordinates by means of vector algebra.

Being the Euclidean distance so present in many DSP algorithms, and being
clearly suboptimal in the presence of phase noise, it seemed mandatory to explore
the possible benefits of the proposed model in practical applications, not only at
the receiver side, but also at the transmitter. With this purpose, Chapter 4 collects
some of the applications that have been investigated, such as in slicing circuits,
carrier phase estimation or blind joint estimation of noise variances. With the
simulations carried out it has been shown the robustness against phase noise of the
proposed model, sensibly improving the Euclidean distance when both are tested
to perform the same task.

Among the considered applications, that of complex modulation of semicon-
ductor lasers, covered apart in Chapter 5, is of great interest. Its recent ground-
breaking results shown in short-range systems using low-cost directly modulated
lasers and coherent detection, make it a profitable field of study, with an immediate
application in current, and next generation systems. In this topic, some methods
to compute the amplitude levels for direct modulation have been described. These
have been called the spiral constellations, because of the shape of the chirped electric
field produced under direct intensity modulation of a laser. The new constellations
have been compared against the conventional PAM formats, showing significant
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improvements in most of the scenarios considered in simulations. Additionally, the
CM-DML technique has been improved by upgrading the probabilistic metric in the
decoding algorithm by that one studied in Chapter 3 for the PCAWGN channel,
also exhibiting a higher tolerance to typical amounts of phase noise.

Lastly, the next section presents some other ideas that are regarded as the best
guidelines to continue this research work in the future.

6.2 Future work

At the time of completion of this work, two main areas with potential for fur-
ther research are identified. The first one concerns the approximated model of the
PCAWGN channel and is discussed in Section 6.2.1. The second one, covered in
Section 6.2.2, is related to the CM-DML and the spiral constellation subjects. In
both cases, a primary idea is suggested, like the inclusion of nonlinear noise in the
first case or the implementation of a differential channel model in the second case.
The primary ideas are then followed by some other aspects that are not well de-
veloped at the time of writing this thesis, but they are considered equally important
and potentially relevant in other than the already reviewed applications.

6.2.1 On the approximated PCAWGN channel model

Modelling nonlinear phase noise

An interesting way to continue the research presented on the PCAWGN channel
would be trying to upgrade the proposed model to include the effects of nonlinear
phase noise (NLPN) [145]. The sources of NLPN are diverse, well-known, and
widely studied in the literature. To name some, consider the Kerr effect of the
optical fibre [94], the Gordon-Mollenauer effect originated in amplified links [146],
or the signal distortions caused by self-, and cross-phase modulation (SPM and
XPM) [94, 147]. The impact of NLPN will therefore be more significant in longer
distances, higher transmitted powers, and denser-channel systems. Although each
source of NLPN has its own probability distribution, often non-Gaussian [66, 148],
their phase contribution generally depends on the signal amplitude, A (t), or power
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P (t). Consequently, the goal is to manipulate the proposed channel model to
introduce an intensity-dependent phase term, ϕNL (P (t)), which will try to adapt
the nonlinear channel and reflect phase deviations as NLPN would cause them.

As an initial approach, it can be considered that the NLPN contribution is
directly proportional to the observed power, e.g. as

ϕNL (t) = γNLP (t) (6.1)

where the scaling factor γNL, with units of radians per Watt, will be computed or
empirically found for a given set of system parameters. Subtracting Equation (6.1)
from the angular distance in Equation (4.6), a suggested “nonlinear” metric can be

D2
prop = ∆ρ2 +

(
2N0

σ2
p

+ 1
|x| |y|

)−1

· (∆ϕ− ϕNL)2 (6.2)

Figures 6.1 and 6.2 show the probability density map and decision regions, respect-
ively, using QAM constellations of orders 4, 8, 16, and 32 (from top to bottom),
arbitrary SNR and nonlinear factors of 0.1, 0.3, and 0.5 rad/W (from left to right).
The plots closely match previously published results (e.g. in [149]), motivating the
belief that Equation (6.2) could be used to approximate NL-PCAWGN channels.
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Figure 6.1 – Probability density obtained with the suggestedD2
NL for QAM of orders

(and SNR), from top to bottom, 4 (8 dB), 8 (12 dB), 16 (16 dB), and 32 (20 dB).
The nonlinear factor, γNL is set to, from left to right, 0.1, 0.3, and 0.5 rad/W.
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Figure 6.2 – Decision regions obtained with the suggested D2
NL for QAM of orders

(and SNR), from top to bottom, 4 (8 dB), 8 (12 dB), 16 (16 dB), and 32 (20 dB).
The nonlinear factor, γNL is set to, from left to right, 0.1, 0.3, and 0.5 rad/W.
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Figure 6.3 – Preliminary results for the suggested geometrical shaping optimisation
algorithm forM = 16 (blue) versus square (red) and circular (black) 16-QAM. Curves
show the contour for a target BER of 3.8·10−3 for each pair of SNR and residual phase
noise variance σ2

p. The results with Euclidean slicers are shown for square (triangles)
and circular (circles) QAM.

Constellation shaping

Another topic that has been initiated in this work, but left for future research,
is constellation shaping (CS), a technique used to increase the MI of the channel by
adapting the location of the symbols in the complex plane (geometrical shaping), or
by adapting the probability of occurrence of each symbol (probabilistic shaping). CS
requires a maximisation algorithm where the geometrical approach tries different
locations and the probabilistic one does so with different distributions. In both
cases, it is required to use a sort of metric or distance that stems from the channel
model.

Numerous techniques can be found in the literature for both geometrical (e.g.
in [150, 151]) and probabilistic shaping (e.g. in [152]). A more recent trend is the
use of machine learning techniques for CS [153], which can become computationally
expensive and prohibitive for cost-sensitive applications. This is why it is believed
that the proposed approximated PCAWGN model can serve as a powerful tool for
CS techniques.

As a very preliminary idea, the following simulation was performed: for each
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given value of SNR and residual phase noise, σ2
p, an optimisation algorithm returns

the constellation that shows the lowest measured SER. The size of the constellation
is M = 16 and the optimised constellation is constrained to be π/2-symmetrical.
To further reduce the complexity, the algorithm assumes one of the 4 remaining
points to be fixed, only solving the location of the other 3 points in a quadrant.
Before computing the current BER, the algorithm normalises the constellation to
a predefined reference power.

Figure 6.3 shows the results obtained from this simulation. The curves are plot-
ted for the targeted BER = 3.8 ·10−3. The constellations considered are square and
circular 16-QAM, and the optimised one. The results obtained using the Euclidean
slicer are also shown for reference. The optimised constellation clearly outperforms
the rest, converging to the circular QAM when σ2

p � N0 and to the square QAM
when σ2

p � N0.

Channels with memory

Throughout this work, the channel under study has been always considered
memoryless. That was so because it was assumed a prior signal equalisation that
removed the memory introduced by the channel transfer function, and a later stage
of CPE which removed the memory introduced by the the phase random evolution.

A reduced-complexity channel model with memory would help other techniques
to save resources, or to use them for computing longer sequences. One of these
techniques is MLSE [141], where a sequence of N symbols (N − 1 transitions) has
a probabilistic distance associated and is used to perform soft decisions. Similarly,
other works study memory channels in order to find channel capacity boundar-
ies [120,154–156].

The proposed idea assumes that the channel only suffers from memory due to
the random phase evolution and that a sequence of N = 2n+ 1 symbols is fetched.
Based on the concepts covered in Chapter 3, approximating in polar coordinates
yields a memoryless radial dimension and the angular dimension contains all the
memory of the channel. This can be further simplified because the angular distances
have two components, AWGN-induced and phase noise, where only the latter in-
troduces memory (since AWGN is non-cumulative). Hence, it can be noticed that
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the reference sample at t = 0 will contain phase noise with variance σ2
p. In a look-

forward manner, the next samples will have a variance 2σ2
p, 3σ2

p, and so forth. This
can be summarised by saying that for each possible sequence of N symbols, the
suggested channel model can compute the probabilistic distance as

D (χs) =
n∑

i=−n

(ρ (n)− |xs (n)|)2

N0
+ (arg (y (n))− arg (xs (n))− ϕs (n))2(

N0
2ρ(n)|x(n)| + σ2

p (n)
) (6.3)

where it must be noticed the dependence of σ2
p on the position of the sample within

the sequence, n. It is well known that in a back-forward fashion, centred at sample
N + 1, the best estimator is a Wiener filter, which obtains weighted taps that
prioritise the central sample. The normalised variance σ2

p (n) /σ2
p for each sample in

a sequence of 5 symbols is shown in Figure 6.4 (black circles, left y-axis), while the
weights here have been simply obtained as the inverse of the normalised variance
for illustration purposes.

Figure 6.4 – Phase noise normalised variance (circles) of past and future samples
with respect to the reference sample in the centre, exhibiting a shape like the well-
known Wiener-filter tap coefficients inverted. Consequently, the weights (triangles)
emphasise the central sample and decrease as it goes away from the centre.

Amore detailed background onWiener filters and its tap coefficient computation
can be found in works like, e.g. [101,102].
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6.2.2 On the direct complex modulation of lasers

A differential channel model in polar coordinates

In Chapter 5 it was mentioned that optimising the constellation for a non-
differential AWGN channel was a suboptimal solution and, as a consequence, the
improvement predicted by obtained values of MI was not entirely consistent with
what was observed in system simulations. A tentative workaround was scaling N0

by a factor γ, empirically chosen, in order to enhance the phase noise against the
AWGN. Then, it was suggested that a better solution would be to implement a
differential channel model. At this point, this is an ongoing research from which
some excellent results have been obtained so far.

It is convenient to start by defining what is called the differential constellation,
D, which contains M ×M = M2 complex points d1→2 and that can be represented
in two ways:

D1 ,
{√

P1 exp (j∆ϕ1→2)
}

(6.4)

D2 ,
{√

P2 exp (j∆ϕ1→2)
}

(6.5)

where the difference is the power of which symbol is used to represent the modulus
of the constellation point. The transition is defined to happen between symbol 1,
or departing symbol, and symbol 2, or landing symbol1. As an example, consider
an ideal PAM4 signal driving a laser with α = 4, and neglect the adiabatic chirp,
c2 = 0. Figure 6.5 (a) shows the probability density of the electric field in the
absence of phase noise (thus, looking static). This M points give raise to the
M2 = 16 points that represent the symbol transitions, which probability density is
shown in Figure 6.5 (b) using the modulus of the departing symbol,

√
P1, and (c)

doing so with
√
P2.

1this symbol numeration only has chronological sense, “from 1 to 2”.
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Figure 6.5 – Example of the probability density of the static spiral for PAM4 signal
(a), and the differential constellation of transitions using

√
P1 (b) and

√
P2 (c).

Represented on the complex plane, D1 and D2 appear to be mirrored along the
x-axis, and it might seem irrelevant which one is used but, as it will be seen, using
D2 has a positive impact over using D1. Recall the probabilistic distance given in
Equation (5.13) used to measure the transition probability in the VA algorithm,
written as

λ (χ1→2) = |P1 − x1|+
∣∣∣∣√P2 · exp (j∆ϕ1→2)−√x2 · exp (j∆ϕ̂1→2)

∣∣∣∣ , (6.6)

where the time index t has been replaced by the transition subscripts (1, 2), and
which models a D1 differential constellation since it uses the symbol 1 in the trans-
ition, i.e. P1 , P (t− 1). Figure 6.6 (a) shows the contour of equidistant curves
obtained with Equation (6.6) superimposed to the probability density of the D1

constellation. It can be seen that not all the points are surrounded by the same
number of contour lines, what might be interpreted as if some transitions are less
likely than others.

A simple modification can be performed on the above distance, consisting of
using D2 instead, as

λ′ (χ1→2) = |P2 − x2|+
∣∣∣∣√P2 · exp (j∆ϕ1→2)−√x2 · exp (j∆ϕ̂1→2)

∣∣∣∣ (6.7)

The resulting equidistant curves, superimposed to the D2 probability density, are
shown in Figure 6.6 (b). Now the distribution seems to be better approximated,
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Figure 6.6 – Probability density of the 16 transitions for a PAM4 under complex
modulation.

since all the 16 points are surrounded by the same number of contour lines and with
the same distance values. It will be seen that this slightly modified metric yields
an improvement over the original version.

The problem with these two versions is that none of them deals with the phase
noise term nor the relatively higher phase shift that an AWGN corrupted point
induces as it is closer to the origin. Hence, it is proposed to look into an alternative
that exploits the properties of the PCAWGN approximated model presented in
Chapter 3. The new distance will have the modulus distance squared as

D2
modulus =

∣∣∣√P2 −
√
x2
∣∣∣2

N0
(6.8)

and the observed differential angle ∆ϕ1→2 is composed by four components: the
expected phase jump ∆ϕ̂1→2 and three noise terms, the phase noise (∆ϕpn) and
the AWGN-induced by the two symbols 1 and 2 (∆ϕAWGN, 1 and ∆ϕAWGN, 2). The
angular distance between observed and expected can be written as

∆2ϕ1→2 , ∆ϕ1→2 −∆ϕ̂1→2 = ∆ϕAWGN, 1 + ∆ϕAWGN, 2 + ∆ϕpn (6.9)

with ∆2ϕ1→2 ∈ [−π, π), and where the superscript in ∆2 indicates the difference of
a difference. As all the variables in Equation (6.9) are approximated as Gaussian,
the observed angular distance distribution is also considered Gaussian, ∆2ϕ1→2 ∼
N
(
0, σ2

diff

)
where the differential variance σ2

diff is approximated as the sum of the



6.2. FUTURE WORK 149

variances of the contributing terms, that is

σ2
diff = σ2

AWGN,1 + σ2
AWGN,2 + σ2

p (6.10)

As it was seen in Section 4.1.1, the variance of the AWGN-induced noise is inversely
proportional to an effective radius squared, ρ2

eff , which gives a measure of how far
is the point from the origin. In an a posteriori fashion, this radius was shown to
be the geometrical mean between the transmitted and observed sample amplitudes.
Thus, the AWGN-induced angular variances in the transition 1 → 2 are obtained
as follows

σ2
AWGN,1 = N0

2
√
P1x1

(6.11)

σ2
AWGN,2 = N0

2
√
P2x2

(6.12)

Finally, inspired by the metric Equation (4.6) given in D2
prop, a differential metric

could take the following form

δD2
prop = D2

modulus + (∆2ϕ1→2)2

2
(
σ2

AWGN,1 + σ2
p + σ2

AWGN,2

) (6.13)

=

∣∣∣√P2 −
√
x2
∣∣∣2

N0
+ (∆2ϕ1→2)2

2
(
σ2

AWGN,1 + σ2
p + σ2

AWGN,2

) (6.14)

=

∣∣∣√P2 −
√
x2
∣∣∣2

N0
+ (∆2ϕ1→2)2

2
(

N0
2
√
P1x1

+ σ2
p + N0

2
√
P2x2

) (6.15)

where the last expression can be simplified by multiplying it by N0, yielding a
reduced-complexity version expressed as

δD2
prop = N0 · δD2

prop =
∣∣∣∣√P2 −

√
x2

∣∣∣∣2 + (∆2ϕ1→2)2

1√
P1x1

+ η + 1√
P2x2

(6.16)

where η is the rotation factor described in Equation (4.7) and given by

η = 2N0

σ2
p

(6.17)
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The equidistant curves obtained with the proposed metric are shown in Figure 6.6
(c) and they reflect an excellent match with the actual density distribution.

Initial results are now presented, where the system simulation parameters in
[139] are replicated for a fairest comparison, and where the results for the previously
published algorithm are plotted under the series name “Original”, that is, using the
transition distance in Equation (6.6). Similarly, the results obtained when using the
transition distances given in Equations (6.7) and (6.16) are referred to as “Modified”
and “Proposed”, respectively. Figure 6.7 shows, on the top row, the computed BER
after decoding the received signal with the VA-MLSE algorithm (as described in
Section 5.3 and in [139]). The transmitted signal consists of a DML-chirped PAM4
with average power unity, with 5 · 105 symbols for each data point, the adiabatic
coefficient is kept at c2 = 0.5, the combined linewidth is set at ∆ν = 10 MHz, the
baud rate is 12.5 Gbaud, and three α values are considered, 2 (left), 4 (centre),
and 6 (right). The bottom row of Figure 6.7 shows the difference in required SNR,
∆SNR, versus the target BER, of the Proposed (solid line) and the Modified (dashed
line) against the Original. Only the Modified distance can provide with SNR gains
averaging to 0.4 dB, 0.7 dB, and 0.9 dB for the three values of α: 2, 4, and 6,
respectively. More remarkable is the improvement observed with the Proposed
metric, which averages to 1.2 dB, 1.75 dB, and 1.65 dB, respectively, for the same
values of α.

These are excellent results for a preliminary evaluation, clearly indicating that
this is a promising line of research. Probably the most natural step now would be
using the Proposed distance and manipulate it to reflect probability rather than
distance, and from there, try to use the spiral constellation optimisation algorithm
(SAPM) in order to maximise the MI over a differential PCAWGN channel.

Power-constrained spirals

The methods described in Chapter 5 for the design of spiral constellations do not
consider power limitations such as maximum optical power of the laser. What has
been done so far is finding a set of intensity values that match a desired ratio between
them, and scale it to have a desired average power. However, and particularly for
lower values of α, a certain targeted ratio P1/P0 might require that P1 � P0. For
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Figure 6.7 – CM-DML system simulation with the VA-MLSE decoding algorithm.
(top) obtained BER versus SNR using the Original (dash-dotted), the Modified
(dashed), and the Proposed (solid) transition distances. For each data point, a
PAM4 signal with 5 · 105 symbols is generated. Three values of α are considered:
2 (left), 4 (centre), and 6 (right). (bottom) SNR gain versus targeted BER of the
Proposed (solid) and Modified (dashed) metrics, along with the average for each case
(red dotted).

instance, under the static model with α = 2, a phase jump of ∆ϕ0→1 = 3π/2 radians
requires a power ratio

P1

P0
= exp

(
∆ϕ0→1α

2

)
= exp

(3π
2

)
≈ 111 (6.18)

which means that modulating a 4-SPSK would require the highest power to be
more than a hundred times the lowest one. To achieve this, either the high value
can be pushed higher or the low value reduced. Both approaches pose a challenge,
though, because the laser ideally has to be kept working in its linear region, above
threshold and below the maximum allowed optical power.
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Therefore, the realisability of a certain order SPSK constellation will be determ-
ined by the α parameter and the minimum/maximum optical power of the laser.
Regarding the SAPM constellation, the optimisation algorithm can be modified so
that the power values that limit the linear region of the laser are fixed. An added
benefit of this approach is that only M − 2 points have to be iteratively computed,
versus the M − 1 points of the original version.

It could be interesting to assess the impact of the dependence of α on the laser
intensity [136] in the design of spiral constellations and whether a proper model of
this phenomenon can provide any benefit to the decoding VA algorithm. It can also
be questioned the feasibility of deliberately targeting a desired value of α during
the device manufacturing process.

Experimental verification

Naturally, the ultimate goal is to perform an experimental verification of the
proposed concepts for CM-DML. A standard testbed transmitter will consist of
a high-speed arbitrary waveform generator (AWG) driving a DFB laser packaged
and interfaced to support both DC bias and direct RF modulation. As a first
approach, a back-to-back (B2B) connection to the receiver would suffice to assess
the potential of the proposed constellation design methods and decoding metric.
A crucial step is to find the α and κ parameters of the laser. A simple method
to obtain an estimation of these parameters was proposed in [139], relying on a
pair of basic training sequences of binary symbols. However, to eventually develop
more accurate models, it might be convenient to characterise the laser with a higher
number of parameters that appear in the laser rate equations. For such purpose, a
popular method for the extraction of laser parameters based on the idea of frequency
response subtraction is described in [157, 158] and similar ones can be also found
in [159,160]. An alternative method based on the measurements of RIN and phase
noise is also proposed in [161].

Beyond the static approach where the laser is driven with a signal of M fixed
amplitude levels, with a given set of laser parameters it could be possible to simulate
the rate equations [162–166], permitting to shape a driving waveform that accounts
for the adiabatic chirp contribution to the phase evolution. This would yield a
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dynamic modulation technique where the amplitude levels for each symbol depend
on the past transmitted signal. A waveform shaping technique tailored to DFB
lasers is presented in [167], cancelling relaxation oscillations and reducing the laser
dynamic memory.
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Appendix A
Stencil-aided SPSK constellation design

The static properties of the SPSK format and the equally spaced phase jumps,
make it possible to use a graphical method to quickly find the power levels of the
constellation, given the desired average power. To do so, it is required a plot in
which the x- and y-axis represent power from symbols before and after a transition,
respectively. Then, since for each pair of coordinates (x,y) there is a phase trans-
ition according to Equation (5.20), only the contour lines for the targeted values,
±∆ϕSPSK,m have to be drawn. These lines, converge asymptotically towards the
origin (zero power), and diverge in outwards for increasing power. Figure A.1 shows
two examples of such a plot, for a 4-SPSK, and for α = 5 (left) and α = 8 (right).
It can be observed that the effect of α is that, for larger values, the contour lines
become less divergent.

The phase contour lines are symmetrical with respect to the main diagonal
labelled "0", being positive the jumps above it and negative below it. The 0-diagonal
just means that if during a transition the power is unchanged, there will be no phase
jump either. Additionally, a secondary x-axis is located on top of the square and
is labelled "Average power". The values of this axis need to be scaled with respect
to the bottom axis according to Equation (C.1) in Appendix C, that relates the
average power with the lowest power point, P0.

To use the resulting plot as a stencil, the procedure is as follows: initially choose
the desired average signal power and locate it on the top x-axis. From there,
trace down an imaginary vertical line and mark the point where it crosses the 0-
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Figure A.1 – Construction of stencil for SPSK design. Example shown for M = 4
(4-SPSK) and two values of α: 5 (left) and 8 (right). Contour (straight) lines for all
the phase transitions in the constellation. For higher values of α, the contour lines
are closer to each other (smaller divergence)

diagonal: this is the starting point of the constellation, P0. From this point, draw
a vertical and a horizontal lines towards positive values (upwards and rightwards,
respectively), until they reach the most positive and most negative contour lines.
Then, close the squared defined by the drawn lines such that its bottom-left and
top-right vertices lay on the 0-diagonal. Lastly, fill the square with a grid that
connects all the crossing points at the contour lines, horizontally and vertically.
Such grid will be composed of a total of M horizontal lines and M vertical lines,
plus M2 points, each representing the transition PX→Y . Figure A.2 illustrates an
example of the stencil-based constellation design for a 4-SPSK with α = 5. On the
left, the light blue arrow connects the average power on top and the starting point
P0. From this point, the blue-shaded area emphasises the grid with 4 horizontal
lines, 4 vertical lines, and 16 points. The 4 x-values of the vertical lines and the 4
y-values of the horizontal lines are identical, ans they represent the 4 power levels
of the constellation. After this is done, and as shown in the right side of Figure A.2,
it is easy to rescale the constellation graphically to take a different average power
by just dragging the square grid along the 0-diagonal, upwards or downwards to
increase or decrease the average power, respectively.
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Figure A.2 – Example of use of the stencil for a 4-SPSK constellation design with
a value of α = 5.

Moreover, for small α, the contour lines become too divergent, making it difficult
to appreciate the power crossing points. Plotting the stencil with logarithmic axes
might be helpful, since the contour lines become parallel, as shown in Figure A.3
where an example of a 4-SPSK constellation is equivalently shown in both linear
(left) and logarithmic (right) stencils, for a value of α = 4.
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Figure A.3 – Equivalent 4-SPSK constellation design using a linear stencil (left)
versus a logarithmic one (rigth).
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Appendix B
On the max-min distance in 2-SAPM-D

Unlike with the conventional BPSK format, the maximum distance between two
points on a spiral —limited to a 2π-radians loop— does not happen when the points
are π radians apart. Instead, the angle between them that maximises the distance
depends on the parameter α. Figure B.1 shows an example of three 2-SPAM-D
constellations for different values of α: in (a), where α = 3, the maximum distance
happens where the points are at the same angle (0 for reference), but this is only so
because the spiral has been limited up to this angle. In fact, the distance between
the two points increases monotonically with the spiral and the choice of any pair of
points would be according to a given laser and its power limitation. In (b), the point
at maximum distance lies somewhere within the angles π and 3π/2. As the value
of α increases (like in (c) for α = 10), the angle of maximum distance approaches
π, converging to a BPSK form.

An interesting experiment consists of plotting the distance between a fixed point
in the spiral, S0 (the starting point), and a second point, Sx, as it moves away from
S0 along the spiral with the increase of the angle, ∆ϕ. Such a plot is depicted
in Figure B.2 where the distance versus the angle has been calculated for four
different values of α. From these, two values of α are particularly remarkable: first,
the curve for α ≈ 3.66 does not present a local maximum between angles π and 2π,
but presents an inflexion point (see the local minimum tangential to the zero line on
the plot below for ∆Distance). This means that for values of α < 3.66 the distance
between any two points in the spiral will be monotonically increasing with the angle
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Figure B.1 – The maximum distance between two points on a spiral truncated at
2π radians depends on the parameter α. When α increases, the angle of maximum
distance converges to π radians, as in a BPSK constellation.

and it would only make sense to choose a pair of constellation points if more data
about the laser and its output power are given a priori. Secondly, the depicted
curve for α = 4.33 presents twice the same maximum distance at ∆ϕ ≈ 4 and
∆ϕ = 2π radians, respectively. This means that for α values above 3.66 and below
4.33, the spirals will present an absolute maximum at ∆ϕ = 2π and a smaller local
maximum between 4 and 5 radians, and for α > 4.33 there will be a single point
with maximum distance located between π and 4 radians. Table B.1 summarises
the possible mentioned cases.

Table B.1 – α boundaries in a 2-SPSK

Condition ∆ϕ at max. distance (radians)
α ≤ 3.66 2π

3.66 < α ≤ 4.33 max at ∆ϕ = 2π and local max at 4 < ∆ϕ < 5
α > 4.33 π < ∆ϕ < 4

Therefore, the only calculation that might need to be carried out is to find the
local maximum distance point for a given α > 3.66 or the absolute maximum for
α > 4.33 when the spiral is limited to ∆ϕ ≤ 2π. Assuming a fixed starting point
S0 to have power P0 = 1 and angle ϕ = 0, the distance between S0 and any other
point in the spiral Sx can be expressed as

D = |Sx − S0| =
∣∣∣∣√Px exp (i∆ϕ)−

√
1
∣∣∣∣ (B.1)
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Figure B.2 – (top) Distance from a reference point S0 and a rotated version Sx by
∆ϕ radians, for α = 3 (monotonically increasing), 3.66 (first inflexion point), 4.33
(local maximum coincides with maximum at 2π radians, and 5 (only one maximum);
(bottom) value of the slope of the Distance curve above (referred to as ∆Distance)

with ∆ϕ = α/2 ln (Px). Although in the previous examples the spiral has been
limited to 2π radians, in reality it will be limited by the maximum power that
the laser output is restricted to. Thus, the local maximum for the distance has
to be searched within the normalised range (1, Pmax). However, maximising the
distance in Equation (B.1) requires differentiating with respect to Px and due to
the imaginary argument of the exponential —showing an undulatory behaviour—
it does not result in a closed-form solution. Instead, any of the multiple available
numerical methods can be used to iteratively solve the problem. For this purpose, in
this work the Matlab function fminsearch has been used. Figure B.3 depicts the
results obtained, showing, for different values of α, the ratio of the symbols power
at maximum distance (top, for the absolute and local maximums within 2π radians)
and the angle separation between symbols (bottom). It can be seen how, according
to Table B.1, within the interval 3.66 < α < 4.33 the absolute and (secondary)
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local maximum are not the same, but after α ≥ 4.33 these two become the same.
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Figure B.3 – (top) Power ratio of the symbol that maximises the distance with
respect to the reference point S0 with P0 = 1 and ϕ0 = 0, PmaxD/P0, versus the α
parameter; (bottom) angle at which this maximisation occurs. A 2π-limited spiral
has been considered.



Appendix C
Power implications of SPSK

C.1 Average power

It has been defined the parameter P0 as the power of the "initial" point, or the
point with the lowest power in the constellation. However, in practical applications
it is the average signal power, 〈P 〉, which is targeted to a specific value or within
a range. So, in this case, for a given SPSK constellation set of parameters, and
assuming that all the transmitted symbols are equally probable, the average power
can be calculated as

〈PSPSK〉 = 1
M

M−1∑
m=0

Pm

= P0

M

M−1∑
m=0

exp
(
mλ4π
Mα

)
(C.1)

and, therefore, after setting the average power to the desired value, 〈PSPSK〉 = Pavg,
the reference value P0 can be computed as

P0 = M · Pavg
[
M−1∑
m=0

exp
(
mλ4π
Mα

)]−1

(C.2)
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Figure C.1 – Power levels of a 4-SPSK constellation for symbols S0 to S3. The
normalised average power is 1 (red solid line). The extinction ratio in dB (blue
dotted line), decreases exponentially with α. The mid-way power (green dashed line)
represents the reference at which the optical power modulation index (MI) would be
symmetrical.

C.2 Extinction ratio

For the SPSK constellation, the extinction ratio (ER) can be calculated as the
ratio between the powers of the last and first symbols, as

ERdB = 10 log10
PM−1

P0

= 10 log10 exp
(

(M − 1)λ4π
Mα

)

= 10
ln 10

(M − 1)λ4π
Mα

(C.3)

For a given SPSK constellation, the extinction ratio decreases exponentially with α.
As an example Figure C.1 shows the extinction ratio in dB calculated for a 4-SPSK
constellation (blue dotted line, referenced to the right y-axis).
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Figure C.2 – Amplitude levels of a 4-SPSK constellation (as the squared root of the
power). The mid-way amplitude (green dashed line) is practically coincident with
the average amplitude (red solid line) for any α, meaning that the modulation index
(MI) can be considered symmetrical for the amplitude of electric field.

C.3 Modulation index

The modulation index is defined as the ratio of the maximum deviation of the
modulated amplitude from the unmodulated carrier amplitude, usually expressed
as a percentage. With laser sources, the modulation index shall be written in terms
of modulated optical power, such that

MI = max |P (t)|
〈P 〉

× 100 (C.4)

In amplitude modulation (AM) systems, the index is symmetrical, i.e. it refers
to deviations both above and under the unmodulated level. However, in the case
of the SPSK modulation, this will not hold true due to the geometric progression
that follow the consecutive power levels. This asymmetry is observed in Figure C.1
as how the normalised average power (red solid line) does not coincide with the
mean value (mid-way power, dashed green line) between maximum and minimum
symbol power levels. However, the mean power does asymptotically approach the
average power as the parameter α increases. It is also noted from Figure C.2 that,
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if electric field amplitude is used instead of power, for the same SPSK constellation,
the mid-way point is practically equal to the average value, disregarding the value
of α.
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