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Figure 1. Graphical olfactory neuroanatomy glossary. Top left: schematic of the D. melanogaster olfactory system showing all its major neuron classes. 
The ‘order’ of each neuropil is given in a grey circle, its average layers in a grey lozenge. Inset: the fly brain with a scale bar and early olfactory neuropils 
shown. Red path is the major feedforward course of olfactory information through the brain. Middle left: a neuron with its compartments is shown. 
Bottom left: the two EM data sets that feature in this work, the partial dense connectome, the hemibrain and a sparsely reconstructed data set, full adult 
fly brain (FAFB). Neuroanatomical data can be moved between the two spaces using a bridging registration (Bogovic et al., 2020; Bates et al., 2020a). 
Right: major neuron class acronyms are defined. Other neuroanatomical terms are also defined. Coloured dots indicate the colour used to signal these 
terms in the following figures.
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Figure 2. Identification of layers in the olfactory system. (A) Schematic of the fly’s olfactory system. Colours reused in subsequent panels. (B) The Janelia 
Research Campus FlyEM hemibrain connectome. Principal olfactory neuropils as overlay; full brain plotted for reference. (C) Graph traversal model used 
to assign layers to individual neurons. (D) Neurons found in the first six layers. (E) Mean layer of individual neurons. Black line represents mean across a 
given neuron class. (F) Composition of each layer. (G) Connections between layers. AL: antennal lobe; CA: calyx; LH: lateral horn; MB: mushroom body; 
WEDPN: wedge; ALPN: antennal lobe projection neuron; uPN/mPN: uni-/multiglomerular ALPN.
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Figure 2—figure supplement 1. Graph traversal model extended data. (A) Model parameterisation: relative positions are stable across parameter 
space (with the exception of WEDPNs). Grey bar indicates threshold used for final model (0.3). Error bars represent SEM. (B) Final threshold was chosen 
using known neuron classes as landmarks. (C) Mean layer by neuropil. Each neuron is assigned a ‘primary’ neuropil based on where it receives most of 
its inputs.
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Figure 3. Antennal lobe (AL) receptor neurons (ALRNs) mostly target projection and local neurons. (A) Summary schematic of antennal lobe ALRN 
classification and the major cell types present in the antennal lobe that interact with them. ALLN: antennal lobe local neurons; ALPN: antennal lobe 
projection neuron. (B) Ipsilateral and contralateral VL2p olfactory ALRNs (olfactory receptor neurons [ORNs]) in the right antennal lobe. The somas 
are not visible as they are cut off from the volume. Output synapses in red, input ones in blue. (C) Antennal lobe glomerular meshes (generated from 
ALRNs) showing which glomeruli are truncated and by how much (qualitative assessment). ALRN types in whole glomeruli but with fragmented ALRNs, 
which prevents assignment of soma side, are also shown. (D) Fraction of ALRN output per type. The leftmost bar is the mean for olfactory or thermo/
hygrosensory ALRNs, with number of synapses on top. (E) Fraction of ipsilateral (ipsi) or contralateral (contra) ORN output to ALLNs, ALPNs and ALRNs. 
Means were compared using Wilcoxon two-sample tests. (F) Fraction of ALRN input per type. The leftmost bar is the mean for ORNs and thermo-
receptor neurons (TRNs)/hygro-receptor neurons (HRNs), with number of synapses on top. (G) Fraction of ipsilateral (ipsi) or contralateral (contra) ORN 
input from ALLNs and ALRNs. Means were compared using Wilcoxon two-sample tests. Significance values: ns: p>0.05; *p≤0.05; **p≤0.01; ***p≤0.001; 
****p≤0.0001.
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Figure 3—figure supplement 1. Annotation of antennal lobe receptor neuron (ALRN) bodies and connectivity features. (A) Number of unique bodies 
classified as ALRNs per type and per soma side. Truncated glomeruli (0, < 25%, >25%), fragmented ALRN types in whole glomeruli and unilateral 
ALRN types are indicated. (B) Relationship between the number of unique ALRN bodies (including fragments) and whole ALRN bodies (excluding 
fragments). (C) Comparison between the number of observed ALRNs (whole) and the expected number per type in one hemisphere. In (A–C) VM6 
ALRNs are plotted as one population as not every body could be assigned to one of the three subpopulations because of the glomerulus truncation. 
(D) Presynaptic density for ipsilateral and contralateral ALRNs, per type. Types are ordered by mean ipsilateral density. (E) Laterality index for olfactory 
receptor neuron (ORN) and antennal lobe local neurons (ALLN) connectivity (ORN output and ORN input): fraction of contralateral ORN connectivity/
fraction of ipsilateral ORN connectivity. Each ORN type is coloured by its functional relevance. Mean comparisons made by Wilcoxon two-sample tests. 
ns: p>0.05; *p≤0.05; **p≤0.01; ***p≤0.001; ****p≤0.0001.



 ﻿﻿﻿﻿﻿﻿ Neuroscience

Schlegel, Bates, et al. eLife 2021;10:e66018. DOI: https://doi.org/10.7554/eLife.66018 � 8 of 44

D
A
2

D
C1

D
A
4m

D

D
A
3

D
A
4l

D
C3

D
A
1

D
L3

D
L4

D
L1

VA
1d

VA
1v

VL
2p

VL
2a

D
P1

l

D
L2

d

D
L2

v

VP
1d VP
2

VP
5

VP
1m VP
1l

VP
3 V

VL
1

VP
4

D
M
4

D
P1

m

D
C4

D
M
1

D
M
3

D
L5

D
M
6

D
M
2

D
M
5

VA
6

VM
5v

D
C2

VM
5d

VA
2

VA
5

VA
7l

VA
7m VA
3

VA
4

VC
2

VC
1

VM
7d

VM
7v

VC
4

VC
3

VC
5

VM
4

VM
3

VM
1

VM
6

co
nt

in
ue

d
co

nt
in

ue
d

A

B

C

VM6v VM6lVM6m

Figure 3—figure supplement 2. Antennal lobe receptor neuron (ALRN) clustering and subdivision of the VM6 glomerulus. (A) Synapse-based 
hierarchical clustering (syNBLAST) of all ALRNs. (B) Zoom-in on VM6 ALRNs captures the partition into three subpopulations: VM6v, VM6m and VM6l. 
Heatmap shows connections of VM6 ALRNs onto uniglomerular VM6 ALPNs. (C) Clustering of VM6 ALRNs based on their downstream connectivity. 
Colour bar at the bottom corresponds to syNBLAST clusters in (B). The connectivity-based clustering does not align with the subpopulations which 
suggests that information from the different types of VM6 ALRNs is co-processed by the downstream networks.
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Figure 4—figure supplement 1. Antennal lobe local neuron (ALLN) glomerular innervation patterns. (A) Sparseness of different ALLNs by 
morphological lifetime kurtosis class based on glomerular innervation (number of synapses) to calculate the lifetime kurtosis. (B) Example of two patchy 
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Figure 5. Antennal lobe (AL) local neuron (ALLN) connectivity and example circuit motifs. (A) Layers of ALLNs. Vertical lines indicate group mean. (B) 
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Figure 6—figure supplement 1. Comparison of antennal lobe projection neurons (ALPNs) across three hemispheres. (A) Counts for 56 uniglomerular 
projection neuron (uPN) types across the three hemispheres. If known, order corresponds to order of birth. (B) Expanded explanation for across-data 
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Figure 6—figure supplement 1 continued on next page
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merged or shuffled in the across-data set clusters. Across-data set merges identified as wrong are highlighted in red (see I for example). (G–J) Illustrative 
examples. (G) Single multiglomerular projection neuron (mPN) that can be tracked 1:1:1 across data sets. (H) Truncated (arrow) hemibrain mPNs 
matched to full adult fly brain (FAFB) ALPNs. (I) mPN without a match in FAFB (L) caused an incorrect merge into cluster 194. (J) M_adPNm8 mPNs are 
split into across-data set clusters 25 and 26.

Figure 6—figure supplement 1 continued
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Figure 7. Antennal lobe (AL) projection neuron (ALPN) connectivity in the right antennal lobe. (A) Summary schematic of ALPN classification and the 
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Figure 8. The targets of antennal lobe projection neuron (ALPN) axons. (A) Starburst chart breakdown of the 2383 targets of ALPN axons, outside of 
the mushroom body, by various properties. We term these neurons ’third-order olfactory neurons’, or ’TOONs’ (see text for definition). From the inside 
out, neurons are grouped by broad neuron class, layer according to the traversal model and their putative neurotransmitter. Most TOONs receive the 
majority of this input at their dendrites: green, lateral horn neurons (LHNs); dark blue, wedge projection neurons (WEDPNs); orange, dopaminergic 
neurons of the mushroom body (DANs); brown, descending neurons to the ventral nervous system (DNs); pink, lateral horn centrifugal neurons 
(LHCENTs). The starburst plot also includes some neurons connected only or mainly at their axons, including a small number of: light blue, visual 
projection neurons; yellow, severed contralateral axons; dark green, putative gustatory projection neurons from the gnathal ganglia; yellow, putative 
axons ascending from the ventral nervous system. (B) Schematic illustrating the definitions used to group neurons into broad classes. For details see 
Materials and methods. (C) Jitter plot showing olfactory layers of TOONs broken down by predicted transmitter (if known) and broad class (LHONs, LH 
output neuron; LHLN, LH local neuron) (Frechter et al., 2019). (D) The percentage of input supplied onto third-order neurons by different classes of 
input neuron. Upper: inputs onto third-order neurons’ dendrite; lower: fourth-order neurons dendrites. Insets, input onto axons. (E) Normalised synaptic 
input to layer 3 and 4 neurons, as well as LH centrifugal neurons whose dendrites lie outside the LH but whose axons innervate it. Synaptic input is 
normalised by the total number of input synapses to the neuron’s predicted axon or dendrite.
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Figure 8—figure supplement 1. Defining cell types for third-order olfactory neurons. The scheme by which we have named lateral horn neurons (LHNs) 
derives from the system we implemented in Frechter et al., 2019. (A) Similar-looking hemilineages are grouped together, neurons of similar coarse 
morphology are grouped together into ‘anatomy groups’ and each anatomy group is broken down into approximately isomorphic cell type (Bates 
et al., 2019). (B) The number of LHN cell types contributed by different hemilineages, which approximate cell body fibre tracts (Wong et al., 2013; 
Lovick et al., 2013). Names from the scheme by the K. Ito and T. Lee groups (Yu et al., 2013; Ito et al., 2013). Colours give a breakdown by their layer. 
Putative transmitter indicated by coloured circles.



 ﻿﻿﻿﻿﻿﻿ Neuroscience

Schlegel, Bates, et al. eLife 2021;10:e66018. DOI: https://doi.org/10.7554/eLife.66018 � 19 of 44

LHPV2c1/c2
LH567

*

LHAD3a1/b1
LH1284

LHPV5a3
LH123

LHPV5b1
LH168

LHPV5a1/a2
LH290

LHAV4b3/c1
LH188

LHPV6a3/a10/h2
LH1865

*

LH629

LHAV1a1/a2
LH1990

aSP-g1
LH1614

LHADa1/a3/f1
LH1744

LHAD1a2
LH1721

LHAD1b2/b6
LH1538

LHADd1/d2
LH2446

LHPV5c4
LH808

LHPV5c1
LH1293

LHPV4l1
LH509

LHPV3b1
LH578

LHAV7a1/a2/a3

*

LH2001

*

LHAV1a3
LH1543

cholinergic

LH1139
LHAV6a1/a3/b1

LH1554
LHPV5d1

*

LH2087
LHAV2b1/b2

LHPV6c1
LH2220

LHPV5b3
LH849

LHPV5g1/g2
LH374

LHPD2a1/b1
LH989

LHAV2a1/i2/k2

neuron skeletons
extracted from 
light-level MCFO data
hemibrain skeletons
EM reconstructions

split-GAL4 line code

cell type

Figure 8—figure supplement 2. Split-GAL4 lines for excitatory lateral horn output neurons. Putative excitatory output neurons of the lateral horn for 
which there are targeted genetic reagents as well as EM reconstructions (Dolan et al., 2019; Bates et al., 2020b; Scheffer et al., 2020). Expression of 
split-GAL4 lines are visualised using UAS-csChrimson::mVenus in attP18 (green), with nc82 as a neuropil stain (magenta) (Dolan et al., 2019). Off-target 
expression in the brain for non-ideal lines labelled with a yellow arrow. See https://www.janelia.org/split-gal4 for image data.
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Figure 8—figure supplement 3. Split-GAL4 lines for inhibitory lateral horn output neurons. Putative inhibitory 
output neurons of the lateral horn for which there are targeted genetic reagents as well as EM reconstructions 
(Dolan et al., 2019; Scheffer et al., 2020; Bates et al., 2020b). See http://www.janelia.org/split-gal4 for image 
data.
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Figure 8—figure supplement 4. Split-GAL4 lines for lateral horn local neurons. Putative local neurons of the lateral horn for which there are targeted 
genetic reagents as well as EM reconstructions (Dolan et al., 2019; Bates et al., 2020b; Scheffer et al., 2020). See http://www.janelia.org/split-gal4 
for image data.
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Figure 8—figure supplement 5. Split-GAL4 lines for lateral horn input neurons. Putative non-olfactory input neurons to the lateral horn for which there 
are targeted genetic reagents as well as EM reconstructions (Dolan et al., 2019; Scheffer et al., 2020; Bates et al., 2020b). See http://www.janelia.
org/split-gal4 for image data.
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Figure 9. Antennal lobe projection neuron (ALPN) connectivity onto downstream targets. Annotated heatmap 
showing the ALPN cell types (188, rows) → target (column) connection strengths. These connection strengths have 
been max normalised per column (target). ALPNs known to be glutamatergic or GABAergic have been given 
negative connection strengths, those that are unknown or cholinergic, positive. Each target column represents 

Figure 9 continued on next page
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an entire connectivity types’ dendrites or axons (964 connectivity types’ dendrites, 534 connectivity types’ axons), 
in which each neuron has to have at least a 10 synapse or 1% postsynapse-normalised connection from an ALPN. 
Annotation bars indicate axons versus dendrites, as well as other metadata. Row and column clusters based on 
cosine similarity between connection strengths; see Figure 9—figure supplement 1. Where ‘modality’ is left 
white, the cell type in question combines information from multiple antennal lobe glomeruli. Clustering based on 
Ward’s distance, ALPNs grouped into 10 blocks for visualisation.

Figure 9 continued
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Figure 9—figure supplement 1. Neurons at the antennal lobe projection neuron (ALPN) axon → target connection, clustered by connection similarity. 
(A) Cosine similarity calculated between ALPN cell types, based on ALPN→targets connection strengths, see Figure 9. (B) Cosine similarity calculated 
between ALPN’s target connectivity types, broken into axon and dendrite and based on ALPN→targets connection strengths. Clustering by Ward’s 
method, method ’ward.D2’ with the base R function hclust.
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Figure 10. Neuron class-level network diagram of higher olfactory layers. A circuit schematic of third-order olfactory neurons, showing the average 
connection strength between different classes of neurons (mean percentage of input synapses), broken into their layers, as well as the antennal 
lobe projection neuron (ALPN), lateral horn centrifugal neuron (LHCENT) and mushroom body output neuron (MBON) inputs to this system and 
dopaminergic neuron (DAN) and descending neuron (DN) outputs. The percentage in grey, within coloured lozenges, indicates the mean input that 
class provides to its own members. The threshold for a connection to be reported here is 5%, and >2% for a line to be shown.
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Figure 10—figure supplement 1. Neuron class-level network diagrams of higher olfactory layers, broken down by 
neuron compartments and putative transmitters. (A) A circuit schematic of third-order olfactory neurons, showing 
the average connection strength between different classes of neurons (mean percentage of input synapses), 
broken into their layers, as well as the antennal lobe projection neuron (ALPN), lateral horn centrifugal neuron 

Figure 10—figure supplement 1 continued on next page
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(LHCENT) and mushroom body output neuron (MBON) inputs to this system and dopaminergic neuron (DAN) and 
descending neuron (DN) outputs. The percentage in grey, within coloured lozenges, indicates the mean input that 
class provides to its own members. The threshold for a connection to be reported here is 5%, and >2% for a line 
to be shown. Subsequent plots just show a subset of this connectivity, that is, (B) axo-dendritic connections, (C) 
axo-axonic connections, (D) dendro-dendritic connections, (E) dendro-axonic connections, (F) putative cholinergic 
connections, (G) putative GABAergic connections and (H) putative glutamatergic connections.

Figure 10—figure supplement 1 continued
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Figure 11. Within-data set connectivity similarity for key olfactory cell types. (A) The synaptic targets of uniglomerular projection neurons (uPNs) (left) 
and uPN cell types (right) can be thought of as both individual downstream cells (lower) as well as cell types (upper). (B) For each pair of uPNs, the 
cosine similarity for their outputs onto downstream cell types is compared against their morphological similarity. The uPN-uPN pairs where both neurons 
are from the same cell type, ‘sisters’, shown in dark grey, otherwise in light grey. (C) The cosine similarity in the downstream target pool for sister and 
non-sister uPN pairs is compared. Targets can either be considered as separate cells (light grey, leftmost boxplots) or pooled by cell type (dark grey, 
middle boxplots). Shuffled data, for which cell type labels were shuffled for neurons downstream of each uPN to produce random small out-of-cell-type 
groupings of cells, shown in mid grey (rightmost box plots). Non-sister third-order olfactory neurons (TOONs) are shuffled pairs of TOONs from different 
cell types. There are 113 different sister PN-PN comparisons and 9157 non-sister PN-PN comparisons from our pool of 136 uniglomerular PNs. (D) The 
cosine similarity between connections to downstream cell. Left, all reconstructed lateral horn neurons (LHNs) types, for uPN-uPN pairs. Pairs shown are 
from the same cell type (left) or different cell types, where at least one comparison has a similarity of above >0.6. Significance values, Wilcoxon test: 
***p≤0.001.
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Figure 11—figure supplement 1. Similarity in connectivity up- and downstream of olfactory neurons. (A) Neuron can give and receive output from 
both their axons and their dendrites. (B) Density plots showing cosine similarity scores for the cell types downstream of third-order olfactory neurons 
(TOON)-TOON pairs, where both members of the pair are from the same cell type. Upper: cosine similarity between the two populations upstream 
and downstream of the TOONs’ axons. Lower: cosine similarity between the two populations upstream and downstream of the TOONs’ dendrites. 
(C) Correlation between the mean cosine similarity between members of a TOON cell type’s dendritic input populations (x-axis) and axonic target 
populations (y-axis). (D) Cosine similarity between connections from/onto TOON axons/dendrites, for TOON-TOON pairs of the same cell type. (E) 
Correlations between morphological similarity and connectivity similarity shown, for both out-of-cell-type comparisons (top) and within-cell-type 
comparisons (bottom). Significance values: ns: p>0.05; *p≤0.05; **p≤0.01; ***p≤0.001; ****p≤0.0001.
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Figure 12. Stereotypy in morphology and connectivity between lateral horn neurons (LHNs) in the hemibrain, full adult fly brain (FAFB) and functional 
data sets. (A) Cell types and individual neurons that have been cross-matched between data sets. Examples from the hemilineages LHd2 (i.e. the dorsal 
most cell body group in the LHd2 lineage clone, otherwise known as DPLm2 dorsal) and DL2 dorsal (otherwise known as CP3 dorsal). (B) We were able 
to cross-match >600 neurons across 10 hemilineages between the hemibrain and FAFB. (C) For neurons that had been fully synaptically reconstructed in 
FAFB, we calculate the cosine similarity for their antennal lobe projection neuron (ALPN) → LHN connectivity vectors to hemibrain neurons, both out-of-
cell-type (left) and within-cell-type (right), as well as between the two data sets. In pink, same-cell-type between data set comparisons are made for only 
our ‘best’ morphological matches; matches for which the two neurons look so similar they could be the ‘same cell’. (D) Within-cell-type cosine similarity 
for ALPN→LHN connectivity for within the hemibrain data set, within the Jeanne and Wilson, 2018 functional connectivity data set and between 
members of the same cell type across data sets. Significance values, Student’s t-test: ns: p>0.05; *p≤0.05; **p≤0.01; ***p≤0.001; ****p≤0.0001.
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Figure 12—figure supplement 1. Stereotypy in morphology between lateral horn neurons (LHNs) in the hemibrain and full adult fly brain (FAFB) 
data sets. (A) Tallies for the number of matches made from hemibrain → FAFB neurons (right) and hemibrain → FAFB neurons, and hemibrain → FAFB 
neurons (left), in both sets of ‘secondary’ hemilineages, plus LH centrifugal neurons, most of which are ‘primary’. ’Striking’ indicates that the two neurons 
look so similar they could be the ‘same cell’, ‘strong’ means that these cells look to belong to the same cell type, ‘cell type’ means that the two cells 

Figure 12—figure supplement 1 continued on next page



 ﻿﻿﻿﻿﻿﻿ Neuroscience

Schlegel, Bates, et al. eLife 2021;10:e66018. DOI: https://doi.org/10.7554/eLife.66018 � 33 of 44

most likely belong to at least the same cell type. (B) Hemibrain image shows all reconstructed LHNs from both hemilineages are plotted together in the 
same brain space (hemibrain, grey) after a bridging registration had been applied (Bates et al., 2020a). Right: counts for neurons per identified LHN 
cell type, in each hemilineage in each data set. (C) Comparing the number of neurons in matched hemibrain-FAFB cell types. Red unity line.

Figure 12—figure supplement 1 continued
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Figure 12—figure supplement 2. Stereotypy in connectivity between lateral horn neurons (LHNs) in the hemibrain and full adult fly brain (FAFB). (A) 
An example of a cell type that looked cohesive at light-level resolution (Frechter et al., 2019), which actually breaks down into several connectivity 
subtypes on examination of the hemibrain data (Scheffer et al., 2020). Only uniglomerular antennal lobe projection neuron (ALPN) (uPN) inputs are 
considered for the cross-correlation plot. (B) Cosine similarity scores for uPN -> LHN inputs. The cell types shown have been ‘completely’ synaptically 
reconstructed in both data sets (total of 34 FAFB reconstructions), and the cosine similarity score calculated for every pairing within each data set (FAFB, 
blue; hemibrain, orange), between the two data sets (green) and between all ‘strongly’ cross-data set matched pairs (pink). Each completed FAFB cell 
type comprises a mean of 3.4 Â ± 1.1 s.d. neurons. Out-of-cell-type comparisons also made (leftmost), as well as for other neurons completed in FAFB, 
where not all members of the cell type have been completed (rightmost, 48 FAFB reconstructions) (Bates et al., 2020b).
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Figure 12—figure supplement 3. Stereotypy in connectivity between lateral horn neurons (LHNs) in the hemibrain and a functional data set. (A) We 
matched light-level neuron skeletons from Jeanne and Wilson, 2018 to hemibrain reconstructions; these light-level skeletons are associated with 
functional glomeruli → LHN connections ascertained by electrophysiology (Jeanne and Wilson, 2018). (B) We calculate the number of equivalent 
connections, present by any degree, between both data sets. (C) The cosine similarity score for antennal lobe projection neuron (ALPN) → LHN 
connections. Horizontal bars, mean of the cosine comparison of each Jeanne and Wilson, 2018 cell type against all other cells in the Jeanne 
and Wilson, 2018 data set; dark green is one standard deviation from the mean, mid-green is two standard deviations, light green is three. Grey, 
comparison to matched hemibrain cell type, each point is one neuron-neuron comparison. (D) Scatter plot showing the strength of the recorded 
functional connections, in mV, and the number of connecting synapses in their cross-matched hemibrain neurons, for the corresponding uniglomerular 
projection neuron (uPN)→LHN contact. (E) The number of putative ALPN→LHN connections from a study on functional connectivity (Jeanne and 
Wilson, 2018), which can be found in the hemibrain data set, for cross-matched neurons. A threshold of four synapses has been applied for the 
hemibrain data.
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0.08

LHAD1c1 0.000

0.025

0.050

0.075

0.100

LHAD1f4 0.00

0.05

0.10

0.15

LHAV1a3 0.00

0.03

0.06

0.09

LHAV4a1 0.0

0.1

0.2

0.3

0.4

0.5

LHAV6a3 0.0

0.1

0.2

0.3

0.4

0.5

LHPV2b5 0.0

0.1

0.2

0.3

LHPV5a5 0.0

0.1

0.2

0.3

0.4

LHPV6a3 0.00

0.05

0.10

0.15

0.20

LHAV1a1 0.00

0.02

0.04

0.06

LHAD3a8 0.000

0.025

0.050

0.075

0.100

0.00

0.02

0.04

0.06

LHAD3a6

LHAV2a3 0.00

0.05

0.10

LHPV4a5 0.00

0.05

0.10

0.15

0.00

0.05

0.10

0.15

LHAD1b4

LHAV4a4 0.0

0.1

0.2

0.3

LHPD2a1 0.0

0.1

0.2

0.3

LHPV2c1 0.00

0.05

0.10

0.15

0.20

0.25

LHPV4a10 0.00

0.05

0.10

0.15

0.20

0.0

0.1

0.2

0.3

LHPV5b2

LHPV6o1 0.00

0.03

0.06

0.09

0.12

LHAV3a1 0.00

0.03

0.06

0.09

0.12

LHAV3c1 0.00

0.05

0.10

0.15

0.20

LHAV4d1 0.00

0.05

0.10

0.15

LHAV4g1 0.00

0.05

0.10

0.15

0.20

LHPD3a2 0.0

0.1

0.2

0.3

0.4

LHPD3a5 0.0

0.1

0.2

0.3

0.4

LHPV4a2 0.00

0.05

0.10

0.15

0.00

0.04

0.08

0.12

LHPV4k1

0.0

0.1

0.2

0.3

0.4

LHPV4a3

LHPV5a1 0.00

0.05

0.10

0.15

0.20

LHPV5d3 0.0

0.1

0.2

0.3

0.4

0.5

LHPV5d1 0.0

0.1

0.2

0.3

0.4

0.5

LHAV1a2 0.00

0.03

0.06

0.09

LHAV3f1 0.00

0.03

0.06

0.09

LHAV6a1 0.00

0.05

0.10

0.15

0.20

0.25

LHPV2a2 0.00

0.05

0.10

0.15

LHPV4a4 0.0

0.1

0.2

0.3

LHPV5a2 0.00

0.02

0.04

0.06

0.08

0.00

0.05

0.10

0.15

0.20

LHPV5h2

LHAV2d1 0.00

0.05

0.10

0.15

LHAV4c1 0.00

0.05

0.10

0.15

LHPD2b1 0.0

0.1

0.2

0.3

LHPV4a1 0.00

0.05

0.10

0.15

0.20

0.25

LHPV4b3 0.00

0.05

0.10

0.15

0.20

0.00

0.05

0.10

LHPV5c2
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Figure 12—figure supplement 4. Matching synaptically complete neurons between two EM data sets. (A) Each 
full hemibrain lateral horn neuron (LHN) cell type is compared with as many of its cognates in full adult fly brain 
(FAFB) as possible, that is, from those neurons reconstructed in Bates et al., 2020b. Each point represents the 
normalised connection strength of a single uniglomerular projection neuron (uPN) type onto the target cell type 

Figure 12—figure supplement 4 continued on next page
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in question (total connecting synapses / number of postsynapses in the target cell type). (B) Scatter plot showing 
the cosine similarity in uPN→LHN connectivity for LHN-LHN pairs, and LHN-LHN NBLAST scores. Every hemibrain 
neuron in (A) is compared with every FAFB neuron in (A). Neurons of the same cell type are shown in red. (C) 
For each uPN cell type, the mean normalised connection strength to each hemibrain cell type is taken as in (A), 
and the normalised connection strength to its cognate FAFB cell type is subtracted. Each point represents a 
different cell-type comparison. (D) Inset: insect synapses are polyadic meaning that one presynaptic site connects 
with multiple postsynaptic sites. We previously manually marked up presynapse-postsynapse connections for 
dozens of presynapses over a limited number of cell types in FAFB (green) (Bates et al., 2020b). The number of 
automatically detected postsynapses for each presynapse is also given for those same cell types in the hemibrain 
data set.

Figure 12—figure supplement 4 continued
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Figure 13—figure supplement 1. Propagating known odour information to third-order olfactory neurons (TOONs) and mushroom body output 
neurons (MBONs). (A) Calcium responses recorded from antennal lobe projection neuron (ALPN) dendrites in the antennal lobe to odour presentations 
in Badel et al., 2016. (B) ’Co-connectivity’ and ‘odour influence’ scores calculated by matrix multiplication of uniglomerular projection neuron 
(uPN)→TOON or uPN→lateral horn centrifugal neuron (LHCENT) connectivity, MBON connectivity and previously published odour response data (Badel 
et al., 2016). TOONs that have PN innervation at their dendrites and MBON innervation at their axons were used. All matrices are minmax normalised 
across their columns. (C, D) Scores calculated using both MBON→TOON axon connectivity and MBON→LHCENT dendrite connectivity. Groupings 
referred to in text labelled in red dashed boxes.
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Figure 13—figure supplement 2. An exemplar convergence cell type of the lateral horn (LH) and mushroom body (MB). (A) Heatmap showing the 
normalised connectivity (weight/total number of lateral horn neuron [LHN] inputs) of antennal lobe projection neuron (ALPN) and mushroom body 
output neuron (MBON) input (rows) onto 15 LHAD1b2 neurons, axons (right) and dendrites (left). Clustering by Ward’s method on dendrite data, cut 
at Euclidean linkage distance 0.2. MBON-dendrite connects can happen on distinct sub-branches, see Dolan et al., 2019. (B) Visualisation of the two 
connectivity clusters split into their dendrite-axon compartments (Schneider-Mizell et al., 2016; Bates et al., 2020b), which also correspond to small 
deviations in morphology. The other cluster is shown in grey in each panel. (C) An LHAD1b2 specific schematic for an emerging circuit motif integrating 
LH and MB output, based on the available labelled LHN data. MBONs coloured by naive valence, ALPNs by class.
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Figure 13—figure supplement 3. Convergence neurons of the lateral horn (LH) and mushroom body (MB). (A) Matches were made between hemibrain 
reconstructions and lateral horn neuron (LHN) morphologies of electrophysiologically recorded cells (Frechter et al., 2019) and MultiColor FlpOut 
(Nern et al., 2015) data from LHN split-GAL4 lines used in behavioural studies (Dolan et al., 2019). A neuron is ‘appetitive’ if its optogenetic activation 
causes attraction to the stimulating light, and aversive if the opposite behaviour is significant (Dolan et al., 2019; Aso et al., 2014b). (B) Connections 
onto downstream targets (rows) by mushroom body output neurons (MBONs) and LHNs, grouped by putative valence or odour coding. Note that 
LHN valence and odour coding categories are not mutually exclusive. Connections have been binarised: if the upstream neuron class accounts for 
greater than 1% of inputs onto a given target, the connection is shown. Putative excitatory connections in red (i.e. cholinergic) and inhibitory in blue (i.e. 
GABAergic or glutamatergic). (C) The proportion of downstream targets from putatively aversive and appetitive LHNs, which also receive direct MBON 
input. (D) A general schematic for an emerging circuit motif integrating LH and MB output, based on the available labelled LHN data.
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Figure 14. Connections between the olfactory system and descending neurons (DNs). (A) Summary of olfactory circuits organised by layers. Box heights 
and widths correspond to the number and layer of neurons represented, respectively; arrow widths correspond to fraction of the targets’ inputs. See 
also legend in lower left. (B) The number of ‘early’ (layers 3 and 4) DNs is low. (C) Inputs to early DNs are diverse. Labels represent names in neuPrint. (D) 
Sparseness (lifetime kurtosis, LTK) of early DNs with respect to individual receptor neuron (antennal lobe receptor neuron [ALRN]) types. Most early DNs 
receive indirect inputs from a broad range of ALRNs. (E) Exemplary DNs and their connectivity to individual ALRN types. A low distance indicates a more 
direct connection between an olfactory receptor neurons (ORNs) or thermo-receptor neurons (TRN)/hygro-receptor neurons (HRN) type and the DN. 
Only the top 25 ALRN types shown. Hemibrain DNs are shown in black, and their homologs in the FlyWire data set as reference in grey. Heatmap shows 
glomeruli odour scenes.
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Figure 14—figure supplement 1. Extended data for Figure 14. Antennal lobe receptor neuron (ALRN)→descending neuron (DN) distances for DNs 
not shown in main figure. A low distance indicates a more direct connection between an ALRN type and given DN. Only the top 25 ALRN types shown. 
Heatmap shows glomeruli odour scenes.


