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Overview

The main goal of this thesis is to study two different self-interacting systems. The first of

these is a model for frozen percolation, which we call percolation with constant freezing,

and the second is a 1-dimensional Brownian motion conditioned to have its local time

bounded by 1. A summary for each of the chapters is given below.

Chapter 1 starts by giving an introduction to percolation and reviews some of the existing

tools and results. We then move on to looking at frozen percolation as a model of self-

organised criticality, and conclude by discussing various methods used for constructing

infinite volume limits for interacting systems.

The introductory material continues in Chapter 2. Here we begin by giving a brief over-

view of self-interacting 1-dimensional stochastic processes. The chapter then moves on

to give an explanation of entropic repulsion, before presenting the Ray–Knight Theorems

and the Donsker–Varadhan Theorem. These are the two key tools used in Chapter 4.

In Chapter 3 we introduce and study a model of percolation with constant freezing (PCF )

where edges open at constant rate 1, and clusters freeze at rate α independently of their

size. The main result is that the infinite volume process can be constructed on any

amenable vertex transitive graph. This is in sharp contrast to models of percolation with

freezing previously introduced, where the limit is known not to exist. Our interest is in the

study of the percolative properties of the final configuration as a function of α. We also

obtain more precise results in the case of trees. Surprisingly the algebraic exponent for

the cluster size depends on the degree, suggesting that there is no lower critical dimension

for the model. Moreover, even for α < αc, it is shown that finite clusters have algebraic

tail decay, which is a signature of self organised criticality. Partial results are obtained

on Zd, and many open questions are discussed.



Chapter 4 is devoted to an investigation of the ballistic behaviour of a Brownian motion

(Wt)t≥0 conditioned to have bounded local time. In particular we condition on the event

E = {Lx(t) ≤ 1 for all x and t}. Since E is an event with probability 0 it has to be

realised as a limit of events with positive probability. The main result is to show that

if we condition on the events E•T = {Lx(T ) ≤ 1 for all x ∈ R} then W(· | E•T ) converges

weakly to a measure Q• as T −→ ∞. Furthermore Wt has a Q•-almost sure limiting

speed γ• as t −→ ∞. By comparing γ• with γ∗ – the limiting speed obtained in a paper

of Benjamini and Berestycki where a different decomposition of E is used – we see that

the speed of Wt is sensitive to the particular way in which E is decomposed. However,

in both cases we have P(Lx(∞) > 1− ε) � ε3, suggesting that there is a sense to which

Brownian entropic repulsion is universal.
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1

Chapter 1

Frozen percolation

This chapter starts by giving an introduction to percolation, with a review of some of

the existing tools and results. We then move on to looking at frozen percolation as a

model of self-organised criticality, and conclude by discussing some of the various methods

which can be used for constructing infinite volume limits of interacting systems. The

ideas present in the proof of the uniqueness of the infinite percolation cluster, and the

construction of an infinite volume measure for the random cluster model play a key role

in Chapter 3. Therefore our treatment gives a particular emphasis to these.
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1.1 Percolation

Statistical physics gives rise to many interesting random models which the probabilist

can study in order to gain insight into various physical phenomena. From a mathematical

point of view the simplest of these models is perhaps bond percolation. This was first

analysed by Broadbent and Hammersley in 1957 as a way of investigating the passage of

fluid through porous media, [BH57], and has since developed into a rich and beautiful

mathematical theory.

1.1.1 Phase transition

For our purposes it will be helpful to view the bond percolation model as a cádlág process

which evolves in time. Formally we let G = (V , E) be a (possibly infinite) graph, and

attach a uniform [0, 1] random variable Ue to each edge e ∈ E . At time p = 0 each edge

e ∈ E is closed, and remains so until p = Ue at which point the edge e becomes open.

Thus e is open at time p if and only if Ue ≤ p.

If we use Pp to denote the probability measure of a configuration at time p then, because

of the natural coupling in the model, it is clear that if p′ ≥ p then a configuration with

law Pp′ will contain more open edges than a configuration with law Pp. From this we get

the notion of stochastic ordering which we formally define in the following way.

Given an edge configuration ω ∈ {0, 1}E define ωe by ωe(e) = 1 and ω(e′) = ωe(e′) for all

e′ 6= e. We now say that a measurable event A ⊆ {0, 1}E is increasing if ω ∈ A implies

ωe ∈ A for all e ∈ E . By looking at these increasing events we can now say that a measure

P is stochastically dominated by the measure Q (and write P ≤st Q) if P(A) ≤ Q(A) for

all increasing A ⊆ {0, 1}E .

Now observe that the events w
ω←→ v (there is an open path from v to w) and v

ω←→∞ (v

is contained in an infinite open cluster) are both increasing. Therefore if we let G = Zd,

and define θ(p) = θd(p) = Pp(0
ω←→ ∞) then we see that θ : [0, 1] −→ [0, 1] must be

monotonically increasing as a function of p. By analysing the behaviour of θ(p) we see

that bond percolation on Zd exhibits a phase transition.

Theorem 1.1.1 (Broadbent and Hammersley, 1957). For each d ≥ 2 there exists a critical

probability 0 < pc = pc(d) < 1 such that θd(p) = 0 for all p < pc, and θd(p) > 0 for all

p > pc.
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In 1960 Harris showed that on Z2 we have θ
(

1
2

)
= 0, [Har60]; then in 1980 Kesten also

showed that θ(p) > 0 for all p > 1
2
, [Kes80]. Therefore when d = 2 we have pc = 1

2
.

However, in higher dimension or on many other lattices an explicit value for the critical

value pc is not known. In many cases understanding the behaviour of θ(p) near pc, and

thus the nature of the phase transition, also remains an open problem. For d ≥ 19 the

lace expansion of Hara and Slade, [HS90], tells us that θ(p) ∼ c(p − pc) as p ↘ pc; and

for d = 2 it is conjectured that θ(p) = (p− pc)−
5
36

+o(1). However, in dimension 3 even the

equality θ(pc) = 0 still remains to be proved.

1.1.2 Tools for percolation

The FKG inequality Suppose we condition on a percolation configuration having an

open path between v and w. Intuitively one might expect that this would make it more

likely for two other vertices x and y to be connected by an open path (since a path between

x and y could use part of the path between v and w for free). This is indeed the case,

and for a general increasing event A we have the following due to Fortuin, Kasteleyn and

Ginibre, [FKG71].

Theorem 1.1.2 (FKG inequality). Suppose A and B are increasing events with Pp(A) >

0, then

Pp(A ∩B) ≥ Pp(A)×Pp(B). (1.1.1)

From this we deduce that Pp ≤st Pp(· |A) whenever A is increasing.

As well as being a useful tool for studying the percolation measure Pp, it turns out that

the FKG inequality also holds for any measure µ which satisfies the FKG lattice condition,

µ(ω ∨ ω′)× µ(ω ∧ ω′) ≥ µ(ω)× µ(ω′) (1.1.2)

for all ω, ω′ ∈ {0, 1}E . Therefore, since it is possible to check whether (1.1.2) holds by

looking at what happens when ω and ω′ differ by at most two edges, (1.1.1) provides a

powerful tool for the study of many other lattice models.

Remark 1.1.3. It is known that (1.1.2) is a strictly stronger than (1.1.1), and we believe

that the percolation with constant freezing model is an example of a system where (1.1.1)

holds even though (1.1.2) does not. See Example 3.1.5 of Chapter 3 for further details.
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Figure 1.1.1: The dual to an n by n + 1 box is an n + 1 by n box. Observe that for
any configuration there will either be a left–right crossing in the primal graph or a top–
bottom crossing in the dual. In this case there is a primal crossing (in blue) blocking a
dual crossing (in red).

The RSW Theorem Another powerful tool for studying percolation comes from the

self-duality of Z2. This duality means that for all n we have that

P 1
2
(there exists a left–right crossing of a n by n+ 1 box)

= P 1
2
(there exists a top–bottom dual crossing of a n by n+ 1 box) =

1

2
.

By revealing the states of edges in a clever order, and using the FKG inequality, Russo,

[Rus78], and Seymour and Welsh, [SW78], were able to independently extend this to

crossings of a n by kn box and show the following.

Theorem 1.1.4 (Russo, Seymour and Welsh, 1978). For each k > 0 there exists a

constant c(k) > 0 such that

c(k) < P 1
2

 n

kn

 < 1− c(k), (1.1.3)

for all n ∈ N.
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Ergodicity The event {there exists an infinite cluster} is tail measurable – meaning

that the occurrence of the event does not depend on the configuration of any finite set of

edges. Therefore, because Pp is a product measure, Kolmogorov’s 0–1 law tells us that

Pp({there exists an infinite cluster}) ∈ {0, 1}. However, since any two infinite clusters

can be connected (or disconnected) via a finite bridge, then in order to ask how many

infinite clusters there are we must look towards the property of ergodicity.

Definition 1.1.5 (Ergodicity). Let G be a graph which is invariant under some transla-

tion T : G −→ G, and let µ be a lattice measure on G. We say that µ is ergodic with

respect to T if for every measurable event E with T−1(E) = E then either µ(E) = 0 or

µ(E) = 1.

Pp is a product measure and thus when G is a translation invariant graph, Birkohoff’s

Ergodic Theorem tells us that Pp is ergodic. The ergodic property proves to be a powerful

tool which applies for many other lattice measures. However, even in a situation where µ

may not necessarily be ergodic we still have the following.

Theorem 1.1.6 (Ergodic Decomposition Theorem). For any translation invariant meas-

ure space Ω there exists a measurable map from Ω to the space of ergodic measures on Ω,

m : Ω −→ E (Ω), such that

µ(E) =

∫
x∈Ω

mx(E) dµ(x), (1.1.4)

for all translation invariant measures µ and all measurable E.

This theorem allows us to decompose translation invariant measures into ergodic parts,

and is the result of some clever convex analysis. For details see [Kal02, Proposition 10.26]

or [Var63].

1.1.3 The geometry of percolation

Number of infinite clusters Suppose we are given a supercritical percolation con-

figuration ω. Since we know that Pp(0
ω←→ ∞) > 0, then by ergodicity we know that

with probability 1 there must be an infinite cluster. But how many infinite clusters are

there? In 1981 Newman and Schulman used a finite energy property (defined below) to

show that the number of infinite clusters in a percolation configuration on a translation

invariant graph must be either 0, 1 or ∞, [NS81].
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Definition 1.1.7 (Finite energy). A lattice measure µ is said to have the finite energy

property if there exists a c > 0 such that for each e ∈ E and all configurations ω̄ on E \{e}
we have

c ≤ µ(e open | ω̄) ≤ 1− c. (1.1.5)

But can we do better? In 1989 Burton and Keane were able to use the amenability of Zd

(defined below) to show that any infinite cluster of Zd is necessarily unique.

Definition 1.1.8 (Amenability). Given a graph G = (V , E), let d : V×V −→ Z≥0 denote

the graph distance. Define Λn(v) = {w ∈ V : d(v, w) ≤ n} and set ∂Λn(v) = {w ∈ V :

d(v, w) = n}. We say that G is amenable if

lim sup
n→∞

|∂Λn(v)|
|Λn(v)|

= 0 (1.1.6)

for all v ∈ V .

By a quick calculation we can check that for G = Zd we have |Λn(v)| ∼ Cdn
d and

|Λn(v)| ∼ cdn
d−1. Therefore by comparing with (1.1.6) we see that Zd is amenable.

Theorem 1.1.9 (Burton and Keane, 1989). Suppose G is a translation invariant amen-

able graph and µ is an ergodic measure with the finite energy property, then the number

of infinite clusters is either 0 µ-almost surely or 1 µ-almost surely.

The theorem above uses many of the tools that were required for proving Proposition

3.2.13 – a key element in the construction of the PCF process – see Chapter 3. We

therefore include a proof in order to motivate this later work.

Proof of Theorem 1.1.9. We start by using the argument of Newman and Schulman to

show that the number of infinite clusters is in {0, 1,∞} µ-almost surely.

First observe that for each k ∈ {0, 1, 2, . . .} ∪ {∞} the event Ek = {ω has k infinite

clusters} is translation invariant. Therefore since µ is ergodic, for each k ∈ {0, 1, 2, . . .} ∪
{∞} we have µ(Ek) ∈ {0, 1}. Suppose for contradiction that µ(Ek) = 1 for some k ∈
{2, 3, . . .}. Since k ≥ 2, we can take m sufficiently large to ensure that µ(Ek ∩ {Λm =

Λm(0) intersects at least 2 infinite clusters}) ≥ 1

2
. Now fix such an m and observe that if

ω̄ is a configuration on Zd \Λm then by finite energy we have

µ(all edges of Λm are open | ω̄) ≥ c#Λm , (1.1.7)
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Λm

Figure 1.1.2: This diagram shows Λm containing five trifurcation points in two infinite
clusters. In [BK89] an induction argument is used to show that any infinite cluster
containing t trifurcation points must intersect the boundary of Λm in at least t+2 places.

where #Λm denotes the number of edges in Λm, and c is the constant from Definition

1.1.7. To get our contradiction we now observe that if ω is a configuration with k infinite

clusters where at least two intersect Λm, then by modifying ω so that all the edges of Λm

are open we get a configuration ω′ with strictly fewer than k infinite clusters – at least

two of the infinite clusters will have been joined together. Therefore from (1.1.7) we get

µ(ω has fewer than k infinite clusters) ≥ 1

2
c#Λm > 0,

implying that µ(Ek) must be strictly less than 1, a contradiction. Hence we can conclude

that the number of infinite clusters must be in {0, 1,∞} µ-almost surely.

We now use the argument of Burton and Keane to show that an amenable graph can

not have infinitely many infinite open clusters. The first step is to define the notion of

a trifurcation point. Given a configuration ω we say that the vertex v is a trifurction

point of ω if v is contained in an infinite open cluster C, and removing v along with its

incident edges would partition C into three disjoint infinite components. Now suppose

Λ is any sub-graph of G. A lemma of [BK89] tells us that ∂Λ must contain at least as

many vertices as there are trifurcation points inside Λ. See Figure 1.1.2. Therefore it is

not possible for an amenable graph to have a positive density of trifurcation points.
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To complete the proof we suppose for contradiction that ω contains infinitely many

open clusters µ-almost surely, and let m be such that µ(Λm intersects at least 3 in-

finite clusters) ≥ 1

2
. We can now fix such a configuration on Z2 \ Λm and use the finite

energy property to modify the edges of Λm so that there are three disjoint open paths

from 0 to different infinite clusters on the boundary. This ensures that 0 is a trifurcation

point. Therefore, from the finite energy property, it follows that

C = µ(0 is a trifurcation point) ≥ 1

2
c#Λm > 0.

From the Ergodic Theorem we must then have that

µ

(
Λn contains at least

1

2
C |Λn| trifurcation points

)
−→ 1

as n −→∞. Thus we get a contradiction since |∂Λn| <
1

2
C |Λn| whenever n is sufficiently

large, and so we must have k ∈ {0, 1} µ-almost surely as claimed. �

Size of infinite clusters Another question we can ask about a percolation configuration

is “how big is a typical cluster?” By answering this we find another way in which the

percolation model exhibits a phase transition.

Theorem 1.1.10. Consider bond percolation on Zd for d ≥ 2 and use C0 to denote

the cluster containing the origin. Suppose 0 < p < pc, then there exists a constant

0 < ζ(p) <∞ such that

Pp(|C0| = k) = exp[−(ζ(p) + o(1) )k]. (1.1.8)

When we have pc < p < 1 then there are constants 0 < η(p) ≤ γ(p) <∞ such that

exp
[
−η(p) k

d−1
d

]
. Pp(|C0| = k) . exp

[
−γ(p) k

d−1
d

]
, (1.1.9)

and at criticality we get

χ(pc) =
∞∑
k=1

kPpc(|C0| = k) =∞, (1.1.10)

suggesting that Ppc(|C0| = k) decays like a negative power of k.

This theorem is built from the results of many different authors, who are too numerous

to mention here. However, for a good reference to these and other results in percolation
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theory please see [Gri99].

The scaling limit To conclude our discussion of the geometry of percolation we recall

a paper of Smirnov, [Smi01], in which it is shown that there exists a unique conformally

invariant continuum scaling limit to critical site percolation on the triangular lattice.

Using this Smirnov shows that the law of the exploration process must converge to SLE6

as the mesh size tends to zero, [Smi01, Theorem 3]. Here SLEκ denotes the Stochastic

Loewner Evolution with parameter κ. This was introduced by Schramm in [Sch00]. From

this scaling limit it is possible to deduce various facts about the geometry of the critical

percolation process. For example

• Ppc(|C0| = n) = n−
96
91

+o(1),

• Ppc(0
ω←→ v) = ‖v‖− 5

24
+o(1).

Since a SLE6 curve has Hausdorff dimension
7

4
, then this must also be the Hausdorff

dimension of the (limiting) percolation exploration process. Likewise, because we also

know that SLE6 has a boundary with Hausdorff dimension
4

3
, then so too does the outer

boundary of a percolation cluster. See [Smi01, Corollary 6] for further details.

This scaling limit (and the related geometric properties) are conjectured to hold for critical

percolation on a wide range of 2 dimensional lattices. However, Smirnov’s proof requires

three-fold rotational symmetry to show a conformal invariance property for the model,

and so as yet the universality of the scaling limits remain unproven.
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1.2 Frozen percolation and self organised criticality

Scale invariance For n ∈ N define Bn = [−n, n]2∩Z2 and let A2n,n = B2n\Bn−1. From

the RSW Theorem we know that there exists a constant c(4) > 0 such that P 1
2
(there is

an open crossing of a 4n by n box) > c(4) for all n ∈ N. Therefore by using the FKG

inequality we get

P 1
2
(there is an open path around 0 contained in A2n,n)

= P 1
2


0

A2n,n


≥ P 1

2


0

A2n,n



≥ P 1
2


4n

n


4

≥ c(4)4 > 0,

for all n. From this it is clear that in any box Bn there is a positive probability that we

have a cluster whose diameter is of order n, and therefore we see that critical percolation

has a kind of spacial scale invariance property.

Another indicator of scale invariance comes from looking at the radius of C0 – the cluster

containing the origin. In the case of site percolation on the triangular lattice a result of

Smirnov and Werner, [SW01], tells us that at criticality

P 1
2

(the radius of C0 is at least r) = r−
5
48

+o(1). (1.2.1)

This is proved by comparing the critical percolation process to SLE6, and so is believed to

also hold for critical (site or bond) percolation on any 2 dimensional translation invariant

lattice. However, as Theorem 1.1.10 shows, when p 6= pc this behaviour no long occurs.

The power law decay demonstrated by (1.2.1) is present in many physical and social

contexts. For example the size of forest fires, the luminosity of stars and the prevalence of

rainfall; as well as the connections in a social network and the size of settlements (villages,

towns, cities, etc.) all have distributions that decay like k−β.

Self-organised criticality For the percolation model we know that this behaviour

is only present for one special value of p, p = pc. Therefore we ask if there are any
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interacting systems where scale invariance is present without the need for any fine tuning of

parameters. This question was first asked by Bak, Tang and Wiesenfeld in 1987, [BTW87].

By introducing the sand-pile model, they showed that is it possible to find dynamical

systems where the critical point is an attractor. This behaviour was coined self-organised

criticality.

1.2.1 The forest fire model

In 1992 Drossel and Schwable suggested that the forest fire model might also display

self organised criticality, [DS92]. The dynamics of this model are similar to those of

percolation – in that there are a collection of adjoining sites which open at a constant

rate independently of each other. But there is also the added dynamic of ignition, and so

each site is hit by lightning at a rate λ. A lightning strike at v causes the simultaneous

destruction – i.e. closing – of all sites which are in the same cluster as v. These burnt

sites will then open again at rate 1, forming new clusters as they do so.

In [Sta12] Stahl shows that for each fixed λ and each d ≥ 2 there is a stationary measure

for the forest fire model on Zd. However, in the mean-field case we know from a paper

of Ráth and Tóth, [RT09], that for each fixed λ > 0 the lightning will regularly hit

even small clusters, and thus the system will stay in a sub-critical state. An interesting

question therefore is “what happens as λ −→ 0?” In this situation the dynamics are

such that finite clusters will not be hit and so will never burn, but infinite clusters burn

instantaneously.

A recent paper by Kiss, Manolescu and Sidoravicius, [KMS13], showed that no matter how

thin an infinite cluster of Z2 is at the point it is burnt, there is a fixed lower bound on the

amount of time it will take the system to recover. A consequence of this is that, as we take

the limit λ −→ 0, the forest fire model becomes degenerate. However, Ahlberg, Duminil-

Copin, Kozma and Sidoravicius have shown in [ADKS13] that when the dimension is

sufficiently high then this behaviour no longer occurs, and so it is possible that there is a

non-degenerate limiting measure as λ −→ 0.
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1.2.2 Aldous’s frozen percolation on the binary tree

A dynamic which is similar to ignition, and of particular interest to us, is the dynamic of

freezing. When we say a cluster is frozen we mean that all the edges on the boundary are

prevented from opening, and thus the shape of the cluster stays fixed forever.

In 1999 Aldous showed that it is possible to construct a bond percolation model on the

binary tree where a cluster freezes as soon as it becomes infinite, [Ald99]. Of particular

interest is the end state of the system where we have

• P∞(v is a singleton) =
1

64
, P∞(v is in a finite but non-singleton cluster) =

7

64
and

P∞(v is in an infinite cluster) =
7

8
. This means that there is a positive density of

both finite and infinite clusters.

• If we condition on an edge e being in a finite cluster, Ce, then Ce has the same law as

a critical percolation cluster – which in turn has the same law as a critical Galton–

Watson tree. Therefore the size distribution of the finite clusters has a power law

tail,

P∞(|Ce| = k |Ce finite) ∼ ck−
3
2 .

• The law of an infinite cluster is independent of the time at which it formed (and

froze).

These properties combine to suggest that frozen percolation is a good model of self-

organised criticality.

1.2.3 Frozen percolation on the lattice

In his paper Aldous asks if it is possible to construct this frozen percolation model on

the lattice Zd. This was soon answered by a personal communication of Benjamini and

Schramm, [BS99], details are given in [BT01, Section 3]. They showed that on Z2 no

frozen percolation process can exist for the following reason.

Non-existence of frozen percolation on Z2 On Z2 we know that θ
(

1
2

)
= 0, and

therefore at p = pc = 1
2

there are no infinite clusters in either the primal or dual graphs.

This means that there must be an infinite sequence of disjoint open clusters encircling 0,
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C1, C2, C3, . . . say. Now let pi >
1
2

denote the time at which Ci would join to Ci+1 in the

percolation model, and observe that pi −→ 1
2

as i −→∞ P-almost surely.

Suppose for contradiction that the frozen percolation model does exist. Since the radii of

the Ci must tend to infinity, then any frozen infinite cluster must contain a Ci for some i.

Now let j be the smallest number larger than i such that pk < pi for all k ≥ j. At time

p−j−1 there must be an infinite cluster containing Ck for all k ≥ j, but not Ci. Because

this must freeze before connecting to Ci we get our contradiction.

N-parameter frozen percolation Since the infinite parameter frozen percolation

model is known not to exist on Z2, various authors including van den Berg, Kiss, Lima

and Nolin, [BdLN12], [BKN12] and [Kis13], have considered a percolation process where

clusters freeze as soon as their diameter becomes larger than some N . Of particular in-

terest is what happens as N −→ ∞, and if the non-existence of the ∞-parameter model

is reflected in the asymptotic behaviour.

In [BdLN12] it is shown that if C(N) is the cluster at the origin in the final state of the

N -parameter model, then for each 0 < a < b < 1 we have

lim inf
N→∞

P(N)(C(N) has diameter ∈ (aN, bN)) > 0.

From this we can deduce that lim sup
N→∞

P(N)(C(N) frozen) < 1. In fact it has since been

shown in [Kis13] that

lim
N→∞

P(N)(C(N) frozen) = 0.

Therefore, although it is also shown that there is a limiting process, we see that this is in

some sense trivial.

However, on the tree things are as we would expect. In [BKN12] it is shown that if we

consider frozen percolation on the binary tree where clusters freeze as soon as their volume

is larger than N , then if v is a distinguished vertex and Cv is the cluster containing v we

have

lim
N→∞

P(N)(Cv = C) = P∞(Cv = C),

for each finite C. Therefore the process converges – in some sense – to Aldous’s frozen

percolation model as N −→∞.
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1.3 Constructing models on the lattice

The method used by Aldous to construct frozen percolation on the binary tree relies on

the freezing times of adjacent edges satisfying a certain distributional recurrence relation.

Whilst very elegant, this construction is specific to regular trees, and so if we wish to show

the existence of similar systems in different settings, then an alternative methodology is

required. We now give a review of two possible approaches.

1.3.1 Finite range interacting particle systems

Definition 1.3.1 (Finite range interacting particle systems). An interacting particle sys-

tem is a Markov process consisting of countably many sites (e.g. edges and/or vertices)

with pure jump processes that interact by modifying each other’s (finite) transition rates.

An interacting particle system is said to have finite range if there is a universal R such

that the jump rate at one site only depends on the states of at most R other sites.

It is known that a finite range interacting particle system can be constructed by using

the infinitesimal rates to write down a semi-group generator, and then by using the

Hille–Yosida Theorem to construct the corresponding semi-group. Using general Markov

process theory it is then possible to define a unique process from the semi-group. For

details see [Pen08] or [Lig85].

The N -parameter frozen percolation models studied in [BdLN12], [BKN12] and [Kis13]

have the property that clusters freeze as soon as they reach diameter N , and therefore

their existence is assured by this general framework. However, since the event v
ω←→ ∞

depends on infinitely many edges, then clearly any model in which infinite clusters freeze

is not a finite range interacting system. Therefore if one wishes to show that the infinite

volume limit of such a system exists then other methods are required. We shall now

introduce the random cluster model in order to give an example of how monotonicity can

be used to construct an infinite volume limit.

1.3.2 The infinite volume measure of the random cluster model

Definition 1.3.2 (Random cluster model). Let q > 0, 0 ≤ p ≤ 1 and suppose that

G = (V , E) is a finite graph. We now choose a subset of edges F ⊆ E according to the
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following probability mass function

ϕG,p,q(F ) =
1

ZG,p,q

p|F |(1− p)|E\F |qk(F ), (1.3.1)

and define ϕG,p,q to be the random cluster measure on G. Here k(F ) denotes the number

of connected components of the graph (V , F ) and ZG,p,q is a normalising constant.

Observe that in the case where q = 1 then this becomes

ϕG,p,1(F ) = p|F |(1− p)|E\F |, (1.3.2)

and thus each of the edges are present with probability p independently of each other.

Hence we have recovered the percolation model. What is more, if q = 2 then ϕG,p,2

gives us a representation of the Ising model of ferromagnetism, and for general q ∈ N
there is a connection to the q-state Potts model. Therefore the random cluster model, as

introduced by Fortuin and Kasteleyn [FK72], gives us a general framework for studying

the percolation, Ising and Potts models. For a good general overview of the frozen cluster

model please see [Gri06].

Suppose that G ⊆ Zd and use ∂G to denote the collection of vertices in G which have a

neighbour in Zd \G. Let ξ be a configuration on the edges of Zd \G and observe that if

two connected of components of (V , F ) both meet ∂G then it is possible for them to be

connected by a path in ξ. Let kξ(F ) be equal to the number of connected components

in (V , F ) once these extra connections have been taken into account. I.e. kξ(F ) is equal

to the number of connected components of F ∪ ξ which intersect G. We can now define

ϕξG,p,q – the random cluster measure on G with boundary conditions ξ – by using (1.3.1),

replacing k(F ) by kξ(F ) and rescaling ZG,p,q accordingly.

Observe that by adding edges to Zd\G we can only decrease the number of clusters which

intersect G. Therefore if ξ and ζ are two configurations on the edges of Zd \G with ξ ≤ ζ

then kξ(F ) ≥ kζ(F ) for each set of edges F ⊆ E . If q ≥ 1 then (1.3.1) gives greater mass

to configurations with more clusters, and so from the previous observation it is possible

to show that in fact ϕξG,p,q ≤st ϕ
ζ
G,p,q for all ξ ≤ ζ.

Boundary conditions There are now two extremal cases for ξ, the case ξ = 1 where

all edges in Zd \ G are open – which gives us wired boundary conditions, and the case

ξ = 0 where all edges in Zd \ G are closed – which gives us free boundary conditions.
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Therefore for any configuration ξ we have

ϕ0
G,p,q ≤st ϕ

ξ
G,p,q ≤st ϕ

1
G,p,q. (1.3.3)

Now suppose that we have another finite sub-graph G ⊆ H ⊆ Zd. By conditioning on

the edges of H \G we see that when we restrict the measures ϕ0
H,p,q and ϕ1

H,p,q to G we

must get

ϕ0
G,p,q ≤st ϕ

0
H,p,q

∣∣
G
≤st ϕ

1
H,p,q

∣∣
G
≤st ϕ

1
G,p,q. (1.3.4)

Therefore if we let Λ1 ⊆ Λ2 ⊆ . . . be any exhaustion of Zd with each Λn finite, and ES

be the event that a finite set S of edges are all open, then the limits

lim
n→∞

ϕ0
Λn,p,q(ES) = ϕ0

Zd,p,q(ES) and lim
n→∞

ϕ0
Λn,p,q(ES) = ϕ0

Zd,p,q(ES)

both exist. The collection of events {ES : S ⊆ Zd, S finite} are convergence determining,

and so by applying Kolmogorov’s Extension Theorem we get limiting measures ϕ0
Zd,p,q

and ϕ1
Zd,p,q

. A quick check also reveals that these limiting measures are independent of

the choice of exhaustion Λ1 ⊆ Λ2 ⊆ . . . .

Of course ϕ0
Zd,p,q

and ϕ1
Zd,p,q

need not necessarily be equal, but it is known from a theorem

of Grimmett, [Gri95], that for each q ≥ 1 there is a countable, and possibly empty, subset

Dq ⊆ [0, 1] such that ϕ0
Zd,p,q

and ϕ1
Zd,p,q

are equal for each p ∈ [0, 1] \ Dq.

It turns out that a similar monotonicity condition (for a particular set of boundary con-

ditions) holds for the PCF process of Chapter 3. Therefore showing that a particular

sequence of measures is monotone, and using those to define an infinite volume limit, is

one of the key ingredients in our proof of Theorem 3.1.1.
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Chapter 2

Interacting walks in one dimension

This chapter starts by giving a brief overview to self-interacting 1-dimensional stochastic

processes such as the “true” self avoiding random walk and Domb–Joyce polymer model.

We then give an explanation of entropic repulsion, before presenting the Ray–Knight

Theorems and the Donsker–Varadhan Theorem. These are the two key tools used in

Chapter 4.
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2.1 Non-Markovian random walks

The PCF process we shall encounter in Chapter 3 is non-Markovian in a spatial sense – to

know what happens to the edges inside a box Λ we will need to know more than just the

state of the edges on the boundary ∂Λ. In fact to properly understand the configuration

inside Λ we will need to know at what time each of the clusters on the boundary froze.

In this introductory chapter and Chapter 4 we look at look at 1-dimensional processes

which are non-Markovian in a temporal sense. That is to say the future of the process

depends not only on the present state, but also on the past. To begin we shall consider

random walks in the discrete setting.

2.1.1 Self-interacting walks on Z

Let (Xn)n≥0 be a simple random walk on Z. At a time N the amount of time X has spent

at a site i ∈ Z is given by

Li(N) =
N∑
n=0

1{Xn=i}. (2.1.1)

We call Li(N) the local time of X at level i and time N . One way to construct a walk

which interacts with its past is to modify (Xn)n≥0 so that its transition probabilities at

time n depend on (Li(n))i∈Z.

The “true” self-avoiding random walk The “true” self-avoiding random walk was

introduced by Amit, Parisi and Peliti in 1983, [APP83] . It gives a non-trivial model for

a random walk with memory which behaves qualitatively differently to the usual diffusive

behaviour of the simple random walk.

The process can be characterised by its transition probabilities

P(Xn+1 = i± 1 |Xn = 1,Fn) =
exp{−βLi±1(n)}

exp{−βLi−1(n)}+ exp{−βLi+1(n)}
,

where β > 0 is a parameter for the model. It is believed that for each positive β this

process has a non-trivial limit when scaled by n−
2
3 . However, as yet no rigorous results

for this particular model are known. In [Tót95] Tóth considers a slightly different set-up

– where the transition probabilities are determined by the number of visits to adjacent
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edges rather than adjacent sites. In this setting it is shown (amongst other things) that

n−
2
3Xn converges to a non-trivial distribution as n −→∞.

Domb–Joyce polymer model The Domb–Joyce polymer model was first introduced

in [DJ72] as a model which interpolates between the self avoiding walk and the simple

random walk. Like the self avoiding walk it is not strictly a process, but is instead defined

by a sequence of measures on nearest neighbour paths of length N .

µβN(ω) =
1

Zβ
N

exp

(
−β

∑
0≤i≤j≤N

1{ωi=ωj}

)
2−N . (2.1.2)

Here Zβ
N is a normalising constant and β > 0 is a parameter for the model. Note that

β = 0 would correspond to the simple random walk, and that µβN converges to the SAWN

as β −→∞.

In [Kön93] König showed that the one dimensional Domb–Joyce model exhibits ballistic

behaviour (with a speed depending on β). König strengthened this in 1996 to show that

the end point also satisfies a central limit theorem, [Kön96].

In the discrete setting it is difficult to make exact computations of the speed (and variance)

of the process. Indeed, showing that the speed monotonically increases with β remains an

open problem. However, similar results have been established in the continuum – where

different methods are used and so explicit calculation becomes easier.

2.1.2 Continuous processes with self interaction

It is also possible to define a notion of local time for a continuous semi-martingale (Wt)t≥0

by

Lx(t) = lim
ε→0

1

2ε

∫ t

0

1{|Ws−x|<ε} ds.

This limit exists almost surely for all continuous semi-martingales, every x ∈ R and all

t ≥ 0. Roughly speaking Lx(t) tells us how long (Wt)t≥0 has spent at a given point x

before time t – see Figure 2.1.1 for the local time of a Brownian motion. We refer the

reader to [RY99, Chapter VI] for an overview of the local time process.

Using this definition it is possible to construct one-dimensional continuum analogues to
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Figure 2.1.1: A Brownian motion (Wt)0≤t≤T (blue) together with its local time profiles
Lx(T/2) (darker green) and Lx(T ) (lighter green).

the self-interacting processes of Section 2.1.1. It is worth noting however, that in higher

dimension a typical diffusion never revisits a point, and so the notion of local time no

longer makes sense. Therefore, whilst both the “true” self-avoiding walk and Domb–Joyce

models can be defined in higher dimension, their continuum counterparts can not.

Edwards’ polymer model The Edwards polymer model can be thought of as a con-

tinuous version of the Domb–Joyce model, and is again defined by a sequence of measures

on paths

dµβT
dW

= exp

(
−β
∫
R

Lx(T )2 dx

)
. (2.1.3)

Here W denotes Wiener measure. In 1984 Westwater established a weak law of large

numbers for the model, [Wes84]. In fact it is shown that for every β > 0 there exists a

θ∗(β) > 0 such that

lim
T→∞

µβT

(∣∣∣∣WT

T
− θ∗(β)

∣∣∣∣ < ε |WT > 0

)
= 1 (2.1.4)

for every ε > 0. As an immediate consequence we see that the self-repulsive nature of

Edwards’ polymer model causes the process to have a type of ballistic behaviour (no

matter how small the repulsive force may be).
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It is interesting to note that Westwater proved this result by using the Ray–Knight The-

orems to find the law of the local times at T , and then finding the end point by using tools

from the theory of large deviations. This is essentially the approach we take in Chapter

4 in order to find the ballistic speed of a Brownian motion conditioned to have Lx(t) ≤ 1

for all x and t.

In 1997 van der Hofstad, den Hollander and König showed that Edwards’ model also

satisfies a strong law of large numbers, [HHK97].

lim
T→∞

µβT

(
WT − θ∗(β)T

σ∗(β)
√
T
≤ C |WT ≥ 0

)
= N ((−∞, C]) for all C ∈ R. (2.1.5)

Here N denotes the measure of the normal distribution with mean 0 and variance 1.

What is more, there are constants b∗ > 0 and c∗ > 0 such that

θ∗(β) = b∗β
1
3 and σ∗(β) = c∗.

Here b∗ and c∗ can both be calculated from the eigenvalues of a particular Strum–Liouville

operator. Therefore there is again a similarity with the results of Chapter 4 – where

the limiting speed of our conditioned process can be calculated by finding the principal

eigenvalues of a particular class of differential operators.

Brownian motion with self intersection In [NRW87] Norris, Rogers and Williams

asked if it is possible to construct a process in 3 dimensions which satisfies

Xt = Wt +

∫ t

0

(∫ s

0

f(Xs −Xu) du

)
ds.

A case they considered particularly interesting is when f(x) is the electrostatic potential
x

‖x‖2
. However, it is not clear that this stochastic differential equation even has a unique

solution, nor what its properties might be. Thus, as a first step, they chose to work with

the following SDE.

Xt = Wt −
∫ t

0

g(Xs, LXs(s)) ds. (2.1.6)

They show that an analogue to the Ray–Knight Theorems holds for (Lx(∞))x∈R, allowing

one to prove in many cases of interest that lim
t→∞

Xt

t
exists almost surely. In the special

case where Xt = Wt −
∫ t

0

LXs(s) ds, it is also shown that lim
t→∞

Xt

t
= −

√
π

4
almost surely.
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2.1.3 Brownian motion with limited local time

The processes discussed thus far have been constructed by changing the measure of a

Brownian motion (or simple ransom walk) by a function of the local time. It turns out

that similar phenomena also occur when we condition on the local time of a Brownian

motion satisfying certain conditions.

Local times bounded by 1 In [BB10] Benjamini and Berestycki consider the beha-

viour of a Brownian motion conditioned to have its local time bounded by 1. This means

that the process can spend at most 1 unit of time in any unit interval – and so must

exhibit self avoiding properties, and escape to infinity with a speed of at least 1. Be-

cause the local times of a Brownian motion fluctuate wildly an effect of entropic repulsion

comes into play. Therefore the speed of the process ends up being strictly greater than

1. The convergence and precise speed of the limiting process depend upon the way in

which we condition on the event {Lx(t) ≤ 1 for all x ∈ R and t ≥ 0}. However, in several

cases it is possible to show that the limiting process does indeed exist, and make explicit

calculations of its velocity. For further details see Section 4.1.

[BB10] also includes a convergence result for a simple symmetric random walk conditioned

to visit each site in Z at most N times (for N ≥ 2). However, this is proved using different

methods to the continuum case, and so whilst it can be shown that the speed of the process

is strictly greater than N−1, the exact speed remains unknown.

Local time at 0 bounded by a function f(t) In a related work of Benjamini and

Berestycki, [BB11], a Brownian motion (Ws)s≥0 is conditioned to have its local time at 0

bounded by some positive function f(t). L0(t) ≤ f(t) for all t ≥ 0 say. They show that if

I(f) =

∫ ∞
1

f(t)

t
3
2

dt <∞ (2.1.7)

then (Ws)s≥0 is transient almost surely. Note that {L0(t) ≤ f(t) for all t ≥ 0} is an event

with probability 0 which is realised by conditioning on {L0(t) ≤ f(t) for all 0 ≤ t ≤ T}
and taking the limit as T −→ ∞. Benjamini and Berestycki also conjecture that this

result is sharp – meaning that if I(f) = ∞ then (Ws)s≥0 is almost surely recurrent.

Recent work of Kolb and Savov makes significant progress towards this goal. In [KS13]

they show that if f(t) is monotonically increasing and
f(t)√
t
−→ 0 monotonically then

(Ws)s≥0 is almost surely recurrent if and only if I(f) =∞.
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2.2 Entropic repulsion

The idea behind entropic repulsion is that in certain situations the easiest way for a

process to satisfy a particular condition is to satisfy a seemingly stronger one. Perhaps

the simplest example of this happening occurs when we consider 1-dimensional Brownian

motion conditioned to stay positive.

Suppose (Wt)t≥0 is a Brownian motion with Wiener measure W and W0 = x > 0. If we

condition on the event E+
T = {Wt > 0 for all 0 ≤ t ≤ T} then as T −→ ∞ the measures

W(· | E+
T ) converge weakly to Q+, the measure of a process with generator

Lf(x) =
1

2

d2

dx2
f(x) +

1

x

d

dx
f(x). (2.2.1)

See [Pin85b, Example 3] for a nice proof of this. We can recognise (2.2.1) as being

the generator for the radial process of 3-dimensional Brownian motion. Therefore, since

Brownian motion is transient in dimension 3 and above, it must follow that (Wt)t≥0 is

transient Q+-almost surely. This means that although we only conditioned on inf
t≥0

Wt ≥ 0,

what we have ended up with is lim inf
t→∞

Wt =∞. A seemingly stronger condition.

2.2.1 Brownian motion conditioned to stay in a bounded set

Another example – which is more relevant to Chapter 4 – comes from considering a d-

dimensional Brownian motion conditioned to stay in a connected bounded set 0 ∈ U ⊆ Rd.

Let EUT = {Wt ∈ U for all 0 ≤ t ≤ T}. From [Pin85b] we know that W(· | EUT ) converges

weakly to QU , the measure of a process with generator

Lf(x) =
1

2
∆f(x) +

ϕ′0(x)

ϕ0(x)
∇f(x). (2.2.2)

Here ϕ0 is the unique eigenfunction corresponding to the first eigenvalue of the Laplacian

with zero boundary conditions on U . What is more, QU has a stationary distribution

with a density given by ϕ2
0 (where ϕ0 is normalised so that ‖ϕ0‖2 = 1).

Since ϕ2
0 is smooth, positive and decaying to zero on the boundary of U then we see

that the Brownian motion has a preference for spending time in the middle of U , rather

than near the edges. Of course the proportion of time spent in the middle of U is very

dependent upon the geometry of U . However, by looking at how likely it is for Wt to be
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close to the boundary of U we find a sense in which the entropic repulsion of Wt from the

boundary of U is universal.

Proposition 2.2.1. Suppose 0 ∈ U ⊆ Rd is connected bounded set, and let d(x, Uc) =

inf{‖x− y‖ : y ∈ Rd \ U}, then

lim
t→∞

QU(d(Wt, U
c) < ε) ∼ CUε

3 (2.2.3)

as ε −→ 0.

Remark 2.2.2. This proposition motivates Theorem 4.1.3 in Chapter 4.

This proposition could be proved by analysing ϕ0 – the principle eigenfunction of the

Laplacian on U . However, such an analytic proof would give us very little insight into

why Brownian motion should behave in this way. Therefore we shall now assume that

∂U is smooth and give a simple probabilistic explanation of why the entropic repulsion

of (Wt)t≥0 from the boundary has this exponent.

Sketch proof. By using the Fundamental Theorem of Calculus it suffices to show that if

we are given a fixed t > 0 then QU(d(Wt, U
C) < ε) is differentiable as a function of ε and

that

lim
η→0

1

η
QU(d(Wt, U

c) ∈ [ε, ε+ η)) =
d

dε
QU(d(Wt, U

c) < ε) ∼ cUε
2 (2.2.4)

as ε −→ 0. To do this we fix ε > 0, let η � ε and suppose Wt ∈ U with d(Wt, U
c) ∈ [ε, ε+

η). Since ∂U is smooth then, provided ε is sufficiently small, U can be approximated by a

half-space near Wt and so d(Ws, U
c) can be approximated by a 1-dimensional Brownian

motion. Because we are conditioning on d(Ws, U
c) ≥ 0 for all s, we therefore ask what is

the probability that a 1-dimensional Brownian motion (W̃s)s≥0 stays positive near t given

that W̃t ∈ (ε, ε+ η). We now obtain

QU(d(Wt, U
c) ∈ [ε, ε+ η)) = lim

T→∞

W(d(Wt, U
c) ∈ [ε, ε+ η) and Ws ∈ U ∀ s ∈ [0, T ])

W(Ws ∈ U for all s ∈ [0, T ])

≈ c1 W̃

(
W̃t ∈ [ε, ε+ η) and inf

s∈[t−1,t+1]
W̃s ≥ 0

)
≈ c1 W̃(W̃t ∈ [ε, ε+ η))× W̃

(
inf

s∈[t−1,t+1]
W̃s ≥ 0 | W̃t = ε

)
.

Now observe that W̃(W̃t ∈ [ε, ε + η)) ≈ c2η. Here the constant c2 does not depend

on 0 < ε � 1. Notice also that because we have fixed W̃t = ε, then (W̃s)t<s≤t+1 and
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(W̃s)t−1≤s<t are independent. Therefore if we let X ∼ N(0, 1), we can calculate

W̃

(
inf

s∈[t−1,t+1]
W̃s ≥ 0 | W̃t = ε

)
= W̃

(
inf

s∈(t,t+1]
W̃s ≥ 0 | W̃t = ε

)2

= (1− 2P(X > ε))2 ∼ c3ε
2

as ε −→ 0. Thus it follows that QU(d(Wt, U
c) < ε) is differentiable near 0, and its

derivative is asymptotically equal to cUε
2.

2.2.2 Hard walls in the Gaussian free field

The phenomenon of entropic repulsion is also present in other contexts.

In [BDG01] and [BDZ95] the authors consider the Gaussian free field with a hard wall at

0, and show that if the field is conditioned to be positive on some open set D ⊆ (Z/NZ)d

then the value of the field is typically of order logN on D. Indeed, suppose D ⊂ (0, 1)2

is a smooth domain at a positive distance from the boundary of (0, 1)2 and that φ is

a discrete Gaussian free field on VN = (Z/NZ)2. If we let DN = Z2 ∩ ND and set

Ω+
DN

= {φx ≥ 0, for all x ∈ DN}, then in [BDG01, Theorem 4] it is proved that for each

ε > 0

lim
N→∞

sup
x∈DN

P

(∣∣∣∣∣φx −
√

8

π
logN

∣∣∣∣∣ ≥ ε logN |Ω+
DN

)
= 0. (2.2.5)

In [BDG01] it is also shown that (in the unconditioned case) the expected maximum

of the discrete Gaussian free field on VN is
√

8π−1 logN + o(logN). Thus the intuitive

reason for (2.2.5) is that it is very unlikely for the maximum of the oscillations on DN

to be significantly less than
√

8π−1 logN , and hence the easiest way for the free field to

satisfy Ω+
DN

is by globally shifting the free field on DN by
√

8π−1 logN + o(logN).
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2.3 The Ray–Knight Theorems

The results of Chapter 4 rely on the Ray–Knight Theorems and the Donsker–Varadhan

Theorem. Section 2.3 and Section 2.4 are designed to give an overview of these.

2.3.1 Local times via the square Bessel process

Recall that if (Wt)t≥0 is a R-valued Brownian motion with Wiener measure W, then

W-almost surely the jointly continuous version of the local time process is given by

Lx(t) = lim
ε→0

1

2ε

∫ t

0

1{|Ws−x|<ε} ds, (2.3.1)

for all x ∈ R and all t ≥ 0. Roughly speaking the local time tells us how long a Brownian

motion has spent at a given point . We refer the reader to [RY99, Chapter VI] for an

overview of the local time process of Brownian motion.

Recall also that for every d ≥ 0 there is a unique strong solution of

dYx = 2
√
Yx dBx + d dx (2.3.2)

which we call the square Bessel process of dimension d. In the case where Y0 = c, we

shall write that (Yx)x≥0 is a BESQd(c) process. If we suppose further that (Yx)0≤x≤a

is conditioned on the event Ya = b, then (Yx)0≤x≤a becomes a square Bessel bridge of

dimension d and length a. Here we write that (Yx)0≤x≤a is a BESQd
a(c, b) bridge. Note that

although the event Ya = b has zero probability, we can make sense of such a restriction

by conditioning on the event |Ya − b| < ε and letting ε −→ 0. One can then show

that the conditioned measures converge weakly to the law of the square Bessel bridge.

See [RY99, Chapter XI, §3] for details.

In this thesis we are interested in the cases where d = 2 or d = 0 since the local times of

a Brownian motion can be related to BESQ2 and BESQ0 processes via the Ray–Knight

Theorems. These apply to a Brownian motion stopped at certain stopping times. For

a ∈ R and b ≥ 0 we define

τa = τa0 = inf{t : Wt = a} and τab = inf{t : La(t) > b}, (2.3.3)

and then the Ray–Knight Theorems tell us the following:
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Theorem 2.3.1 (First Ray–Knight Theorem). Let (Wt)t≥0 be a Brownian motion, fix

a > 0 and define Yx = La−x(τ
a
0 ) for 0 ≤ x ≤ a. The process (Yx)0≤x≤a is then equal in

law to a BESQ2(0) process.

Theorem 2.3.2 (Second Ray–Knight Theorem). Let (Wt)t≥0 be a Brownian motion, fix

b ≥ 0 and define Y +
x = Lx(τ

0
b ) for x ≥ 0 and Y −x = L−x(τ

0
b ) for x ≥ 0. The processes

(Y +
x )x≥0 and (Y −x )x≥0 are then equal in law to two independent BESQ0(b) processes.

For a reference to the Ray–Knight Theorems see [RY99, Chapter XI, §2]. Theorem 1.2

of [RY99, Chapter XI, §1] tells us that a BESQd1(b1) process plus a BESQd2(b2) process is

equal in law to a BESQd1+d2(b1 + b2) process. Therefore it is possible to combine Theorem

2.3.1 and Theorem 2.3.2 to describe (Lx(τ
a
b ))x∈R for all a ∈ R and each b ≥ 0. However, in

Chapter 4 we will want to be able to describe (Lx(T ))x∈R at a fixed (rather than random)

T > 0. To simplify notation we assume WT ≥ 0 and then define

S−T =

∫ T

0

1{Ws<0} ds =

∫ 0

−∞
Lx(T ) dx and S+

T =

∫ T

0

1{Ws>WT } ds =

∫ ∞
WT

Lx(T ) dx.

Using (Yx)x≥0 to denote a square Bessel process, we let

• q(a, c, ·) be the density of Ya with respect to the law of a BESQ2(c) process.

• f(c, ·) be the density of
∫∞

0
Yx dx with respect to the law of a BESQ0(c) process.

• g(a, c, b, ·) be the density of
∫ a

0
Yx dx with respect to the law of a BESQ2

a(c, b) bridge.

In [Leu98] we are told that the density f has a relatively simple expression

f(c, s) =
c

√
8πs

3
2

exp

(
− c

2

8s

)
, (2.3.4)

whereas the expressions for q and g turn out to be more complicated. From a result of

Leuridan, [Leu98, Theorem 1], we now have the following:

Theorem 2.3.3 (Leuridan, 1998). Let T > 0 be fixed and suppose (Wt)t≥0 is a Brownian

motion conditioned on the event {WT ≥ 0}. The joint distribution of WT and (Lx(T ))x∈R

is characterised by the following properties.

• The 5-tuple (WT , LWT
(T ), L0(T ), S−T , S

+
T ) admits a probability density on [0,∞)5,

(a, b, c, s−, s+) 7−→ 2 q(a, c, b)f(c, s−)f(b, s+)g(a, c, b, T − s− − s+).
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• Conditionally on (WT , LWT
(T ), L0(T ), S−T , S

+
T ) = (a, c, b, s−, s+)

– (L−x(T ))x≥0, (La+x(T ))x≥0 and (Lx(T ))0≤x≤a are independent.

– (L−x(T ))x≥0 and (La+x(T ))x≥0 are equal in law to BESQ0(c) and BESQ0(b)

processes conditioned on the events
∫∞

0
Yx dx = s− and

∫∞
0
Yx dx = s+.

– (Lx(T ))0≤x≤a is equal in law to a BESQ2
a(c, b) bridge conditioned on the event

that
∫ a

0
Yx dx = T − s− − s+.

Of course the events
{∫∞

0
Y −x dx = s−

}
,
{∫∞

0
Y +
x dx = s+

}
and

{∫ a
0
Yx dx = T − s− − s+

}
all have probability 0. However, as with the construction of the Brownian bridge, the

conditioned processes can all be realised as a weak limit. In [Leu98, Theorem 1] we are

given explicit generators for these conditioned processes.

• The joint processes
(
L−x(T ),

∫ −x
−∞ Ly(T ) dy

)
x≥0

and
(
La+x(T ),

∫∞
a+x

Ly(T ) dy
)
x≥0

are both Markovian with infinitesimal generator

2z1
∂2

∂z2
1

+

(
4− z2

1

z2

)
∂

∂z1

− z1
∂

∂z2

. (2.3.5)

• The joint process
(
Lx(T ),

∫ a
x
Ly(T ) dy, x

)
0≤x≤a is Markovian with infinitesimal gen-

erator

2z1
∂2

∂z2
1

+

(
2 + 4z1

(
∂1qz3
qz3

(z1, b) +
∂1gz3
gz3

(z1, b, z2)

))
∂

∂z1

− z1
∂

∂z2

+
∂

∂z3

. (2.3.6)

In [Leu98] the generators (2.3.5) and (2.3.6) are both be deduced from Doob’s h-transform.

See [RW00b] for a detailed explanation of the h-transform. In 1999 Pitman also proved a

similar result to Theorem 2.3.3 via a branching process approximation. See [Pit99].
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2.4 Large deviations

The theory of large deviations deals with the convergence of probability measures when

we condition on certain kinds of extreme events. For example if (Wt)t≥0 is a Brownian

motion then one might ask what happens when we condition on event {Wt ≥ t} and let

t −→∞.

The central message of large deviations is that “any large deviation is achieved in the least

unlikely of all the unlikely ways”. In our example the least unlikely way for a Brownian

motion to reach t by time t is for it to travel with a constant drift. Thus it turns out that

W(· |Wt ≥ t) converges weakly to the law of a Brownian process with drift 1.

For a good introduction to the theory of large deviations please see [Hol08].

2.4.1 The invariant density of a diffusion process

Suppose M is a complete metric space and (Xt)t≥0 is a diffusion process on M with

infinitesimal generator L, and starting point X0 = y. For each A ∈ B(M) let

L((Xt), T, A) =
1

T

∫ T

0

1{Xt∈A} dt. (2.4.1)

Then for a given (Xt)t≥0 and T , L((Xt), T, A) gives the proportion of time that (Xt)0≤t≤T

spends in A, and L((Xt), T, ·) defines a probability measure on M . We call L((Xt), T, ·)
the occupation measure of (Xt) at time T . Now for each probability measure µ ⊆ P(R)

define

I(µ) = − inf
u∈D,u>0

∫
M

L(u)

u
dµ, (2.4.2)

where D is the domain of L. A theorem of Donsker and Varadhan, [DV75a, Theorem 1],

now gives us the following.

Theorem 2.4.1 (Donsker–Varadhan). Let P(R) be the space of all probability measures

on R equipped with the weak topology, and suppose Py is the measure for a process gen-

erated by L and started at y. For all C ⊆ P(R) closed and all O ⊆ P(R) open, if we also
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assume that y ∈ support(µ) for each µ ∈ O, then we have

lim sup
T→∞

1

T
logPy(L((Yx), T, ·) ∈ C) ≤ − inf

µ∈C
I(µ) (2.4.3)

lim inf
T→∞

1

T
logPy(L((Yx), T, ·) ∈ O) ≥ − inf

µ∈O
I(µ). (2.4.4)

In other words the occupation measure of the process generated by L satisfies a large

deviations principle with rate function I.

Remark 2.4.2. By following the proof of the Donsker–Varadhan Theorem in [DV75a,

Section 2] we see that (2.4.3) and (2.4.4) also hold in the case where y is a random variable

on R. In this situation we substitute Py(L((Yx), T, ·) ∈ ·) with Ey
{
Py(L((Yx), T, ·) ∈ ·)

}
,

and replace the condition that
{
y ∈ support(µ) for each µ ∈ O

}
with the condition that{

support(y) ⊆ support(µ) for each µ ∈ O
}

.

In general the formula for I(µ) given by (2.4.2) is rather impenetrable. However, in

[DV75a, Theorem 5] it is shown that when M is the real line equipped with the usual

metric, and L is self-adjoint with respect to Lebesgue measure, then

I(µ) =


∥∥∥√−Lg∥∥∥2

2
, where g =

√
dµ

dx
exists and is in the domain of

√
−L

∞, otherwise

. (2.4.5)

In Chapter 4 we will only be interested in the case when L is a second order differential

operator of the form

Lf(x) =
1

2

d

dx

(
a(x)

d

dx

)
f(x) + b(x)

d

dx
f(x), (2.4.6)

where a is continuous and b is continuously differentiable. In this setting we can use

(2.4.5) to express (2.4.2) as an integral.

First suppose that the drift function b can be written as b(x) = a(x)
d

dx
Q(x), for a

continuously differentiable function Q(x). In this case L can be realised as a self-adjoint

operator with respect to a measure µrev, defined by dµrev = e2Qdx. Therefore, provided
dµ

dµrev

exists and g =

√
dµ

dµrev

belongs to the domain of
√
−L, we get

I(µ) =
∥∥∥√−Lg∥∥∥2

2,µrev
=

1

2

∫
a(x)

(
d

dx
g(x)

)2

e2Q(x) dx. (2.4.7)

See [Pin07] for more details. It is clear from (2.4.5) that if L is self-adjoint then I :
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P(R) −→ [0,∞] is lower semi-continuous. Note however that I is not continuous since

any measure µ with g in the domain of
√
−L can be approximated arbitrary closely by

measures without a Radon-Nikodym derivative. We also remark that I is in fact lower

semi-continuous for all infinitesimal generators L. This follows from [Pin85a] where Pinsky

shows that (2.4.2) can be replaced by

I(µ) = − inf
u∈D,u>0

∫
M

L(u)

u
dµ = − inf

u∈C2(R),u>0

∫
M

L(u)

u
dµ. (2.4.8)

2.4.2 A simple proof of the Donsker–Varadhan Theorem

The proof of the Donsker–Varadhan Theorem in the general case is somewhat complicated,

and so below we present a version of the theorem for an irreducible reversible finite Markov

chain. The proof is an adaptation of an idea of Berestycki, [Ber13].

Theorem 2.4.3 (Donsker–Varadhan for a finite Markov chain). Suppose (Xt)t≥0 is an

irreducible reversible continuous time Markov chain on the finite state space S. Denote

its transition matrix by P , its invariant distribution by π, and its measure by P. Now let

φ : S −→ [0, 1] be a function with
∑
x∈S

φ(x) = 1 and φ(x) > 0 for all x ∈ S, then

lim
ε→0

lim
T→∞

1

T
logP

(
(1− ε)φ(x) ≤ Lx(T )

T
≤ (1 + ε)φ(x)∀x ∈ S

)
= −

∥∥∥√−∇P g
∥∥∥2

2,π
.

Here g is defined by g(x) =

√
φ(x)

π(x)
, and ∇Pg(x) =

∑
y∈S

p(x, y)(g(y)− g(x)) is the discrete

Laplacian. Thus∥∥∥√−∇P g
∥∥∥2

2,π
= −

∑
x∈S

π(x)g(g)∇Pg(x) =
∑
x∈S

π(x)g(x)
∑
y∈S

p(x, y)(g(x)− g(y)) (2.4.9)

is the Dirichlet energy of g. Compare with (2.4.5).

Sketch of proof. The first step is to find another irreducible reversible Markov chain

(Yt)t≥0 on the state space S such that φ is the invariant measure for Y . We shall write Q

for the transition matrix of Y and Q for the associated measure.

Define g : S −→ R by g(x) =

√
φ(x)

π(x)
, and let Q be such that q(x, y) =

g(y)

g(x)
p(x, y) for
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each x, y ∈ S. We then have

φ(x)q(x, y) =

√
φ(x)φ(y)√
π(x)π(y)

π(x)p(x, y) =

√
φ(x)φ(y)√
π(x)π(y)

π(y)p(y, x) = φ(y)q(y, x).

Thus if (Yt)t≥0 is a Markov chain with transition matrix Q, then Y has φ as its invariant

distribution. We now claim that Q is approximately equal to the conditional law of X

given

DT,ε =

{
(1− ε)φ(x) ≤ Lx(T )

T
≤ (1 + ε)φ(x) for all x ∈ S

}
.

Assume ω ∈ S[0,∞) is a trajectory visiting sites x0, x1, . . . , xn for times τ0, τ1, . . . , τn, where

τ0 + τ1 + . . .+ τn = T . Then for ω ∈ DT,ε we can compute

dP

dQ
(ω) =

p(x0)e−p(x0)τ0 × p(x0, x1)

p(x0)
p(x1)e−p(x1)τ1 × . . .× p(xn−1, xn)

p(xn−1)
p(xn)e−p(xn)τn

q(x0)e−q(x0)τ0 × q(x0, x1)

q(x0)
q(x1)e−q(x1)τ1 × . . .× q(xn−1, xn)

q(xn−1)
q(xn)e−q(xn)τn

=

p(x0, x1) . . . p(xn−1, xn)p(xn) exp

(
−

n∑
i=0

p(xi)τi

)

q(x0, x1) . . . q(xn−1, xn)q(xn) exp

(
−

n∑
i=0

q(xi)τi

)

=
g(x0)

g(xn)

p(xn)

q(xn)
exp

(∑
x∈S

(q(x)− p(x))Lx(T )

)

where p(x) =
∑
y∈S

p(x, y) and q(x) =
∑
y∈S

q(x, y) are the respective transition rates of X

and Y at the point x ∈ S. Now

q(x)− p(x) =
∑
y∈S

q(x, y)− p(x, y) =
∑
y∈S

p(x, y)

(
g(y)− g(x)

g(x)

)
=

1

g(x)
∇Pg(x).

Thus since ω ∈ DT,ε we get

dP

dQ
(ω) =

g(x0)

g(xn)

p(xn)

q(xn)
exp

(∑
x∈S

1

g(x)
∇Pg(x)Lx(t)

)

=
g(x0)

g(xn)

p(xn)

q(xn)
exp

(
(1 +O(ε))T

∑
x∈S

1

g(x)
∇Pg(x)φ(x)

)

=
g(x0)

g(xn)

p(xn)

q(xn)
exp

(
(1 +O(ε))T

∑
x∈S

π(x)g(x)∇Pg(x)

)
.
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To complete the proof we note that the Ergodic Theorem for Markov chains tells us that

for each fixed ε > 0 we have Q(DT,ε) −→ 1 as T −→∞. Therefore

P(DT,ε) = EQ

(
1DT,ε

dP

dQ

)
= (1− o(1))

g(x0)

g(xn)

p(xn)

q(xn)
exp

(
(1 +O(ε)) t

∑
x∈S

π(x)g(x)∇Pg(x)

)
,

and so because
g(x0)

g(xn)

p(xn)

q(xn)
is bounded away from both 0 and ∞ we get

lim
ε→0

lim
T→∞

1

T
logP(Dt,ε) = −

∥∥∥√−∇P g
∥∥∥2

2,π
,

as claimed. �
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Chapter 3

Percolation with constant freezing

In this chapter we introduce and study a model of percolation with constant freezing

(PCF ) where edges open at constant rate 1, and clusters freeze at rate α independently

of their size. The main result is that the infinite volume process can be constructed on any

amenable vertex transitive graph. This is in sharp contrast to models of percolation with

freezing previously introduced, where the limit is known not to exist. Our interest is in the

study of the percolative properties of the final configuration as a function of α. We also

obtain more precise results in the case of trees. Surprisingly the algebraic exponent for

the cluster size depends on the degree, suggesting that there is no lower critical dimension

for the model. Moreover, even for α < αc, it is shown that finite clusters have algebraic

tail decay, which is a signature of self organised criticality. Partial results are obtained

on Zd, and many open questions are discussed.

This chapter is based on work appearing in [Mot14b].
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3.1 Introduction

Let α > 0, and let G = (V , E) be a finite graph for now. We consider a modification

of the percolation process defined as follows. Each edge e ∈ E opens independently at

rate 1, and each open cluster freezes independently at a constant rate α (regardless of

its size). Once a cluster has frozen all its neighbouring edges will remain closed forever.

We are interested in the final configuration of the edges of G, and its dependence on

α. This is the percolation with constant freezing (PCF ) model, and was introduced by

Ben–Naim and Krapivski in the mean field case – where several interesting features were

shown (through not entirely rigorous methods) [BNK05b]. In this chapter we prove that

an infinite volume process can be defined on the finite dimensional lattice Zd – or more

generally on any amenable vertex transitive graph G. The existence of this process on

any countable tree T is also shown.

3.1.1 Existence of an infinite volume limit

It is straightforward to construct the PCF model on any finite graph G = (V , E) – see

Definition 3.2.1. By running the process until all the clusters are frozen, we induce the

PCF measure µG,α on {0, 1}E . Our aim is to construct a PCF measure when G is an

amenable vertex transitive graph.

The infinite volume version of PCF can be understood in terms of local limits. Given G,

we let G1 ⊆ G2 ⊆ . . . be a fixed exhaustion of G with each Gn finite. Then for any

finite Λ ⊆ G, there exists an N such that Λ ⊆ Gn for all n ≥ N . It is shown that the

restriction of PCF on Gn to Λ tends in law to a unique limiting process as n −→ ∞.

This limiting process is then equal in law to the infinite volume version of PCF restricted

to Λ.

Theorem 3.1.1. For every amenable vertex transitive graph G = (V , E), and every fixed

rate of freezing α > 0, there exists an infinite volume PCF process on G in the sense of

local limits. This induces the PCF measure µG,α on {0, 1}E . Furthermore, the measure

µG,α is translation invariant.

This result is in sharp contrast to Aldous’s Frozen percolation model [Ald99], in which

clusters freeze as soon as they become infinite. Although Aldous showed that this model

can be rigorously defined on a binary tree – where it exhibits interesting behaviour – we
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have seen in Section 1.2.3 that it can not be constructed on a general graph. Note that in

Aldous’s model edges open independently at times distributed uniformly on [0, 1]. This

gives it a slightly different time parametrisation to the one used in PCF. However, by

using the map t 7−→ 1− e−t we see that both parametrisations are equivalent.

The construction of an infinite volume PCF process goes via a secondary process which

we call warm PCF. Here the definition of the process is adapted so that clusters on the

boundary of Gn ⊆ G do not freeze. By modifying the process in this way we obtain a

form of monotonicity which in turn leads to the infinite volume limit. We note that the

technique of using a warm boundary can also be adapted to the construction of similar

models. In particular the monotonicity properties can be used to construct an infinite

volume version of the Drossel–Schwabl forest fire model, [DS92]. Indeed, the construction

of a stationary measure for the forest fire model in [Sta12] uses similar ideas.

3.1.2 Properties of PCF

On a lattice Having seen that PCF can be constructed on any amenable vertex trans-

itive graph it is natural to ask what the process looks like. Clearly the rate of freezing

controls the behaviour of the model, and so we make the following conjecture.

Conjecture 3.1.2. For every dimension d ≥ 2 there is a critical value αc such that

when we run rate α PCF on Zd then if α > αc all clusters are almost surely finite (the

sub-critical regime), and if α < αc the final distribution contains infinite clusters (the

super-critical regime).

The following proposition is a first step in this direction.

Proposition 3.1.3. Suppose we run PCF on the d dimensional lattice Zd, then provided

α > 0 is sufficiently large (depending on d) all clusters will remain finite almost surely.

Figures 3.1.1, 3.1.2 and 3.1.3 show the largest clusters from simulations of PCF on a square

grid for α = 0.60, 0.55 and 0.50. These illustrate the transition from the sub-critical to

super-critical regimes. Figure 3.1.4 then shows simulations of super-critical PCF on a

cubic lattice. Here the freezing times of the largest clusters are such that we get 2 or 3

spanning clusters in the final configuration. Since the model is not too sensitive to the

freezing times of the largest clusters, these images suggest that there is positive probability

of 2 of more infinite clusters forming when we run super-critical PCF in dimension 3 or
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Figure 3.1.1: Sub-critical PCF
The largest two clusters generated in a simulation of sub-critical PCF on a 4096 by 4096
square grid. Here we have α = 0.60 which our simulations suggest is sufficiently quick to
prevent the formation of a spanning cluster.
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Figure 3.1.2: Near-critical PCF
Our simulations – presented in Section 3.5 – suggest that on Z2 we have αc ≈ 0.55. Here
are the two largest clusters generated in a simulation of PCF on a 4096 by 4096 square
grid at this near critical value.
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Figure 3.1.3: Super-critical PCF
The largest two clusters generated in a simulation of super-critical PCF on a 4096 by
4096 square grid. Here we have α = 0.50, which appears to be too small to prevent the
formation of a spanning cluster. In contrast to the percolation model, simulations also
suggest that the size of the finite components (and thus the size of the holes) have a power
law distribution.
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Figure 3.1.4: 3 dimensional PCF
The two images show realisations of PCF on a 256 by 256 by 256 cubic lattice with α = 1.
Since this is now a 3 dimensional model we have α < αc and thus we are in the super-
critical regime. The first image has the largest warm cluster freezing at t = 0.38 – this
is shown in blue. The green cluster is then a secondary macroscopic cluster which has
formed subsequently and wrapped around the first. The second image is the result of the
largest warm infinite cluster freezing at t = 0.365 (blue) and the new largest warm cluster
freezing at t = 0.4 (green). The subsequent red cluster then leaves us with 3 intertwined
macroscopic clusters.
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higher. For further discussion on criticality and the number of infinite clusters the reader

is directed to the open problems in Section 3.1.4.

For videos that show how the PCF process evolves in time the interested reader is also

directed towards the following Youtube play-list, [Mot12]:

https://www.youtube.com/playlist?list=PLIpM_wOXrr6XBh9n5b0uRlE-bv_UVktSD

On a tree It turns out that PCF on a tree can be related to bond percolation on the

tree via a suitable time rescaling. From this the behaviour of the model on a tree can be

well understood, and in particular the distribution of component sizes can be calculated

explicitly.

Theorem 3.1.4. Consider PCF on the rooted binary tree T2. There is a critical rate of

freezing αc = 1 such that for α < αc infinite clusters form almost surely, but for α ≥ αc

all clusters are almost surely finite. Moreover writing Pk(α) for the probability that the

root cluster has size k when it freezes then

• if α < 1 Pk(α) ∼ Cα k
−2 for some constant Cα,

• if α = 1 Pk(1) ∼ C k−
7
4 for some constant C,

• if α > 1 then Pk(α) decays exponentially in k at a rate dependent on α.

More generally on a rooted d-ary tree we have αc = d − 1 and at α = αc we have

Pk(αc) ∼ Cd k
−(2− 1

2d). For each d we know that critical percolation on the d-ary tree has

Ppc(the root cluster has size k) � k−
3
2 , and that for critical percolation on Zd we also

have Ppc(the cluster at the origin has size k) � k−
3
2 whenever d is larger than the upper

critical dimension (believed to be 6). Therefore the dependence of the PCF model on the

degree of the graph is rather surprising; and suggests that in contrast to other models

there is no upper critical dimension for PCF on Zd.

On a complete graph Heuristically we can understand PCF on the complete graph Kn

(as n −→∞) by comparing with PCF on the n-ary tree and rescaling time so that edges

open at rate
1

n
. Our proof then carries over to the mean field case providing a method for

rigorously confirming the results of Ben–Naim and Krapivsky, [BNK05a] and [BNK05b].

See Remark 3.4.3 for more details.

https://www.youtube.com/playlist?list=PLIpM_wOXrr6XBh9n5b0uRlE-bv_UVktSD
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3.1.3 Variants of the model

The PCF process presented here is based upon bond percolation. It is equally possible

to consider a model of site percolation with constant freezing. In such a model we would

open each v ∈ V independently at rate 1, and freeze each open cluster independently

at rate α. Once a cluster had frozen all adjacent vertices would remain closed forever.

Theorem 3.1.1 and Theorem 3.1.4 also hold in this case by following essentially the same

proofs.

3.1.4 Open problems

The PCF process leaves us with a wealth of open problems. Some of these are presented

here in the hope of persuading the reader of the richness of the model.

Monotonicity Intuitively one would expect that increasing the rate of freezing would

lead to clusters freezing more quickly and thus being smaller when they do so. This

intuition might lead us to hypothesise that for 0 < α < β we have

µG,β ≤st µG,α. (3.1.1)

Stochastic ordering is a relatively strong condition and so it could be the case that

stochastic ordering does not hold, but that a weaker monotonicity condition does. How-

ever, we do not know of any finite graphs on which (3.1.1) fails.

Such a monotonicity condition is of particular interest because it would imply the existence

of a critical value αc.

A related question is whether or not an FKG inequality holds for the model. Whilst the

following example reveals that that the so-called FKG lattice condition does not hold

even in the case that G is a line segment with 4 vertices; we have been unable to find

a finite graph on which the FKG inequality itself does not hold. It is worthwhile noting

that a BK type inequality does not hold for this model on even the most simple graphs;

therefore any attempts to adapt the lace expansion to this model would require more

powerful tools.

Example 3.1.5. Let G = • • • • . By considering the possible orders in

which edges can open or clusters freeze we can calculate the probability of each of the 8



44 Chapter 3

possible PCF configurations.

µG,α ( • • • • ) =
6

(1 + 2α)(2 + 3α)(3 + 4α)

µG,α ( • • • • ) = µG,α ( • • • • ) =
8α

(1 + 2α)(2 + 3α)(3 + 4α)

µG,α ( • • • • ) =
6α

(1 + 2α)(2 + 3α)(3 + 4α)

µG,α ( • • • • ) = µG,α ( • • • • ) =
3α + 12α2

(1 + 2α)(2 + 3α)(3 + 4α)

µG,α ( • • • • ) =
α + 12α2

(1 + 2α)(2 + 3α)(3 + 4α)

µG,α ( • • • • ) =
10α2 + 24α3

(1 + 2α)(2 + 3α)(3 + 4α)
.

Here a line denotes an open edge and a space denotes a closed one. Now let ω1 =

{ • • • • } and ω2 = { • • • • }. Then

µG,α(ω1 ∨ ω2)µG,α(ω1 ∧ ω2) =
60α3 + 144α4

(1 + 2α)2(2 + 3α)2(3 + 4α)2

< µG,α(ω1)µG,α(ω2) =
9α2 + 72α3 + 144α4

(1 + 2α)2(2 + 3α)2(3 + 4α)2
,

for all α > 0. Thus the FKG lattice condition does not hold for µG,α for any α > 0.

However, a quick check shows that for any pair of increasing events A and B we have

µG,α(A)× µG,α(B) ≤ µG,α(A ∩B),

and so (for this choice of G at least) the FKG inequality itself does hold.

Existence of infinite clusters on Zd Proposition 3.1.3 tells us that when α is suf-

ficiently large then PCF on Zd does not produce infinite clusters. However, simulations

(and Figure 3.1.3) suggest that when α is small then an infinite cluster will form. The

following intuition suggests why this should indeed be the case:

Since an edge is joined to at most 2 clusters the probability it is open at time t is at least

pα,c(t) =
1

1 + 2α
(1 − e−(1+2α)t). Now let α > 0 be small, and suppose we run PCF until

some time t, where t is sufficiently large for pα,c(t) > pc. Here pc is the critical value for

bond percolation on Zd. Thus if the edges were independent then Zd would contain some

infinite cluster. Now observe that at this time at most αt of the vertices in the graph

will be frozen and so – provided α is sufficiently small – the number of vertices which

have been removed from the infinite percolation cluster (by freezing) are not sufficient to
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partition the cluster into finite pieces. Therefore an infinite cluster will remain.

Difficulties in extending this intuition to a proof arise from the fact that the freezing

of vertices is not independent, and large clusters can freeze potentially creating barriers

which stop warm clusters from growing. Moreover we should not expect to have good

control on the size of these frozen clusters since simulations show that their size has a

polynomial tail. The problem therefore is to find an alternative method for showing that

an infinite PCF cluster must exist.

Uniqueness of infinite clusters for d ≥ 2 During the construction of an infinite

volume PCF process it is shown – in Proposition 3.2.13 – that any warm infinite cluster

is necessarily unique. Ben–Naim and Krapivsky showed that this is also true in the mean

field case, but that it is also possible for an infinite cluster to freeze and allow subsequent

infinite clusters to form. The geometry of the plane makes it very unlikely that could

happen with PCF on Z2 – since any infinite cluster is likely to partition the space into

finite pieces. But there is no such problem in higher dimension, and both simulations

(see Figure 3.1.4) and the following heuristic argument suggest that in dimension d ≥ 3

it is possible for subsequent infinite clusters to form after previous infinite clusters have

frozen.

Let d ≥ 3 and consider rate α PCF on Zd. Observe that if we could set α = 0 then the

PCF process would become a percolation process where edges open independently at rate

1. A result of Campanino and Russo tells us that pc(d) < 1
2

for d ≥ 3, [CR85]. From

this we see that without freezing there would be some critical time tc < log 2 at which an

infinite cluster will first appear. Therefore if we have 0 < α � 1 it seems reasonable to

suppose that the time tα,c at which an infinite cluster appears in the rate α PCF process

is close to tc. Since α > 0 there is then a positive probability that this infinite cluster

will freeze shortly after forming. Thus provided α is sufficiently small there is a positive

probability that an infinite cluster will form and freeze before t = log 2. At this time the

probability that a given edge will be closed and warm is close to 1
2
, so since these edge

events will be almost independent there must be an infinite connected set of closed and

warm edges in which a new infinite cluster can form. Thus at some later time T we will

have two infinite clusters (one warm and one frozen).

This leads to the following conjecture.

Conjecture 3.1.6. Let d ≥ 3, then provided α > 0 is sufficiently small there is a positive

probability that the final distribution of the rate α PCF process on Zd will contain 2 or

more infinite clusters.
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One can show that there can only ever be a finite number of infinite clusters in the final

distribution. However, this conjecture still leads us to ask how many infinite clusters is

it possible to have, and whether or not the maximum number of clusters is controlled

by α. Observe that the possibility of having arbitrarily many clusters would imply the

possibility of having clusters of arbitrarily low density. Therefore asking questions about

the maximum number of infinite clusters is similar to asking if the percolation function

θ(p) is continuous for higher dimensional lattices. The work of Hara and Slade, [HS90],

tells us how θ(p) behaves when the dimension d is sufficiently large, but when we have

3 ≤ d < 19 the continuity of θ(p) remains an open problem.

Influence of boundary conditions In this chapter we use warm boundary conditions

to construct an infinite volume limit of the model with free boundary conditions. We ask

therefore what influence the boundary conditions have on the model, and in particular

if a infinite volume version of the model where clusters freeze as soon as they touch the

boundary exists.

Existence of the model on a general graph This chapter shows that PCF can be

constructed on any countable tree or amenable vertex transitive graph. We ask therefore

if the process can be defined on a more general class of graphs, or indeed on any graph.
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3.2 Constructing PCF

The construction of PCF relies upon various auxiliary processes and measures. In order

to make the notation as comprehensible as possible a table of notation is included below.

Process Symbol Measure Mapping
PCF process (ηt)t∈[0,∞] µ = µG,α ψ = ψG : Π −→ Ω× [0,∞]
warm PCF process (ζt)t∈[0,∞] ν = νG,α φ = φG : Π −→ Ω× [0,∞]

liminf of PCF (η̃t)t∈[0,∞] ν̃ = µ̃G,α ψ̃ = ψ̃G : Π −→ Ω× [0,∞]

We now start our construction with a formal definition for the percolation with constant

freezing process.

Definition 3.2.1 (PCF on a finite graph).

Let α > 0. Given a finite subgraph H = (VH, EH) of G = (V , E), we consider PCF as

a Markov process on H where an edge can be either open (state 1) or closed (state 0),

and a vertex can be either warm (state w) or frozen (state f). Thus our state space

is ΩH = {w, f}VH × {0, 1}EH . Initially each edge is closed, and each vertex is warm.

Therefore η0 = (w, . . . , w; 0, . . . , 0).

Given a configuration η and vertices v, w ∈ VH, we write v
η←→ w if there is a path of

open edges in η connecting v to w. A cluster is then defined to be a maximal set of

connected vertices, and in particular the cluster containing the vertex v ∈ VH is given by

Cv(η) = {w ∈ V : w
η←→ v}. Now for each edge e ∈ EH define ηe by

ηe(x) =

{
1 x = e

η(x) x 6= e,
(3.2.1)

for each edge and vertex x ∈ V ∪ E ; and for each cluster C ⊆ V define ηc by

ηc(x) =

{
f x ∈ C
η(x) x /∈ C.

(3.2.2)

The generator G : ΩH × ΩH −→ R for the PCF process is now defined by

G(η, ηe) = 1 for all η and e = v1v2 such that η(v1) = η(v2) = w

G(η, ηc) = α for all clusters C of η (3.2.3)

G(η, θ) = 0 otherwise.

Definition 3.2.2 (PCF measure). The PCF process described in Definition 3.2.1 induces
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a measure µH,α = (µtH,α : t ∈ [0,∞)) on ΩH × [0,∞). Here µtH,α is the measure on

ΩH = {w, f}VH × {0, 1}EH induced by the possible configurations of the PCF process at

time t.

Since the PCF process on H can make only finitely many jumps, it will reach some final

distribution in finite time. Therefore as t −→∞ the measures µtH,α will converge to µ∞H,α

– the measure of the final distribution. By including µ∞H,α we extend µH,α to the compact

space ΩH × [0,∞], and call µH,α = (µtH,α : t ∈ [0,∞]) the PCF measure of H ⊆ G.

In order for us to compare the PCF process on other subgraphs it will be convenient

for us to extend the process (ηt)t∈[0,∞] to the whole of G by working on the state space

Ω = {w, f}V×{0, 1}E and letting ηt(v) = f for all t and each v ∈ V \VH and ηt(e) = 0 for

all t and each e ∈ E \EH. The measure µH,α is then extended to Ω× [0,∞] in the obvious

way. Intuitively one might find it helpful to think of this as PCF with free boundary

conditions.

Observe that if we choose an enumeration for the vertices of G, V = {v1, v2, . . .}, then

we can identify each cluster by asking which is the vertex of lowest index (or highest

priority) that it contains. By doing so we can control the freezing of clusters by attaching

independent rate α exponential clocks Xv to each vertex v ∈ VH. The exponential clocks

are only needed by the vertices of highest priority; however, we attach them to each

v ∈ VH to enable us to construct a coupling between different models later on. We can

also control the opening of edges with exponential rate 1 clocks Xe attached to each edge

e ∈ EH. This leads to the following algorithm for simulating PCF on a finite graph.

3.2.1 An Algorithm for PCF

Algorithm 3.2.3 (PCF on a finite subgraph). Let α > 0, and enumerate the vertices

of V = {v1, v2, . . .}. Then given a finite subgraph H = (VH, EH) ⊆ G we get VH =

{vi1 , . . . , vin}. Now label the vertices of H by `0(vik) = ik for 1 ≤ k ≤ n. These labels

will evolve in time and satisfy

`t(vi) = inf{j : vj ∈ Cvi(ηt)} = inf{j : vj
ηt←→ vi} ∈ {i1, . . . , in}. (3.2.4)

for each i ∈ {i1, . . . , in}. Thus `t(vi) can be used to denote which cluster the vertex vi is

in at time t.
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Let {Xv}v∈VH
be independent Exp(α) random variables and let {Xe}e∈EH be independent

Exp(1) random variables. Our càdlàg PCF process is now described by its evolution. At

time t = 0 set η0 = {w}V × {0}E , and for each x ∈ V ∪ E at time t = Xx

(a) if t = Xvi then set C = {vk ∈ V : `t
−

(vk) = i} and let ηt = (ηt
−

)c.

(b) if t = Xe with e = vivj ∈ E , then if ηt
−

(vi) = ηt
−

(vj) = w set ηt = (ηt
−

)e.

To ensure that (3.2.4) continues to hold we then set `t(vk) = min{`t−(vi), `
t−(vj)}

for all vk with `t
−

(vk) ∈ {`t
−

(vi), `
t−(vj)}.

Algorithm 3.2.3 can be thought of as a map taking a realisation of the exponential clocks

to a PCF process,

ψH : [0,∞)VH × [0,∞)EH −→ ΩH × [0,∞] (3.2.5)

(sv)v∈VH
× (se)e∈EH 7−→ (ηt)t∈[0,∞].

This mapping makes it clear that a PCF event A ⊆ ΩH is measurable with respect to

FH = σ({Xv}v∈VH
; {Xe}e∈EH). Note that here an explicit choice of enumeration of the

vertices is required. However, since the Xv are independent (and thus interchangeable)

it is clear that this choice is arbitrary and does not affect the law of the process itself.

Therefore we see that this algorithm gives a process satisfying (3.2.3), and so as H is

finite this must be the unique process that satisfies Definition 3.2.1.

3.2.2 The warm PCF process

Given an amenable vertex transitive graph G we begin the construction of the PCF process

on G by first constructing an auxiliary process which obeys a suitable monotonicity

condition. We consider a finite subgraph H ⊆ G for now and define warm PCF as

follows.

Definition 3.2.4 (Warm PCF on a finite subgraph). Suppose H = (VH, EH) is a finite

subgraph of G = (V , E), we say that v ∈ VH is a boundary vertex if it meets an edge

e = vw in EG which is not in EH. We denote the set of boundary vertices by ∂H. Now

given a configuration ζ ∈ ΩH = {w, f}VH × {0, 1}EH we say that C is a boundary cluster

of ζ if C is a cluster of ζ with C ∩ ∂H 6= ∅. We say that a cluster C ⊆ VH of ζ which is

not a boundary cluster is an interior cluster.
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We now set our initial configuration to ζ0 = {w}VH × {0}EH , and define the generator G

for the warm PCF process on H to be

G(ζ, ζe) = 1 for all ζ and e = v1v2 such that ζ(v1) = ζ(v2) = w

G(ζ, ζc) = α for all interior clusters C of ζ (3.2.6)

G(ζ, θ) = 0 otherwise.

Therefore boundary clusters will remain warm forever. Intuitively one might like to think

of this as PCF with warm wired boundary conditions.

It will be useful for us to be able to compare warm PCF on two subgraphs H1 and

H2. To make sense of this we extend warm PCF on H to a process on G by working

with the state space Ω = {w, f}V × {0, 1}E and setting our initial configuration to ζ0 =

{w}V × {0}EH × {1}E\EH . Since G only acts on a finite number of edges and vertices we

see that (3.2.6) gives a well defined process.

Warm PCF differs from PCF in that the transition ζ −→ ζc only occurs for interior

clusters in (3.2.6), while in PCF this transition can take place with all clusters (see (3.2.3)).

This means that the warm PCF process stochastically dominates the PCF process – a

notion we shall make rigorous in Lemma 3.2.8.

Definition 3.2.5 (Warm PCF measure). In the same way as described in Definition 3.2.2

the warm PCF process induces a measure νH,α = (νtH,α : t ∈ [0,∞]) on Ω × [0,∞]. This

is the warm PCF measure of H ⊆ G.

We also remark that Algorithm 3.2.3 can be adapted to warm PCF by replacing (a) with

(a*) if t = Xvi then set C = {vk ∈ V : `(vk) = i} and provided C∩∂H = ∅ let ζt = (ζt
−

)c.

We shall denote this modified algorithm as Algorithm 3.2.3*.

Again this algorithm can be thought of as giving a function φH taking a realisation of

{Xv}v∈VH
and {Xe}e∈EH to a warm PCF process (ζt)t∈[0,∞]. This then tells us that a warm

PCF event A ⊆ Ω is also measurable with respect to F = σ({Xv}v∈V ; {Xe}e∈E).

Definition 3.2.6 (Coupling). Given a countable graph G = (V , E) and a collection of

finite subgraphs {Hi}i∈I we can use Algorithm 3.2.3 and Algorithm 3.2.3* to couple the

PCF and warm PCF processes on each of the Hi. To do this we fix an enumeration

of the vertices of G, and assign an Exp(α) random variable Xv to each v ∈ V and
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an Exp(1) random variable Xe to each e ∈ E . We shall use x ∈ G as shorthand for

x ∈ V∪E , and denote the probability space for the random variables {Xx}x∈G by (Π, λG,α).

Now for each i ∈ I Algorithm 3.2.3 and Algorithm 3.2.3* give us coupled mappings

ψi : (Π, λG,α) −→ (Ω × [0,∞], µHi,α) and φi : (Π, λG,α) −→ (Ω × [0,∞], νHi,α) from

{Xx}x∈G to a PCF process on Hi and a warm PCF process on Hi.

The key reason for introducing the warm PCF process is that it obeys a monotonicity

condition. Given two configurations η, ζ ∈ Ω we say η ≤ ζ if and only if ζ(e) = 1 for all

e ∈ E with η(e) = 1 and ζ(v) = w for all v ∈ V with η(v) = w. That is, ζ has more open

edges and warmer vertices than η. From this partial ordering of Ω we define A ⊆ Ω to

be an increasing event if and only if η ∈ A and η ≤ ζ implies ζ ∈ A. Whence we get a

stochastic ordering by saying that if µ and ν are two measures on Ω then µ ≤st ν if and

only if µ(A) ≤ ν(A) for all measurable increasing events A.

To extend this notion of stochastic ordering to processes on G we consider trajectories

(ηt)t∈[0,∞] and (ζt)t∈[0,∞], and say that (ηt) ≤ (ζt) if and only if ηt ≤ ζt for all t ∈ [0,∞].

An event A ⊆ Ω × [0,∞] is then an increasing process event if and only if (ηt) ∈ A

and (ηt) ≤ (ζt) implies (ζt) ∈ A. Therefore given two process P and Q with respective

measures µ = (µt)t∈[0,∞] and ν = (νt)t∈[0,∞], we say that Q stochastically dominates P if

and only if µ(A) ≤ ν(A) for all measurable increasing process events A, and write µ ≤st ν.

Lemma 3.2.7 (Monotonicity for warm PCF). Suppose H1 = (V1, E1) and H2 = (V2, E2)

are finite subgraphs of G with H1 ⊆ H2, then the rate α warm PCF process on H1

stochastically dominates the rate α warm PCF process on H2.

Proof. Here we work with the processes extended to G = (V , E), and use the notion of

coupling from Definition 3.2.6. Let {Xv}v∈V and {Xe}e∈E be as in Definition 3.2.6 and

let (ζt1)t∈[0,∞] and (ζt2)t∈[0,∞] be the trajectories associated with warm PCF on H1 and H2

respectively. It now suffices to show that the coupling gives ζt1 ≥ ζt2 for all t ∈ [0,∞].

For the purposes of our proof we shall show further that if C is a warm interior cluster of

ζt1 then it is also a warm interior cluster of ζt2. Since H1 ⊆ H2 this is clear at t = 0, and

because E1 ⊆ E2 we also have ζ0
1 = {w}V ×{0}E1×{1}E\E1 ≥ {w}V ×{0}E2×{1}E\E2 = ζ0

2 .

Now because (ζt1) and (ζt2) can only change at discrete times t = Xx, where x ∈ V2 ∪ E2,

it suffices for us to show for each t ∈ {Xx : x ∈ V2 ∪ E2} that if our hypothesis holds and

we have ζt
−

1 ≥ ζt
−

2 at time t− then the hypothesis also holds at time t. There are several

cases.
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(a) If t = Xv and v is the vertex of highest priority in a warm interior cluster C of ζt
−

1

then C must also be a warm interior cluster of ζt
−

2 with v again being the vertex of

highest priority. So we have ζt1 = (ζt
−

1 )c ≥ (ζt
−

2 )c = ζt2, and C is no longer a warm

interior cluster of ζt1 or ζt2.

If v is a vertex of highest priority in a warm interior cluster C of ζt
−

2 but not in ζt
−

1

then we get ζt1 = ζt
−

1 ≥ ζt
−

2 ≥ (ζt
−

2 )c = ζt2. Moreover, C remains warm in ζt1 but not

in ζt2.

If v is not the vertex of highest priority in some warm interior cluster of either ζt
−

1

or ζt
−

2 then ζt1 and ζt2 remain unchanged.

(b) If t = Xe with e = vivj, then if ζt
−

2 (vi) = ζt
−

2 (vj) = w we must also have ζt
−

1 (vi) =

ζt
−

1 (vj) = w, since ζt
−

1 ≥ ζt
−

2 and so any vertex which is warm in ζt
−

2 must also be

warm in ζt
−

1 . Therefore if e is open in ζt2 then it must also be open in ζt1, and so we

see that ζt1 ≥ ζt2.

If Cvi = Cvj then there is no change in the clusters, so we assume Cvi and Cvj are

disjoint. If Cvi and Cvj are warm interior clusters of ζ1 then they are also warm

interior clusters of ζ2 and so Cvi ∪Cvj is a warm interior cluster of both ζ1 and ζ2. If

one of Cvi or Cvj is not a warm interior clusters of ζt
−

1 , then it must be a must be a

boundary cluster of ζt
−

1 and so Cvi and Cvj will be (contained in) boundary clusters

of ζt1, and so our condition on the clusters is satisfied.

If ζt
−

1 (vi) = ζt
−

1 (vj) = w but ζt
−

2 (vi) = f or ζt
−

2 (vj) = f then we have ζt1 = (ζt
−

1 )e ≥
ζt
−

1 ≥ ζt
−

2 = ζt2. Moreover, one of Cvi or Cvj must have been a boundary cluster of

ζt
−

1 and so Cvi and Cvj will be (contained in) boundary clusters of ζt1, and so again

the condition on the clusters is satisfied.

If ζt
−

1 (vi) = f or ζt
−

1 (vj) = f then ζt
−

2 (vi) = f or ζt
−

2 (vj) = f and so ζt1 and ζt2 remain

unchanged, and the condition remains satisfied.

Note that no such monotonicity condition need exist when we compare PCF on finite

subgraphs H1 ⊆ H2. However, we do obtain monotonicity when we compare the warm

PCF process to the PCF process on a finite subgraph H ⊆ G.

Lemma 3.2.8 (Stochastic domination of PCF by warm PCF). Suppose H ⊆ G is a

finite subgraph, then the rate α warm PCF process on H stochastically dominates the rate

α PCF process on H. Furthermore, if we fix a realisation of {Xx}x∈G as (sx)x∈G ∈ Π

and let (ηt)t∈[0,∞] = ψH((sx)x∈G) and (ζt)t∈[0,∞] = φH((sx)x∈G) be coupled PCF and warm

PCF processes, then at all t ∈ [0,∞] any interior cluster C of ζt is also a cluster of ζt.
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Proof. This is proved in the same way as Lemma 3.2.7 by using the coupling of Definition

3.2.6. The details are omitted. �

Given α > 0 we can now construct the unique infinite volume warm PCF process on an

amenable vertex transitive graph G. Let G1 ⊆ G2 ⊆ . . . be any exhaustion of G with

each Gn finite, and for each n consider the measure νn induced by warm PCF on Gn. By

monotonicity we have that ν1, ν2, . . . converges to some measure ν.

To check the limit ν does not depend on the exhaustion suppose H1 ⊆ H2 ⊆ . . . is another

exhaustion of G with each Hn finite, and let ν∗n be the induced warm PCF measure for

each n. Again the ν∗n must converge to some measure ν∗. Now since {Gn : n ∈ N} and

{Hn : n ∈ N} are both exhaustions of G there exists subsequences (ik)k≥1 and (jk)k≥1

such that Gi1 ⊆ Hj1 ⊆ Gi2 ⊆ Hj2 ⊆ . . ., and from this we see that νi1 ≥st ν
∗
j1
≥st

νi2 ≥st ν
∗
j2
≥st . . . and deduce that this sequence converges. Since this sequence contains

a subsequence of both (νn) and (ν∗n) we must have that ν = ν∗. Therefore we define this

unique limiting ν = νG,α to be the infinite volume warm PCF measure on G.

Because of the way ν has been constructed by taking an exhaustion G1 ⊆ G2 ⊆ . . . of G

it is clear that for any finite Λ ⊆ G the restriction of warm PCF on Gn to Λ will converge

to a unique limiting process as n −→ ∞. This limiting process is the restriction of ν to

Λ. Therefore ν defines an infinite volume warm PCF measure in the sense of local limits.

Suppose {Xv}v∈V and {Xe}e∈E are independent exponential random variables at respective

rates α and 1, and denote the product space of these by Π with measure λ = λG,α. In

Definition 3.2.6 we introduced functions φn : (Π, λ) −→ (Ω×[0,∞], νn) given by Algorithm

3.2.3* for each finite Gn. We have now seen that the φn have an almost sure limit as

n −→∞ which we define to be φG = φ : (Π, λ) −→ (Ω× [0,∞], ν).

Lemma 3.2.9 (Translation invariance). Suppose that f : G −→ G is an isomorphism,

and that A is measurable with respect to the σ-algebra of ν, then ν(A) = ν(f(A)). Thus

if G is vertex transitive then ν is translation invariant.

Proof. Consider a fixed exhaustion of G, G1 ⊆ G2 ⊆ . . . say, and let ν1, ν2, . . . be the

induced warm PCF measures. Now given any isomorphism f of G let ν∗1 , ν
∗
2 , . . . be the

measures induced by warm PCF on f(G1), f(G2), . . .. For any measurable event A we

have that νn(A) = ν∗n(f(A)) for all n. Therefore we get

ν(A) = lim
n→∞

νn(A) = lim
n→∞

ν∗n(f(A)) = ν(f(A)), (3.2.7)
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as required. �

Observe that up to now we have only required for G to be countable – in order for the

exhaustion G1 ⊆ G2 ⊆ . . . to exist; and for G to be locally finite – in order for us to

make sense of boundary vertices. Thus we have proved the following.

Proposition 3.2.10. For every locally finite countable graph G and every fixed rate of

freezing α > 0, there exists an infinite volume warm PCF process on G in the sense of

local limits. Moreover in the case that G is vertex transitive then ν is also translation

invariant.

3.2.3 Proof of Theorem 3.1.1

Whilst this auxiliary process is interesting in its own right, it differs from the infinite

volume PCF process of Theorem 3.1.1 in that an infinite cluster will never freeze. This is

because an infinite cluster must have been a boundary cluster of each Gn. Our strategy

therefore is to attach an exponential clock to each warm infinite cluster – making it freeze

at rate α. To do this we must first show that there are only finitely many warm infinite

clusters at any given time T . This is where it is necessary to use the fact that G is

amenable. The content of Proposition 3.2.13 below is to show that any warm infinite

cluster is necessarily unique. Once we know this we can complete our construction by

freezing the unique warm infinite cluster (if it exists) at times 0 < T1 < T2 < . . .. Here

the Ti will be chosen to have independent rate α exponential increments. The way we

freeze the warm infinite cluster at time Ti is defined below.

Definition 3.2.11 (Freezing the infinite cluster at times T = {0 < T1 < T2 < . . .}). Let

0 < T1 < T2 < . . . be a fixed sequence of times, and let G1 ⊆ G2 ⊆ . . . be an exhaustion of

G with each Gn finite. Now use the random variables {Xe}e∈E and {Xv}v∈V to run coupled

warm PCF process on each Gn – giving a trajectories (ζtn)t∈[0,∞] – and let (ζt)t∈[0,∞] be

the limiting warm PCF process on G.

At time T1 set C∞,1 = {v ∈ V : v is contained in an infinite cluster of ζT
−
1 and ζT

−
1 (v) =

w}, and for each n let Cn,∞,1 = C∞,1∩Gn. Note that if no infinite cluster exists at time T1

then C∞,1 = ∅. We now change each warm PCF process to have ζT1n = (ζ
T−1
n )Cn,∞,1 , before

continuing to use Algorithm 3.2.3* to evolve ζtn for t > T1. Denote these new processes

by (ζtn,T1)t∈[0,∞].

Suppose m ≤ n, then since Gm ⊆ Gn we have Cm,∞,1 ⊆ Cn,∞,1, and so because ζ
T−1
n ≤ ζ

T−1
m
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we must also have ζT1n = (ζ
T−1
n )Cn,∞,1 ≤ (ζ

T−1
m )Cm,∞,1 = ζT1m . Moreover, since freezing Cn,∞,1

and Cm,∞,1 does not change the warm interior clusters of ζT1n or ζT1m the proof of Lemma

3.2.7 tells us that ζtm,T1 ≥ ζtn,T1 for all t.

Because this monotonicity property still holds we can repeat the argument given above

to see that (ζtn,T1)t∈[0,∞] −→ (ζtT1)t∈[0,∞] as n −→∞. This in turn gives us a new measure

νT1 .

Now we repeat this modification at times T2, T3, . . . by setting C∞,j+1 = {v ∈ V : v is

contained in an infinite cluster of ζ
T−j+1

T1,...,Tj
and ζ

T−j+1

T1,...,Tj
(v) = w} and Cn,∞,j+1 = C∞,j+1∩Gn

for each n. Doing so we obtain a sequence of new measures νT1,T2 , νT1,T2,T3 , etc. Since

νT1,...,Tj and νT1,...,Tkn are equal when restricted to t ∈ [0, Tmin{j,k}], if we make the further

assumption that Tj −→ ∞ as j −→ ∞ then these measures must converge to some final

measure νT .

Note that for each T = {0 < T1 < T2 < . . .} with Tj −→ ∞ we can combine Algorithm

3.2.3* with the procedure above to obtain a function φT : (Π, λ) −→ (Ω × [0,∞], νT )

taking a sequence (sx)x∈G ∈ Π to a process (ζtT )t∈[0,∞] ∈ Ω× [0,∞].

Remark 3.2.12. If G is vertex transitive then for fixed T = {0 < T1 < T2, . . .} with

Tj −→∞ the measure νT is again translation invariant. This can be seen inductively since

the set C∞,1 is determined by the translation invariant measure νT1 , and so by applying the

argument of Lemma 3.2.9 to G\C∞,1 we see that νT1 is translation invariant for t > T1 (as

well as for 0 ≤ t ≤ T1). Now suppose we know that νT1,...,Tj is translation invariant, then

because C∞,j+1 is determined by ν
Tj+1
T1,...,Tj

it must be a statistically translation invariant

set, and so by applying Lemma 3.2.9 to G \ C∞,1 ∪ . . . ∪ C∞,j+1 we see that νT1,...,Tj+1
is

again a translation invariant measure.

Suppose multiple disjoint warm infinite clusters were present at T−j , then the process of

Definition 3.2.11 would lead to them all freezing at Tj and so their freezing would not be

independent. However, we shall now show that any warm infinite cluster is unique almost

surely, and thus the independence of freezing is maintained.

Proposition 3.2.13 (Uniqueness of the warm infinite clusters). Let α > 0, and suppose

G is an amenable vertex transitive graph. Consider the infinite volume warm PCF process

on G at rate α, then at any time T ≥ 0 we have that νT–almost every ζ ∈ Ω contains at

most one infinite cluster.

Moreover, if we modify the process so that any warm infinite cluster freezes at fixed times
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0 < T1 < . . . < Tk, as in Definition 3.2.11, then at any time T ≥ Tk we have that

νTT1,...,Tk–almost every warm infinite cluster is unique.

Remark 3.2.14. Theorem 1.1.9 due to Burton and Keane, [BK89, Theorem 2], says that

for any measure µ on Ω which has the so-called finite energy property a configuration

ζ has at most one infinite cluster µ–almost surely. Whilst it is possible to show that

νT meets the hypotheses of [BK89, Theorem 2], the modified measures νTT1,...,Tk do not

(changing the state of one vertex from warm to frozen could have infinite effect). The

proof of this proposition deals with this problem by using only events for which a finite

energy condition does hold.

Proof of Proposition 3.2.13. Observe that the first claim is a special case of the second

with k = 0, so we set k ≥ 0 and let T = {0 = T0 < T1 < . . . < Tk} be fixed. The

claim is trivial if T = Tk, so we also fix T > Tk. Given a configuration ζ define N(ζ) ∈
{0, 1, 2, . . .}∪{∞} to be the number of warm infinite clusters of ζ. If νTT was ergodic then

we would know that N is equal to some constant Ñ νTT -almost surely. Our plan of attack

would then be to show that

1. If Ñ ∈ {2, 3, . . .} then νTT (A1) > 0, where A1 is an event whose positive probability

would contradict N = Ñ νTT –almost surely.

2. If Ñ = ∞ then νTT (A2) > 0, where A2 is another event whose positive probability

would again lead to a contradiction.

We would then be able to conclude that N(ζ) ∈ {0, 1} νTT –almost surely.

However, since we do not know that νTT is ergodic, we have to rely on the Ergodic Decom-

position Theorem, recall Theorem 1.1.6. This says that a translation invariant measure

(such as νTT ) can be decomposed into ergodic measures. More precisely, for any translation

invariant measure space Ω there exists a measurable map from Ω to the space of ergodic

measures on Ω, m : Ω −→ E (Ω), such that

µ(A) =

∫
x∈Ω

mx(A) dµ(x), (3.2.8)

for all translation invariant measures µ and all measurable A. The following lemma allows

us to relate the changes in energy of mx and νTT from the modification of a finite set of

edges and vertices.

Lemma 3.2.15. Suppose Λ ⊆ G is a finite set of edges and vertices, and A ∈ Ω is an

event depending only on Λ. Write FG\Λ for the σ-algebra generated by the edges and
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vertices of G\Λ. Then for νTT –almost all mx in the ergodic decomposition of νTT and each

A ∈ FΛ we have that

mx(A | FG\Λ) = νTT (A | FG\Λ) mx–almost everywhere.

Proof. The result follows from a careful adaptation of the proof of [GKN92, Lemma 1]. �

Remark 3.2.16. One might be tempted to try and overcome the lack of ergodicity by

working with the product space (Π, λ) rather than (Ω, νT ). However, whilst the event

{there are k warm infinite clusters at time T} is clearly tail measurable with respect to

Ω, we do not know that its pre-image φ−1
T ({there are k warm infinite clusters at time T})

is tail measurable with respect to Π. Therefore whilst we shall use (Π, λ) later on for

making explicit calculations – such as in (3.2.14) – it is necessary for us begin the proof

by working with (Ω, νT ).

Step 1 For contradiction suppose that νTT (N(ζ) ∈ {2, 3, . . .}) > 0, then there must be

some k ∈ {2, 3, . . .} with νTT (N(ζ) = k) > 0. For each v ∈ V let d(0, v) be the length of

the shortest path from 0 to v, and set Λr = {v ∈ V : d(0, v) ≤ r}. We now define

Ar = {ζ : N(ζ) = k and ζ contains at least 2 warm infinite clusters intersecting Λr}.

Now νTT (Ar) −→ νTT (N(ζ) = k) > 0 as r −→ ∞, therefore we can fix R ∈ N with

νTT (AR) > 0. For a given configuration ζ let

Λ∗R(ζ) = {v ∈ V : v is in ΛR or in a finite cluster of ζ intersecting ΛR}

Λ̄R(ζ) = Λ∗R ∪ {e ∈ E : e meets Λ∗R(ζ)}.

Observe that νTT (AR ∩ {Λ̄R(ζ) ⊆ Λρ}) −→ νTT (AR) as ρ −→ ∞, and therefore νTT (AR ∩
{Λ̄R(ζ) ⊆ Λρ}) > 0 for some ρ ∈ N. Moreover, because Λρ is finite there must be some

subset Λ ⊆ Λρ with νTT (AR ∩ {Λ̄R(ζ) = Λ}) > 0. These sets are shown in Figure 3.2.1.

We now fix such a Λ and write AR,Λ = AR ∩ {Λ̄R(ζ) = Λ}.

Because νTT (AR,Λ) > 0 there must be a positively measurable set of x ∈ Ω such that mx is

in the ergodic decomposition of νTT with mx(AR,Λ) > 0. We fix such an mx, and note that

since mx is ergodic and translation invariant it must have N(ζ) = k, mx–almost surely.

To get our contradiction we shall let A1 be the event that N(ζ) < k; we claim that

mx(A1) > 0. (3.2.9)
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Proof of Claim. To estimate mx(A1) we define two more events:

BR,Λ = {ζ̃ ∈ Ω : there is some ζ ∈ AR,Λ with ζ̃(x) = ζ(x) for all x ∈ G \Λ}, (3.2.10)

OR,Λ = {ζ ∈ Ω : all vertices in Λ are warm, all edges with two ends in Λ are open

and all edges with only one end in Λ are closed}. (3.2.11)

Note that BR,Λ ∈ FG\Λ and OR,Λ ∈ FΛ.

Suppose ζ̃ ∈ BR,Λ ∩OR,Λ, then we can find ζ ∈ AR,Λ with ζ̃(x) = ζ(x) for all x ∈ G \Λ.

Now ζ has k warm infinite clusters, at least two of which meet ΛR. Therefore since all

the edges of ΛR are open and warm, ζ̃ will have at least two of the infinite clusters of ζ

joined together. Moreover, since ζ and ζ̃ are equal outside Λ no new infinite clusters are

created. Thus N(ζ̃) < k, and so BR,Λ ∩OR,Λ ⊆ A1. Because BR,Λ ∈ FG\Λ we can apply

Lemma 3.2.15 to see that

mx(A1) ≥ mx(BR,Λ ∩OR,Λ) = E(mx(1B 1O|FG\Λ))

= E(1Bmx(1O|FG\Λ))

= E(1B ν
T
T (1O|FG\Λ)). (3.2.12)

where B = BR,Λ and O = OR,Λ. Since mx(BR,Λ) > 0 we can prove the claim by showing

that νTT (OR,Λ|ζG\Λ) > 0 for each feasible configuration ζG\Λ of the edges and vertices of

G \Λ.

Let ζG\Λ be fixed. We now switch to working with the product space (Π, λ). Using the

function defined in Definition 3.2.11, φT : (Π, λ) −→ (Ω× [0,∞], νTT ), we have

νTT (OR,Λ|ζG\Λ) = λ(φ−1
T (OR,Λ)|φ−1

T (ζG\Λ)),

where φ−1
T (ζG\Λ) = {(sx)x∈G : φT ((sx)x∈G)T (x) = ζG\Λ(x) for all x ∈ G \Λ}. From this

we define UζG\Λ to be the set of (tx)x∈G for which there exists (sx)x∈G ∈ φ−1
T (ζG\Λ) with

tx = sx for all x ∈ G\Λ, and note that UζG\Λ ⊇ φ−1
T (ζG\Λ). Without loss of generality we

may assume that the vertices of Λ have highest priority in the algorithm used to construct

φT . Now define

UO
ζG\Λ

= UζG\Λ ∩ {(sx) : sv > T for all v ∈ Λ} (3.2.13)

∩ {(sx) : se > T for all e with one end in Λ}

∩ {(sx) : se < T for all e with two ends in Λ}.
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C1

C2 C3

O

v3

v2

v1

Λρ

Λ

ΛR
O

Figure 3.2.1: The diagram shows a box ΛR intersecting three infinite clusters. Λ (in red)
is formed with the addition of the finite clusters (and their boundary edges) which meet
ΛR. Note that ρ has been chosen so that Λ ⊆ Λρ with positive probability.
Also shown the three paths P1, P2, P3 from v1, v2, v3 to O. In the second part of the proof
we ensure that P = P1 ∪ P2 ∪ P3 is open so that the origin becomes a trifurcation point.

Note that each of the events on the right hand side are independent of UζG\Λ . We now

include two lemmas which allow us to analyse φT ((sx)x∈G) for (sx)x∈G ∈ UζG\Λ .

Lemma 3.2.17. Set T > 0 and let E ⊆ E and V ⊆ V. Suppose that (sx)x∈G ∈ Π is such

that setting φ((sx)x∈G) = ζ gives ζT (e) = 0 for all e ∈ E and ζT (v) = w for all v ∈ V .

If (s̃x)x∈G satisfies s̃x = sx for all x ∈ G \ (E ∪ V ), and s̃x > T for all x ∈ E ∪ V , then

writing φ((s̃x)x∈G) = ζ̃ gives ζ̃T = ζT (and indeed ζ̃t = ζt for all t ∈ [0, T ]).

Moreover, if T is fixed then the result still holds when φ is replaced by φT .

Proof. Since φ (respectively φT ) is a limit of the φn (respectively φn,T ) it suffices to

consider the algorithm for warm PCF on one of the Gn. Suppose e ∈ En with se < T

then since ζT (e) = 0 the transition at time se is ζs
−
e −→ ζse = ζs

−
e . Similarly if v ∈ Vn

with sv < T then since ζT (v) = w the transition at time sv is also ζs
−
v −→ ζsv = ζs

−
v .

Therefore since ζ̃ does not change at sx we have that ζ̃s
−
x = ζs

−
x implies ζ̃sx = ζsx , and so

the lemma is proved by induction. �

Lemma 3.2.18. Set T > 0, let V ⊆ V, and suppose our enumeration of V is such that

if vi ∈ V and vj ∈ V \ V then i < j – i.e. V has higher priority than V \ V . Now given
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(sx)x∈G ∈ Π let (s̃x)x∈G satisfy sx = s̃x for all x ∈ G \ V and s̃x > T for all x ∈ V . If we

write φ((sx)x∈G) = ζ and φ((s̃x)x∈G) = ζ̃ then for all t ∈ [0, T ] we have

(a) ζ̃t ≥ ζt,

(b) for each e ∈ E with ζt(e) = 0 and ζ̃t(e) = 1 there exists an open path in ζ̃t from e

to V .

Moreover, if T = {0 < T1 < T2 < . . .} is fixed then the result still holds if we replace φ by

φT .

Proof. We consider our exhaustion G1 ⊆ G2 ⊆ . . . of G. Since φ is a limit of the φn,

to show the result it suffices to show that the result holds for each φn. Now consider

the algorithm for warm PCF on Gn. If a cluster C intersects V then its freezing time is

controlled by a vertex v ∈ V , therefore since sv > T for all v ∈ V we can treat each v ∈ V
as a boundary vertex up until time T . (a) then follows by using the coupling argument

of Lemma 3.2.7 with H1 = Gn \ V and H2 = Gn.

Suppose an edge e ∈ E has ζt(e) = 0 and ζ̃t(e) = 1 for some t ∈ [0, T ], then since ζt(e) = 0

we must have e ∈ Gn, and as ζ̃t(e) = 1 we must have se = s̃e < t. Now there can only

be finitely many such edges (as Gn is finite), {e1, . . . , ek} say, and so to prove (b) we can

consider what must happen at each of the times sei in order.

At a time t = min{se1 , . . . , sek} the edges of ζt
−

and ζ̃t
−

are equal and thus so are the

clusters, but then ζ has the transition ζ̃t
− −→ ζ̃t = (ζ̃t

−
)e whilst ζ is unchanged. Thus

one of the end points of e must have ζt(v) = f and ζ̃t(v) = w. The only way this can

happen is if the freezing of v is controlled by a vertex in V and so there must be a path

from e to V . At subsequent times t ∈ {se1 , . . . , sek} we must also have some vertex v with

ζt(v) = f and ζ̃t(v) = w. This can only happen if either the freezing of v is controlled

by some vertex in V or if the freezing of v was controlled by different vertices in ζ and ζ̃.

The first case implies that there is an open path from e to V , and the second case implies

that Cv must differ in ζ and ζ̃. For Cv to differ, v must be joined to some edge e′ with

ζt(e′) = 0 and ζ̃t(e′) = 1. Therefore e′ ∈ {e1, . . . , ek} with se′ < se, and so we can apply

induction to see that there is an open path from e to V (through e′).

The result for φT follows by the same argument. �

Suppose (tx)x∈G ∈ UO
ζG\Λ

and find (sx)x∈G ∈ φ−1
T (ζG\Λ) with tx = sx for all x ∈ G \ Λ.

Write ζ = φT ((sx)x∈G) and ζ̃ = φT ((tx)x∈G), and define E = {e ∈ Λ : e has exactly

one end in Λ} and V = {v ∈ ∂ΛR : v is in a warm infinite cluster of ζG\Λ}. Suppose
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(τx)x∈G has τx = tx for all x ∈ E ∪ V and τx = sx for all x ∈ G \E ∪ V , then by applying

Lemma 3.2.17 we see that φT ((τx)x∈G) = ζ. Now since the edges on the boundary of Λ

are closed in φT ((τx)x∈G) we can use Lemma 3.2.18 with (τx)x∈G and (tx)x∈G to deduce

that ζ̃(x) = ζ(x) for all x ∈ G \ Λ. A simple check reveals that ζ̃T ∈ OR,Λ, therefore

UO
ζG\Λ

⊆ φ−1
T (OR,Λ) ∩ UζG\Λ . We can now estimate νTT (OR,Λ|ζG\Λ),

νTT (OR,Λ|ζG\Λ) = λ(φ−1
T (OR,Λ)|φ−1

T (ζG\Λ))

≥ λ(UO
ζG\Λ
|UζG\Λ)

= (e−αT )|Λ∩V| × (e−T )|Λ∩E\E| × (1− e−T )|E| > 0. (3.2.14)

Thus we indeed have mx(A1) > 0, and so (3.2.9) is proved. �

Step 2 We now move on to showing that N(ζ) 6= ∞ νTT –almost surely. To do this we

recall the notion of trifurcation points. Given a configuration ζ we say a vertex v ∈ V
is a trifurcation point if v is contained in some infinite component C and removing v

(and its adjoining edges) from C leaves three disjoint infinite clusters C1, C2 and C3 with

C1 ∪ C2 ∪ C3 ∪ {v} = C. By following the argument of Burton and Keane [BK89] we see

that any translation invariant measure µ on an amenable vertex transitive graph G can

not have µ(0 is a trifurcation point) > 0.

The argument of [BK89] (which is repeated in Theorem 1.1.9) is based on the observation

that if there are n trifurcation points in Λr then ∂Λr = Λr \Λr−1 must intersect infinite

clusters in at least n+ 2 places. This is illustrated in Figure 1.1.2. Since µ is translation

invariant then for a given a measurable function f the Ergodic Theorem tells us that

µ-almost surely we have that

1

|Λr|
∑
v∈Λr

f(Tv(η)) −→ E(f(η)) as r −→∞.

Here Tv : G −→ G denotes the translation taking v to 0. Therefore by setting f

to be the indicator of the event {0 is a trifurcation point} we see that since E(f) =

µ(0 is a trifurcation point) > 0, then there must exist c > 0 such that

µ(Λr contains at least c|Λr| trifurcation points) −→ 1 as r −→∞. (3.2.15)

Because G is amenable then |∂Λr|/|Λr| −→ 0 as r −→∞. This means that |∂Λr| < c|Λr|
for sufficiently large r, and so (3.2.15) is impossible. Therefore we let A2 be the event that

0 is a trifurcation point, and get a contradiction by showing that it occurs with positive
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probability.

Claim 3.2.19. If νT (N(ζ) =∞) > 0 then νT (A2) > 0.

Proof. We prove the claim in a similar way to before: Find a finite Λ where a suitable

configuration on G \Λ occurs with positive probability, and modify the edges of Λ with

only a finite cost. However, unlike before no ergodicity assumption is required. We start

by defining A∞r in a similar way to Ar, but this time insisting that Λr meets at least three

warm infinite clusters.

A∞r = {ζ : N(ζ) =∞ and ζ contains at least 3 warm infinite clusters intersecting Λr}.

Since νT (N(ζ) =∞) > 0 then there exists some R ∈ N with νT (A∞R ) > 0. As before we

can now find a finite Λ ⊇ ΛR for which A∞R,Λ = A∞R ∩ {Λ̄R(ζ) = Λ} has νT (A∞R,Λ) > 0.

Given three distinct vertices v1, v2, v3 ∈ ∂ΛR we define a further event

A∞R,Λ,v1,v2,v3 = A∞R,Λ ∩ {ζ : v1, v2, v3 are in disjoint warm infinite clusters of ζ}. (3.2.16)

There are only finitely many distinct 3-sets {v1, v2, v3}, and so with positive probability

there exists v1, v2, v3 ∈ ∂ΛR with νT (A∞R,Λ,v1,v2,v3) > 0. Fix such a 3-set and let P1, P2, P3 ⊆
ΛR be disjoint paths from v1, v2, v3 to 0, with P = P1 ∪ P2 ∪ P3. See Figure 3.2.1. We

now define analogues to BR,Λ and OR,Λ.

BR,Λ,v1,v2,v3 = {ζ̃ ∈ Ω : there is some ζ ∈ AR,Λ,v1,v2,v3 with ζ̃(x) = ζ(x) for (3.2.17)

all x ∈ G \Λ},

∆R,Λ,v1,v2,v3 = {ζ ∈ Ω : all vertices in Λ are warm, all edges e ∈ Λ \ P are (3.2.18)

closed and all edges e ∈ P are open}.

Note that since A∞R,Λ,v1,v2,v3 ⊆ BR,Λ,v1,v2,v3 we have νT (BR,Λ,v1,v2,v3) > 0. Moreover,

BR,Λ,v1,v2,v3 depends only on the edges and vertices of G \ Λ and ∆R,Λ,v1,v2,v3 depends

only on the edges and vertices of Λ.

Suppose ζ̃ ∈ BR,Λ,v1,v2,v3 ∩∆R,Λ,v1,v2,v3 , then we can find ζ in A∞R,Λ,v1,v2,v3 with ζ(x) = ζ̃(x)

for all x ∈ G \Λ. Now since ζ contains three disjoint infinite clusters C1, C2, C3 meeting

v1, v2, v3, and because v1, v2, v3 are joined to 0 by open paths in ζ̃, then ζ̃ must contain

an infinite cluster C with a trifurcation point at 0. This means A2 ⊇ BR,Λ,v1,v2,v3 ∩
∆R,Λ,v1,v2,v3 , and so

νT (A2) ≥ νT (∆R,Λ,v1,v2,v3|BR,Λ,v1,v2,v3)× νT (BR,Λ,v1,v2,v3).
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Therefore to prove the claim it suffices to show that νT (∆R,Λ,v1,v2,v3|ζG\Λ) > 0 for each

feasible configuration ζG\Λ. To do this we again switch to working with the product space

(Π, λ). Using our measure preserving function φT : (Π, λ) −→ (Ω× [0,∞], νTT ) we have

νTT (∆R,Λ,v1,v2,v3|ζG\Λ) = λ(φ−1
T (∆R,Λ,v1,v2,v3)|φ−1

T (ζG\Λ)).

Define UζG\Λ to be the set of (tx)x∈G for which there exists (sx)x∈G ∈ φ−1
T (ζ) with tx = sx

for all x ∈ G \Λ, and let

U∆
ζG\Λ

= UζG\Λ ∩ {(sx) : sv > T for all v ∈ Λ} ∩ {(sx) : se < T for all e in P}

∩ {(sx) : se > T for all e ∈ Λ \ P}.

Using Lemma 3.2.17 and Lemma 3.2.18 we can check that U∆
ζG\Λ

⊆ φ−1
T (∆R,Λ,v1,v2,v3) ∩

UζG\Λ , and so we can estimate νT (∆R,Λ,v1,v2,v3|ζG\Λ) as follows.

νT (∆R,Λ,v1,v2,v3|ζG\Λ) = λ(φ−1
T (∆R,Λ,v1,v2,v3)|φ−1

T (ζG\Λ))

≥ λ(U∆
ζG\Λ
|UζG\Λ)

= (e−αT )|Λ∩V| × (e−T )|P | × (1− e−T )|Λ∩E\P | > 0. (3.2.19)

Thus we can conclude that νT (A2) > 0. �

As both νT (N(ζ) ∈ {2, 3, . . .}) > 0 and νT (N(ζ) = ∞) > 0 lead to a contradiction, we

must have N(ζ) ∈ {0, 1} νT –almost surely. �

In Definition 3.2.11 we freeze each of the infinite clusters present some time Ti. However,

since we have shown that a warm infinite cluster is necessarily unique, then freezing all

warm infinite clusters at Ti will result in at most one infinite cluster freezing. Therefore

we let X∞,1, X∞,2, . . . be a sequence of independent Exp(α) random variables, set Ti =∑i
j=1X∞,j for i = 1, 2, . . ., denote T = {T1, T2, . . .}, and then define µ = νT .

It is easy to see that the process corresponding to µ satisfies the transition rates (3.2.3)

of Definition 3.2.1. Indeed each warm edge e will be contained in Gn for n sufficiently

large, and so will open at rate 1. Likewise each warm cluster C is either finite and thus

an interior cluster of some Gn meaning it freezes at rate α or it is infinite meaning its

freezing is controlled by some X∞,j – again at rate α. We shall now conclude the proof

of Theorem 3.1.1 by showing that the measure µ corresponds to PCF on G in the sense

of local limits.
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Theorem 3.2.20. Fix α > 0 and let G be an amenable vertex transitive graph. Then if

Λ ⊆ G1 ⊆ G2 ⊆ ... (each Gn finite) is an exhaustion of G with PCF measures µ1, µ2, . . .

then µn|Λ −→ µ|Λ as n −→ ∞. Thus µn −→ µ in the sense of local limits. Here .|Λ
denotes the restriction of a measure to the subgraph Λ and µ = νT is as defined above.

Proof. Since Ω is a product of discrete spaces and thus compact the obvious approach is to

use Prokhorov’s Theorem to extract a convergent subsequence (µnk)k≥1, let µ∗ = lim
k→∞

µnk

and compare µ∗|Λ to µ|Λ. However, since µ∗ depends on the subsequence (nk)k≥1 the

is no a priori reason why this limit should be unique. We get around this problem by

constructing a third measure µ̃ with µ̃ ≤st µ
∗ for all (nk)k≥1. By showing that in fact

µ̃ = µ∗ we can then complete the proof by using features of both µ∗ and µ̃ to compare

µ∗|Λ with µ|Λ.

Given (sx)x∈G ∈ Π and a finite subgraph H ⊆ G, Algorithm 3.2.3 gives us a function

ψH taking (sx)x∈G to a PCF process on H, (ηtH)t∈[0,∞] say. We now define ψ̃Gn to be the

infimum of ψH taken over all finite H with Gn ⊆ H ⊆ G. Therefore

ψ̃Gn((sx)x∈G)t(e) =

{
1 if ηtH(e) = 1 for all finite H ⊇ Gn

0 otherwise
, (3.2.20)

ψ̃Gn((sx)x∈G)t(v) =

{
w if ηtH(v) = w for all finite H ⊇ Gn

f otherwise
. (3.2.21)

If we write ψ̃Gn((sx)x∈G) = (η̃tGn
)t∈[0,∞] then it is clear that η̃tGn

≤ ηtGn
for all t. Moreover

if Gm ⊆ Gn then since {H : Gm ⊆ H finite} ⊇ {H : Gn ⊆ H finite} we see that

η̃tGm
≤ η̃tGn

for all t. Because of this monotonicity (η̃tGn
)t∈[0,∞] must converge to some

process (η̃t)t∈[0,∞] as n −→∞. Therefore if we define µ̃Gn,α to be the measure associated

with (η̃tGn
) and µ̃ to be the measure associated with (η̃t), then we see that the measures

µ̃Gn,α converge to µ̃.

It is easy to see from the construction that the limit µ̃ does not depend on G1 ⊆ G2 ⊆ . . .,

and that µ̃ is translation invariant. This is because for each e ∈ E we have that

η̃t(e) = 0 ⇔ for all n there exists a finite H ⊇ Gn such that ηtH(e) = 0

⇔ for all n there exists a finite H ⊇ Hn such that ηtH(e) = 0,

where H1 ⊆ H2 ⊆ . . . is any other exhaustion of G with Hn finite for all n. Likewise η̃t(v)

does not depend on the exhaustion for each v ∈ V . To see that translation invariance

also holds let Hn = f(Gn) where f is any isomorphism of G and follow the argument of
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(3.2.7). Since µ̃ is translation invariant the proof of Proposition 3.2.13 applies to µ̃ and so

we see that for all t any warm infinite cluster of η̃t is unique almost surely. Therefore by

keeping (sx)x∈G ∈ Π fixed we can use (η̃t)t∈[0∞] to define a coupled sequence of random

freezing times 0 < T1 < T2 < . . . as follows.

Definition 3.2.21 (Coupled freezing times). Let (sx)x∈G ∈ Π be fixed and suppose

(η̃t)t∈[0,∞] is as defined above. For each time t let `(t) = inf{k : vk is in a warm infinite

cluster of η̃t} with the convention that `(t) is infinite if no warm infinite cluster exists at

t. Now suppose X∞,1, X∞,2, . . . are independent Exp(α) random variables and define

T1 =

{
X∞,1 if `(X∞,1) =∞
inf{t : sv`(t) = t} otherwise

. (3.2.22)

Observe that if `(X1,∞) < ∞ then v`(X1,∞) must have joined the infinite cluster at time

t < X1,∞. Moreover because v`(X1,∞) must have been warm at t then sv`(t) > t (and

sv`(t) − t ∼ Exp(α)). Therefore {t : sv`(t) = t} 6= ∅ and so the memoryless property tells

us that T1 ∼ Exp(α).

T2, T3, . . . are now defined inductively. Suppose we have defined T1, . . . , Tj, then define

Tj+1 =

{
Tj +X∞,j+1 if `(Tj +X∞,j+1) =∞
inf{t : sv`(t) = t} otherwise

, (3.2.23)

and note that we again have Tj+1 − Tj ∼ Exp(α) from the memoryless property.

Now consider the warm PCF process (ζt)t∈[0,∞] = φ((sx)x∈G), and let τ = inf{t : ζt

contains an infinite cluster}. If T1 = sv for some v, then T1 ≥ τ and v is in an infinite

cluster of η̃. Lemma 3.2.8 tells us that η̃ ≤ ζ and so v must also be in an infinite cluster

of of ζ (which can not freeze). Therefore conditioning on (ηt) gives no further information

about sv. Thus the law of T1 given (ηt) is

P(T1 ∈ . |(ηt)) = P(T1 ∈ . |(ηt);X∞,1 < τ)×P(X∞,1 < τ |(ηt))

+P(T1 ∈ . |(ηt);X∞,1 ≥ τ)×P(X∞,1 ≥ τ |(ηt))

= P(X∞,1 ∈ . |X∞,1 < τ)×P(X∞,1 < τ) (3.2.24)

+P(sv ∈ . |sv ≥ τ)×P(X∞,1 ≥ τ)

= P(X∞,1 ∈ . ),

and so T1 is independent of (ηt).
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Claim 3.2.22. For t ∈ [0, T1) we have η̃t = ζt.

Proof. Consider the corresponding processes on Gn. Lemma 3.2.7 and Lemma 3.2.8

combine to tell us that if C is an interior cluster of ζtn then C is also an interior cluster

of ζtH for all finite H ⊇ Gn, and so C must also be a cluster of η̃tn. Since Gn −→ G we

must therefore have that if C is a finite cluster of ζt then C is also a finite cluster of η̃t.

Conversely if C is an interior cluster of η̃tn then C is also an interior cluster of ηtn and ζtn.

Therefore any finite cluster of η̃t is also a finite cluster of ζt.

Now suppose some edge e ∈ E has η̃t(e) 6= ζt(e), then e must be in an infinite cluster of

ζt with ζt(e) = 1 and η̃t(e) = 0. Since ζt(e) = 1 we must have se < t, therefore there is

some time s < se such that if e = vivj then either vi or vj has frozen in η̃s but not in ζs.

Suppose it is vi, then because we know that the finite clusters of η̃s and ζs are equal we

must then have vi in an infinite cluster of η̃s. However, this is impossible since no infinite

cluster freezes in either model before time T1. Thus η̃t = ζt for all t ∈ [0, T1). �

We now consider (ζtT1)t∈[0,∞] = φT1((sx)x∈G). We know that ζ
T−1
T1

= η̃T
−
1 , and so because

any infinite cluster of η̃ freezes at T1 then we also have ζT1T1 = η̃T1 . By following the

argument above and considering only the edges and vertices in G\{frozen infinite cluster}
we can extend this to η̃t = ζtT1 for all t ∈ [0, T2). Moreover since T2 = T1 +X∞,2 or T2 = sv

for some v in a warm infinite cluster of ζT1 , we can repeat the argument of (3.2.24) to see

that T2 is independent of (ζtT1).

By iterating we have that ζtT1,...,Tj = η̃t for all t ∈ [0, Tj+1). Furthermore Tj is independent

of (ζtT1,...,Tk) for all j > k. Therefore if we set T = {0 < T1 < T2 < . . .} with the Tj

defined by Definition 3.2.21 then η̃t = ζtT for all t. Because T has independent Exp(α)

increments and is independent of η̃t, then the law of ζtT must be µ, and so µ̃ = µ∗.

It now only remains to compare µ|Λ and µ∗|Λ. We do this by showing that for the coupled

processes (ηtn) and (ζtT ) we have ηtn|Λ = ζtT |Λ for all t and all n sufficiently large. If this

is true then it also follows that µn|Λ −→ µ|Λ as required.

Suppose some edge or vertex x ∈ Λ is in a finite cluster of ζ∞T , then x is in some interior

cluster of ζ∞n for n sufficiently large and so by Lemma 3.2.8 we know that ηtn(x) = ζtT (x)

for all t and all n sufficiently large. Now suppose instead that x ∈ Λ is in an infinite

cluster of η̃∞ = ζ∞T , and that this infinite cluster froze at time Tk. Let v = v`(Tk) then

at time Tk− there must have been some warm path from x to v in η̃T
−
k , and so for n

sufficiently large this path must also be present in η̃
T−k
n and η

T−k
n ≥ η̃

T−k
n . Since η

T−k
n ≤ ζTkn,T
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we know that ηn does not have x joined to a vertex of higher priority than v, and thus x

will freeze in ηn at time Tk. Since the state of an edge e is determined only by se and the

freezing times of the adjacent vertices we must again have ηtn(x) = ζtT (x) for all t and all

n sufficiently large. Therefore, since Λ is finite, when n is sufficiently large we must have

ηtn(x) = ζtT (x) for all t ∈ [0,∞] and x ∈ Λ. This completes the proofs of Theorem 3.2.20

and Theorem 3.1.1. �

3.2.4 PCF on a infinite tree

We have shown that there is an infinite volume PCF process on every amenable vertex

transitive graph G. The theorem below now tells us that an infinite volume PCF process

also exist on any countably infinite tree T. Whether or not the PCF process can be

defined on any graph remains open – see Section 3.1.4.

Theorem 3.2.23. For every countable tree T = (V , E), and every fixed rate of freezing

α > 0, there exists an infinite volume PCF process on T. This induces the PCF measure

µT,α on {0, 1}E .

Proof. Given a (countably) infinite tree, T = (V , E), we can assign some vertex v0 ∈ V to

be the root. It is then possible to label the remaining vertices V\{v0} = {v1, v2, . . .} in such

a way that for each vj the unique path from v0, v0vi1 . . . vikvj say, has i1 < . . . < ik < j.

Suppose we have such a labelling and let v0 ∈ G1 ⊆ G2 ⊆ . . . be an exhaustion of T with

each Gn connected and finite.

By now assigning independent Exp(α) random variables Xv to each v ∈ V and inde-

pendent Exp(1) random variables Xe to each e ∈ E , we can use the coupling of Defini-

tion 3.2.6 to construct coupled processes on each of the Gn – (ηtn)t∈[0,∞] with measures

µn,α = (µtn,α : t ∈ [0,∞]) say. Now given n, the opening of any edge e = vivj ∈ Gn is

determined only by Xe and the states of vi and vj. Moreover, the state of a vertex v ∈ Gn

is determined by the Xv′ – where v′ is the vertex of highest priority in the cluster contain-

ing v. Note that our choice of enumeration means we must have v′ ∈ {v0, vi1 , . . . , vik , v}
and so we need only know that states of the edges v0vi1 , vi1vi2 , . . . , vikv. Since all of these

edges and vertices must be in Gn then if we consider PCF on Gm ⊇ Gn for some m > n,

then transitions of each of the edges and vertices of Gn remain unchanged. Therefore

we see that ηtm|Gn = ηtn for all t, and so µm,α|Gn = µn,α, implying that µn,α converges as

n −→∞. The limit, µT,α, is the infinite volume rate α PCF measure on T. �
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3.3 Proof of Proposition 3.1.3

On the cubic lattice Zd = (V , E) we say a vertex v ∈ V is ?-open in the PCF model if at

least one of its incident edges is open, otherwise we say that v is ?-closed. Observe that if

a PCF configuration η contains an infinite cluster of open edges then it must also contain

an infinite ?-open cluster of vertices.

Now consider the site percolation model on Zd (where vertices are open with probability

p and closed with probability 1 − p independently of each other). It is well know that

there exists a critical value 0 < psite
c < 1 such that if p < psite

c then all open clusters are

almost surely finite – see e.g. [Gri99] for details. Therefore to prove Proposition 3.1.3 it

suffices to show that when α > 0 is sufficiently large the PCF measure of ?-open vertices

is stochastically dominated by some site percolation measure Pp with p < psite
c . This will

be a consequence of the lemma below.

Lemma 3.3.1. Set d ≥ 2, and consider rate α PCF on Zd. Let v ∈ V, and A be any

event which is measurable with respect to the ?-configuration of V \ {v}, then

µZd,α(v is ? -open |A) ≤ fd(α),

where f(α) −→ 0 as α −→∞.

Proof. We use a coupling argument. To each vertex v ∈ V we associate an independent

Exp(α) random variable Xv and 2d independent Γ(1
2
, 1) random variables (Yv,1 . . . Yv,2d).

Now at each edge e = v1v2 ∈ E choose unique Yv1,i and Yv2,j from v1 and v2 and set

Xe = Yv1,i + Yv2,j. Note that since Xe is the sum of two independent Γ(1
2
, 1) random

variables we have Xe ∼ Exp(1). We can now use these random variables to drive PCF on

Zd (as in Algorithm 3.2.3).

Now a vertex v is ?-open in the PCF model only if an adjoining edge opens before v

freezes. For this we require

Xv > min{Xe : e is adjacent to v} > min{Yv,1 . . . Yv,2d}.

Therefore we are done by setting

fd(α) = P(Xv > min{Yv,1 . . . Yv,2d}) −→ 0 as α −→∞.
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Now if we set α? = sup{α : fd(α) ≥ pc(d)} then for α > α? the measure of ?-open

vertices is stochastically dominated by Pp with p < pc and so all the clusters in the PCF

configuration η on Zd are finite almost surely.

Observe that this proof only relies on Zd having psite
c > 0, and Zd having maximum degree

2d < ∞. Therefore this proof allows Proposition 3.1.3 to be extended to any amenable

vertex transitive graph Ld where the degree of every vertex is bounded by some ∆ <∞.

Remark 3.3.2. For d = 2 we have psite
c ≈ 0.59 and so a back of the envelope calculation

gives α? ≈ 20. This upper bound for αc far exceeds the estimate of αc ≈ 0.55 found in

Section 3.5.
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3.4 The results on a tree

This section begins with a restatement of Theorem 3.1.4 in greater generality.

Theorem 3.4.1. Let α > 0 be fixed and consider a rate α PCF process on the rooted

d-ary tree Td – with measure µTd,α. Let Ak be the event that the root cluster has size k

(k vertices) in the final distribution. Then

• if α < d− 1 we have µTd,α(Ak) ∼ Cd,α k
−2, for some fixed constant Cd,α.

• If α = d− 1 we have µTd,α(Ak) ∼ Cd k
−(2− 1

2d), for some fixed constant Cd.

• If α > d− 1 then µTd,α(Ak) decays exponentially in k.

Before embarking upon the proof of Theorem 3.4.1 we remark that this result is also valid

for unrooted d-ary trees. Moreover, with only minor modifications to the proof, one can

show that the result can be extended to any tree T where the limit

d = lim
n→∞

n
√
|∂Λn|

exists. Here |∂Λn| gives the number of vertices at distance n from the root. In this case

the d plays the same role as in Theorem 3.4.1.

3.4.1 Time rescaling

As mentioned in Section 3.1, our understanding of PCF on the tree comes through viewing

it as time rescaled percolation. The following proposition makes sense of this.

Proposition 3.4.2. Suppose we have a rate α PCF process on a tree T. Let Wv(t) be

the event that ηt(v) = w – i.e. that the vertex v is still warm at time t. Suppose C is any

finite connected component containing v, then if we condition on Wv(t) the probabilities

of {Cv(ηt) ⊆ C} and {Cv(ηt) = C} are given by

µtT,α({Cv(ηt) ⊆ C}|Wv(t)) = p|C|, (3.4.1)

and µtT,α({Cv(ηt) = C}|Wv(t)) = p|C|(1− p)|∂C|. (3.4.2)

Where

p =
1− e−(1+α)t

1 + α
. (3.4.3)
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Proof. Label the edges of C, e1, e2, . . . , e|C| in such a way that the labels of any path away

from v are increasing. Then (using ‘e = vw warm’ to mean both v and w are warm) we

get

µtT,α ({Cv(ηt) ⊆ C} |Wv(t)) = µtT,α (e1 open at t | v warm)

× µtT,α (e2 open at t | v, e1 warm)

× · · · × µtT,α
(
e|C| open at t | v, e1, . . . , e|C|−1 warm

)
,

and

µtT,α ({Cv(ηt) = C} |Wv(t)) = µtT,α (Cv(ηt) ⊆ C)

× µtT,α (boundary edges closed |Cv(ηt) warm) .

Our choice of labelling means that if v is warm at t and e1, . . . , ej−1 are open then the

end of ej closest to v must also be warm at time t. Thus

µtT,α (ej open at t | v, e1, . . . , ej−1 warm) = µtT,α

(
ej opens before t and before

its other end freezes

)

=

∫ t

0

e−αse−s ds

=
1− e−(1+α)t

1 + α
. (3.4.4)

Since we are working on a tree each of the boundary edges is independent and so we get

µtT,α (boundary closed |Cv(ηt) warm) = µtT,α (boundary edge closed |Cv(ηt) warm)|∂C| ,

where

µtT,α (boundary edge closed |Cv(ηt) warm) = 1− 1− e−(1+α)t

1 + α
=
α + e−(1+α)t

1 + α
. (3.4.5)

The result then follows. �

To understand the sense in which Proposition 3.4.2 gives a time rescaling, observe that if

α = 0 then we have a bond percolation process where edges open independently at rate

1. Let Pτ denote the measure of this process. In this case the probability that a given

edge is open at time τ is Pτ (e open at τ) = 1− e−τ . Comparing this with (3.4.3) we see
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that

µtT,α({Cv(ηt) ⊆ C}|Wv(t)) = Pτ ({Cv(τ) ⊆ C}),

and µtT,α({Cv(ηt) = C}|Wv(t)) = Pτ ({Cv(τ) = C}),

where

τ = − log

(
α + e−(1+α)t

1 + α

)
. (3.4.6)

Note that the distribution of infinite components is entirely determined by the events

Cv(ηt) ⊆ C for finite C. Therefore the time rescaling of Proposition 3.4.2 applies equally

to finite and infinite clusters. Because there is always a positive probability that a given

cluster Cv(ηt) is warm, we deduce from the proposition that running PCF on T to time t

yields infinite clusters if and only if the bond percolation on T yields infinite clusters at

time τ (where τ is given by (3.4.6)).

Remark 3.4.3. In [BNK05a] and [BNK05b], Ben-Naim and Krapivsky work on the

complete graph Kn, opening edges at a rate
1

n
and allowing vertices to freeze at rate α.

By using a Smoluchowski equation they obtain a result which is similar to Proposition

3.4.2 for the n −→ ∞ limit. Indeed, in this setting it is shown that – conditionally on

a cluster being warm – a cluster’s size at time t is equal in distribution to that of a

percolation cluster at time

τ =
1− e−αt

α
.

In fact it is possible for us to deduce this result from Proposition 3.4.2. We start with the

fact that for large n small clusters are cycle free with high probability, and therefore for

0 ≤ t < 1 they grow in the same way as cluster on an n-ary tree. See [Dur07, Chapter 2]

for details. Now because we are opening edges on Kn at rate
1

n
, we need to rescale time

to
t

n
and the rate of freezing to nα. Putting this in equation (3.4.3) we get

τ = np = n
1− e−(1+nα) t

n

1 + nα
−→ 1− e−αt

α
as n −→∞.

Therefore we see that for finite clusters, mean field PCF can be thought of as the limiting

case of PCF on a n-ary tree as n −→∞.
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3.4.2 The critical phenomenon

Consider an infinite tree T with a distinguished vertex v, suppose also that T satisfies

the exponential volume growth property

d = lim inf
n→∞

n
√
|Γn(v)| > 1, (3.4.7)

where |Γn(v)| is the number of vertices at distance n from v. Then if we run percolation

(without freezing) on T until time τ , there is a strictly positive probability that Cv(τ) is

infinite (Pτ ({|Cv(τ)| =∞}) > 0) if and only if

P(e open at τ) = 1− e−τ >
1

d
.

This follows from considering Cv(τ) as having grown from a branching process. For details

see e.g. Section 2.1 of [Dur07]. By combining this with the time rescaling of Section 3.4.1

we can prove the following.

Proposition 3.4.4. Consider rate α PCF running on an infinite tree T with distinguished

vertex v. Suppose T has growth rate d = lim inf
n→∞

n
√
|Γn(v)| > 1. Then the critical rate of

freezing for the existence of infinite clusters is αc = d− 1. That is

µT,α({|Cv(∞)| =∞})

{
= 0 for α ≥ αc

> 0 for α < αc
. (3.4.8)

Moreover, in the case α < αc, the critical time for the emergence of infinite clusters is

tc =
1

1 + α
log

(
d

1 + α

)
. (3.4.9)

Proof. From Proposition 3.4.2 we know that if we condition on Wv(t), then the dis-

tribution of the structure of Cv(t) is equal to that of percolation cluster where edges

are open with probability p =
1

1 + α

(
1− e−(1+α)t

)
. Let Pp({|Cv| = ∞}) be the prob-

ability that the cluster containing v is infinite in the percolation model. Then given

α < αc = d − 1 for all t > tc we have p >
1

d
, implying Pp({|Cv| = ∞}) > 0. Therefore,

since µtT,α(Wv(t)) = e−αt > 0 for all t, we get

0 < µtT,α(Wv(t))×Pp({|Cv| =∞}) ≤ µtT,α({|Cv(ηt)| =∞}) ≤ µT,α({|Cv| =∞}).
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However, if t < tc, then p <
1

d
and thus µtT,α({|Cv(ηt)| = ∞}) ≤ Pp({|Cv| = ∞}) = 0.

Hence the time tc is critical.

Conversely suppose α ≥ αc. If Cv is infinite in the final distribution, then there must be

some finite time t at which Cv(ηt) is infinite. But

µtT,α({|Cv(ηt)| =∞}) ≤ Pp({|Cv| =∞}) = 0, (3.4.10)

for all t, and so µT,α({|Cv| =∞}) = 0. �

From now on we shall restrict our focus to d-ary trees Td. Observe that a d-ary tree has

|Γn(v)| = (d+ 1)dn−1, and a rooted d-ary tree has |Γn(v)| = (d+ 1)dn−1. Thus they both

have exponential growth at rate d.

Corollary 3.4.5. Suppose we run rate α PCF on the (possibly rooted) d-ary tree Td.

Then

• if α < d − 1, then at time t > tc =
1

1 + α
log

(
d

1 + α

)
, Td will contain infinite

components almost surely.

• if α ≥ d− 1, then Td will have no infinite component with probability 1.

3.4.3 The final distribution – proof of Theorem 3.4.1

Heuristically, the reason that we have clusters of algebraic size in the super-critical regime

is because our system must pass though a critical time

tc =
1

1 + α
log

(
d

1 + α

)
, (3.4.11)

at which large clusters exist, but have not yet merged to become infinite. Some of these

large clusters can then freeze at or near this critical time leaving us with large finite clusters

in the final distribution. However, the process is only sufficiently close to this critical

time for a short period, meaning that there are fewer large clusters. Consequentially the

exponent of the cluster sizes is larger than the value of
3

2
we see for clusters in critical

bond percolation.

In the case of critical PCF the system spends a much more significant amount of time

approaching criticality, but the clusters never become infinite. Therefore there are more



Percolation with constant freezing 75

large clusters to freeze, thus explaining why we have a lower exponent than in the super-

critical case. To see why the exponent should depend on the dimension we look at the

time rescaling of equation (3.4.6), and the rate at which it reaches its maximum value

τmax − τ =
1

1 + α
− 1− e−(1+α)t

1 + α
=

e−(1+α)t

1 + α
.

Noting that d = 1 + αc we see that the degree has a dramatic difference on the rate at

which the system approach criticality, and therefore it is not surprising that the algebraic

exponent depends on the dimension.

We can now prove Theorem 3.4.1 by calculating the probabilities µTd,α(Ak) explicitly. To

do this we integrate the probability µtT,α({Cv(ηt) = C} |Wv(t)) with respect to αe−αtdt.

Here αe−αtdt is the probability measure of the freezing time of v. Thus we get

µT,α({Cv(∞) = C}) =

∫ ∞
0

µtT,α({Cv(ηt) = C} |Wv(t))αe−αtdt

=

∫ ∞
0

p|C|(1− p)|∂C| αe−αtdt,

where p =
1

1 + α

(
1 + e−(1+α)t

)
. By rewriting this as an integral in terms of p, and then

making the substitution p̃ = (1 + α)p we get

µT,α({Cv(∞) = C}) = α

∫ 1
1+α

0

p|C|(1− p)|∂C|(1− (1 + α)p)−
1

1+α dp (3.4.12)

= α

∫ 1

0

(
p̃

1 + α

)|C|(
1− p̃

1 + α

)|∂C|
(1− p̃)−

1
1+α

dp̃

1 + α
. (3.4.13)

Finally, we recall Euler’s hypergeometric transform

∫ 1

0

sa−1(1− s)c−a−1

(1− sz)b
ds =

∞∑
n=0

(a)n(b)n
(c)n

zn

n!
= 2F1

[
a, b

c
; z

]
. (3.4.14)

Here (a)n denote the (rising) Pochhammer symbol, (a)n = a·(a+1)·(a+2)·. . .·(a+n−1),

and 2F1 denotes the hypergeometic function. Using this (3.4.13) becomes

µT,α({Cv(∞) = C}) =
α

1 + α

1

(1 + α)|C|
2F1

[
|C|+ 1,−|∂C|
|C|+ 2+α

1+α

;
1

1 + α

]
. (3.4.15)

Observe also that the probability µT,α({Cv(∞) ⊆ C}) can also be calculated using the

same formulae by setting |∂C| = 0. Whilst it is nice to have a closed form for µT,α({Cv =

C}) – equation (3.4.15) – the hypergeometric function 2F1 can often prove impenetrable,
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and so for practical purposes we shall use (3.4.12).

To give explicit results on the rooted d-ary tree Td we shall need the following two lemmas.

We have chosen to focus on the rooted tree in order to simplify calculations (especially

Lemma 3.4.7). However, the corresponding results for the unrooted case prove to be very

similar, and the main result of this section, Theorem 3.4.1, holds for both cases.

Lemma 3.4.6. Consider the rooted d-ary tree. Suppose C ⊆ Td is a connected component

of size k – i.e. with k vertices. Then |C| = k − 1 and |∂C| = (d− 1)k + 1, and thus

µTd,α({Cv(∞) = C}) = α

∫ 1
1+α

0

pk−1(1− p)(d−1)k+1(1− (1 + α)p)−
1

1+α dp. (3.4.16)

Lemma 3.4.7. The number of trees on k vertices which are rooted sub-graphs of the d-ary

tree Td is given by

Nd
k =

1

k

(
d k

k − 1

)
.

The proofs of these lemmas are mainly combinatorial. For details see e.g. [Kla70].

Proof. We can now give a formal proof of Theorem 3.4.1. Throughout this proof we shall

use Cd,α, Cd and Cα to represent constants whose values can change from line to line. It is

possible to calculate their values explicitly, but not enlightening to do so. Using Stirling’s

formula one can show

Nd
k =

1

k

(
d k

k − 1

)
∼ Cd

(
dd

(d− 1)d−1

)k
1

k
3
2

. (3.4.17)

Therefore by combining equations (3.4.16) and (3.4.17) we get

µTd,α(Ak) =
1

k

(
d k

k − 1

)
α

∫ 1
1+α

0

pk−1(1− p)(d−1)k+1 (1− (1 + α)p)−
1

1+α dp

∼ Cd,α
1

k
3
2

∫ 1
1+α

0

fk−1(x)gα(x) dx (3.4.18)

where f(x) =
dd

(d− 1)d−1
x(1− x)d−1, gα(x) =

(1− x)d

(1− (1 + α)x)
1

1+α

.

Observe now that f(x) is positive on [0, 1], and attains a unique maximal value of 1 at

x = 1
d
. We also note that gα is integrable on [0, 1] (for α > 0) and is continuous everywhere

except x =
1

1 + α
. We can now consider the different cases.
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α > d− 1 : Bounding f(x) by its supremum we have

µTd,α(Ak) . Cd,α
1

k
3
2

∫ 1
1+α

0

sup
x∈[0, 1

1+α ]
fk−1(x)gα(x) dx

= Cd,α
1

k
3
2

 sup
x∈[0, 1

1+α ]
f(x)

k−1 ∫ 1
1+α

0

gα(x) dx, (3.4.19)

which decays exponentially in k since sup{f(x) : 0 ≤ x ≤ 1
1+α
} < 1.

α < d− 1 : Because the singularity of gα(x) occurs at x = 1
1+α

and not at the maximum

of fk−1(x) then it is relatively easy to verify that

µTd,α(Ak) ∼ Cd,α
1

k
3
2

[∫ 1

0

fk−1(x) dx+O
(

1

k

)]
.

This integral can now be evaluated explicitly in terms of the Beta function as

∫ 1

0

fk−1(x) dx =

(
dd

(d− 1)d−1

)k−1

B(k, (d− 1)k − d+ 2) ∼ Cd
1

k
1
2

. (3.4.20)

From which the result follows.

α = d− 1 : In this case the singularity of gα coincides with the maximum of f , and so

its contribution becomes significant. By expanding f about x = 1
d

we get

f(x) = 1− d3

2(d− 1)

(
x− 1

d

)2
+O

((
x− 1

d

)3
)

= f̃(x) +O
((
x− 1

d

)3
)
. (3.4.21)

Therefore

µTd,α(Ak) ∼ Cd

[
1

k
3
2

∫ 1
d

0

f̃k−1(x)
(1− x)d

(1− dx)
1
d

dx+O
(

1

k

)]

= Cd

[
1

k
3
2

(
1 +O

(
1√
k

))∫ 1

0

(1− y)k−1y−
1
2d

dy
√
y

+O
(

1

k

)]
. (3.4.22)

Where the second line follows from setting y = 1 − f̃(x) and approximating (1 − x)d by(
1− 1

d

)d
– its value at x = 1

d
. The integral can then be calculated explicitly as

∫ 1

0

(1− y)k−1y−
1
2d

dy
√
y

= B

(
k,

1

2
− 1

2d

)
∼ Cd

1

k
1
2
− 1

2d

,

and so the result follows. �
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3.5 Simulations of PCF on Z
2

Using Algorithm 3.2.3 we can write a fairly efficient program to simulate PCF on a finite

graph. In this section we use Monte Carlo simulations of PCF on an n by m square grid

in order to give us insight into PCF on Z2. We begin by using simulations to estimate

the critical value αc.

3.5.1 Estimating αc

It is known (e.g. see [Gri99]) that for bond percolation on an n by n+ 1 square grid, the

probability that there exists a left–right crossing, CLR, satisfies

Pp(CLR)


=

1

2
for p = pc = 1

2

−−−→
n→∞

0 for p < pc = 1
2

−−−→
n→∞

1 for p > pc = 1
2

.

Therefore, the existence of a left–right crossing of a n by n + 1 grid would seem to be

a reasonable indicator for the existence of an infinite component for PCF on Z2. Figure

3.5.1 shows a Monte Carlo simulation of how the probability of a left–right crossing varies

with α for various values of n. We focus on values of α between 0.45 and 0.65 since this

is where the transition between sub-critical and super-critical PCF occurs.

Observe that for each n, we get µα(CLR) = 1
2

when α ≈ 0.55, and therefore αc ≈ 0.55

would seem to be a reasonable estimate for the critical rate of freezing on Z2. Moreover,

we see that as n increases the transition becomes sharper – i.e. changes in α have a

greater effect on the existence of a left–right crossing, as we would expect.

3.5.2 The cluster size distribution

It is known (for a reference see e.g. [Gri99]) that in sub-critical bond percolation on Zd

the distribution of the size of the clusters decays exponentially, and in super-critical bond

percolation on Zd the size of the finite clusters decays sub-exponentially. This means to
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Figure 3.5.1: Monte Carlo simulations for the probability of a left–right crossing of a n by
n+ 1 square grid when n = 128, 256, 512 and 1024. For each n at least 2500 simulations
have been used for each data point.

say that for 0 < p < pc or pc < p < 1 there exits a λ(p) > 0 such that

Pp({|C0| = k}) ≺

{
e−λ(p)k if p < pc

e−λ(p)k
d−1
d if p > pc

.

Thus it is only at criticality, p = pc, that large finite clusters are likely to exist. In this

case it is believed that

Ppc({|C0| = k}) � k−γ(d),

for some constant γ(d) which depends only on the dimension. It is thought that in 2

dimensions the exponent is γ(2) = 96
91
≈ 1.055, and that γ(d) attains a mean field value

of 3
2

for dimension d > 6 (see [Gri10]).

A similar result is true for bond percolation on a d-ary tree where

Pp({|C0| = k})

{
≺ e−λ(p)k for p 6= pc

� k−
3
2 for p = pc

.

However, as we discovered in Section 3.4, running PCF on a d-ary tree results in somewhat
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different behaviour, and we have a power law distribution for the cluster size in both the

critical and super-critical regimes. Indeed Theorem 3.4.1 tells us that

µTd,α({|C0| = k})


≺ e−λ(α)k for α > αc

� k−(2− 1
2d) for α = αc

� k−2 for α < αc

,

also demonstrating that the exponents in the critical and super-critical regimes differ.

This happens because in a super-critical regime the process must pass through some

critical time tc (depending on α < αc) at which an infinite cluster will first appear.

Since it is possible for large clusters to freeze at this time rather than merge into an

infinite cluster we are left with large clusters in our final distribution. We account for

the larger exponent in the super-critical case from the fact that the process only briefly

passes through criticality, whereas for α = αc the length of time the process spends near

criticality is much more significant, and so more large finite clusters will freeze. Super-

critical PCF on Zd must also pass through a critical time, and therefore it seems reasonable

to expect that PCF on Zd will behave in a similar way.

In the case of Z2, the shape of the super-critical cluster of Figure 3.1.3 (with its large

voids) goes some way to showing that super-critical PCF contains large finite clusters,

and so we investigate this further using Monte Carlo simulations on a finite square grid.

Figure 3.5.2 presents our results as a log–log histogram.

The curves for α = 1.00 and α = 0.70 correspond to sub-critical PCF, α = 0.55 cor-

responds to near critical PCF, and the values α = 0.40 and α = 0.20 correspond to

super-critical PCF. Thus we see strong numerical evidence that the cluster size distribu-

tion of PCF on Z2 behaves in a similar way to that of PCF on a d-ary tree:

• The plots for α = 1.00 and α = 0.70 both curve downwards corresponding to

exponential decay in the size of the components. Moreover this rate of decay is

faster when the rate of freezing is faster as we would expect.

• The log-log plot for the near-critical α = 0.55 appears to give a straight line, sug-

gesting that the component size has a power law distribution. Also note that the

gradient is slightly less than −1 and thus the exponent for µα({|C0| = k}) is slightly

larger than 1 – as is also the case in bond percolation.

• The plots for α = 0.20 and α = 0.40 also follow straight lines, demonstrating that

the cluster size in the super-critical case also obeys a power law distribution. We
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Figure 3.5.2: Histogram plot with log–log axis of the cluster size distribution when running
PCF on a 1024 by 1024 square grid at rates α = 0.20, 0.40, 0.55, 0.70 and 1.00. Note that
the data has been compiled from 1000 simulations for each value of α, and the widths of
the bars are set so that each represents at least 100 clusters.

notice further that the lines for α = 0.20 and α = 0.40 appear to have almost the

same gradient as each other, but are both slightly steeper than in the near-critical

regime. This suggests that we again have a larger exponent for µα({|C0| = k}) in

the super-critical regime than at criticality.

We now recall that the decay exponent of PCF on a d-ary tree at criticality is 2 − 1

2d
,

since this depends on the dimension and is never constant for finite d it therefore seems

reasonable to assume that critical PCF on Zd will never reach a mean-field value. However,

in the super-critical regime we still have a fixed exponent (of 2) on a tree, and therefore

we would expect that in sufficiently large dimension super-critical PCF on Zd will also

exhibit mean field behaviour. Our observations therefore lead us to make the following

conjecture.

Conjecture 3.5.1. Suppose we run PCF on Zd and let C0 be the cluster containing the

origin in the final distribution, then its size obeys

µZd,α({|C0| = k})


≺ e−λ(α,d)k for α > αc

� k−γ(d) for α = αc

� k−δ(d) for α < αc

.
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Where γ(d) never attains a mean field value but satisfies γ(d) < δ(d) ≤ 2 for all d, and δ

is such that δ(d) = 2 for d sufficiently large.
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Chapter 4

A universal exponent for Brownian

entropic repulsion

In this chapter we investigate the extent to which the phenomenon of Brownian entropic

repulsion is universal. Consider a Brownian motion conditioned on the event E – that its

local time is bounded everywhere by 1. This event has probability zero and so must be

approximated by events of positive probability. We prove that several natural quantities,

in particular the speed of the process, are highly sensitive to the approximation procedure,

and hence are not universal. However, we also propose an exponent κ – which measures

the strength of the entropic repulsion by evaluating the probability that a particular

point comes close to violating the condition E . We show that κ = 3 for several natural

approximations of E , and conjecture that κ = 3 is universal in a sense that we make

precise.

This chapter is based on work appearing in [Mot14a].
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4.1 Introduction

Suppose (Wt)t≥0 is a Brownian motion conditioned to have bounded local time, Lx(t) ≤ 1

for all x ∈ R and all t ≥ 0 say. Under this conditioning Wt has a self avoiding nature, and

so intuitively one would expect Wt to escape to infinity with positive speed. Moreover,

we would expect this speed to be at least equal to 1 since that is precisely what it means

to spend less than 1 unit of local time at a given level. Because it is relatively expensive

for a Brownian motion to have positive velocity we might expect the limiting speed to

be 1. However, since the local time of a Brownian motion can fluctuate wildly, the effect

of entropic repulsion comes into play, and so the easiest way for the process to meet the

global constraint Lx(t) ≤ 1 is for it to have an average local time which is significantly

less than 1. This means that the speed of the process must be strictly greater than 1.

In [BB10, Theorem 2] Benjamini and Berestycki make this argument precise in the fol-

lowing way. Set τa = inf{t : Wt ≥ a}, and let

E∗a = {Lx(t) ≤ 1 for all x ∈ R and all t ≤ τa} = {Lx(τa) ≤ 1 for all x ∈ R}, (4.1.1)

then the conditioned Wiener measures W(· | E∗a) converge weakly to a measure Q∗ as

a −→∞. Moreover, Q∗-almost surely we have

lim
t→∞

Wt

t
= γ∗ =

3

1− 2j−2
0

= 4.586 . . . , (4.1.2)

where j0 is the first zero of the Bessel function of the first kind, J0(x).

It is clear that
⋂
a>0 E∗a = {Lx(t) ≤ 1 for all x and t}. However, the event E = {Lx(t) ≤ 1

for all x ∈ R and t ≥ 0} can be realised as a limit of events with positive W-probability in

many other ways. Indeed, one could argue that it is more natural to fix T and condition

on the events

Ẽ•T = {Lx(t) ≤ 1 for all x ∈ R and all t ≤ T} = {Lx(T ) ≤ 1 for all x ∈ R}. (4.1.3)

By doing this we also get
⋂
T>0 Ẽ•T = {Lx(t) ≤ 1 for all x and t} = E .

Conditionally on E∗a we have Wτa = a > 0, and so Wt −→ +∞, Q∗-almost surely.

However, when we condition on Ẽ•T there is no preferred direction for Wt. For simplicity
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we now restrict our attention to the case WT ≥ 0, and therefore we replace Ẽ•T by

E•T = {Lx(T ) ≤ 1 for all x ∈ R and WT ≥ 0}. (4.1.4)

Having done this we can now prove the following.

Theorem 4.1.1. The conditioned Wiener measures W(· | E•T ) converge weakly to a meas-

ure Q• as T −→∞. Moreover, Q•-almost surely we have

lim
t→∞

Wt

t
= γ•, (4.1.5)

where 1 < γ• < γ∗.

Remark 4.1.2. By using symmetry we can reconstruct W(· | Ẽ•T ) from W(· | E•T ). There-

fore from Theorem 4.1.1 we can also deduce that the limit Q̃• = lim
T→∞

W(· | Ẽ•T ) exists and

that lim
t→∞

Wt

t
∈ {−γ•, γ•} Q̃•-almost surely.

Theorem 4.1.1 shows us that the limiting speed of the process is sensitive to the particular

way that we condition on E . Therefore it is clear that for a general set of events {E ′a}a>0,

with E =
⋂
a E ′a, no limiting process need exist. However, in Section 4.5 we shall suggest a

general framework where – provided v is not too small – it is possible to use stopping times

to construct a sequence of events of positive probability, {Eva}a>0, such that
⋂
a>0 Eva = E

and where the weak limit

Qv = lim
a→∞

W(· | Eva ) (4.1.6)

exists. In each of theses cases we conjecture that lim
t→∞

Wt

t
= v in Qv-probability.

A calculation of the speed v = lim
t→∞

Wt

t
might perhaps seem like the most natural way

of measuring the entropic repulsion phenomenon. However, we see from Theorem 4.1.1

that the value of v is highly sensitive to the approximation of E by events of positive

probability. Therefore, in order to find a more universal way of quantifying Brownian

entropic repulsion, we shall also consider how likely it is for Lx(∞) = lim
T→∞

Lx(T ) – the

local time at level x – to be close to 1. We can then prove the following.

Theorem 4.1.3. There exists constants C∗ and C• such that

lim
x→∞

Q∗(Lx(∞) > 1− ε) ∼ C∗ε3 and lim
x→∞

Q•(Lx(∞) > 1− ε) ∼ C•ε3 (4.1.7)

as ε −→ 0.
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Similar behaviour is also present in the general framework of Section 4.5, and therefore

we conjecture that this is a universal property of Brownian entropic repulsion.

4.1.1 Measuring the entropic repulsion of the Gaussian free field

In [BDG01] and [BDZ95] the authors consider the Gaussian free field, φ, with a hard

wall at 0. It is shown that if the field is conditioned to be positive on some open set

D ⊆ (Z/NZ)d, then the value of the field on D is typically of order logN . This behaviour

occurs because of the effect of entropic repulsion. In fact the easiest way for the field to

satisfy the condition φx ≥ 0 for all x ∈ D is for the field to experience a global shift of a

size equal to the size of the largest fluctuations.

Since this paper shows that it is possible to measure the strength of Brownian entropic

repulsion by looking at how likely it is for Lx(∞) to be close to 1, we also ask if there is

anything similar that can be said for the Gaussian free field. In particular we pose the

following question.

Question 1. Can we find scaling functions f(N) and g(N) such that

1

f(N)
P (φy < ε g(N) |φx > 0 for all x ∈ D) (4.1.8)

converges to a non-trivial function of ε as N −→ ∞? If so, then how does this function

behave as ε −→ 0?

There is also a natural comparison between our work and the Brownian excursion. There-

fore we also ask the following.

Question 2. Let (Bt)t∈[0,1] be a standard Brownian excursion with law B, and suppose

that 0 < x < 1 is fixed. What can we say about B(Bx < ε)? In particular is there a

constant Cx (depending on x) such that B(Bx < ε) ∼ Cx ε
3 as ε −→ 0? If so then how

does Cx depend on x?

4.1.2 Outline of the chapter

Section 4.2 is devoted to preliminary lemmas. In particular we find integral forms for the

Donsker–Varadhan rate functions of BESQ2 and BESQ0 processes, and then use these to
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find unique minimising measures of the local time process. From these calculations it is

then possible to identify the limiting speed γ•.

Having done this preliminary work, the proofs of Theorem 4.1.1 and Theorem 4.1.3 are

then contained in Section 4.3 and Section 4.4 respectively. It is worth noting that, once

the limiting measure Q has been constructed, the proof of Theorem 4.1.3 is relatively

simple. On the other hand, computing the limiting speed in Theorem 4.1.1 proves to be

a much more arduous task.

The chapter closes with a discussion of how our results could be extended to a more

general setting, see Section 4.5.
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4.2 Calculating the rate function for the occupation

measure of a square Bessel process

Recall that Theorem 2.3.3 tells us that the local time of a Brownian motion can be

described in terms of conditioned BESQ2 and BESQ0 processes. If (Yx)x≥0 is such a

process then its occupation measure at time T is defined by

L((Yx), T, ·) =
1

T

∫ T

0

1{Yx∈·} dx.

The Donsker–Varadhan Theorem, Theorem 2.4.1, gives us a powerful tool for estimating

the large deviations of the occupation measure in terms of a rate function I, see (2.4.2).

From now on we shall use I2 and I0 to denote the Donsker–Varadhan rate functions for

the occupation measures of BESQ2 and BESQ0 processes. We shall also use the abuse of

notation E(µ) =
∫
x dµ(x) to denote the expectation of the identity with respect to the

measure µ. This section is then devoted to the proofs of the following three lemmas.

Lemma 4.2.1. There is a unique probability measure µ∗ with support(µ∗) ⊆ [0, 1] which

minimises I2(µ) over all measures µ with support(µ) ⊆ [0, 1]. Furthermore, µ∗ is such

that E(µ∗) = (γ∗)−1 = 1
3
(1 − 2j−2

0 ) < 1 and I2(µ∗) = 1
2
j2

0 > 0. Here j0 denotes the first

zero of the Bessel function J0.

Lemma 4.2.2. There is a unique probability measure µ◦ with support(µ◦) ⊆ (0, 1] which

minimises E(µ)−1I0(µ) over all measures µ with support(µ) ⊆ (0, 1]. Furthermore, by

explicit calculation we can show that µ◦ is defined by
dµ◦

dx
=

1

Z

1

x
sin(πx)2 where Z =∫ 1

0

1

x
sin(πx)2 dx; and that E(µ◦)−1I2(µ◦) = 2π2.

Lemma 4.2.3. There is a unique probability measure µ• with support(µ•) ⊆ [0, 1] which

minimises E(µ)−1I2(µ) over all measures µ with support(µ) ⊆ [0, 1]. Furthermore, µ•

satisfies E(µ•)−1I2(µ•) < 2π2 and E(µ∗) < E(µ•) < 1. Here µ∗ is as defined by Lemma

4.2.1.

At this point we set γ• = E(µ•)−1, γ∗ = E(µ∗)−1 and Γ• = E(µ•)−1I2(µ•). We also make

the following definition.

Definition 4.2.4. Define J : [0, 1] −→ [0,∞) ∪ {∞} by

J(α) = inf {I2(µ) : support(µ) ⊆ [0, 1] and E(µ) = α} . (4.2.1)
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The proofs of the three lemmas are mainly calculation, and therefore can be omitted in a

first reading of the chapter.

4.2.1 The rate function of BESQ2 and BESQ0 processes

In order to prove Lemma 4.2.1, Lemma 4.2.2 and Lemma 4.2.3 we shall first use (2.4.5)

and (2.4.7) to find integral forms of I2 and I0. Since the square Bessel process of dimension

d satisfies (2.3.2) then its infinitesimal generator is given by

Ldf(x) =
1

2

d

dx

(
4x

d

dx

)
f(x) + (d− 2)

d

dx
f(x). (4.2.2)

When d = 2 then Ld is self-adjoint with respect to Lebesgue measure. Therefore we can

use (2.4.5) to write down the Donsker–Varadhan rate function I2 as

I2(µ) =


∥∥∥√−Lg∥∥∥2

2
, where

dµ

dx
exists and g =

√
dµ

dx
∈ D2

∞, otherwise

. (4.2.3)

Here D2 denotes the domain of L2. Since g ∈ D2 implies that g(x) −→ 0 as x −→∞, we

can integrate by parts to get

∥∥∥√−L2g
∥∥∥2

2
= 〈g,−L2g〉2 = −1

2

∫ ∞
0

g(x)
d

dx

(
4x

d

dx

)
g(x) dx

=

∫ ∞
0

2x

(
d

dx
g(x)

)2

dx. (4.2.4)

However, when d = 0 then L0 is no longer self-adjoint and so we have to perform a change

of measure and use equation (2.4.7) in order to calculate the rate function. We have the

drift term b(x) = −2 and so solving b(x) = a(x)
d

dx
Q(x) gives

Q(x) =

∫ x

− 2

4y
dy = −1

2
log x+ c.

Now set dµrev = e2Q(x)dx = e2c 1

x
dx for x > 0. Note that it does not matter that we have

an unknown constant of integration since this cancels later. Suppose µ is a probability
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measure supported on (0,∞) for which g =

√
dµ

dx
exists, we then have

h(x) =

√
dµ

dµrev

(x) =

√
dµ

dx

dx

dµrev

(x) = g(x)

√
dx

dµrev

(x) = g(x)e−c
√
x.

Therefore from (2.4.7) we get

∥∥∥√−L0h
∥∥∥2

2,µrev
= e2c1

2

∫ ∞
0

4x

(
d

dx
h(x)

)2
1

x
dx =

∫ ∞
0

2

(
d

dx

√
xg(x)

)2

dx.

Hence if we write D0 for the domain of L0 then for each µ supported on (0,∞) we have

I0(µ) =


∫ ∞

0

2

(
d

dx

√
xg(x)

)2

dx, if
dµ

dx
exists and g =

√
dµ

dx
∈ D0

∞, otherwise

. (4.2.5)

Remark 4.2.5. Yx = 0 is an absorbing state for a BESQ0 process and therefore we shall

only be interested in occupation measures supported on (0,∞).

4.2.2 Proof of Lemma 4.2.1

Since (4.2.4) gives us an explicit form for I2(µ), then it is clear that minimising I2(µ) over

{µ : support(µ) ⊆ [0, 1]} is equivalent to finding a g ∈ C1([0, 1]) with ‖g‖2 = 1 and

∫ 1

0

2x

(
d

dx
g(x)

)2

dx = inf

{∫ 1

0

2x

(
d

dx
h(x)

)2

dx : h ∈ C1([0, 1]) and ‖h‖2 = 1

}
.

(4.2.6)

Such a problem can be solved using the Euler–Lagrange equation. The interested reader

is directed to [Boa06, Chapter 9] for an overview of the calculus of variations. In this

case the additional constraint that ‖g‖2 = 1 can be included by adding the Lagrangian

multiplier

λ

(∫ 1

0

g(x)2 dx− 1

)
. (4.2.7)
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Thus we have

∂F
∂g
−

d

dx

∂F
∂g′

 = 0, (4.2.8)

where F [x, g(x), g′(x), λ] = 2x g′(x)2 + λ(g(x)2 − 1), and so we get

2x
d2

dx2
g(x) + 2

d

dx
g(x)− λg(x) = 0. (4.2.9)

The solutions of this are precisely the eigenfunctions of L2 (with eigenvalue λ). We also

have the additional constraints that g(x) ≥ 0 for x ∈ [0, 1], because g(x) is the positive

square root of the Radon–Nikodym derivative of µ, and that g(1) = 0, because g(x) must

be continuous on [0,∞). Therefore there is a unique solution

g(x) =


J0(j0

√
x)

J1(j0)
for 0 ≤ x ≤ 1

0 otherwise

. (4.2.10)

Here Jn(x) are the Bessel functions of the first kind, and j0 is the first zero of J0(x). Thus

by defining µ∗ by
dµ∗

dx
= g(x)2 we get the unique minimiser of I2 over {µ : support(µ) ⊆

[0, 1]}.

By calculation we can now check that

E(µ∗) =

∫ 1

0

x dµ(x) =

∫ 1

0

x

(
J0(j0

√
x)

J1(j0)

)2

dx =
1

3
(1− 2j−2

0 ) =
1

γ∗
,

and

I2(µ∗) =

∫ 1

0

2x

(
d

dx

J0(j0

√
x)

J1(j0)

)2

dx =
1

2
j2

0 ,

as claimed. �

Remark 4.2.6. By using Lemma 4.2.1 and the Donsker–Varadhan Theorem it is now

possible to show the following.

Let (Yx)x≥0 be a BESQ2(y) process for some 0 ≤ y < 1, and let YT
y be the law of

(Yx)x≥0 conditioned on the event {Yx ≤ 1 for all x ≤ T}. If we use EYTy (X) to denote the

expectation under this measure of a random variable X ≥ 0. Then

lim
t→∞

lim
T→∞

EYTy (Yt) =
1

γ∗
. (4.2.11)
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Therefore this method provides an alternative way of proving [BB10, Lemma 9] – a central

component in the proof of ballistic behaviour in Benjamini and Berestycki’s paper.

4.2.3 Proof of Lemma 4.2.2

We may assume that g(x) =

√
dµ

dx
(x) exists and is piecewise differentiable on (0, 1] and

that lim
x→0

g(x) = 0 and g(1) = 0. If not then I0(µ) =∞. From (4.2.5) we then have

I0(µ) =

∫ 1

0

2

(
d

dx

√
xg(x)

)2

dx and E(µ) =

∫ 1

0

xg(x)2 dx.

Letting h(x) =
√
xg(x) this becomes

I0(µ) = 2

∫ 1

0

h′(x)2 dx and E(µ) =

∫ 1

0

h(x)2 dx.

We now claim that if f : [0, 1] −→ R is a C1 function such that f(0) = f(1) = 0 then

π2

∫ 1

0

|f(x)|2 dx ≤
∫ 1

0

|f ′(x)|2 dx, (4.2.12)

with equality if and only if f(x) = c sin (πx) for some c 6= 0. To prove this we note that

because f is periodic and C1 then it can be written as a Fourier series,

f(x) =
∞∑
n=1

an sin(nπx) and f ′(x) =
∞∑
n=1

nπan sin(nπx).

Parseval’s identity now tells us that∫ 1

0

|f(x)|2 dx =
1

2

∞∑
n=1

a2
n and

∫ 1

0

|f ′(x)|2 dx =
1

2
π2

∞∑
n=1

n2a2
n,

from which (4.2.12) is clear. Furthermore we can only have equality when a1 6= 0 and

an = 0 for all n > 1, implying that f(x) = c sin (πx) for some c 6= 0.

The lemma now follows since g(0) is finite implying that h(0) = 0. Therefore

I0(µ) = 2

∫ 1

0

h′(x)2 dx ≥ 2π2

∫ 1

0

h(x)2 dx = 2π2E(µ),

with equality if and only if
dµ

dx
= c2 1

x
sin(πx)2. Here the requirement that

∫ 1

0

dµ

dx
dx = 1
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tells us that c2 =
1

Z
=

(∫ 1

0

1

x
sin(πx)2 dx

)−1

. �

Remark 4.2.7. The inequality given by (4.2.12) is a special case of the Poincaré inequal-

ity, and is sometimes known as Wirtinger’s inequality.

4.2.4 Proof of Lemma 4.2.3

Lemma 4.2.3 is proved by studying the properties of the function J . See Definition 4.2.4.

Lemma 4.2.8. J has the following properties.

1. J(α) <∞ if and only if α ∈ (0, 1).

2. For each α ∈ [0, 1] there is a unique µα with support(µα) ⊆ [0, 1], E(µα) = α and

I2(µα) = J(α).

3. J is strictly convex on [0, 1].

4. J is continuously differentiable on (0, 1).

5. J has a unique minimum at α = (γ∗)−1, with J ((γ∗)−1) > 0.

6. J(α) −→∞ as α −→ 1.

7. The function vJ (v−1) has a unique minimum at v = γ•, with 1 < γ• < γ∗. What

is more this minimum satisfies γ•J ((γ•)−1) = Γ• < 2π2.

Proof. We shall prove these claims sequentially.

1. The only probability measures supported on [0, 1] with expectation 0 or 1 are the

point masses δ0 and δ1. Neither of these have a Radon–Nikodym derivative so we

have J(0) = I2(δ0) = ∞ and J(1) = I2(δ1) = ∞. To show J(α) < ∞ for each

α ∈ (0, 1) if suffices to find a measure µα with support(µα) ⊆ [0, 1], E(µα) = α and

I2(µα) <∞.

For a fixed α let α̃ = min{α, 1−α} and define gα : R −→ [0,∞) to be the piecewise

linear function with gα(x) = 0 for x ≤ α − α̃ and x ≥ α + α̃, and gα(α) =

√
3

2α̃
.

From this we can define the probability measure µα by
dµα
dx

= g2
α. This measure

satisfies our conditions since support(µα) = [α− α̃, α + α̃] ⊆ [0, 1], E(µα) = α and

I2(µα) =

∫ 1

0

2x

(
d

dx
gα(x)

)2

dx ≤ 2

(
1

α̃

√
3

2α̃

)2

<∞,
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as required.

2. The claim is trivial for α = 0 or α = 1, so fix α ∈ (0, 1) and find a sequence of

measures {µα,j}j≥1 with support(µα,j) ⊆ [0, 1], E(µα,j) = α for each j, and such

that I2(µα,j) −→ J(α) as j −→ ∞. Because [0, 1] is compact we can take a weakly

convergent subsequence µα,jk −→ µα say. Since I2 is lower semi-continuous we must

have I2(µα) ≤ J(α). Therefore because we must also have support(µα) ⊆ [0, 1] and

E(µα) = α, then in fact I2(µα) = J(α). Thus it follows that for each α ∈ [0, 1] the

infimum of I2(µ) over the set

{µ ∈ P(R) : support{µ} ⊆ [0, 1] and E(µ) = α}

is attained. Now to show uniqueness we start with the claim that for any two

probability measures µ1 and µ2 which are supported on [0, 1], and for any λ, λ̃ ∈
(0, 1) with λ+ λ̃ = 1 we have

I2(λµ1 + λ̃µ2) ≤ λI2(µ1) + λ̃I2(µ2), (4.2.13)

with equality if and only if µ1 = µ2.

To proves this we first assume that µ1 and µ2 have respective Radon–Nikodym

derivatives m1 and m2, otherwise the right hand side is infinite, and then use the

form of I2 given by (4.2.4) to calculate explicitly.

I2(λµ1 + λ̃µ2) =

∫ 1

0

2x

(
d

dx

√
λm1(x) + λ̃m2(x)

)2

dx

=

∫ 1

0

x

2

(
λm′1(x) + λ̃m′2(x)

)
2

λm1(x) + λ̃m2(x)
dx, (4.2.14)

and

λI2(µ1) + λ̃I2(µ2) =

∫ 1

0

2x

(
λ

(
d

dx

√
m1(x)

)2

+ λ̃

(
d

dx

√
m2(x)

)2
)

dx

=

∫ 1

0

x

2

λm2(x)m′1(x)2 + λ̃m1(x)m′2(x)2

m1(x)m2(x)
dx. (4.2.15)
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By subtracting (4.2.14) from (4.2.15) we get

λI2(µ1) + λ̃I2(µ2)− I2(λµ1 + λ̃µ2) =

∫ 1

0

x

2

λλ̃
(
m2(x)m′1(x)−m1(x)m′2(x)

)2

m1(x)m2(x)
(
λm1(x) + λ̃m2(x)

) dx,

(4.2.16)

which is greater than or equal to 0 with equality if and only if m2(x)m′1(x) −
m1(x)m′2(x) = 0 for all x ∈ [0, 1]. This would imply that m2 is a constant multiple

of m1 and thus µ1 = µ2. Therefore the claim follows.

Having shown this, now suppose that µ1 and µ2 are two measures with E(µ1) =

E(µ2) = α and I2(µ1) = I2(µ2) = J(α). Then because 1
2
µ1 + 1

2
µ2 also has

E
(

1
2
µ1 + 1

2
µ2

)
= α, we then know that

J(α) ≤ I2

(
1
2
µ1 + 1

2
µ2

)
≤ 1

2
I2(µ1) + 1

2
I2(µ2) = J(α).

Hence we must have equality throughout, implying that µ1 = µ2.

3. Let 0 ≤ α1 < α2 ≤ 1. Then we need to show that J(λα1 + λ̃α2) < λJ(α1) + λ̃J(α2)

for each λ, λ̃ ∈ (0, 1) with λ + λ̃ = 1. To do this we first find µ1 and µ2 with

I2(µ1) = J(α1), I2(µ2) = J(α2), E(µ1) = α1 and E(µ2) = α2. Now E(λµ1 + λ̃µ2) =

λα1 + λ̃α2, and so from (4.2.13) we know that

J(λα1 + λ̃α2) ≤ I2(λµ1 + λ̃µ2) < λI2(µ1) + λ̃I2(µ2) = λJ(α1) + λ̃J(α2).

The second inequality is strict since µ1 and µ2 have different means and therefore

are not equal. As this holds for each λ, λ̃ ∈ (0, 1) with λ + λ̃ = 1 and for each

0 ≤ α1 < α2 ≤ 1 the claim is proved.

4. Because J is convex and finite for each α ∈ (0, 1), then it must also be continuous

on (0, 1). Moreover, convexity implies that J has left and right derivatives ∂−J and

∂+J . In order to prove that J is differentiable it suffices to show that these are

always equal. We shall do this by showing that at each point α ∈ (0, 1) there exists

a neighbourhood Nα on which we can construct a differentiable function fα, with

fα(α) = J(α) and fα(β) ≥ J(β) for all β ∈ Nα. Having done this we must then

have ∂−J(α) ≥ f ′α(α) and ∂+J(α) ≤ f ′α(α). However, because J is convex we also

have ∂−J(α) ≤ ∂+J(α), and so ∂−J(α) = ∂+J(α) = f ′α(α). Whence we see that J

is differentiable at α with J ′(α) = f ′α(α). Since the convexity of J also implies that

J ′(α) is monotonically increasing then it must also be the case that J ′ is continuous.

Given a fixed α ∈ (0, 1) we now find the unique probability measure µα supported
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on [0, 1] with E(µα) = α and such that I2(µα) = J(α). Because I2(µα) <∞ then we

know µα has a Radon–Nikodym derivative,
dµα
dx

= mα(x) say. For each ξ ∈ (−1, 1)

we also define a bijection ϕξ : [0, 1] −→ [0, 1] by ϕξ(x) = x1+ξ. Using these we can

then define a collection of measures {µα,ξ}ξ∈(−1,1) by µα,ξ(A) = µα(ϕ−1
ξ (A)) for each

measurable set A ⊆ [0, 1]. Note that each µα,ξ has a Radon-Nikodym derivative

given by
dµα,ξ
dx

(x) =
1

(ϕ−1
ξ )′(x)

mα(ϕ−1
ξ (x)).

Now observe that E(µα,ξ) is a continuously differentiable function of ξ, and that

d

dξ
E(µα,ξ) =

∫ 1

0

d

dξ
x

1
1+ξ dµα(x) =

∫ 1

0

1

(1 + ξ)2
x

1
1+ξ log

1

x
dµα(x).

Since
d

dξ
E(µα,ξ)

∣∣∣∣
ξ=0

> 0, then there is some neighbourhood Nα of α on which a

continuously differentiable inverse to ξ 7−→ E(µα,ξ) exists. We call this inverse

iα : Nα −→ (−1, 1), and define fα : Nα −→ R ∪ {∞} by fα(β) = I2(µα,iα(β)).

Now observe that fα(α) = I2(µα,0) = J(α), and because E(µα,iα(β)) = β then

fα(β) = I2(µα,iα(β)) ≥ J(β). Moreover, for β ∈ Nα we have

d

dβ
fα(β) =

d

dβ
I2(µα,iα(β)) =

∫ 1

0

d

dβ
2x

 d

dx

√√√√mα(ϕ−1
iα(β)(x))

(ϕ−1
iα(β))

′(x)

2

dx.

Thus fα is differentiable on Nα, and so we can conclude that J is differentiable at α.

Since α was arbitrary it then follows that J is continuously differentiable on (0, 1)

as claimed.

5. Because of the way that J is defined then this is an immediate consequence of

Lemma 4.2.1.

6. Fix ε > 0 and suppose we have a probability measure µ with support(µ) ⊆ [0, 1]

and E(µ) ≥ 1 − ε2. Since E(µ) ≤ (1 − ε)µ([0, 1 − ε]) + µ((1 − ε, 1]) we must have

µ([1− ε, 1]) ≥ 1− ε. We can now use this fact to give a lower bound for I2(µ).

For each δ > 0 define uε,δ : [0, 1]→ (0,∞) by

uε,δ(x) =

 1 + δ for 0 ≤ x ≤ 1− ε
sin
( π

2ε
(1− x)

)
+ δ for 1− ε < x ≤ 1

,

and now recall that the infinitesimal generator for a BESQ2 process is given by

L2f(x) = 2x
d2

dx2
f(x) + 2

d

dx
f(x).
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Now observe that if we set uε(x) = lim
δ→0

uε,δ(x) then

L2uε(x)

uε(x)
≤

 0 for 0 ≤ x ≤ 1− ε

−2(1− ε)
( π

2ε

)2

for 1− ε < x ≤ 1
.

Therefore because each uε,δ is in the domain of L2 and each uε,δ is strictly positive

on [0, 1] we can use (2.4.2) to get that

I2(µ) = − inf
u∈,D,u>0

∫ 1

0

L2(u)

u
dµ ≥ lim

δ→0
−
∫ 1

0

L2(uε,δ)

uε,δ
dµ

≥
∫ 1

1−ε
2(1− ε)

( π
2ε

)2

dµ(x) ≥ 2(1− ε)2
( π

2ε

)2

.

Because this holds for each µ with support(µ) ⊆ [0, 1] and E(µ) ≥ 1 − ε2 we must

have J(1 − ε2) ≥ π2

2

(1− ε)2

ε2
for each ε > 0. It therefore follows that J(α) −→ ∞

as α −→ 1.

7. Suppose that α−1J(α) has minima at distinct points 0 ≤ α1 < α2 ≤ 1, and set

α̃ = 1
2
(α1 + α2). Now because J is strictly convex we have

1

α̃
J(α̃) =

2

α1 + α2

J

(
α1 + α2

2

)
<

1

α1 + α2

(J(α1) + J(α2))

=
1

α1 + α2

(
J(α1) +

α2

α1

J(α1)

)
=

1

α1

J(α1),

contradicting the fact that α1 is a minimum. Therefore the map v 7−→ vJ (v−1)

must attain a unique minimum at some point 1 ≤ γ• ≤ ∞. Furthermore, since

claim 6 tells us that J(α) −→ ∞ as α ↗ 1 then we know that vJ (v−1) −→ ∞ as

v ↘ 1 implying that γ• > 1.

To check that γ• < γ∗ we now use the fact that J is continuously differentiable

(claim 4) and so

d

dv
vJ
(
v−1
)

= J
(
v−1
)

+ v
d

dv
J
(
v−1
)

= J
(
v−1
)
− 1

v
J ′
(
v−1
)
.

Because J is convex then we know that
d

dv
J (v−1) is increasing in v. Therefore,

as γ∗ is the minimum of J , it follows that
d

dv
vJ (v−1) is increasing for v ≥ γ∗.

Evaluating at γ∗ gives

d

dv
vJ
(
v−1
)∣∣∣∣
v=γ∗

= J
(
(γ∗)−1

)
− 1

γ∗
J ′
(
(γ∗)−1

)
= J

(
(γ∗)−1

)
> 0.
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Here J ′ ((γ∗)−1) = 0 because (γ∗)−1 is the unique minimum of J . Thus the derivative

of vJ (v−1) is strictly positive for v ≥ γ∗, and so its minimum must occur at a point

γ• < γ∗.

Finally, to bound γ•J ((γ•)−1) we recall the explicit values for γ∗ and J ((γ∗)−1)

from Lemma 4.2.1. From these we get

γ•J
(
(γ•)−1

)
< γ∗J

(
(γ∗)−1

)
=

3

1− 2j−2
0

1

2
j2

0 < 2π2.

Here j0 denotes the first zero of the Bessel function J0, and
3

1− 2j−2
0

1

2
j2

0 ≈ 13.26.

To prove Lemma 4.2.3 we now observe that if we put µ• = µα with α = (γ•)−1 then for

each µ supported on [0, 1] we have

E(µ)−1I2(µ) ≥ E(µ)−1J(E(µ)) ≥ γ•J
(
(γ•)−1

)
= E(µ•)−1I2(µ•) = Γ•,

with equality if and only if µ = µ•. �



A universal exponent for Brownian entropic repulsion 99

2 3 4 4.586 5 6 7 8
2

6

10

14

18

v

J
(

v
−
1
)

1.983 3 3.513 4 5 6 7 8
10

15

19.74

25

30

35

v

v
J
(

v
−
1
)

1

2
v
2

Figure 4.2.1: Plots of J (v−1) and vJ (v−1) against v. Although we can not find a closed
form for J(α), by using the by solving the Euler–Lagrange equations it is possible to plot
J(α) by numerical methods. Observe that J (v−1) has a unique minimum at γ∗ ≈ 4.586
and that the unique minimum of vJ (v−1) is attained at γ• ≈ 3.513 < γ∗. Note also that
the smallest root of vJ (v−1) = 2π2 ≈ 19.74 is at γ◦ ≈ 1.983. This value represents the
minimal velocity for which we believe Conjecture 4.5.2 holds.

In Section 4.5 we describe vJ (v−1) as being the exponential cost of a Brownian motion
spending a unit of time with ballistic rate v and maintaining Lx(t) ≤ 1. Because (4.5.2)
shows that the unit time cost for a Brownian motion to have ballistic rate v is 1

2
v2, then

this must be a lower bound for vJ (v−1).



100 Chapter 4

4.3 Proof of Theorem 4.1.1

The proof of Theorem 4.1.1 divides into two halves. In the first we find estimates for

W(Wt | E•T ) – from which we can deduce that the limiting process is ballistic. The second

half then deals with the weak convergence of W(· | E•T ) as T −→∞.

4.3.1 Ballistic behaviour

Lemma 4.2.3 tells us that there is a unique measure µ• which minimises E(µ)−1I2(µ)

over all probability measures supported on [0, 1]. We know that E(µ•)−1 = γ• where

1 < γ• < γ∗, and so our aim is to use this fact to show that for each ε > 0 there is a

Tε > 0 such that for all Tε ≤ t ≤ T we have

W

(∣∣∣∣Wt

t
− γ•

∣∣∣∣ ≥ ε | E•T
)
< ε. (4.3.1)

Provided the limit Q• = lim
T→∞

W(· | ET ) exists – which we will show in Section 4.3.2 – we

can then deduce that

lim
t→∞

Wt

t
= γ• (4.3.2)

in Q•-probability. Since the left hand side of (4.3.1) can be written as

W

(∣∣∣∣Wt

t
− γ•

∣∣∣∣ ≥ ε | E•T
)

=
W(E•T ∩ {|Wt − γ•t| ≥ εt})

W(E•T )
, (4.3.3)

then our goal is to show that the ratio between W(E•T ∩ {|Wt − γ•t| ≥ εt}) and W(E•T )

is small when t and T are large. For this we rely on the Ray–Knight Theorems and the

calculations of Section 4.2. Recall that in Section 2.3 we defined S−T =
∫ T

0
1{Ws<0} ds

and S+
T =

∫ T
0
1{Ws>WT } ds. Theorem 2.3.3 tells us that the local time profile (Lx(T ))x∈R

can be described by two BESQ0 processes, with integrals S−T and S+
T , joined to a BESQ2

bridge with integral T − S−T − S
+
T . More specifically, when we condition on {WT ≥ 0}

then the 5-tuple (WT , LWT
(T ), L0(T ), S−T , S

+
T ) admits a density on [0,∞)5, and when we

condition on (WT , LWT
(T ), L0(T ), S−T , S

+
T ) = (a, b, c, s−, s+) we have

• (Y −x )x≥0 = L−x(T ) is a BESQ0(c) process conditioned to have integral equal to s−.

• (Yx)0≤x≤WT
= Lx(T ) is a BESQ2

a(c, b) bridge conditioned to have integral equal to

T − s− − s+.
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• (Y +
x )x≥0 = La+x(T ) is a BESQ0(b) process conditioned to have integral equal to s+.

Now observe that E•T = {Lx(T ) ≤ 1 for all x ∈ R} is exactly the event that Y −, Y

and Y + are all bounded above by 1. Therefore, if we use Y0
c to denote the law of a

BESQ0(c) process and Y2
a,c,b to denote the law of a BESQ2

a(c, b) bridge, then the first step

to controlling (4.3.3) is to understand how the probabilities

Q0(c, s) = Y0
c

(
Yx ≤ 1 for all x ≥ 0 |

∫∞
0
Yx dx = s

)
(4.3.4)

and Q2(a, c, b, s) = Y2
a,c,b

(
Yx ≤ 1 for all 0 ≤ x ≤ a |

∫ a
0
Yx dx = s

)
(4.3.5)

depend on c, b ∈ [0, 1) and a, s ≥ 0. Before estimating these it will be useful for us to

construct an auxiliary process which is parametrised by the integral of (Yx)x≥0.

Definition 4.3.1 (Auxiliary process). Suppose we are given a BESQd(c) process (Yx)x≥0

with integral S =
∫∞

0
Yx dx ∈ [0,∞) ∪ {∞}. For each 0 ≤ t ≤ S we set ρ(t) =

inf
{
u :
∫ u

0
Yx dx = t

}
, then ρ : [0, S) −→ [0,∞) is a strictly increasing differentiable

function. Using ρ we define the coupled auxiliary process (Zt)t≥0 by Zt = Yρ(t∧S), and

denote its law by Zdc .

Lemma 4.3.2. (Zt)t≥0 is a Markov process whose infinitesimal generator, L̃d, is given by

L̃df(x) =
1

x
Ldf(x) = 2

d2

dx2
f(x) + d

1

x

d

dx
f(x). (4.3.6)

Here Ld denotes the generator of the BESQd(c) process (Yx)x≥0. Recall (4.2.2).

Proof. We can only have S < ∞ if d = 0. In this situation we have Zt = Yρ(S) = 0

for all t ≥ S, and so from now on we will assume that 0 ≤ t < S. Because ρ is an

increasing function of t, then (Zt)t≥0 must inherit the Markov property from (Yx)x≥0. To

show (4.3.6) we observe that

∫ ρ(t)

0

Yx dx = t, and differentiate both sides with respect to

t to get

Yρ(t)
dρ

dt
(t) = 1 =⇒ dρ

dt
(t) =

1

Zt
.

Since ρ(0) = 0 we can approximate ρ(t) near 0 by ρ(t) ∼ t ρ′(0). Therefore making the

substitution s = t ρ′(0) gives

L̃df(x) = lim
t→0

Ex{f(Zt)} − f(x)

t
= lim

t→0

Ex{f(Yρ(t))} − f(x)

t

= lim
t→0

Ex{f(Yt ρ′(0))} − f(x)

t
= ρ′(0) lim

s→0

Ex{f(Ys)} − f(x)

s
=

1

x
Ldf(x).
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If Id is the Donsker–Varadhan rate function of the occupation measure of (Yx)x≥0, then we

can deduce Ĩd, the rate function of the occupation measure of (Zt)t≥0, as follows: Assume

that a probability measure µ has 0 <
∫∞

0
x−1 dµ(x) < ∞ (else Ĩd(µ) = ∞). Because

the work of Donsker and Varadhan, [DV75a], tells us that Ĩd(µ) is finite if and only if

µ has a continuous Radon–Nikodym derivative
dµ

dx
in the domain of L̃d, then we may

assume that
dµ

dx
exists. Now for each such µ we can construct a tilted measure ψ(µ), with

Radon–Nikodym derivative given by

dψ(µ)

dx
(x) =

1∫∞
0
x−1 dµ(x)

1

x

dµ

dx
(x). (4.3.7)

One can then check that
dψ(µ)

dx
is in the domain of Ld and that

E(ψ(µ)) =

∫ ∞
0

x dψ(µ)(x) =
1∫∞

0
x−1 dµ(x)

.

By recalling the definition of the Donsker–Varadhan rate function given by (2.4.8), we

can now find Ĩd(µ) is terms of ψ(µ).

Ĩd(µ) =− inf
u∈C2(0,∞),u>0

∫ ∞
0

1

x

Ld(u(x))

u(x)

dµ

dx
(x) dx

=− inf
u∈C2(0,∞),u>0

∫ ∞
0

Ld(u(x))

u(x)

1

E(ψ(µ))

dψ(µ)

dx
(x) dx =

1

E(ψ(µ))
Id(ψ(µ)). (4.3.8)

Using the auxiliary process gives a useful tool for adapting the Donsker–Varadhan The-

orem to the occupation measure of a square Bessel process stopped at the random time

ρ(s).

Lemma 4.3.3. Suppose that (Yx)x≥0 is a BESQd(c) process with law Yd
c . We then have

lim sup
s→∞

1

s
logYd

c (L((Yx), ρ(s), ·) ∈ C) ≤ − inf
µ∈C

E(µ)−1Id(µ) (4.3.9)

lim inf
S→∞

1

s
logYd

c (L((Yx), ρ(s), ·) ∈ O) ≥ − inf
µ∈O

E(µ)−1Id(µ) (4.3.10)

for each closed set C ⊆ P(R), and each open set O ⊆ P(R) such that c ∈ support(µ) for

each µ ∈ O.

Remark 4.3.4. It was noted in Remark 2.4.2 that the Donsker–Varadhan Theorem con-

tinues to hold when the start-point, Y0, is a real valued random variable. Since Lemma

4.3.3 is a consequence of Theorem 2.4.1, then (4.3.9) and (4.3.10) will also hold when c is

random. In this case we substitute Yd
c (L((Yx), ρ(s), ·) ∈ ·) with Ec

{
Yd
c (L((Yx), ρ(s), ·) ∈
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·)
}

, and replace the condition that
{
c ∈ support(µ) for each µ ∈ O

}
with the condition

that
{

support(c) ⊆ support(µ) for each µ ∈ O
}

.

Proof of Lemma 4.3.3. Fix s > 0, then given (Yx)0≤x≤ρ(s) let (Zt)0≤t≤s be the auxiliary

process to Y . Suppose µ = L((Yx), ρ(s), ·) is the occupation measure of (Yx)0≤x≤ρ(s), and

use ϕ(µ) = L((Zt), s, ·) to denote the occupation measure of (Zt)0≤t≤s. Since Y and Z

are both continuous Markov processes then µ and ϕ(µ) have Radon–Nikodym derivatives

almost surely. Furthermore, by using
dρ(t)

dt
=

1

Yρ(t)

we can check that

dϕ(µ)

dx
(x) =

1∫∞
0
x dµ(x)

x
dµ

dx
(x) =

1

E(µ)
x

dµ

dx
(x). (4.3.11)

Observe that (4.3.11) gives a continuous inverse to (4.3.7), and thus µ 7−→ ϕ(µ) is a

bicontinuous bijection with inverse ϕ(µ) 7−→ ψ(ϕ(µ)) = µ. As ϕ is continuous then ϕ(C)

is also a closed set, and so we can use the Donsker–Varadhan Theorem and the natural

coupling between Y and Z to get

lim sup
s→∞

1

s
logYd

c

(
L((Yx), ρ(s), ·) ∈ C

)
= lim sup

s→∞

1

s
logZdc

(
L((Zx), s, ·) ∈ ϕ(C)

)
≤ − inf

µ∈ϕ(C)
Ĩd(µ) = − inf

µ∈ϕ(C)
E(ψ(µ))−1Id(ψ(µ)) = − inf

µ∈C
E(µ)−1Id(µ).

Similarly when O is open then so too is ϕ(O) and therefore

lim inf
s→∞

1

s
logYd

c

(
L((Yx), ρ(s), ·) ∈ O

)
= lim inf

s→∞

1

s
logZdc

(
L((Zx), s, ·) ∈ ϕ(O)

)
≥ − inf

µ∈ϕ(O)
Ĩd(µ) = − inf

µ∈ϕ(O)
E(ψ(µ))−1Id(ψ(µ)) = − inf

µ∈O
E(µ)−1Id(µ).

Because it is clear that Yx ≤ 1 for all x if and only if Zt = Yρ(t) ≤ 1 for all t, then we can

use the auxiliary process to generalise (4.3.5) to the case where the bridge length a is not

fixed. From (4.3.7) we know that

dL(Y, a, ·)
dx

(x) =
1

x

1∫
x−1 dL(Z, s, x)

dL(Z, s, ·)
dx

(x).

Therefore from the condition that
∫ a

0
Yx dx = s we get∫ a

0

Yx dx = a

∫
x dL(Y, a, x) =

a∫
x−1 dL(Z, s, x)

∫
dL(Z, s, x)

dx
= s (4.3.12)

=⇒ s

∫
x−1 dL(Z, s, x) =

∫ s

0

1

Zt
dt = a.
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This allows us to rewrite (4.3.5) in terms of the auxiliary process (Zt)0≤t≤s as

Q2(a, c, b, s) = Z2
s,c,b

(
Zt ≤ 1 for all 0 ≤ t ≤ s |

∫ s
0
Z−1
t dt = a

)
.

Here Z2
s,c,b denotes Z2

c(· |Zs = b) = lim
ε→∞

Z2
c(· | |Zs − b| < ε). Q2(a, c, b, s) can now be

generalised by letting A ⊆ [0,∞) be a measurable set and defining

Q̃2(A, c, b, s) = Z2
s,c,b

(
Zt ≤ 1 for all 0 ≤ t ≤ s and

∫ s
0
Z−1
t dt ∈ A

)
. (4.3.13)

Q̃2(c, b, s) = Q̃2([0,∞), c, b, s) = Z2
s,c,b (Zt ≤ 1 for all 0 ≤ t ≤ s) . (4.3.14)

Hence if we suppose that (Yx)0≤x≤len is a BESQ2
len(c, b) bridge of undetermined length,

which is conditioned to have
∫ len

0
Yx dx = s, then the probability that its length len is in

A and that Yx ≤ 1 for all 0 ≤ x ≤ len is given by Q̃2(A, c, b, s). Here it is assumed that

c, b ∈ [0, 1), s > 0 and A ⊆ [0,∞) are all fixed.

Remark 4.3.5. As we know that E•T = {L−x(T ) ≤ 1 for all x ≥ 0} ∩ {Lx(T ) ≤ 1 for all

0 ≤ x ≤ WT} ∩ {LWT+x(T ) ≤ 1 for all x ≥ 0}, then when we condition on L0(T ) = c,

LWT
(T ) = b, S− =

∫∞
0
L−x(T ) dx = s− and S+ =

∫∞
0
LWT+x(T ) dx = s+ we get

W(E•T | c, b, s−, s+) = Q0(c, s−)× Q̃2(c, b, T − s− − s+)×Q0(b, s+). (4.3.15)

W(E•T ) can now be found by integrating (4.3.15) with respect to the joint law of L0(T ),

LWT
(T ), S− and S+.

Lemma 4.3.6. Q0(c, s) is decreasing as a function of both c ∈ (0, 1) and s > 0. Further-

more, for each fixed c ∈ (0, 1) we have

lim
s→∞

1

s
logQ0(c, s) = −2π2. (4.3.16)

Lemma 4.3.7. If we assume that c and b are random variables supported on [0, 1), that

VC ⊆ [1,∞) is closed, and use sVC to denote {a : s−1a ∈ VC}, then

lim sup
s→∞

1

s
log Q̃2(sVC , c, b, s) ≤ − inf

v∈VC
vJ
(
v−1
)
, (4.3.17)

where J is given by Definition 4.2.4. Conversely, if VO ⊆ [1,∞) is an open set then

lim inf
s→∞

1

s
log Q̃2(sVO, c, b, s) ≥ − inf

v∈VO
vJ
(
v−1
)
. (4.3.18)

Proof of Lemma 4.3.6. Since (Yx)x≥0 is a BESQ0(c) process conditioned on
∫∞

0
Yx dx = s,

then the auxiliary process (Zt)0≤t≤s has starting point Z0 = c and first hits 0 at t = s.
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We have already noted that Yx ≤ 1 for all x ≥ 0 if and only if Zt ≤ 1 for all 0 ≤ t ≤ s.

Therefore by coupling two BESQ0 processes Y and Ỹ with respective starting points

0 < c ≤ c̃ < 1 in such a way that their auxiliary process Z and Z̃ satisfy Zt ≤ Z̃t for all

0 ≤ t ≤ s, it is easy to deduce that

Q0(c, s) = Y0
c

(
Yx ≤ 1 |

∫∞
0
Yx dx = s

)
≥ Y0

c̃

(
Ỹx ≤ 1 |

∫∞
0
Ỹx dx = s

)
= Q0(c̃, s).

Thus Q0(c, s) is decreasing as a function of c ∈ (0, 1). The monotonicity of Q0(c, s) as a

function of s follows via a similar coupling argument.

Now define EC = {µ : support(µ) ⊆ (0, 1]} and EO = {µ : support(µ) ⊆ (0, 1)}, and

note that EC ⊆ P((0,∞)) is weakly closed and EO ⊆ P((0,∞)) is weakly open. If we fix

c ∈ (0, 1) and let s ≥ 1, then we can use equation (2.3.4) to get the bounds

e−1

√
8π

c

s
3
2

≤ Y0
c

(∫∞
0
Yx dx ∈ [s, s− 1]

)
and Y0

c

(∫∞
0
Yx dx ∈ [s, s+ 1]

)
≤ c

s
3
2

for all fixed c ∈ (0, 1) and all s ≥ 1. Therefore because Q0(c, s) is decreasing as a function

of s we have

Q0(c, s) ≤ Y0
c

(
Yx ≤ 1 for all x ≥ 0 |

∫∞
0
Yx dx ∈ [s− 1, s]

)
=
Y0
c

(
Yx ≤ 1 for all x ≥ 0 and

∫∞
0
Yx dx ∈ [s− 1, s]

)
Y0
c

(∫∞
0
Yx dx ∈ [s− 1, s]

)
≤
√

8πe s
3
2 c−1Y0

c

(
Yx ≤ 1 for all x ≥ 0 and

∫∞
0
Yx dx ≥ s− 1

)
=
√

8πe s
3
2 c−1Y0

c

(
L((Yx), ρ(s− 1), ·) ∈ EC

)
,

and similarly

Q0(c, s) ≥ Y0
c

(
Yx ≤ 1 for all x ≥ 0 |

∫∞
0
Yx dx ∈ [s, s+ 1]

)
≥ s

3
2 c−1Y0

c

(
L((Yx), ρ(s), ·) ∈ EO

)
.

As we know that lim
s→∞

s−1 log s
3
2 c−1 = 0, then we can now get an upper and lower bound
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for lim
s→∞

1

s
logQ0(c, s) by using Lemma 4.3.3.

lim sup
s→∞

1

s
logQ0(c, s) ≤ lim sup

s→∞

1

s
logYc

0(L((Yx), ρ(s− 1), ·) ∈ EC)

≤ − inf
µ∈EC

1

E(µ)
I0(µ) = −2π2,

lim inf
s→∞

1

s
logQ0(c, s) ≥ lim inf

s→∞

1

s
logYc

0(L((Yx), ρ(s), ·) ∈ EO)

≥ − inf
µ∈EO

1

E(µ)
I0(µ) = −2π2.

Here the equality inf
µ∈EC

1

E(µ)
I0(µ) = inf

µ∈EO

1

E(µ)
I0(µ) = 2π2 comes from Lemma 4.2.2. �

Proof of Lemma 4.3.7. Let EVC =
{
µ : support(µ) ⊆ [0, 1] and

∫∞
0
x−1 dµ(x) ∈ VC

}
and

note that if L((Zt), s, ·) ∈ EVC then we must have Zt ≤ 1 for all 0 ≤ t ≤ s. Further-

more, because we also have that
∫ s

0
Z−1
t dt = s

∫∞
0
x−1 dL((Zt), s, x) then we see that the

probability being estimated in (4.3.17) is exactly Z2
s,c,b (L((Zt), s, ·) ∈ EVC ). Since EVC is

closed with respect to the weak topology, then our aim is to estimate this probability by

using the Donsker–Varadhan Theorem. However, in order to do this we must first check

that Z2
s,c,b (L((Zt), s, ·) ∈ EVC ) = lim

ε→0
Z2
c (L((Zt), s, ·) ∈ EVC | |Zs − b| < ε) is comparable

with Z2
c (L((Zt), s, ·) ∈ EVC ).

By following the methods of Pinsky, [Pin85b], we know that when we condition on the

occupation measure of a diffusion being contained within a collection of measures of

uniformly bounded support (such as when we condition on {L((Zt), s, ·) ∈ EVC}s≥1) then

the distribution of the end point, Zs, will converge to an absolutely continuous random

variable as s −→∞. Therefore there must exists a K1 <∞ (depending on VC) such that

Z2
c

(
|Zs − b| < ε |L((Zt), s, ·) ∈ EVC

)
< εK1 (4.3.19)

for all s ≥ 1 and all b ∈ [0, 1]. By inspecting the infinitesimal generator of Z, as given by

(4.3.6), we see that (Zs)s≥0 is equal in law to a (rescaled) Bessel process. Therefore there

must be constants 0 < k2 < K2 <∞ such that

k2 <
s

3
2

ε(b+ ε)2
Z2
c(|Zs − b| < ε) < K2, (4.3.20)
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for all ε > 0, b ∈ [0, 1) and s ≥ 1. Hence we can deduce that

lim
ε→0

Z2
c(L((Zt), s, ·) ∈ EVC | |Zs − b| < ε

)
≤ K1

k2

s
3
2

b2
Z2
c (L((Zt), s, ·) ∈ EVC ) . (4.3.21)

Since lim
s→∞

1

s
log

K1

k2

s
3
2

b2
= 0, then by applying the Donsker–Varadhan Theorem we get

lim sup
s→∞

1

s
log Q̃2(sVC , c, b, s) ≤ lim sup

s→∞

1

s
logZ2

c (L((Zt), s, ·) ∈ EVC )

≤ − inf
µ∈EVC

Ĩ2(µ) = − inf
µ∈EVC

E(ψ(µ))−1I2(ψ(µ))

= − inf
µ∈ϕ(EVC )

E(µ)−1I2(µ).

Where ψ and ϕ are given by (4.3.7) and (4.3.11). It is easy to verify that ϕ(EVC ) = {µ :

support(µ) ⊆ [0, 1] and E(µ)−1 ∈ VC}, and so

− inf
µ∈ϕ(EVC )

E(µ)−1I2(µ) = − inf
v∈VC

v inf{I2(µ) : support(µ) ⊆ [0, 1] and E(µ)−1 = v}

= − inf
v∈VC

vJ
(
v−1
)
,

proving (4.3.17).

Now set EVO =
{
µ : support(µ) ⊆ [0, 1) and E(µ)−1 ∈ VO

}
and note that if L((Zt), s, ·) ∈

EVO then (Zt)t≥0 must satisfy Zt ≤ 1 for all 0 ≤ t ≤ s and s−1
∫ s

0
Z−1
t dt ∈ VO. In order

to show (4.3.18) we also note that for each b ∈ [0, 1) we can find a k3 (depending on b

and VO) such that

ε k3 < Z
2
c

(
|Zs − b| < ε |L((Zt), s, ·) ∈ EVO

)
(4.3.22)

for all s ≥ 1 and all ε sufficiently small. By combining this with (4.3.20) we get

lim
ε→0

Z2
c(L((Zt), s, ·) ∈ EVO | |Zs − b| < ε

)
≥ k3

K2

s
3
2

b2
Z2
c (L((Zt), s, ·) ∈ EVO) . (4.3.23)

Therefore, as EVO is open with respect to the weak topology, (4.3.18) follows by applying
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the Donsker–Varadhan Theorem.

lim inf
s→∞

1

s
log Q̃2(sVO, c, b, s) ≥ lim inf

s→∞

1

s
logZ2

c (L((Zt), s, ·) ∈ EVO)

≥ − inf
µ∈EVO

Ĩ2(µ) = − inf
µ∈EVO

E(ψ(µ))−1I2(ψ(µ))

= − inf
µ∈ϕ(EVO )

E(µ)−1I2(µ) = − inf
v∈VO

vJ
(
v−1
)
.

At this point we can now show that for each ε > 0 there exists a Tε such that for all

T ≥ Tε we have

W(E•T ∩ {|WT − γ•T | ≥ εT})
W(E•T )

< ε. (4.3.24)

This is precisely (4.3.3) in the case where t = T . To do this we need an upper bound for

W(E•T ∩{|WT − γ•T | ≥ εT}) and a lower bound for W(E•T ), and hence it suffices to prove

the following two claims.

Claim 4.3.8. We have

lim inf
T→∞

1

T
logW(E•T ) ≥ −Γ•,

where Γ• = γ•J
(
(γ•)−1

)
is the minimal value of vJ (v−1). See page 88.

Claim 4.3.9. For each ε > 0 there exists k > 0 such that

lim sup
T→∞

1

T
logW(E•T ∩ {|WT − γ•T | ≥ εT}) ≤ −Γ• − k.

Remark 4.3.10. By combining Claim 4.3.8 and Claim 4.3.9 we get

lim sup
T→∞

1

T
log
W(E•T ∩ {|WT − γ•T | ≥ εT})

W(E•T )
≤ −k,

and so (4.3.24) follows immediately.

Proof of Claim 4.3.8. Suppose we use fT (·, ·) to denote the joint probability distribution

of L0(T ) and LWT
(T ). Observe that if we fix T = 1 then, because f1(·, ·) is continuous and

strictly positive on [0,∞)2, by compactness there must exist 0 < k1 < K1 <∞ such that

k1 ≤ f1(c, b) ≤ K1 for all c, b ∈ [0, 1]. We also note that the scaling property of Brownian

motion implies that fT (c, b) = T−1f1

(
cT−

1
2 , bT−

1
2

)
for all T > 0 and c, b ∈ [0,∞).
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Therefore it must follow that

k1

T
≤ fT (c, b) ≤ K1

T
(4.3.25)

for all c, b ∈ [0, 1] and all T ≥ 1. We can now observe that

W(E•T ) =

∫
[0,∞)2

W(E•T |L0(T ) = c, LWT
(t) = b)fT (c, b) dc db

≥ k1

T

∫
[ 14 ,

3
4 ]

2
W(E•T |L0(T ) = c, LWT

(T ) = b) dc db

≥ k1

4T
inf

c,b∈[ 14 ,
3
4 ]
W(E•T |L0(T ) = c, LWT

= b). (4.3.26)

From now on let ĉ and b̂ be the values of c, b ∈
[

1
4
, 3

4

]
which minimise (4.3.26), and

use gT,ĉ,b̂(·, ·) to denote the joint probability density of S− =
∫∞

0
L−x(T ) dx and S+ =∫∞

0
LWT+x(T ) dx with respect to W(· |L0(T ) = ĉ, LWT

(T ) = b̂). Brownian scaling also

tells us that gT,ĉ
√
T ,b̂
√
T (s−, s+) = T−2gT,ĉ,b̂(s

−T−1, s+T−1), therefore, since decreasing ĉ

and b̂ would only make it more likely for S− and S+ to be small, there must be some

k2 > 0 such that

k2

T 2
<W(S− ≤ 1 and S+ ≤ 1 |L0(T ) = ĉ, LWT

(t) = b̂). (4.3.27)

By combining this with (4.3.26), and recalling that (4.3.4) and (4.3.14) give the probab-

ilities of (L−x(T ))x≥0, (LWT+x(T ))x≥0 and (Lx(T ))0≤x≤WT
being bounded above by 1, we

get

W(E•T ) ≥ k1T

4k2

W(E•T |L0(T ) = ĉ, LWT
(T ) = b̂, S− ≤ 1 and S+ ≤ 1)

≥ k1T

4k2

inf
0≤s−≤1

Q0(ĉ, s−)× inf
0≤s+≤1

Q0(b̂, s+)× inf
0≤s≤T

Q̃2(ĉ, b̂, s).

Since Lemma 4.3.6 tells us that Q0(c, s) is decreasing as a function of both c and s then

we must have inf
0≤s−≤1

Q0(ĉ, s−), inf
0≤s+≤1

Q0(b̂, s+) ≥ Q0

(
3
4
, 1
)
> 0. Therefore when we take

the logarithm the only term to contribute is inf
0≤s≤T

Q̃2(ĉ, b̂, s). We can now complete the

proof by using Lemma 4.3.7.

lim inf
T→∞

1

T
logW(E•T ) ≥ lim inf

T→∞

1

T
log Q̃2(ĉ, b̂, T ) ≥ − inf

v∈[0,∞)
vJ
(
v−1
)

= −Γ•.

Proof of Claim 4.3.9. Suppose we have conditioned on the event {WT ≥ 0}, and use

(Lx(T ))x∈R to denote the local time profile of (Wt)t≥0 at time T . Recall that S =
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0
Lx(T ) dx, then in order to estimate W(E•T ∩ {|WT − γ•T | ≥ εT}) it will be use-

ful for us to let η = η(ε) > 0 be a positive constant – which we shall determine later –

and consider the cases S > T (1 − η) and S ≤ T (1 − η) separately. By the Law of Total

Probability we have

W (E•T ∩ {|WT − γ•T | ≥ εT}) =W (E•T ∩ {|WT − γ•T | ≥ εT} ∩ {S > T (1− η)})

+W (E•T ∩ {|WT − γ•T | ≥ εT} ∩ {S ≤ T (1− η)}) ,

and therefore we need to show that both of these terms are sufficiently small.

If we condition on L0(T ) = c, LWT
(T ) = b and

∫WT

0
Lx(T ) dx = s then (Zt)t≥0, the

auxiliary process to (Lx(T ))0≤x≤WT
, has Z0 = c, Zs = b and

∫ s
0
Z−1
t dt = WT . Therefore

if T (1− η) < s ≤ T and |WT − γ•T | ≥ εT then∣∣∣∣WT

T
− γ•

∣∣∣∣ =

∣∣∣∣ 1

T

∫ s

0

Z−1
t dt− γ•

∣∣∣∣ > ε =⇒
∣∣∣∣1s
∫ s

0

Z−1
t dt− γ•

∣∣∣∣ > ε

2
(4.3.28)

provided s is sufficiently close to T , i.e. provided η is sufficiently small. Assume that η

is small enough for (4.3.28) to hold and set VO =
{
v ∈ [0,∞) : |v − γ•| > 1

2
ε
}

. Since the

event E•T implies that Zt ≤ 1 for all 0 ≤ t ≤ s, then we can use Lemma 4.3.7 to estimate

W (E•T ∩ {|WT − γ•T | ≥ εT} ∩ {S > T (1− η)}).

lim sup
T→∞

1

T
logW (E•T ∩ {|WT − γ•T | ≥ εT} ∩ {S > T (1− η)})

≤ lim sup
T→∞

1

T
log

 sup
T (1−η)<s<T
b,c∈[0,1)

Q̃2(sVO, c, b, s)

 ≤ −(1− η) inf
v∈VO

vJ
(
v−1
)
.

From Lemma 4.2.8 we also know that vJ (v−1) attains a unique minimum value of Γ• at

v = γ•. Therefore, by continuity, there must exist some η > 0 and some k1 > 0 such that

−(1− η) inf
v∈VO

vJ
(
v−1
)
≤ −Γ• − k1.

Hence we have controlled the first term. We now fix such a value of η and move on to

considering the case where 0 ≤ S ≤ T (1− η). Recall that we defined S− =
∫ 0

−∞ Lx(T ) dx

and S+ =
∫∞
WT

Lx(T ) dx, and that when we condition on L0(T ) = c, LWT
(T ) = b, S− = s−

and S+ = s+ then (L−x(T ))x≥0 and (LWT+x(T ))x≥0 are equal in law to BESQ0(c) and

BESQ0(b) processes conditioned to have integrals equal to s− and s+ respectively. The

probabilities that these processes are bounded above by 1 are given by Q0(c, s−) and
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Q0(b, s+). Thus since we know that S− + S + S+ = T we get

W(E•T ∩ {|WT − γ•T | ≥ εT} ∩ {S ≤ T (1− η)}) ≤W(E•T ∩ {S ≤ T (1− η)})

≤ sup
0≤s≤T (1−η)
s−+s+s+=T

(
sup
c∈[0,1)

Q0(c, s−)× sup
b∈[0,1)

Q0(b, s+)× sup
c,b∈[0,1)

Q̃2([0,∞), c, b, s)

)
.

From Lemma 4.3.6 and Lemma 4.3.7 we know that

lim sup
s→∞

1

s
log sup

c,b∈[0,1)

Q̃2([0,∞), c, b, s) ≤ −Γ• and lim sup
s→∞

1

s
log sup

c∈[0,1)

Q0(c, s)− 2π2.

Therefore, because Γ• < 2π2, we get

lim sup
T→∞

1

T
logW(E•T ∩ {S ≤ T (1− η)}) ≤ sup

0≤β≤1−η
−β Γ• − (1− β) 2π2 = −Γ• − k2

for some k2 > 0. The claim is now proved by setting k = min{k1, k2}. �

Having shown that (4.3.24) holds for all T ≥ Tε we can now show (4.3.3) by noting that

W(E•T ∩ {|Wt − γ•t| ≥ εt})
W(E•T )

=
W(E•T | E•t ∩ {|Wt − γ•t| ≥ εt})

W(E•T | E•t )

W(E•t ∩ {|Wt − γ•t| ≥ εt})
W(E•t )

,

and then checking that bothW(E•T | E•t ∩{Wt−γ•t| ≥ εt}) andW(E•T | E•t ) are comparable

with W(E•T−t). This is the content of the following two lemmas.

Lemma 4.3.11. Let t ≥ 0 and suppose A is any event which is measurable with respect

to Ft. We must then have W(E•T |A) ≤W(E•T−t) for all T ≥ t.

Lemma 4.3.12. There exists η > 0 such that

ηW(E•T−t) ≤W(E•T | E•t ) (4.3.29)

for all 0 ≤ t ≤ T .

Remark 4.3.13. Having proved these two lemmas we then have that

W(E•T ∩ {|Wt − γ•t| ≥ εt})
W(E•T )

≤ 1

η

W(E•t ∩ {|Wt − γ•t| ≥ εt})
W(E•t )

. (4.3.30)

Because we can conclude from Claim 4.3.9 and Claim 4.3.8 that the ratio on the right

hand side becomes arbitrarily small as t −→ ∞, then it follows that we can always find
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a Tε such that for all Tε ≤ t ≤ T we have

W

(∣∣∣∣Wt

t
− γ•

∣∣∣∣ ≥ ε | E•T
)
< ε,

proving (4.3.1). Therefore, once we have proved Lemma 4.3.11 and Lemma 4.3.12, we

will have shown that the limiting process is ballistic with speed γ•. �

Proof of Lemma 4.3.11. If (Ws)s≥0 is a Brownian motion and t > 0 is fixed, then we

know that (Ws+t −Wt)s≥0 is also a Brownian motion which is independent of (Ws)0≤s≤t.

Therefore (LWt+x(T )− LWt+x(t))x∈R is independent of (Lx(t))x∈R and is equal in law to

(Lx(T − t))x∈R. Now if we are given (Ws)0≤s≤t for some (Ws)s≥0 in A then the event

(Ws)s≥0 ∈ E•T is precisely the event that LWT+x(T ) − LWT+x(t) ≤ 1 − LWT+x(t) for all

x ∈ R. Because 1− LWT+x(t) ≤ 1 for all x ∈ R then we get the upper bound

W(E•T |A) ≤W(LWT+x(T )− LWT+x(t) ≤ 1 for all x ∈ R) = W(E•T−t).

The proof of Lemma 4.3.12 is somewhat more tricky and uses the following.

Lemma 4.3.14. Given a Brownian motion (Wt)t≥0 and a fixed T > 0 we let S− =∫∞
0
L−x(T ) dx denote the amount of time that (Wt)0≤t≤T spends below 0. Suppose we

condition (Wt)t≥0 on E•T , then S− has an exponential tail whose exponent does not depend

on T . In other words there are universal constants ξ > 0 and Ξ < ∞ such that for each

T > 0 and all a ≥ 0 we have

W
(
S− =

∫∞
0
L−x(T ) dx > a | E•T

)
< Ξ e−ξa. (4.3.31)

Proof. Recall that Q̃2(c, b, s) gives us the probability that the auxiliary process (Zt)t≥0,

conditioned to have Z0 = c and Zs = b, satisfies Zt ≤ 1 for all 0 ≤ t ≤ s. Lemma 4.3.7

allows us to understand how Q̃2(c, b, s) behaves as s −→ ∞, but we would also like to

understand how Q̃2(c, b, s+ ∆s) relates to Q̃2(c, b, s). Consider the measure

νS,∆S,c,b = Z2
c(Zs ∈ · |Zt ≤ 1 for all 0 ≤ t ≤ s+ ∆s and Zs+∆s = b).

By standard coupling arguments one can show that the measure ν = lim
c,b→1

ν1,1,c,b stochastic-

ally dominates νS,∆S,c,b for all c, b ∈ [0, 1) and each s,∆s ≥ 1. It is also simple to use

coupling arguments to show that Q̃2(c, b, s) is a decreasing function of c, b and s. There-

fore by using the fact that (Zs)s≥0 is a Markov process and applying Chebyshev’s sum
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inequality we get

Q̃2(c, b, s+ ∆s) =

∫ 1

0

Q̃2(c, y,∆s)Q̃2(y, b, s) dνs,∆s,c,b(y)

≥
∫ 1

0

Q̃2(c, y,∆s)Q̃2(y, b, s) dν(y)

≥
∫ 1

0

Q̃2(c, y,∆s) dν(y)×
∫ 1

0

Q̃2(y, b, s) dν(y)

≥ k1 Q̃2(c, b, s)×
∫ 1

0

Q̃2(c, y,∆s) dν(y),

for some k1 which is independent of c, b and s. Since Lemma 4.3.7 tells us how Q̃2(c, y,∆s)

behaves (for large ∆s), therefore we can deduce that

lim inf
∆s→∞

1

∆s
inf
s≥1

c,b∈[0,1)

log
Q̃2(c, b, s+ ∆s)

Q̃2(c, b, s)
≥ − inf

v∈[0,∞)
vJ
(
v−1
)

= −Γ•. (4.3.32)

Now suppose we condition on L0(T ) = c, LWT
(T ) = b and (LWT+x(T ))x≥0 = (Y +

x )x≥0

for some c, b ∈ [0, 1] and some (Y +
x )x≥0 with Y +

x ≤ 1 for all x ≥ 0 and
∫∞

0
Y +
x dx = s+,

0 ≤ s+ ≤ T . Use µT,s+,c,b to denote the measure of W
(
S− =

∫∞
0
L−x(T ) dx ∈ · |WT >

0, L0(T ) = c, LWT
(T ) = b and S+ =

∫∞
0
LWT+x(T ) dx = s+

)
, then by arguing in the same

way as we did for (4.3.27) we can find a k2 > 0 such that

µT,s+,c,b([0, 1]) >
k2

T
(4.3.33)

for all c, b ∈ [0, 1) and all 0 ≤ s+ ≤ T . We then have

W(E•T | c, b, Y +) =

∫ T−s+

0

Q0(s, c) Q̃2(T − s+ − s, c, b) dµT,s+,c,b(s)

≥ k2

T
inf
s∈[0,1]

Q0(s, c) Q̃2(T − s+, c, b),

and

W(E•T ∩ {S− > a} | c, b, Y +) =

∫ T−S+

a

Q0(s, c) Q̃2(T − s+ − s, c, b) dµT,s+,c,b(s)

≤ sup
s>a

Q0(s, c) Q̃2(T − s+ − a, c, b).

Lemma 4.3.6 tells us that lim sup
s→∞

1

s
log sup

c∈[0,1)

Q0(s, c) ≤ −2π2, and so by combining this
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with (4.3.32) we deduce that there is some Ξ <∞ such that

W(E•T ∩ {S− > a} | c, b, Y +)

W(E•T | c, b, Y +)
≤ T

k2

sups>aQ0(s, c)

infs∈[0,1]Q0(s, c)

Q̃2(T − s+ − a, c, b)
Q̃2(T − s+, c, b)

(4.3.34)

≤ Ξ
exp{−(2π2 − 1)a}
exp{−(Γ• + 1)a}

= Ξ e−ξa

for all c, b ∈ [0, 1), Y +, T ≥ 1 and all a ≥ 0. Here ξ = 2π2 − Γ• − 2 > 0. (4.3.31) now

follows by integrating over c, b and Y +. �

Proof of Lemma 4.3.12. Let mt = inf{Ws : 0 ≤ s ≤ t}, Mt = sup{Ws : 0 ≤ s ≤ t}, and

define the events

E•−t = {mt ≥ −1, Lx(t) ≤ 1
2

for all x ∈ [−1, 1] and Lx(t) ≤ 1 for all x ∈ R}

E•+t = {Mt −Wt ≤ 1, Lx(t) ≤ 1
2

for all x−Wt ∈ [−1, 1] and Lx(t) ≤ 1 for all x ∈ R}.

Observe that if (Ws)0≤s≤t ∈ E•+t and (Wt+s−Wt)s≥0 ∈ E•−T−t then (Ws)s≥0 ∈ E•T . Therefore

since (Ws)0≤s≤t and (Wt+s −Wt)s≥0 are independent we get

W(E•T | E•t ) =
W(E•T )

W(E•t )
≥
W(E•+t )W(E•−T−t)

W(E•t )
,

and so if we can find a k ≥ 0 such that

W(E•−t ) = W(E•+t ) > kW(E•t ) (4.3.35)

for all t ≥ 0, then we would have shown (4.3.29) with η = k2.

From Lemma 4.3.14 we know that when we condition on E•T then S− and (by symmetry)

S+ must both be (uniformly) small. Therefore, since S = T − s− − s+, there must be

some universal constant K1 such that

W
(
S =

∫WT

0
Lx(T ) dx < T −K1 | E•T , L0(T ) = c, LWT

(T ) = b
)
≥ 1

2

for all T ≥ 1 and c, b ∈ [0, 1). From (4.3.32) we also know that there must be some

universal K2 such that

sup
T−K1≤s≤T

Q̃2(c, b, s) < K2 Q̃2(c, b, T )

for all T ≥ 1 and c, b ∈ [0, 1). Now write fT (·, ·) for the join density of L0(T ) and LWT
(T ),

and recall that Q̃2(c, b, s) represent the probability of {Lx(T ) ≤ 1 for all 0 ≤ x ≤ WT}
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conditionally on L0(T ) = c, LWT
(T ) = b and

∫WT

0
Lx(T ) dx = s. We must then have

W(E•T ) ≤ 2K2

∫ 1

0

∫ 1

0

Q̃2(c, b, T )fT (c, b) dc db

≤ 32K2

∫ 1
4

0

∫ 1
4

0

Q̃2(c, b, T )fT (c, b) dc db. (4.3.36)

Here the second inequality follows because both Q̃2(c, b, T ) and fT (c, b) are decreasing as

functions of c and b.

On the other hand, since one can check that the proof of Lemma 4.3.14 also holds when

we condition on E•−T rather than E•T , we see that there must also be a universal constant

K3 such that

W(S− < K3 and S+ < K3 | E•−T , L0(T ) = c, LWT
(T ) = b) ≥ 1

2

for all T ≥ 1, c, b ∈
[
0, 1

4

)
. Therefore if we are given c, b ∈

[
0, 1

4

)
we can lower bound

W(E•−T |L0(T ) = c, LWT
(T ) = b) by

W(E•−T |L0(T ) = c, LWT
(T ) = b) ≥ 1

2
W(E•−T |L0(T ) = c, LWT

(T ) = b and S−, S+ < K3)

≥ 1

2
inf

0≤s≤K3

Y0
c

(
Yx ≤ 1

2
|
∫∞

0
Yx dx = s

)
× inf

0≤s≤K3

Y0
b

(
Yx ≤ 1 |

∫∞
0
Yx dxs

)
× Q̃2(c, b, T ).

We can now find constants k4, k5 > 0 such that

inf
c∈[0, 14)

inf
0≤s≤K3

Y0
c

(
Y −x ≤ 1

2
for all x ≥ 0 |

∫∞
0
Yx dx = s

)
≥ k4

and inf
c∈[0, 14)

inf
0≤s≤K3

Y0
c

(
Y −x ≤ 1 for all x ≥ 0 |

∫∞
0
Yx dx = s

)
≥ k5,

Therefore by integrating and comparing with (4.3.36) we get

W(E•−T ) ≥
∫ 1

4

0

∫ 1
4

0

W(E•−T |L0(T ) = c, LWT
(T ) = b)fT (c, b) dc db

≥ k4k5

2

∫ 1
4

0

∫ 1
4

0

Q̃2(c, b, T )fT (c, b) dc db ≥ k4k5

64K2

W(E•T ).

Hence we have proved (4.3.29) with η =

(
k4k5

64K2

)2

. �
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4.3.2 The weak convergence of W(· | E•T )

To prove thatW(· | E•T ) has a unique weak limit as T −→∞ we shall follow the techniques

developed by Benjamini and Berestycki in [BB10]. By doing so we shall in fact prove that

the measuresW(· | E•T ) form a Cauchy sequence with respect to the total variation distance

on sets restricted to FR (for each fixed R > 0). It turns out that this is a stronger condition

than that of weak convergence, and so we start by presenting a lemma which shows that

controlling the total variation distance (for each fixed R > 0) does indeed imply weak

convergence in the Skorokhod topology. It will then suffice to prove that W(· | E•T ) is a

Cauchy sequence in this sense.

Given R > 0 and probability measures P and Q on (Ω,FR) we define the total variation

metric, dR, by

dR(P,Q) = sup
A∈FR

|P(A)−Q(A)|.

We now have the following lemma from [BB10, Lemma 6].

Lemma 4.3.15. Let {PT}T>0 be a sequence of probability measures on F which satisfy

the following two conditions.

Condition 1 For every R > 0 the restrictions of PT to FR form a Cauchy sequence for

the distance dR. I.e. for every ε > 0 there exists TR,ε such that for all T, T ′ ≥ TR,ε

we have dR(PT ,PT ′) < ε.

Condition 2 For each fixed R > 0

lim
k→∞

lim
T→∞

PT

(
sup

0≤t≤R
|Wt| ≥ k

)
= 0. (4.3.37)

Then there exists a unique probability measure P such that PT −→ P weakly in the

Skorokhod topology as T −→∞.

To prove that W(· | E•T ) converges to a unique weak limit it now suffices to show that

{W(· | E•T )}T>0 satisfies Condition 1 and Condition 2. The second condition is required

to show that Wt does not escape to infinity in finite time – and thus the limit of W(· | E•T )

is non-trivial. Since we already have the tools to show that W(· | E•T ) satisfies Condition

2 then this is where we shall start.



A universal exponent for Brownian entropic repulsion 117

Proof that W(· | E•T ) satisfies Condition 2 Suppose that R > 0 is fixed, then for

each ε > 0 we need to find an M such that

W

(
sup

0≤t≤R
|Wt| ≥M | E•T

)
≤ ε (4.3.38)

whenever T ≥ R. From Lemma 4.3.11 and Lemma 4.3.12 we see that there is a universal

constant η > 0 such that if A is FR-measurable then

W(A | E•T ) ≤ 1

η
W(A | E•R) (4.3.39)

for all T ≥ R. sup
0≤t≤R

|Wt| has a Gaussian tail and so we can find an M such that

W

(
sup

0≤t≤R
|Wt| ≥M

)
< ε ηW(E•R).

Hence

W

(
sup

0≤t≤R
|Wt| ≥M | E•T

)
≤ 1

η
W

(
sup

0≤t≤R
|Wt| ≥M | E•R

)
≤ 1

η

W (sup |Wt| ≥M)

W(E•R)
< ε

for all T ≥ R. �

Proof that W(· | E•T ) satisfies Condition 1 Fix R > 0 and ε > 0. Our aim is to find

a constant TR,ε such that

|W(A | E•T )−W(A | E•T ′)| < ε, (4.3.40)

for every A ∈ FR and all T, T ′ ≥ TR,ε.

As a first step we shall decompose the event A into the disjoint union of well behaved and

badly behaved parts, A = (A ∩BR,ε) t (A \BR,ε). Provided we can show the probability

of BR,ε ∈ FR is small, W(BR,ε | E•T ) < 1
2
ε for all T ≥ R say, then we can use the identity

W(A | E•T ) = W(A | E•T ′)
W(E•T ′ |A ∩ E•T )

W(E•T ′ | E•T )
. (4.3.41)

to show (4.3.40). In particular if we have∣∣∣∣1−W(E•T ′ |A ∩ E•T )

W(E•T ′ | E•T )

∣∣∣∣ < 1

2
ε, (4.3.42)

for all A ∈ FR with A ∩BR,ε = ∅ and all T, T ′ ≥ TR,ε, then the result is proved.
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Claim 4.3.16. Recall that we defined mR = inf{Wt : 0 ≤ t ≤ R} and MR = sup{Wt :

0 ≤ t ≤ R}. Suppose we set `max(R) = sup{Lx(R) : x ∈ R}, then for each ε > 0 we can

find M > 0 and k < 1 (depending on R but not on T ) for which the bad event

BR,ε = {mR ≤ −M} ∪ {MR ≥M} ∪ {`max(R) ≥ k} (4.3.43)

has probability W(BR,ε | E•T ) < 1
2
ε for all T ≥ R.

Proof of Claim. From (4.3.38) we know that when M is sufficiently large we have

W({mR ≤ −M} ∪ {MR ≥M} | E•T ) = W

(
sup

0≤t≤R
|Wt| ≥M | E•T

)
<

1

4
ε

for all T ≥ R. Having fixed such a value of M we now observe that when we condition

on E•R then then `max(R) is a random variable supported on [0, 1). From Lemma 4.3.11

and Lemma 4.3.12 of Section 4.3.1 we have

W(`max(R) ≥ y | E•T ) = W(`max(R) ≥ y | E•R)
W(E•T | E•R ∩ {`max(R) ≥ y})

W(E•T | E•R)

≤ 1

η
W(`max(R) ≥ y | E•R),

where η > 0 is independent of T ≥ R. Therefore there must exist k ∈ [0, 1) such that

W(`max(R) ≥ k | E•T ) ≤ 1
4
ε for all T ≥ R. Summing these probabilities completes the

proof. �

By removing the behaviour of the bad event BR,ε we can ensure that the Brownian motion

does not become trapped to the left of MR, and therefore at large times the effect of the

event A becomes negligible. We now aim to couple two processes (Wt)t≥0 and (W̃t)t≥0

with respective laws W(· |A∩E•T ) and W(· | E•T ) in such a way that their local times agree

on a large region to the right of MR. More explicitly, suppose we are given two processes

(Wt)t≥0 and (W̃t)t≥0 with laws W(· |A∩E•T ) and W(· | E•T ). Let their respective local time

profiles be (Lx(t))x∈R,t≥0 and (L̃x(t))x∈R,t≥0, then we seek a pair of levels X, X̃ ∈ R such

that

X > MR = sup{Wt : 0 ≤ t ≤ R}, X̃ > 0, LX(T ) = L̃X̃(T )

and

∫ X

−∞
Lx(T ) dx =

∫ X̃

−∞
L̃x(T ) dx. (4.3.44)

Our coupling will then replace (W̃t)t≥0 with a new process (Ŵt)t≥0 whose local time
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(L̂x(t))x∈R,t≥0 is equal in law to (L̃x(t))x∈R,t≥0 and is such that

L̂x(T ) =

{
L̃x(T ) for all x ≤ X̃

LX−X̃+x(T ) for all x ≥ X̃
. (4.3.45)

Definition 4.3.17 (Coupling). Fix A ∈ FR with A ∩ BR,ε = ∅, and let T ≥ R. Suppose

(Wt)t≥0 is a process with law W(· |A ∩ E•T ) and (W̃t)t≥0 is an independent process with

law W(· | E•T ). Define the random variables X, X̃ and ∆T by

X = inf
{
z > MR : ∃ z̃ > 0 with Lz(T ) = Lz̃(T ) and

∫ z
−∞ Lx(T ) dx =

∫ z̃
−∞ L̃x(T ) dx

}
X̃ = inf

{
z̃ > 0 :

∫ z̃
−∞ L̃x(T ) dx =

∫ X
−∞ Lx(T ) dx

}
∆T =

{
WT −X if WT > X and W̃T > X̃

−∞ otherwise
.

We now define a new process (Ŵt)t≥0 by considering two cases.

1. If X ≥ WT or X̃ ≥ W̃T then set (Ŵt)t≥0 = (W̃t)t≥0.

2. Otherwise we have X < WT and X̃ < W̃T . It is known from Itô’s theory of

excursions that a Brownian motion started at 0 can be decomposed into a sequence

of positive and negative excursions from 0, and that the excursions are indexed by

the local time at level 0. For a reference to excursion theory see [RY99, Chapter XII].

Therefore, because the local times at level 0 of (Wt−X)0≤t≤T and (W̃t−X̃)0≤t≤T are

equal at time T , then we can form (Ŵt− X̃)0≤t≤T by taking the negative excursions

of (W̃t− X̃)0≤t≤T and combining with the positive excursions of (Wt−X)0≤t≤T . By

doing this we ensure that L̂x(T ) = Lx(T ) for all x ≤ X̃ and L̂x(T ) = LX−X̃+x(T )

for all x ≥ X̃, and so (4.3.45) is satisfied.

Write JT,A for the joint law of (Wt)0≤t≤T and (Ŵt)0≤t≤T . It is clear from our construction

that the first marginal satisfies

J
(1)
T,A

(
(Lx(T ))x∈R ∈ ·

)
= W

(
(Lx(T ))x∈R ∈ · |A ∩ E•T

)
. (4.3.46)

Our construction also gives

J
(2)
T,A

(
(L̂X̃−x(T ))x≥0 ∈ ·

)
= W

(
(L̃X̃−x(T ))x≥0 ∈ · | E•T

)
.
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Therefore we now fix (L̂X̃−x(T ))x≥0 = (Yx)x≥0 and consider

J
(2)
T,A

(
(L̂X̃+x(T ))x≥0 ∈ · | (L̂X̃−x(T ))x≥0 = (Yx)x≥0

)
= W

(
(LX+x(T ))x∈R ∈ · |A ∩ E•T , (LX−x(T ))x≥0 = (Yx)x≥0

)
.

From Theorem 2.3.3, and the fact that a square Bessel process is Markovian, we see

that when we condition on WT > X then the distribution of (LX+x(T ))x≥0 depends only

on LX(T ) and
∫ X
−∞ Lx(T ) dx. We also observe that because A is FR measurable and

MR < X then, as far as the distribution of (LX+x(T ))x∈R is concerned, conditioning on

{A ∩ E•T , (LX−x(T ))x≥0 = (Yx)x≥0} is equivalent to conditioning on {E•T , (LX−x(T ))x≥0 =

(Yx)x≥0}. Hence if we know that (LX−x(T ))x≥0 has LX(T ) = y and
∫ X
−∞ Lx(T ) dx = r

then

J
(2)
T,A

(
(L̂X̃+x(T ))x≥0 ∈ · | (L̂X̃−x(T ))x≥0 = (Yx)x≥0

)
= W

(
(LX+x(T ))x∈R ∈ · |A ∩ E•T , LX(T ) = y,

∫ X
−∞ Lx(T ) dx = r

)
= W

(
(L̃X̃+x(T ))x∈R ∈ · | E•T , L̃X̃(T ) = y,

∫ X̃
−∞ L̃x(T ) dx = r

)
= W

(
(L̃X̃+x(T ))x∈R ∈ · | E•T , (L̃X̃−x(T ))x≥0 = (Yx)x≥0

)
.

Since this holds for all choices of (Yx)x≥0 then by interating we can conclude that

J
(2)
T,A

(
(L̃x(T ))x∈R ∈ ·

)
= W

(
(L̃x(T ))x∈R ∈ · | E•T

)
, (4.3.47)

as desired.

Having constructed this coupling our next step is to show that ∆T is large with high JT,A-

probability. This would mean that there is a large region of space on which the local time

profiles of (Wt)0≤t≤T and (Ŵt)0≤t≤T agree. Later we shall use this property to show that

the ratio between W(E•T ′ | (Wt)0≤t≤T ) and W(E•T ′ | (Ŵt)0≤t≤T ) becomes arbitrarily close to

1 as T, T ′ −→∞.

Claim 4.3.18. Given A ∈ FR with A ∩ BR,ε = ∅, let {JT,A}T≥R be the sequence of joint

laws defined by Definition 4.3.17. We then have that

JT,A
(
∆T ≥ 1

2
T
)
−→ 1 as T −→∞. (4.3.48)

What is more, this convergence is uniform over all events A ∈ FR with A ∩BR,ε = ∅.
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Proof of Claim. Given (Wt)t≥0 ∈ A ∩ E•T and (W̃t)t≥0 ∈ E•T we define

ΣR,T = max
{∫MR

−∞ Lx(T ) dx,
∫ 0

−∞ L̃x(T ) dx
}
.

Now let δ > 0. Our first task is to show that we can always find a K1 (depending on R,

but not on T or A such that

JT,A(ΣR,T ≥ K1) <
1

3
δ. (4.3.49)

Let M be as given by Claim 4.3.16, and define r =
∫ −M
−∞ Lx(T ) dx. Because A ∩BR,ε = ∅

then we must have MR ≤ M . Therefore as Lx(T ) ≤ 1 for all x ∈ R it must follow

that
∫MR

−∞ Lx(T ) dx ≤ 2M + r. Now suppose we condition on (Wt)0≤t≤R = (Vt)0≤t≤R and

(Lx(T ))−M≤x≤M = (Yx)−M≤x≤M . If we assume that sup
0≤t≤R

|Vt| ≤M then we can see from

Theorem 2.3.3 that the law of (Lx(T ))x∈R\[−M,M ] depends only on the values of Y−M , YM

and
∫M
−M Yx dx (and not on (Vt)0≤t≤R). Therefore, if we also condition on (LWT+x(T ))x≥0 =

(Y +
x )x≥0 with

∫∞
0
Y +
x dx = s+, then we can follow the argument of Lemma 4.3.14 and

replace (4.3.34) by

W({r > a} ∩ E•T |V, Y, Y +)

W(E•T |V, Y, Y +)

≤ W({r > a} ∩ {Lx(T ) ≤ 1 for all x ∈ R \ [−M,M ]} |V, Y, Y +)

W(E•T |V, Y, Y +)

≤ T

k2

sup
s>a

sup
c∈[0,1)

sups>aQ0(c, s)

infs∈[0,1] Q0(c, s)
sup

c,b∈[0,1)

Q̃2(T − 2M − s+ − a, c, b)
Q̃2(T − s+, c, b)

.

Since our assumption on the event A implies that sup
0≤t≤R

|Wt| ≤M we can now integrate

over A and deduce that there exists a universal constant Ξ ≤ K2 <∞ such that

W({r > a} ∩ E•T |A) ≤ K2 e−ξaW(E•T ),

for all A ∈ FR with A ∩ BR,ε = ∅, all T ≥ R and all a ≥ 0. Here ξ > 0 is as given

by Lemma 4.3.14. On the other hand, our assumption that A ∩ BR,ε = ∅ means that

Lx(R) ≤ k < 1 for all x ∈ R. Therefore if we let τM+1 be the first hitting time of M + 1

(and assume k ≥ 1
2
), then the intersection of the events

A ∩ {Lx(τM+1)− Lx(R) ≤ 1− k ∀x ∈ R} ∩ {Lx(T )− Lx(τM+1) ≤ 1 ∀x ≥M + 1,

Lx(T )− Lx(τM+1) ≤ 1
2
∀M < x < M + 1 and Lx(T )− Lx(τM+1) = 0 otherwise}

is contained within E•T . The probability of {Lx(τM+1) − Lx(R) ≤ 1 − k for all x ∈ R}
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is minimised when WR is minimal. Therefore, since our conditions on A imply that

WR ≥ −M , we find that there must be a positive quantity ζ(M,k) > 0 such that

W(Lx(τM+1)− Lx(R) ≤ 1− k for all x ∈ R |A)

≥W(Lx(τ2M+1) ≤ 1− k for all x ∈ R |A) ≥ ζ(M,k) > 0.

Note that sinceM and k depend only on R and ε then so too does ζ(M,k). The probability

of the third event is equal toW(E•−T−τM+1
), where E•−T−τM+1

is defined in the proof of Lemma

4.3.12. As we know that W(E•−T−τM+1
) ≥W(E•−T ) ≥ ηW(E•T ) then we get

W({r > a} |A ∩ E•T ) =
W({r > a} ∩ E•T ) |A)

W(E•T |A)
≤ K2 e−ξaW(E•T )

ζ(M,k) ηW(E•T )
≤ K3 e−ξa,

for some K3 <∞ which depends only on R and ε. From this we conclude that there must

exist a K4 <∞ such that

J
(1)
T,A

(∫MR

−∞ Lx(T ) dx ≥ K4

)
<

1

6
δ,

For all A ∈ FR with A∩BR,ε = ∅ and all T ≥ R. Lemma 4.3.14 also tells us that we can

find a K5 such that

J
(2)
T,A

(∫ 0

−∞ L̃x(T ) dx ≥ K5

)
<

1

6
δ,

for all A and T ≥ R. Thus we can conclude that (4.3.49) holds for K1 = max{K4, K5}.

Using symmetry we can see that S+ =
∫∞
WT

Lx(T ) dx is equal in law to S− =
∫ 0

−∞ Lx(T ) dx.

Therefore it is a simple corollary of Lemma 4.3.14 to find a K6 <∞ such that

J
(1)
T,A(S+ > K6) <

1

6
δ and J

(2)
T,A(S̃+ > K6) <

1

6
δ

for all A and T ≥ R. By combining this with 4.3.49) we see that

JT,A

(
ΣR,T <

1
6
T and min

{∫WT

−∞ Lx(T ) dx,
∫ W̃T

−∞ L̃x(T ) dx
}
> 5

6
T
)
≤ 2

3
δ (4.3.50)

for all A and all T ≥ max{R, 6K1, 6K6}.

Recall that in Definition 4.3.1 we constructed (Zt)t≥0 as an axillary process to (Lx(T ))x≥0

and that (Zt)t≥0 satisfies Zt = Lρ(t)(T ), where ρ(t) is such that
∫ ρ(t)

0
Lx(T ) dx = t. Let

(Z̃t)t≥0 be the axillary process to (L̃x(T ))x≥0, S− =
∫ 0

−∞ Lx(T ) dx and S̃− =
∫ 0

−∞ L̃x(T ) dx.

Suppose we can find a t ≥ ΣR,T such that Zt−S− = Z̃t−S̃− . If we put X = ρ(t − S−)
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and X̃ = ρ̃(t − S̃−) then we can check that X > MR, X̃ > 0, LX(T ) = L̃X̃(T ) and∫ X
−∞ Lx(T ) dx =

∫ X̃
−∞ L̃x(T ) dx. Thus X and X̃ satisfy (4.3.44).

If we assume that ΣR,T < 1
6
T and min

{∫WT

−∞ Lx(T ) dx,
∫ W̃T

−∞ L̃x(T ) dx
}

> 5
6
T , then

(Zt−S−)ΣR,T≤t≤ 7
8
T and (Z̃t−S̃−)ΣR,T≤t≤ 5

6
T are both Markov processes which are conditioned

to stay in [0, 1], and with infinitesimal generator given by (4.3.6). For a fixed ΣR,T ≤ t ≤
5
6
T −1 consider JT,A(Zt−S−+s = Z̃t−S̃−+s for some s ∈ [0, 1]). This probability will depend

on Zt−S− and Z̃t−S̃− , but must be positive for all (Zt−S− , Z̃t−S̃−) ∈ [0, 1]2. Therefore, by

compactness, we find a k7 > 0 such that

JT,A(Zt+s = Z̃t+s for some s ∈ [0, 1]) ≥ k7

for all possible t, Zt−S− and Z̃t−S̃− . If K7 is large enough then (1− k7)K7 < 1
3
δ. Therefore

we can use that that Z and Z̃ are Markovian to deduce that

JT,A

(
there exists ΣR,T < t < 1

3
T such that Zt−S− = Z̃t−S̃−

)
> 1− 1

3
δ, (4.3.51)

for all T ≥ 6K7. If we assume that the events given by (4.3.50) and (4.3.51) both hold

then we must have W̃T > X̃ and
∫WT

X
Lx(T ) dx ≥ 1

2
T . Since Lx(T ) ≤ 1 for all x ∈ R we

must then also have ∆T = WT −X > 1
2
T and so

JT,A
(
∆T ≥ 1

2
T
)
> 1− δ

for all A ∈ FR with A∩BR,ε = ∅ and all T ≥ max{R, 6K1, 6K6, 6K7}. As δ was arbitrary

then (4.3.48) is now proved. �

We now have the tools we need to estimate (4.3.42). Given T ≤ T ′, define mT,T ′ =

inf{Wt −WT : T ≤ t ≤ T ′}, and observe that we can partition the event E•T ′ as E•T ′ =

(E•T ′ ∩ {mT,T ′ ≥ −∆T}) t (E•T ′ ∩ {mT,T ′ < −∆T}). Therefore (4.3.42) becomes

∣∣∣∣1−W(E•T ′ |A ∩ E•T )

W(E•T ′ | E•T )

∣∣∣∣ =

∣∣∣∣∣1− J
(1)
T,A(E•T ′)
J

(2)
T,A(E•T ′)

∣∣∣∣∣
=

∣∣∣∣∣1− J
(1)
T,A(E•T ′ ∩ {mT,T ′ ≥ −∆T}) + J

(1)
T,A(E•T ′ ∩ {mT,T ′ < −∆T})

J
(2)
T,A(E•T ′ ∩ {mT,T ′ ≥ −∆T}) + J

(2)
T,A(E•T ′ ∩ {mT,T ′ < −∆T})

∣∣∣∣∣ . (4.3.52)

We now claim that J
(1)
T,A(E•T ′ ∩{mT,T ′ ≥ −∆T}) and J

(2)
T,A(E•T ′ ∩{mT,T ′ ≥ −∆T}) are equal.

Indeed, suppose we are given ∆T > 0 and (Wt)0≤t≤T ∈ A ∩ E•T (or (Ŵt)0≤t≤TE•T ). The

probability of the event E•T ′ ∩ {mT,T ′ ≥ −∆T} is then exactly equal to the probability
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that an independent Brownian motion (W̄t)0≤t≤T ′−T has L̄x(T
′ − T ) ≤ 1− LWt+x(T ) (or

L̄x(T
′ − T ) ≤ 1− L̂Ŵt+x

(T )) for all x > −∆T and L̄x(T
′ − T ) = 0 otherwise. Because of

the way that JT,A was constructed in Definition 4.3.17 we know that the distribution of

(LWT+x(T ))x≥−∆T
with respect to J

(1)
T,A is equal to the distribution of (L̂ŴT+x(T ))x≥−∆T

with respect to J
(2)
T,A. Thus the equality of J

(1)
T,A(E•T ′ ∩ {mT,T ′ < ∆T}) and J

(2)
T,A(E•T ′ ∩

{mT,T ′ < ∆T}) must hold. From equation (4.3.52) we now get

∣∣∣∣1−W(E•T ′ |A ∩ E•T )

W(E•T ′ | E•T )

∣∣∣∣ ≤
∣∣∣∣∣J

(1)
T,A(E•T ′ ∩ {mT,T ′ < −∆T})
J

(1)
T,A(E•T ′ ∩ {mT,T ′ ≥ −∆T})

−
J

(2)
T,A(E•T ′ ∩ {mT,T ′ < −∆T})
J

(2)
T,A(E•T ′ ∩ {mT,T ′ ≥ −∆T})

∣∣∣∣∣
≤
∣∣∣J(1)

T,A(mT,T ′ < −∆T | E•T ′)− J
(2)
T,A(mT,T ′ < −∆T | E•T ′)

∣∣∣ .
By using Lemma 4.3.14 it can be shown that the tail of mT,T ′ can be uniformly bounded

over all R ≤ T ≤ T ′. Since Claim 4.3.18 tells us that ∆T becomes arbitrarily large as

T −→∞ we deduce that J
(1)
T,A(mT,T ′ < −∆T | E•T ′) and J

(2)
T,A(mT,T ′ < −∆T | E•T ′) must con-

verge to 0 as T −→∞. Therefore we can find a TR,ε such that J
(1)
T,A(mT,T ′ < −∆T | E•T ′) <

1
4
ε and J

(2)
T,A(mT,T ′ < −∆T | E•T ′) < 1

4
ε for all A ∈ FR and all TR,ε ≤ T ≤ T ′, and so

(4.3.42) is satisfied. �

Since both Condition 1 and Condition 2 are satisfied then Lemma 4.3.15 tells us that

W(· | E•T ) must converge weakly as T −→∞, and so Theorem 4.1.1 is proved. �
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4.4 Proof of Theorem 4.1.3

In Benjamini and Berestycki’s paper, [BB10], it is shown that when we condition on E∗a
then (Lx(τa))x≥0 converges to a process (Lx(∞))x≥0 with stationary distribution µ∗ as

a −→ ∞. As a first step to proving Theorem 4.1.3 we shall now show that (Lx(∞))x≥0

also has a stationary distribution, µ•, with respect to Q• = lim
T→∞

W(· | E•T ). Having done

this we then complete the proof using calculations of Radon–Nikodym derivatives.

4.4.1 The stationary distribution of (Lx(∞))x≥0

As a consequence of Lemma 4.2.3 we know that there is a unique measure µ• ∈ EC =

{µ ∈ P(R) : support(µ) ⊆ [0, 1]} which minimises E(µ)−1I2(µ) over all µ ∈ EC . By

using the Donsker–Varadhan Theorem we shall now show that µ• gives the stationary

distribution of (Lx(∞))x≥0 = lim
T→∞

(Lx(T ))x≥0 with respect to Q•.

Lemma 4.4.1. Let µ• be as defined above, suppose (Yx)x≥0 is a BESQ2(y) process for

some c ∈ [0, 1), and recall that we defined ρ(s) = inf{u :
∫ u

0
Yx dx ≥ s}. If we now

condition on the event {Yx ≤ 1 for all 0 ≤ x ≤ ρ(s)} then L((Yx), ρ(s), ·) converges in

Yc-probability to µ• as s −→∞.

Proof. Let U ⊆ P(R) be any open set (with respect to the weak topology) containing µ•.

It now suffices to prove that

lim inf
s→∞

1

s
logYc(L((Yx), ρ(c), ·) ∈ U ∩ EC)

− lim sup
s→∞

1

s
logYc(L((Yx), ρ(s), ·) ∈ Uc ∩ EC) > 0. (4.4.1)

This would imply that the ratio between Y(L((Yx), ρ(s), ·) ∈ U |Yx ≤ 1 for all x ∈
[0, ρ(s)]) and Y(L((Yx), ρ(s), ·) ∈ Uc |Yx ≤ 1 for all x ∈ [0, ρ(s)]) tends to infinity as

s −→ ∞. Since this holds for arbitrary U 3 µ• then L((Yx), ρ(s), ·) must converge to µ•

in Q•-probability.

Define EO = {µ ∈ P(R) : support(µ) ⊆ [0, 1)} ⊆ EC . Since both EO and U ∩ EO are

open and so we can apply Lemma 4.3.3 and Lemma 4.2.3 to get

lim inf
s→∞

1

s
logYc(L((Yx), ρ(s), ·) ∈ U ∩ EC)

≥ lim inf
s→∞

1

s
logYc(L((Yx), ρ(s), ·) ∈ U ∩ EO) ≥ − inf

µ∈EO∩U

I2(µ)

E(µ)
= −I2(µ•)

E(µ•)
. (4.4.2)
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Likewise EC ∩ Uc is closed and so from Lemma 4.3.3 and Lemma 4.2.3 we have

lim sup
s→∞

1

s
logYc(L((Yx), ρ(s), ·) ∈ Uc ∩ EC) ≤ − inf

µ∈EC∩Uc

I2(µ)

E(µ)
< −I2(µ•)

E(µ•)
. (4.4.3)

Here there is a strict inequality because the minimiser of E(µ)−1I2(µ) over µ ∈ EC is

unique. By combining (4.4.2) and (4.4.3) we can deduce (4.4.1) and so the lemma is

proved. �

Now use (Zt)t≥0 to denote the auxiliary process to (Yx)x≥0. From the results of [Pin85b]

we know that if we condition on Zt ≤ 1 for all 0 ≤ t ≤ s then as s −→ ∞ (Zt)t≥0 will

converge to some stationary process. Consequentially if we condition on Yx ≤ 1 for all

0 ≤ x ≤ ρ(s) then (Yx)x≥0 must also converge to some stationary process as s −→ ∞.

Furthermore, because we know that the occupation measure of (Yx)x≥0 converges to µ•,

then µ• must also be the limiting stationary distribution of (Yx)x≥0.

In our proof of ballisticity (Section 4.3.1) we showed that if (Lx(T ))x∈R is the local time

of a Brownian motion, (Wt)t≥0, conditioned on E•T then (Lx(T ))0≤x≤WT
is equal in law to

(Yx)0≤x≤WT
. Since WT −→ ∞ as T −→ ∞ it must follow that, with respect to the law

Q•, (Lx(∞))x≥0 has an invariant distribution µ•.

4.4.2 The tails of µ∗ and µ•

Theorem 4.1.3 now follows fairly easily by showing that there exists constants C∗ and C•

with

µ∗((1− ε, 1]) ∼ C∗ε3 and µ•((1− ε, 1]) ∼ C•ε3, (4.4.4)

as ε −→ 0. This is the content of the lemma below.

Lemma 4.4.2. Let α ∈ (0, 1), and suppose µα is the unique probability measure supported

on [0, 1] which has E(µα) = α and I2(µα) = J(α), then there exists Cα such that

µα((1− ε, 1]) ∼ Cαε
3, (4.4.5)

as ε −→ 0.

Proof. We prove this by analysing the Radon–Nikodym derivative of µα. The measure

µα is defined to be the minimiser of I2(µ) over {µ : support(µ) ⊆ [0, 1] and E(µ) = α}.



A universal exponent for Brownian entropic repulsion 127

Therefore we can use the integral form for I2 given by (4.2.4), and observe that minimising

I2(µ) over {µ : support(µ) ⊆ [0, 1] and E(µ) = α} is equivalent to finding a gα ∈ C1([0, 1])

with ‖gα‖2 = 1, ‖
√
xgα(x)‖2 = α and

∫ 1

0

2x

(
d

dx
gα(x)

)2

dx = inf

{∫ 1

0

2x

(
d

dx
g(x)

)2

dx : ‖g‖2 = 1 and ‖
√
xg(x)‖2 = α

}
.

(4.4.6)

As in the proof of Lemma 4.2.1 we can do this using the Euler–Lagrange equation. To

include the twin constraints ‖g‖2 = 1 and ‖
√
xg(x)‖2 = α we must also include the

Lagrangian multipliers

λ

(∫ 1

0

g(x)2 dx− 1

)
and ν

(∫ 1

0

xg(x)2 dx− α
)
. (4.4.7)

Therefore we get F [x, g(x), g′(x), λ, ν] = 2x g′(x)2−2λ(g(x)2−1)−2ν(xg(x)2−α). Putting

this into the Euler–Lagrange equation

∂F
∂g
− d

dx

(
∂F
∂g′

)
= 0

now gives

x
d2

dx2
g(x) +

d

dx
g(x)− (λ+ νx)g(x) = 0, (4.4.8)

for x ∈ [0, 1]. The particular λ and ν will depend on α. However, even without knowing

these we can now deduce that gα is twice differentiable on (0, 1) – since it satisfies (4.4.8),

and that g′α(1) 6= 0. This second claim follows because the Radon-Nikodym derivative of

µ must be continuous on [0,∞) (else I2(µ) =∞) and therefore gα(1) = 0. By inspecting

(4.4.8) we see that if we also had g′α(1) = 0, then gα would be the trivial solution,

gα(x) = 0. Since this can not be the case we must therefore have g′α 6= 0.

By taking the Taylor expansion of gα(x) at x = 1 we now have

µα((1− ε, 1]) =

∫ 1

1−ε

dµα
dx

dx =

∫ 1

1−ε
(gα(x))2 dx =

∫ ε

0

(
g′α(1)x+O

(
x2
))2

dx (4.4.9)

=
1

3
g′α(1)2ε3 +O

(
ε4
)
∼ Cαε

3,

as required. �
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Because we know that µ∗ = µα∗ with α∗ = (γ∗)−1 and µ• = µα• with α• = (γ•)−1, then

this completes the proof of Theorem 4.1.3. �

Remark 4.4.3. For this proof it was not necessary to try and solve (4.4.8) explicitly.

However, doing so provides a good way of calculating the function J numerically. See

Definition 4.2.4 and Figure 4.2.1. Solving (4.4.8) would also enable us to compute C∗ and

C•.
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4.5 A general framework

We conclude this chapter by considering a more general framework in which a Brownian

motion (Wt)t≥0 can be conditioned to have its local time bounded by 1. In this section

we give three conjectures about the existence and behaviour of these limiting processes,

and give non-rigorous explanations of why we believe these conjectures to be true.

Consider (Wt, t)t≥0 as a process on R × [0,∞), and let U ⊆ R × [0,∞) be an open set

containing (0, 0). For each a ∈ (0,∞) we write aU = {(x, t) : (a−1x, a−1t) ∈ U}, and

define τUa by τUa = inf{t ≥ 0 : (Wt, t) /∈ aU}. From this we then obtain a collection of

events

EUa = {Lx(τUa ) ≤ 1 for all x ∈ R}. (4.5.1)

Observe that since U is open then
⋃
a>0 aU = R× [0,∞), and thus

⋂
a>0 EUa = {Lx(t) ≤ 1

for all x and t} = E . Note also that for U = {(x, t) ∈ R× [0,∞) : x < 1} this definition

gives EUa = E∗a , where E∗ is given by (4.1.1), and when U = {(x, t) ∈ R × [0,∞) : t <

1 and x ≥ 0} then EUa = Ẽ•a , where Ẽ•a is given by (4.1.3). We believe that, subject to

certain conditions on the set U , the measures W(· | EUa ) will weakly converge as a −→∞.

Furthermore the behaviour of the limiting process with measure QU = lim
a→∞

W(· | EUa ), can

be deduced from the set U .

4.5.1 Understanding W(· | EUa ) via the theory of large deviations

One of the main principles of the theory of large deviations is that when we condition on

a process satisfying a sequence of increasingly (exponentially) unlikely events, then – in

the limit – the path taken by the process is the one which is least unlikely. Suppose an

event Θ has W(Θ) = e−ϑ, then we say the cost of (Wt)t≥0 satisfying Θ is ϑ. Now consider

a set U ⊆ R × [0,∞). Using the language of cost we can then say that if we condition

on EUa then – in the limit – the path taken by a−1(Wt)t≥0 will be the one which is least

expensive.

It is well known that

lim
T→∞

1

T
logW(WT ≥ vT ) = −v

2

2
, (4.5.2)
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and so it is clearly costly for a Brownian motion to be ballistic with a high speed. However,

in order to satisfy Lx(τ
U
a ) ≤ 1 for all x ∈ R, a Brownian motion must travel at a speed of

at least 1. Furthermore, the faster a Brownian motion travels, the easier it is for (Wt)t≥0

to satisfy the condition on its local time. Therefore we end up with a trade-off between

the cost of travelling quickly and the cost of satisfying Lx(τ
U
a ) ≤ 1.

When a Brownian motion is ballistic then we can estimate its speed though a point x by

calculating lim
T→∞

E(Lx(T ))−1. Since Lx(T ) can be described in terms of a BESQ2 process,

then the cost of a Brownian motion travelling a unit distance at speed v, whilst ensuring

its local time is bounded by 1, is given by J(v−1). Recall Definition 4.2.4.

In the case where U = aU∗ = {(x, t) : x < a}, (Wt)t≥0 simply has to travel a units

of distance whilst maintaining a bounded local time. Therefore (Wt)t≥0 will travel at a

speed for which the cost J(v−1) is minimal. Lemma 4.2.8 tells us that J(v−1) is minimised

when v = γ∗, and thus we can use the theory of large deviations to confirm the result of

Benjamini and Berestycki, [BB10]. However, in the case where U = aU• = {(x, t) : t < a}
then the limiting process has a speed which is least expensive per unit time. Because a

particle travelling at speed v will cover v units of distance in each unit of time, then we

can deduce that the unit time cost of a satisfying Lx(t) ≤ 1 is vJ(v−1). Lemma 4.2.8 also

tells us that vJ(v−1) has a unique minimum at γ• < γ∗, and so we see why the limiting

measures Q∗ and Q• should be different.

Now for a general set U there may be many possible paths P for a−1(Wt, t)t≥0 to take as

it leaves U , and for each of these there will be a cost for a−1(Wt, t) to stay close to P and

maintain Lx(τ
U
a ) ≤ 1. However, if we know that there is is unique least expensive path,

then conditionally on EUa the limiting route taken by a−1(Wt, t)t≥0 will converge to this

least expensive path as a −→∞.

4.5.2 The cost of a−1(Wt, t)t≥0 following a path

Assume that a path P can be parametrised on an interval [0, T ] by (f(t), t) for some

piecewise differentiable increasing function f . The cost of a−1(Wt, t)t≥0 staying close to

P will then be asymptotically equal to a× cost(P ), where

cost(P ) =

∫ T

0

J

(
1

f ′(t)

)
dt. (4.5.3)
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Figure 4.5.1: The first graph shows the process (Wt, t)t≥0 taking the path P as it leaves
a set U . This need not necessarily be the shortest, but will be the path with lowest cost.
What is more, if the least expensive path P is unique then it must be a straight line.
Obviously the gradient of the line will depend on the set U , and this is why different
conditionings can lead to Brownian motion with bounded local time having different
ballistic rates.

The second graph shows the most likely paths taken by (Wt, t)t≥0 as it leaves aU• (green
path) and 4aU∗ (blue path). Since (Wt, t) is able to leave 4aU∗ sooner by travelling at a
quicker speed we see that W(· | E∗a) and W(· | E•a) will converge to processes with different
ballistic rates.

The third graph shows that for a given v we can set Uv to be R× [0,∞) minus a wedge
with its point at (v, 1). Provided v is sufficiently large this will give a unique less expensive
path for (Wt, t)t≥0. However, if v is too small then it ends up being easier for Wt to go
back on itself than to go forwards at a slow speed. Therefore there can be no unique least
expensive path, and so the measures W(· | EUva ) need not converge.
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Note that because J is convex then cost(P ) can only be minimised when P is a straight

line.

In the case where P is a path whose first parameter is not strictly increasing (or decreasing)

then (Wt)t≥0 must revisit regions where it has already been. From Lemma 4.3.6 we can

deduce that

lim sup
T→∞

1

T
logW (WT ∈ [−1, 1] and Lx(T ) ≤ 1 for all x ∈ R) ≤ −2π2, (4.5.4)

and from this we get a lower bound on the cost of a−1(Wt, t)t≥0 following a path which

comes back on itself. Using (4.5.4) as lower bound it is possible to show that for certain

U there is a unique path P from (0, 0) to ∂U which minimises cost(P ). We now make the

following conjecture.

Conjecture 4.5.1. Suppose (0, 0) ∈ U ⊆ R × [0,∞) is an open set, and assume that

there is a unique path P from (0, 0) to ∂U with cost(P ) < cost(P̃ ) for all other paths P̃

from (0, 0) to ∂U . Then

• P can be parametrised by (vt, t) for some constant v.

• W(· | EUa ) converges to a weak limit, QU , as a −→∞.

• QU is such that
Wt

t
−→ v in QU -probability.

Following on from Conjecture 4.5.1 we now ask for which values of v can we find a set Uv

such that QUv exists and has ballistic rate v. For simplicity we shall restrict our attention

to the case where v ≥ 0.

Clearly it is not possible for us to have v < 1 as this would imply that Lx(T ) > 1 for

some x and t. What is more, Lemma 4.2.8 tells us that J (v−1) −→ ∞ as v ↘ 1 and so

we see that it is very expensive for (Wt)t≥0 to maintain Lx(t) ≤ 1 whilst travelling slowly.

Consequentially, if we want (Wt)t≥0 to be near vT at time T and satisfy Lx(T ) ≤ 1 for all

x ∈ R, then when v is small the least expensive way for this to happen is if (Wt)t≥0 goes

off at some speed greater than v and then changes direction in order to come back to vT .

From (4.5.4) we can see that the asymptotic cost of (Wt)t≥0 returning to the interval

[0, vT ] after λT units of time is at least 2π2λT . In fact without too much difficulty one

can show that this lower bound is sharp.

We also know that the cost of (Wt)0≤t≤T spending (1 − λ)T units of time in the inter-
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val [0, vT ] whilst maintaining Lx(T ) ≤ 1 is asymptotically equal to vTJ ((1− λ)v−1).

Therefore we see that staying close to (vt, t)0≤t≤T proves to be the least expensive way

for (Wt, t)t≥0 to end up near (vT, T ) if and only if

vJ
(
v−1
)
< λ2π2 + (1− λ)vJ

(
(1− λ)v−1

)
(4.5.5)

for all 0 < λ ≤ 1. Although we do not include details, it can be shown by studying the

properties of J that there is a critical value 1 < γ◦ < γ•, equal to the minimal root of

vJ (v−1) = 2π2, such that (4.5.5) is satisfied for all v > γ◦ and for no v < γ◦. See Figure

4.2.1 and Figure 4.5.1.

Conjecture 4.5.2. There exists 1 < γ◦ < γ• such that for each v > γ◦ there is an open

set Uv for which QUv = lim
a→∞

W(· | EUva ) exists and is such that

lim
t→∞

Wt

t
= v in QUv-probability. (4.5.6)

What is more, for each v < γ◦ there is no open set Uv for which (4.5.6) holds.

4.5.3 The universal exponent

Suppose the measure Qv = lim
a→∞

W(· | EUva ) has lim
t→∞

Wt

t
= v in Qv-probability, for some

v > γ◦. Provided we knew that (Lx(τ
Uv
a ))x≥0 converged to a stationary process as a −→

∞, then because the occupation measure of (Lx(∞))x≥0 must converge to a measure which

minimises I2(µ) over all µ ∈ {µ ∈ P(R) : support(µ) ⊆ [0, 1] and E(µ) = v−1}, we would

be able to deduce that the stationary measure of (Lx(∞))x≥0 with respect to Qv is µv−1 .

Lemma 4.4.2 then tells us that there is a constant Cv > 0 for which we have

µv−1((1− ε, 1]) ∼ Cvε
3, (4.5.7)

and so we can make the following conjecture.

Conjecture 4.5.3. For each v > γ◦ and each measure QUv = lim
a→∞

W(· | EUva ) there exists

a constant Cv > 0 with

lim
x→∞

Qv(Lx(∞) > 1− ε) ∼ Cvε
3. (4.5.8)
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