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Abstract

The antiferromagnetic coupling between a rare-earth (RE) and a tran-
sition metal (TM) ferromagnet can be exploited to engineer normal state
and superconducting functional devices. RE/TM ferromagnetic multi-
layers were previously used as spin-mixers to generate spin-triplet su-
percurrents. This was possible due to magnetic inhomogeneity present
in the devices, however the precise nature of the inhomogeneity was not
understood. Here we present a comprehensive study of the Ni/Gd/Ni
system using a powerful element-specific measurement technique: x-ray
magnetic circular dichroism. In order to analyse the experimental results
we present a novel model based on the Stoner-Wohlfarth model, which
shows that significant inhomogeneity exists at the Ni/Gd interfaces due
to the competition between the exchange energies within the system
and the Zeeman energy of the applied magnetic field. The experiment
and model together provide a complete overview of the Ni/Gd/Ni
system due to the breadth of temperatures and thicknesses studied. The
knowledge gained from this work is then applied to designing and test-
ing new spin valves based on the intrinsic inhomogeneity at the RE/TM
interface, and both Ni/Gd- and Gd/Ho-based devices show reversible
magnetic switching behaviour which alters the superconducting critical
temperature.
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Chapter 1

Introduction

Ferromagnetism and superconductivity are both quantum mechanical effects built
around electrons, crystal lattices, and the interactions between them. While fer-
romagnetism has been studied since antiquity (with varying degrees of success),
no naturally occurring elements or minerals exhibit superconductivity near room
temperature, so they have only been able to be studied since their discovery just
over a century ago. However, rare-earth ferromagnets proved difficult to study for
most of history due to their high reactivity and strong tendency to alloy with other
materials. Interest has remained high since the 1970s due to their high permanent
magnetic moments, and in some cases their unusual intrinsic magnetic structures.

Due to the different origins of the ferromagnetism in the transition metals (TMs)
and the rare-earths (REs), when a TM ferromagnet is joined to an RE ferromagnet,
the result is not just one bigger ferromagnet - at least not in the case of thin films.
The two ferromagnets couple antiparallel to one another at the interface, and this
antiparallel coupling in the midst of the parallel coupling in the rest of the sample
causes a surprising array of inhomogeneous magnetic textures.

The main two ferromagnets studied in this research are Ni, a transition metal,
and Gd, a rare-earth metal∗.

Gd, atomic number 64, was discovered by Jean Charles Galissard de Marignac,
a Swiss chemist, in 1880. It is named after the Finnish geologist and chemist Johan
Gadolin, via the mineral gadolinite. At 293 K (20 ◦C), Gd has the highest Curie
temperature of any of the rare-earths. Its permanent magnetic moment is 7.98 µB

†,
thirteen times that of Ni. It has a melting point of 1312 ◦C, a density of 7.90 g cm−3,
and an hcp crystal structure at room temperature.

Ni, atomic number 28, has been used in alloys for thousands of years, albeit
unknowingly. The name comes from medieval German miners blaming a mytho-
logical sprite, Nickel, for their being unable to extract copper from what they
thought was copper ore. Nickel has the lowest Curie temperature of the transition
metal ferromagnets, at 627 K (354 ◦C), and a melting point of 1728 K. Its permanent
magnetic moment is 0.606 µB, thirteen times less that of Gd. It has a density of
8.91 g cm−3 and an fcc crystal structure.

Superconductivity, by contrast, has not been known about for thousands of years.
The only naturally occurring place within reach of humans where temperatures are
low enough for elemental superconductors to superconduct, space, is notoriously
difficult to get to. Consensus was easily reached in the academic community that it

∗ Characteristics of other elements studied are given at the end of the section.
†µB: Bohr magneton. Defined as eh̄

2me
.
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1. Introduction

is easier to bring the cold inside. For the last few centuries, the coldest places on
Earth have been inside laboratories.

Since conventional superconductivity relies on a coupling of electrons with
antiparallel spin, ferromagnetism was thought to be incompatible with super-
conductivity. The exchange field of the ferromagnet would break the pair apart
because of the electron which had spin opposite to the direction of the exchange
field. However, theory and experiments showed that unconventional Cooper pairs
with parallel spin could be generated by magnetic textures, and these pairs can
penetrate the ferromagnet analogously to the conventional Cooper pairs which
penetrate normal metals.

In 2012, Robinson et al. showed that the critical current in a Nb/Ni/Gd/Ni/Nb
Josephson junction depended on the magnetic configuration of the junction layers,
and concluded that some form of magnetic inhomogeneity was acting as a spin-
mixer to convert spin-singlet Coopers pairs into spin-triplet pairs. Although
the group had a working theory on the structure of the Ni/Gd/Ni stack it is
difficult to determine the exact configuration of the multilayered structure from
bulk magnetometry alone. Understanding in detail the magnetic configuration of
this stack was a main motivation of the research presented here, as well as finding
out whether the new knowledge about the system could be used to design and
make more effective superconducting spin valves.

We were extremely fortunate to have access to a synchrotron which generates a
high enough flux of x-rays to study the magnetic state of the stack, and study each
element individually. Only one other group has used an element-specific technique
to study the Ni/Gd system (Barth et al.), but they only studied one sample. Our
results are consistent with theirs, but also extremely comprehensive.

The other materials used in this research were Nb and Ho. Ho, atomic number 67, is named
after the Latin name for Stockholm, Holmia, the birthplace of one of the discoverers. It has a melting
point of 1734 K, a density of 8.79 g cm−3, and an hcp cubic structure. As discussed in more detail
in Sec. 7.3.1, the magnetic structure evolves with cooling in zero magnetic field. Above 133 K it is
paramagnetic, and is a helical antiferromagnet below. Cooled further to 20 K, the helix structure
cants out of plane by 10°. The permanent magnetic moment of holmium is 10.6 µB, the highest of
any naturally occurring element.1

Nb, atomic number 41, was originally named columbium, after Columbia, an historical name for
the United States, but after confusion with columbite’s similarity to tantalite, was named after one of
the children of Tantalus, Niobe. It has a melting point of 2750 K, a density of 8.79 g cm−3, and a bcc
crystal structure. It is a Type II superconductor, and has the highest critical temperature of all the
elemental superconductors at 9.2 K.

4



1.1. Overview

1.1 Overview

This thesis is structured as follows. First, the relevant background knowledge and
theory is presented. Chapter 2 covers magnetism, ferromagnetism in particular,
the differences between rare-earth ferromagnets and transition metal ferromagnets,
and the interplay between the two when interfaced together. Chapter 3 includes
superconductivity and the coexistence of ferromagnetism and superconductivity.
In the next part, experimental results are presented. Chapter 4 describes the experi-
mental methods used for growing and measuring the samples. In Chapter 5 the
x-ray magnetic circular dichroism (XMCD) results obtained from the synchrotron
are given in full. These results are analysed in Chapter 6, with the use of a novel
and simple model. Chapter 7 presents the work done studying superconducting
spin valves; partly using the Ni/Gd results from earlier chapters, but also using
the intrinsic magnetic inhomogeneity of Ho in a Ho/Gd system. The final part is
dedicated to concluding remarks, a summary, and suggestions for future work to
continue from what we have learnt.
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Chapter 2

Magnetism

2.1 Ferromagnetism

Despite the ancient origins of humans’ study or utilisation of ferromagnetism (the
use of lodestone as compasses in antiquity, for example), it was only with the
advent of quantum mechanics in the early twentieth century that we could realise
a detailed explanation of its microscopic origins, rather than simply being able to
describe its effects.2

2.1.1 Magnetic moments

A classical picture of a magnetic dipole may be described as two magnetic charges
with opposite signs, analogous to electric charges, separated by some distance, as
shown in Fig. 2.1. The magnetic moment of such a dipole is defined as a vector
pointing from the negative to the positive magnetic charge. The same effective
magnetic moment may be imagined as a charged particle travelling in a closed orbit.
The vector nature of the moment is derived from the classical angular momentum
of the particle; the cross product of the linear velocity and the radius of the orbit.
In the case of an electron, its negative charge changes the sign of the magnetic
moment so that the moment points in the opposite direction to the classical angular
momentum.3

62 3 Magnetic Moments and their Interactions with Magnetic Fields
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+
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Fig. 3.1. Definition of the magnetic moment m based on imaginary magnetic
charges p+ and p−, separated by a distance d. By definition, the dipole moment
m = pd points from the negative to the positive magnetic pole. We also show the
correlation of the “charges” with the magnetic poles and the direction of the field H

where ϕ is the angle between the dipole moment and the position vector r.
The important result to note is that |HD| decreases with distance r from the
dipole according to r−3.

It turns out that any inhomogeneous magnetic field can be described by the
superposition of the magnetic fields generated by an even number of magnetic
poles. The higher poles are called quadrupoles, sextupoles, octopoles, etc.
But the field strength from these higher multipoles naturally decreases even
faster with distance r than for the dipole, namely with r−5, r−7, r−9, etc.
Consequently, at large distances, the field HD from the dipole is the dominant
contribution to the total magnetic field. Hence any magnetic field looks like
the magnetic field of a dipole at large distances. This explains why magnetic
dipoles are most important in magnetism.

We shall see later that the magnetic field of a closed current loop is iden-
tical to that of a dipole. Current loops exist wherever electric charges rotate.
Examples are the current produced by orbiting atomic electrons which create
orbital magnetic moments and contribute to atomic magnetic fields or the
electric currents in the liquid iron outer core of the earth which create the
earth’s magnetic field as shown in Fig. 3.2. At large distances, the magnetic
fields are always well described by the dipole-like form given by (3.2).

A macroscopic current loop may be realized with a current carrying wire
as shown in Fig. 3.3. By comparing the field of the current loop with the field
generated by a magnetized disk, one proves that the magnetic dipole moment
of a current loop is given by

|m| = µ0 I S, (3.3)

where I is the current and S the area enclosed by the loop.

Figure 2.1: Classical definition of a magnetic dipole (left): Two magnetic charges p
separated by a distance d. Right: the external field produced by N and S poles of a
magnet, analogous to the magnetic charges. From Ref. 2.
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2. Magnetism

2.1.2 Dipolar interaction

Although these classical ideas of magnetic dipole moments are useful for visualising
individual moments, and how a moment would behave in an externally applied
magnetic field, we push them past the boundaries of usefulness when we try to
use them to explain long range ferromagnetic ordering.

To begin with, we know that opposites attract, so neighbouring dipoles will
naturally align with their respective magnetic moments antiparallel to one another;
one north pole would prefer to be near the other south pole, and vice versa.
Picturing a large grid of these dipoles, we would obtain alternating north/south
poles with half of all the moments pointing in the opposite direction to the other
half. This is not consistent with ferromagnetic ordering.

We can also calculate the energy involved in the interaction between two
neighbouring dipoles, and if we assume two electrons separated by a distance on
the order of tenths of nanometres, the resultant energy corresponds to a temperature
(by E = kBT) on the order of 1 K. This implies that at temperatures above 1 K,
thermal fluctuations are strong enough to overcome the dipole-dipole interaction,
and we would not expect to see long-range order. However, common ferromagnets
such as nickel and iron are ferromagnetic up to room temperature and far beyond,
so we must seek another explanation for such ferromagnetism; the explanation will
require a much stronger interaction.

2.1.3 Phenomenological models

Rather than trying to explain the microscopic origins of ferromagnetism, several
theories can be used to describe the behaviour of ferromagnets. The emergence
of ferromagnetic ordering with the lowering of temperature is a type of broken
symmetry, and a second-order∗ phase transition, and was described by Ginzberg
and Landau as such. According to Landau’s theory of phase transitions some
order parameter is associated with the phase transition, and in this case it is the
magnetisation, M, a vector. The magnetisation goes to zero as a ferromagnet is
warmed above its critical temperature, the Curie temperature, TC.

In order to visualise the breaking of symmetry in this model, we can take the
Helmholtz free energy of the system:4

F = E− TS, (2.1)

where E is the internal energy of the ferromagnet, T is the temperature, and S
is the entropy. We also utilise Weiss’ model of the ferromagnet, a model which
postulated that a mean field exists throughout the ferromagnet caused by the
interaction between the permanent magnetic moment of the atoms. He called this
the “molecular field”, and so the total field within the ferromagnet would be the
sum of this molecular field and any applied field:

B = B0 + b (2.2)

The internal energy of the system is given by

E = −
∫

BdM. (2.3)

∗Although Cowan4 argues that since hysteresis is a characteristic specific to first-order transitions,
it is not easily decided whether the ferromagnetic phase transition is first- or second-order.
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Fig.4.25. Landaufreeenergy forWeiss modelferromagnet.

The occurrenceof the ferromagnetic phasetransition can beseenquite
clearly from this figure. For temperaturesabove Tcweseethereis a
single minimum in the Landaufree energyat m = 0,whilefor temperatures
belowTctherearetwo minima oneither sideof the origin.The symmetry
changespreciselyat Tc.Therethe free energyhasflattened,meaningthat m
may makeexcursionsaroundm = 0 with negligiblecostof free energy\342\200\224

hencethe largefluctuations at the criticalpoint

Figure 2.2: Above TC the single minimum in the free energy is at m = 0. Below TC
there are two minima with finite magnetisations. Near TC the magnetisation is free
to move with little cost in energy. From Ref. 4.

The entropy is given by

S = −Nk ∑
j

pj ln pj (2.4)

in which pj are the probabilities of each of the states a single particle can occupy.
For electrons, we assume the two spin states are simply ±1/2, and write these in
terms of the reduced magnetisation, m = M/M0:

p↑ =
1 + m

2
and p↓ =

1−m
2

(2.5)

Assembling the terms of the Helmholtz free energy we arrive at:

F = −Nk
2
{

TCm2 + T [2 ln 2− (1 + m) ln (1 + m)− (1−m) ln (1−m)]
}

(2.6)

Above the transition temperature this function has a single minimum at m = 0
(in the absence of an external field). As the temperature drops closer to the
transition temperature this minimum flattens out and changes in magnetisation cost
little energy. Below TC however, the symmetry must be broken and the system will
fall into one of two minima; the minima have equal and opposite magnetisations.
Fig. 2.2 shows the emergence of the two minima as the temperature passes through
and below TC. If an external magnetic field is applied, one side of the function
would be shifted up with respect to the other, removing this illusion of choice. This
is shown in Fig. 2.3.

Because this symmetry breaking is continuous, the hysteretical nature of fer-
romagnetism remains unexplained by this model, but this is explained by the
existence of magnetic domains instead. Of course, real-world magnetisations are
not two-dimensional, and a real free energy function would extend into three
dimensions in the shape of the bottom of a wine bottle, or Mexican hat, depending
on one’s preferred metaphor.4

2.1.4 Microscopic exchange interaction

The Weiss model of ferromagnetism (1907) was briefly mentioned in the previous
section, and it was a successful phenomenological model, although it did not at-
tempt to provide an explanation for the existence of the molecular field. Heisenberg
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Fig.4.29. Variation in freeenergyfor different magnetic fields.

The discussiongave the equilibriumbehaviour whereashysteresisis a
quasi-equilibriumphenomenon.

Fig.4.30. Hystereticvariation of magnetisation belowTc.

This hystereticbehaviour we have discussedonly appliesto the Ising
magnet, not the XY magnet nor the Heisenbergmagnet which both have
brokencontinuous symmetries.Then the magnetisationcan alwaysshift in
the distorted\"wine bottle\" potential to move to the lowestfree energy.

Real (Heisenberg)magnetsdo,however, exhibit hysteresis.This
happens through the formation of domains:regionswhere the magnetisation
points in different directions.Domainformation providesextra entropy

Figure 2.3: As the magnetic field of the system increases, the magnetisation aligned
with the field direction is preferred and a global minimum for the system develops.
From Ref. 4.

accounted for this in 1928 when he introduced the quantum mechanical exchange
interaction between the spins of electrons. This exchange interaction fulfils our
earlier criterion of a stronger interaction than the dipole interaction to explain
ferromagnetism. It arises due to the identical nature of electrons, their half-integer
spin, and the Coulomb repulsion between them.

The symmetrisation postulate for fermions states that if a particle system is
antisymmetric under an exchange of any two particles, the particles are called
fermions and have half-integer spins. This leads directly to the Pauli exclusion
principle, which states that no two fermions can occupy the same quantum state.

We know that electrons are fermions with spin ±1/2, so a wavefunction describ-
ing a two-electron system must be antisymmetric, i.e. it must obey ψa(r1)ψb(r2) =
−ψa(r2)ψb(r1) for electrons ψa,b at positions r1,2. Such a wavefunction will be made
up of a spatial term and a spin term (χ), one of which must be antisymmetric in
order for the total to be antisymmetric. In the spin singlet case (ΨS), the spin part
of the wavefunction will be antisymmetric, so the spatial part will be symmetric,
and vice versa in the triplet case (ΨT):

ΨS =
1√
2
(ψa(r1)ψb(r2) + ψa(r2)ψb(r1)) χS (2.7)

ΨT =
1√
2
(ψa(r1)ψb(r2)− ψa(r2)ψb(r1)) χT. (2.8)

These states have the following energies:

ES =
∫

Ψ∗SHΨSdr1dr2 (2.9)

ET =
∫

Ψ∗THΨTdr1dr2 (2.10)

where H is a Hamiltonian, and ∗ indicates a complex conjugate.
In the spin singlet state, the two electrons are closer to one another spatially

so experience a stronger Coulomb repulsion, but the total energy of the state is
lowered by the antiparallel spins of the electrons. In the spin triplet state, the
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2.1. Ferromagnetism

two electrons have the same spin, and by being spatially separated can lower the
Coulomb repulsion and therefore the total energy of the state.

So in some instances, as a result of the Pauli exclusion principle and Coulomb
repulsion, it can be energetically favourable for two neighbouring electrons to align
their spins parallel to one another. Note that the exchange interaction acts only on
the electrons’ spin angular momentum and not their orbital angular momentum.

2.1.5 Stoner criterion

Despite the success of the previous models in predicting the behaviour of ferromag-
nets with respect to temperature and the phase transition, they face a contradiction
in the form of the band structure of the transition metal ferromagnets. The mag-
netism in Ni, Co and Fe arises from the electrons in the 3d orbitals which are
delocalised, and therefore difficult to explain with Heisenberg’s assumptions of
interacting neighbouring, localised moments. The explanations we have seen so far
could not account for the values of the atomic magnetic moments in the transition
metals which are not integer-multiples of the Bohr magneton.

In 1983 Stoner published the band magnetism model which considered the
behaviour of electrons around the Fermi energy, which in Ni, Co and Fe is in the
3d band. Since the 3d bands are only partially filled, electrons are free to enter the
more excited states within the band. Due to the exchange interaction, having half
of the electrons in the band occupy one spin state with the rest in the opposite
spin state may not be the lowest possible energy state. If the energy cost of having
asymmetrically filled energy levels is more than offset by the exchange energy
from having several parallel electron spins, then some electrons will, without the
presence of an external magnetic field, asymmetrically occupy the available spin
states.5, 6 With more electrons of one spin species than the other, a spontaneous
magnetisation has emerged in the metal. A criterion for whether this will happen
in a system can be constructed by considering the energies of electrons in each spin
state:

E↑(k) = E(k)− J(n↑ − n↓)
2N

(2.11)

E↓(k) = E(k) +
J(n↑ − n↓)

2N
(2.12)

where J is the energy gained if the electrons correlate with one another, N is the
number of atoms, and n↑↓ is the occupation of electrons in each spin state. The
Stoner criterion, which tells us whether it is favourable for there to be an imbalance
in spin state occupation, is given by:

1− JV
2N

D(εF) ≥ 0 (2.13)

where V is the volume, and D(εF) is the density of states at the Fermi energy. Fig.
2.4 shows the splitting in the sub-bands of the density of states in a metal which
satisfies the Stoner criterion.

2.1.6 Rare-earth magnetism

The rare-earth ferromagnets also do not have permanent atomic magnetic moments
that are integer multiples of the Bohr magneton. Therefore rare-earth ferromag-
netism is also not explained simply by the Heisenberg modification to the Weiss
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Figure 2.4: Left: Splitting of the sub-bands if the Stoner criterion is met and
spontaneous magnetisation arises. Right: The incontinuity in the Fermi energy is
resolved by a shift of 2δE in the minority spin sub-band. The net magnetisation
direction will now be up, since the occupation of this sub-band is higher. Adapted
from Ref. 7.

model. The electrons in the 4 f orbitals are responsible for the ferromagnetism
in the rare-earths, which goes some way to explaining why the atomic magnetic
moments are so high (remember Gd’s permanent moment is thirteen times that
of Ni’s). And these electrons are localised which does fit in with the idea of the
neighbour-to-neighbour exchange interaction. However, the 4 f orbitals are shielded
by the outer orbitals in the rare-earths, so if there is an exchange interaction between
the 4 f electrons, it must be mediated somehow. Fig. 2.5 shows this shielding in Gd.

Indeed, the exchange interaction is mediated by the RKKY coupling mechanism,
named for the primary scientists who developed the theory, Ruderman, Kittel,
Kasuya and Yosida.9–12 The premise of the theory is that a local moment polarises
the nearby conduction electrons. This polarisation oscillates as a function of distance
and can couple local moments together over relatively large distances, conveying
the spin information of local moments to one another. In the case of the rare-earth
ferromagnets, this indirect exchange information is carried by the 5d electrons,
whose shell overlaps partly with that of the 4 f electrons.2 The RKKY interaction
also explains the extra contribution to the observed permanent magnetic moment
per atom of Gd. Armed with only the basic knowledge that the 4 f electrons are
responsible for the magnetism in Gd, we would think the moment should be 7µB
since there are 7 4 f electrons in a Gd atom. However, the observed value is 7.98µB,
and we now can understand that this extra 10% is contributed by the conduction
electrons which mediate the exchange interaction.13 The RKKY interaction can
be demonstrated relatively simply by growing a superlattice of rare-earth layers
separated by a non-magnetic spacer. By varying the width of the spacer slightly,
the whole superlattice will switch between ferromagnetic and antiferromagnetic
coupling.

This oscillatory indirect exchange partially explains the variety of magnetic
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2.2. Antiferromagnetism

13 2.2. Matter in external magnetic fields

2.2.2.2 Rare Earth Magnetism

The open shells of the lanthanides and actinides are 4f- and 5f orbitals. The
focus here will be on the row of rare earth metals that includes gadolinium.
The 4f orbital is well shielded as can be seen in figure 2.6. So the exchange
interaction, which produces a spontaneous magnetization, can not be caused by
direct overlapping of orbitals. The diameter of the 4f orbital is only 0.4 Å (peak
of distribution) but the interatomic distance is 3.634 Å in the c-plane. So the
interaction must be mediated indirectly.

Figure 2.6: The open 4f shell is well shielded from the influence of neighboring
atoms in Gadolinium. For comparison the size of the Wigner-Seitz-Cell RWS is
inserted. Taken from [26].

This mediation is performed by delocalized electrons in the conduction band
and is called Rudermann-Kittel-Kasuya-Yosida coupling, abbreviated RKKY, af-
ter the scientists who contributed to its description. First, Rudermann and Kittel
developed the idea of an indirect interaction of nuclear magnetic moments via con-
duction electrons [31]. Kasuya and de Gennes expanded the model to rare earths
[32], and Yosida applied it to transition metal alloys [33].
The basic idea of this coupling is that the spin of the 4f orbital polarizes the
conduction electrons, which, in turn transports this polarization to neighboring
spins. In the following only a short summary of the RKKY formalism will be
given.

Figure 2.5: The 4 f orbital in Gd is highly localised and shielded by the other
orbitals. From Ref. 8.

textures seen in rare-earth ferromagnets, since slight differences in the separation
between ions can lead to changing the sign of the polarisation, or lead to interference
causing the conical or helical magnetic structures seen in Dy, Ho, Er and Tm.14

However, these textures are also influenced by competition between the exchange
term and the crystal field term in the Hamiltonian describing the system.15 The
exchange term is the only term which depends on the relative orientation of
neighbouring spins, and the mismatch with the crystal field can lead to trigonal
coupling, allowing the exchange interaction between nearest neighbours and next-
nearest neighbours to rotate into directions away from the usual plane.16, 17 In Ho,
neutron scattering experiments have shown that these crystal field mismatches
“lock-in” to energetically favourable values before slipping suddenly to a new value
as the temperature of the sample is cooled.18–21 These results based on the crystal
structure of Ho also show why only epitaxially grown samples display the conical
and helical magnetic phases.

2.2 Antiferromagnetism

Antiferromagnetism is another form of long-range magnetic order, except rather
than neighbouring magnetic moments in a lattice aligning parallel with one another
(ferromagnetism), each moment aligns antiparallel to its neighbouring moments.
As we saw in the introduction to the exchange interaction, while the interaction
can allow two electrons to align their spins parallel and move further away from
one another, the inverse is also true. So in some cases, neighbouring electrons will
align antiparallel, and this ordering can extend throughout the whole material.
The net magnetisation will be zero as each magnetic moment’s contribution to the
magnetisation is cancelled out by its neighbour.
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2. Magnetism

2.3 Anisotropy

Magnetic anisotropy is the difference in measured magnetic properties of a sample
when measured in different orientations or directions. Different characteristics of
the sample can cause different forms of anisotropy, a few of which are discussed
below.

Magnetocrystalline anisotropy: In materials with spin-orbit coupling, an applied
magnetic field acting on the spin part of the angular momentum of an atom will
also act on the orbital part. The orbital part is in turn coupled to the crystal lattice,
so in order to rotate the spins to align with the field direction, this lattice bonding
of the orbital angular momentum must be overcome. Due to this lattice coupling
the resultant magnetocrystalline anisotropy will follow the same symmetry as that
of the crystal structure.22 Polycrystalline films should therefore have no overall
crystalline anisotropy. In the Gd atom, the 4 f shell is half-filled, so L = 0; Gd’s
spin-orbit contributions must therefore arise from the 5d shells.

Shape anisotropy: Within a sample which is magnetised by an external field, the
internal field will point from the north pole to the south pole, while the external
field points from south to north. This internal field which opposes the external
magnetising field is called the demagnetising field. This demagnetising field makes it
more difficult to magnetise a sample. In a long, thin sample, this demagnetising
field will be stronger in the transverse than in the longitudinal directions, which
means it will be easier to magnetise the sample in the longitudinal direction. This is
another source of anisotropy, which is dependent on the shape of the sample.22 In
the long and thin sample, the anisotropy becomes stronger as the length-to-width
ratio increases.

2.4 Domains

Each of the sources of anisotropy discussed above carries with it an associated
energy which will contribute to the overall magnetic configuration of a system,
along with the exchange energy and the magnetostatic energy. We can think of
the magnetostatic energy in terms of the available work a ferromagnet can do on
other magnetic materials around it; the stronger the external field and further from
the sample the field lines reach, the more capacity for work on other materials
there is, and by extension the more magnetostatic energy is being stored. In
order to reduce this energy, the field lines can be “closed” within the sample by a
reconfiguration of the moments into domains; regions within the sample that differ
in their magnetisation direction.

This domain formation costs exchange energy at the domain walls because
the moments have to differ from a strictly parallel coupling as the magnetisation
changes from one direction to another across the wall. As usual, the formation of
domains will only happen if it can lead to a net reduction in energy.

In the case of domains there will be a competition between the exchange energy
and the magnetocrystalline anisotropy energy. The exchange energy is minimised
if the domain wall is spread over a large distance to ensure minimal misalignment
between neighbouring moments, while the anisotropy energy is minimised if all
moments align with the easy axes.
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Figure 14-11 Ferromagnetic domains. Top left: In a single crystal the magnetization vectors  

must lie along equivalent axes of the crystal. This crystal has no net magnetization, although  

each domain is magnetized. Top right: In a polycrystalline substance the crystal axes are  
randomly oriented, so that the magnetization vectors are randomly oriented. Bottom:  
Domain patterns for a single crystal of iron containing 3.8% silicon. The white lines show the  

boundaries between the domains. (Courtesy H. J. Williams, Bell Telephone Laboratories)  

0.01 mm  
Figure 14-12 Top: The growth of domains in a single crystal in an externally applied  
magnetic field H, showing schematically preferential domain growth, domain rotation, and  

saturation. Bottom: An external magnetic field, directed to the right, is imposed on a spec-
imen. The magnetization in each domain is shown by white arrows. The domain boundary  
moves down across a region in which there is a crystal imperfection as the preferentially  
oriented domain grows. (Courtesy H. J. Williams, Bell Telephone Laboratories) 

Figure 2.6: Left: A simple domain closure pattern in an ideal case. All domains are
magnetised, although the net magnetisation of the sample is zero. Right: Typical
domain patterns in a polycrystalline sample. From Ref. 5.

Fig. 2.6 shows domain closure in an ideal ferromagnet, as well as a more realistic
layout of domains in a polycrystalline sample, where the randomly oriented crystal
axes inhibit the same simple closure pattern as in the ideal case.

2.5 Response to an external field

Only after understanding domains can we understand the response of a conven-
tional ferromagnet to an externally applied magnetic field. In the absence of an
applied field a hypothetical lattice of magnetic moments forms domains to min-
imise the stray field and therefore the associated magnetostatic energy. When a
field is applied to this sample, the magnetic moments can lower their associated
Zeeman energy by aligning with the field direction. However the moments also
try to minimise their exchange energy by aligning with their nearest neighbours.
Those moments which are near a domain wall can lower their Zeeman energy with
a small cost to their exchange energy by rotating slightly to become part of the
wall. The moments on the other side of the wall are also rotating to align with their
neighbours and the field and the net result is a shift in the position of the wall as a
whole. The domain which aligns with the field has grown, and that which does
not has shrunk.

This movement of domain walls and enlarging of favoured domains allows the
whole sample to transition from having no net magnetisation to being saturated -
all magnetic moments are aligned - in the presence of an external field.

If the external field direction is close to, but not parallel with, one of the easy
axes of the sample, the moments will first all align with the easy axis; a higher field
will be needed to force the moments away from that axis and to align parallel with
the field.

In a perfect crystal, the domain walls are free to move with relative ease.
However in a polycrystalline material, grain boundaries present obstacles to this free
movement. Therefore, if we consider a polycrystalline sample which is saturated,
magnetised completely in one direction, when a field is applied in the opposite
direction there is a source of resistance to prevent all the domains easily rotating.
A certain strength of the negative field is required to flip these domains. A hard
ferromagnet is one which resists this negative field up to higher strengths, as
opposed to a soft ferromagnet, whose magnetisations switch easily.
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Figure 2.7: Response to a magnetic field of a 25 nm Fe film. At high applied field, all
of the Ni moments are aligned with the applied field direction. The magnetisation is
the saturation magnetisation, Ms. As the field strength is decreased, some relaxation
of the moments occurs as they align with the easy axis. The magnetisation at zero
applied field is the remanence magnetisation, Mr. As the applied field reverses
direction it is now opposite to the magnetisation of most domains, and the moments
begin to rotate. The field value at which the magnetisation drops to zero is the
coercive field, Hc. As the field strength increases all the moments are eventually
aligned to the field direction, but in the opposite direction from the start of the
loop.
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Figure 14-11 Ferromagnetic domains. Top left: In a single crystal the magnetization vectors  

must lie along equivalent axes of the crystal. This crystal has no net magnetization, although  

each domain is magnetized. Top right: In a polycrystalline substance the crystal axes are  
randomly oriented, so that the magnetization vectors are randomly oriented. Bottom:  
Domain patterns for a single crystal of iron containing 3.8% silicon. The white lines show the  

boundaries between the domains. (Courtesy H. J. Williams, Bell Telephone Laboratories)  

0.01 mm  
Figure 14-12 Top: The growth of domains in a single crystal in an externally applied  
magnetic field H, showing schematically preferential domain growth, domain rotation, and  

saturation. Bottom: An external magnetic field, directed to the right, is imposed on a spec-
imen. The magnetization in each domain is shown by white arrows. The domain boundary  
moves down across a region in which there is a crystal imperfection as the preferentially  
oriented domain grows. (Courtesy H. J. Williams, Bell Telephone Laboratories) 

Figure 2.8: The growth and switching of domains to align the sample magnetisation
with an applied magnetic field. The applied field is at an angle with respect to the
easy axis so a stronger field is necessary to force all the aligned domains away from
the easy axis. From Ref. 5.
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2.6. Thin films and multilayers

This differing response to a magnetic field based on the history or previous
applied fields, hysteresis, is a characteristic feature of ferromagnets. A typical fer-
romagnetic response to an applied field H is shown in Fig. 2.7. The hysteresis loop
shows the magnetisation is a maximum at the maximum field, when all magnetic
moments in the sample are aligned with the field. As the field is reduced some
relaxation occurs but the magnetisation is still non-zero at zero field (remanence).
A negative field is necessary to flip the majority of the moments in the sample, and
as the field is increased to the negative maximum all moments are forced to align
with the field.

2.6 Thin films and multilayers

At the surface of a ferromagnet, the crystal lattice will be disrupted so the surface
atoms no longer have a full complement of nearest neighbours with which to bond
when compared to the atoms in the bulk of the material. The unpaired electrons
of the surface atoms alter the magnitude of the magnetic moments of these atoms,
introducing surface anisotropy. Conventionally, “thin”-films are defined as having
thicknesses low enough for this surface anisotropy to dominate the behaviour
of the film. However, the films studied here are thick enough for the surface
anisotropy not to dominate the behaviour, but will still be referred to as thin-films.
In these films, the magnetostatic energy will dominate as the spins in the films
align in-plane to lower the demagnetisation field.

2.6.1 Exchange bias

One example of the thinness of films leading to interesting behaviour that would
not be present in a bulk film is exchange bias. This can manifest when an antiferro-
magnet (AFM, two sublattices of antiparallel magnetic moments) is interfaced with
a ferromagnet. At the interface between the two, the two closest ferromagnetic and
antiferromagnetic layers will be exchange coupled if the two types of moments are
aligned co-linearly.2 In the presence of an external magnetic field, which has no
net effect on the antiferromagnet, the ferromagnet will preferentially switch in the
direction favoured by the exchange coupling, and will resist switching away from
that direction; hence the term exchange bias.23 This is a unidirectional (cf. uniaxial)
exchange anisotropy.

Exchange bias can be seen in conventional hysteresis loops by a horizontal shift
of the whole loop, such that +Hc 6= −Hc, where Hc is the coercive field of the
ferromagnet. It is a thin-film effect since the thickness of the ferromagnet layer
must be low enough that the interfacial layer has a measurable effect on the sample
as a whole.

The effect is used in the technology of magnetic storage media, removing
some uncertainty over the magnetic state of a read head, for example. If the
Curie temperature of the ferromagnet is higher than the Néel temperature of
the antiferromagnet, field-cooling the system allows the direction of the bias to
be controlled, since the exchange field from the “condensed” ferromagnet will
inform the direction of the orientation of the antiferromagnet at the interface, and
throughout the antiferromagnet.

Fig. 2.9 shows an example hysteresis loop displaying the effects of exchange
bias. Both of the coercive field values have the same sign, the whole hysteresis loop
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Figure 2.9: Hysteresis loop of a 10 nm Ni film exchange biased by 10 nm of
Fe0.5Mn0.5. The entire loop has been shifted so far to the right that both coer-
cive field values have the same sign.

has been shifted to the right.

2.6.2 Interfacial coupling

Exchange bias has been used to design magnetically active devices for use in
technologies such as magnetic state-based storage. Interest in these devices was
initiated by the discovery of giant magnetoresistance, GMR. In typical GMR devices
two ferromagnetic layers are separated by a non-magnetic spacer. With difference
coercivities, sometimes aided by exchange bias, the two layers can be manipulated
by an external magnetic field to point either parallel or antiparallel to one another.
The resistance across the device is different depending on the state of the two layers
due to spin-filtering of the current as it passes through each layer. In these devices
the two magnetic layers are coupled by the RKKY interaction, with the conduction
electrons in the non-magnetic spacer layer mediating the coupling.24, 25

Direct coupling at an interface of the kind in which we are interested, RE/TM
coupling, was not well understood at the time of the surge in interest in magnetically
active devices. As we have seen, the nature of exchange coupling with rare-earth
ferromagnets themselves is not simple, and can lead to a variety of exotic textures
within the rare-earths. There was still disagreement over whether the coupling at
an RE/TM interface would be parallel or antiparallel, and experimental results
were interpreted both ways. (See for example Ref. 26 and Ref. 27.)

Nevertheless, experimental and theoretical results discovered a variety of struc-
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2.6. Thin films and multilayers

to align all layers parallel to H!. Figure 4 shows the T state
simulation in a sample with tFe=15 nm and tGd=20 nm. The
twisting of the FM layers is clearly present at all H!0. Note
that the layers at the edge of the samples rotate faster, which
is due to the free surface.15 In addition, the high-field data in
Fig. 2 show the T phase. The lower exchange coupling of Gd
allows a larger angle between neighboring spins, that is, fa-
voring narrower DWs and DWs incorporating a larger twist,
compared with the Fe layer.

B. Reduced Ms
Gd

In experimental reports on Gd/Fe multilayers, the satu-
ration magnetization of the thin Gd layers was found to be
reduced by 20% to 40%.10–12 We have studied the effect of
reducing Ms

Gd by comparing simulations of a tFe= tGd
=30 nm multilayer. Two simulations have been performed,
one with Ms

Gd=2010 emu cm−3 corresponding to the bulk
value and the other with Ms

Gd=1508 emu cm−3 in the range
of the literature values found for thin Gd/Fe multilayers. The
angles at the interface "b for both Gd and Fe layers, are
extracted from the simulation and plotted in Fig. 5.

Changing Ms
Gd to 75% of the bulk value has only minor

effects on the simulation. Experimental results indicate that
the saturation magnetization in thin Gd films might be re-
duced by 20% to 40%. Therefore, Ms

Gd was reduced to 75%
of the bulk value in all other simulations.

C. Interface coupling

We have also simulated a multilayer with a reduced in-
terface coupling Aint=−AGd=−0.75 #erg cm−1. The main
features, relative to the “standard” simulation with Aint
=−1.0 #erg cm−1, were strongly reduced $i and boundary
angles but slightly higher DW widths for all fields. However,
the DW width actually increased slightly with increasing
field at high fields. This is related to the drastic decrease of
$i and the very small twists in the DWs at those fields.

Generally speaking, the stronger the AFM coupling, the
larger the interface angle and boundary angles. Therefore,
the DWs will become narrower and have a larger twist. The
narrower DWs will have less overlap, and the twisted phase
will still be present at smaller layer thicknesses.

D. Magnetic hysteresis loops

We now look at the effect of sweeping the magnetic field
on the magnetic state of the Gd/Fe multilayers. We have
plotted the angles "c, $i, "b−"c and DW width % as a func-
tion of H in Fig. 6, data is taken from the F state simulation
"Fig. 2! and T state simulation "Fig. 4!. The main difference
between the aligned states and the T state can be seen in the
top-right panel of Fig. 6. In the T state simulation $i de-
creases rapidly with H, whereas in the F state simulation,
$i#180° for small fields. The reduction of $i with increas-
ing field is in agreement with the experimental results re-
ported on antiphase boundaries in Fe3O4 "Ref. 5! and AFM
coupled interfaces in Gd/Fe multilayers.2

FIG. 3. Three-dimensional view of the #0H=7.5 T data of Fig. 2. For clar-
ity, the data are plotted only for 12.5& t&20 nm, showing half of a Gd layer
"thick arrows! and half of a Fe layer "thin!. The magnetic field is parallel to
the y axis. At the interface, the Fe layer is −45° off the y axis and the Gd
layer is +100° off the y axis.

FIG. 4. " vs t for the simulation with tFe=15 nm and tGd=20 nm. This
simulation illustrates the twisted ground state. Even at small H, $i decreases
rapidly with H and DWs are formed in both Fe and Gd layers. "c=0° at
relatively small H, but "b'0° for all H. Note that the twisting is more
pronounced at low H in the top and bottom layer, as recently reported by
Haskel et al. "see Ref. 15!.

FIG. 5. Angle at the boundary "b as a function of external field. Open
symbols correspond to "b

Gd and solid symbols to "b
Fe. Circles and triangles

correspond to simulations using Ms
Gd=1508 emu cm−3 and Ms

Gd

=2010 emu cm−3, respectively.

063904-3 Van Aken, Prieto, and Mathur J. Appl. Phys. 97, 063904 !2005"

(a) Model of a thin Gd layer inter-
faced with a thick Fe layer by Van
Aken et al.. The influence of the anti-
ferromagnetic coupling between Fe
and Gd leads to inhomogeneity in
the Gd and slight inhomogeneity in
the Fe. From Ref. 34.

ratio (! f
!"! f

")/(! f
!!! f

") of fluorescence signals, mea-
sured near the Gd L2 (2p1/2) and Fe K(1s) absorption edges
(! and " denote opposite helicites of circularly polarized x
rays". While the sum is proportional to the sample’s absorp-
tion coefficient, the asymmetry ratio is proportional to the
element-specific magnetization. Element-specific hysteresis
loops were then measured at the resonant energies for which
the magnetic contrast is the largest #7.93 and 7.11 keV for
Gd and Fe, respectively" by reversing the x-ray helicity at
each applied field value and measuring the asymmetry ratio.
The specularly reflected signal was used to accurately de-

termine the x-ray incidence angle. This is important since the
penetration depth varies rapidily for $ i#$c(E), where $c(E)
is the critical angle for total external reflection. The angle
used to enhance surface sensitivity, $ i$0.43°, is slightly
above the critical angle $c%0.35° #see Ref. 11". Further de-
creasing the incidence angle towards $c was not practical,

since the Nb cap and Fe layers #above Gd" and Nb cap layer
#above Fe" transfer intensity from absorption to scattering
channels degrading the fluorescence signal-to-noise ratio.
Despite these structural constraints, which are typical in
magnetic heterostructures, we were able to retrieve surface-
enhanced magnetic information from Gd layers. At the Fe
resonance, surface sensitivity was reduced due to smaller
absorption in Gd layers #below Gd L2,3 edges" and Fe layers
#resonance occurs near the bottom of the Fe absorption edge"
#Fig. 1".12 A Parratt fit to the specular reflectivity data #modi-
fied to include roughness" confirmed the nominal structural
parameters of the multilayer.13
Gd and Fe hysteresis loops for selected temperatures be-

low, near, and above T0 in a Fe-terminated multilayer are
shown in Fig. 2 #left". For the Gd loops, at each temperature,
two sets of data are shown corresponding to surface-
enhanced loops at $ i$0.43° #probes approximately two bi-
layers" and bulk-sensitive loops at $ i$9.5° #probes the
whole multilayer". We did not detect significant differences
between Fe loops at these angles due to the diminished sur-
face sensitivity at the Fe resonance and the larger error bars
associated with the smaller dichroic signal, so we only show
bulk-sensitive Fe loops. Since XMCD is proportional to the
projection of the magnetization along the x-ray wave vector,
a ‘‘flat’’ hysteresis loop in Fig. 2 indicates that this projection
remains unchanged as a function of H. This is the situation at
10 K, where Gd dominates the Zeeman energy and aligns
with H, while Fe is constrained antiparallel by interlayer ex-
change. At 70 and 90 K, increasingly ‘‘tilted’’ Gd loops are
measured at the top part of the multilayer, while bulk-
sensitive Gd loops show less tilting. Tilting indicates a de-

FIG. 1. Absorption and asymmetry ratios near Gd L2 and Fe K
absorption edges measured at T$20 K, H$600 Oe and $ i$9.5°
on a Fe-terminated multilayer. Optimal energies used for element-
specific hystereies loops are those that maximize the magnetic con-
trast #circles".

FIG. 2. #Color" Left panel: Gd #left" and Fe #right" hysteresis loops #points". Surface-sensitive loops are scaled down for clarity. Solid
lines through the data are obtained from theoretical magnetization depth profiles #right panel". Theoretical results are shown for half of the
multilayer structure; other half is mirror symmetric. Here, the magnetization is normalized to the saturation magnetization at each tempera-
ture. The schematic diagram #far right" represents the magnetization #intralayer averaged" in the upper four bilayers at the different
temperatures and H$600 Oe.

RAPID COMMUNICATIONS

D. HASKEL et al. PHYSICAL REVIEW B 67, 180406#R" #2003"

180406-2

(b) The effects of temperature on an Fe/Gd
superlattice, modelled by Haskel et al.. At
low temperatures (top), the Gd dominates
the magnetic response of the system to an
external magnetic field, while the situation
is reversed at higher temperatures (bottom).
From Ref. 35.

Figure 2.10

tures that can emerge at the RE/TM interface, and the field has maintained interest
since the 1980s.28–32 Consensus was established that the coupling across the in-
terface is antiferromagnetic, and results began to be interpreted in terms of the
competition between the RKKY-style coupling across the interface and the intralayer
couplings within each layer.33

Most experiments have studied the Gd/Fe system, few have studied the Gd/Ni
system, and even fewer have studied an RE/TM system with such a powerful
element-specific technique as XMCD. Most previous studies also examined systems
in which at least one of the layers was just a few atomic layers thick, a lot thinner
than the layers in this study. Fig. 2.10 shows work by Van Aken et al.34 and Haskel
et al.35 studying the Fe/Gd system. Both show the antiferromagnetic coupling
at the interface, in Van Aken’s case leading to inhomogeneity in a thin Gd layer,
and in Haskel’s case showing the effects of temperature on a superlattice structure.
This latter result shows similarities to our own results in that at low temperatures
the Gd dictates the overall magnetic behaviour of the system, but at the higher
temperatures the influence of the Gd reduces until the Fe begins to dominate.

Fig. 2.11 shows the inhomogeneity present at the Fe/Gd interface in a superlat-
tice. In this case the inhomogeneity is increased with an increasing magnetic field
strength, and the inhomogeneity shifts out of the Gd and further into the Fe with
increasing layer thicknesses.

Barth et al. have studied the Ni/Gd system with XMCD, although the study was
limited in scope.37, 38 Our results do no contradict those of Barth, but do provide a
richer understanding of the system, although we must appreciate that their study
did have a slightly different goal from the outset. We will discuss Barth’s results

21



2. Magnetism

Once we have characterized the behavior of the magneti-
zation with the external magnetic field and in particular the
angle at the interface, we need a quantitative model to pre-
dict the CPP transport through the interface for different
fields. It is clear that a Gd/Fe multilayer is similar to a
GMR multilayer but with the NM layer substituted by a FM
layer. The spin transport in GMR multilayers is described by
the Valet and Fert model.3 They demonstrated that in the
normal situation of a spin-diffusion length much larger than
the mean free path of the electron, the spin transport in mul-

tilayers could be described with a diffusion equation. They
solved the equation in a general case of a multilayer
!FM/NM"n with the assumption of spin-dependent scattering
at the interface and found an expression !Eqs. #41$ and
#42$ in Ref. 3" to describe the contribution of the interface
to the total resistance. Following the same terminology and
analysis of Valet and Fert we can obtain a generalized ex-
pression of the interface resistance rSI for multilayers
!Gd/Fe"n with thickness tGd and tFe , coupled antiferromag-
netically:

rSI!
%Gd* !Gd%Fe* !Fe#&Gd"&Fe$

2"rb*%Gd* !Gd#&Gd"'$2 coth! tFe/2!Fe""rb*%Fe* !Fe#&Fe#'$2 coth! tGd/2!Gd"

rb* coth! tFe/2!Fe"coth! tGd/2!Gd""%Gd* !Gd coth! tFe/2!Fe""%Fe* !Fe coth! tGd/2!Gd"
. #3$

All the parameters in Eq. #3$ are defined as in Ref. 3: & is
a spin asymmetry coefficient for the spin conduction, defined
as %↑(↓)!2%*!1#(")&" , so the total resistivity is %!(1
#&2)%*. The spin-diffusion length is represented by l
!(D(SF)1/2 where (SF is the spin-flip time and D the diffu-
sion constant D!vF) with vF the Fermi velocity and ) the
mean free path of the electrons. The parameters rb* and '
determine the spin-dependent scattering at the interface and
they are defined as

r↑(↓)!2rb*!1##" $'" . #4$

For the very high field limit, when all the layers are per-
fectly aligned #and * i!0), expression #3$ is only modified
by making the following replacements: (&Gd"&Fe)2 by
(&Fe

2 #&Gd
2 ) and (&Gd"')2 by (&Gd#')2. When one of the

layers becomes nonferromagnetic, e.g., when &Gd!0, ex-
pression #3$ becomes Eq. #41$ in Ref. 3.
In the case we are studying from 0 to 8 T, the total resis-

tance of each bilayer of the heterostructure #with two inter-
faces per bilayer$ is given by

R!#1#&Gd
2 $%Gd* "#1#&Fe

2 $%Fe*"2#1#'2$rb*"2rSI .
#5$

These expressions describe the behavior of a multilayer
when the layers are coupled antiferromagnetically (*
!180° at the interface$ or when they are parallel (*!0°).
We assume the spin-dependent scattering at the interface is a
maximum in the antiferromagnetic state *!180° and it will
be reduced as the external field is increased and therefore the
angle at the interface * i is reduced. Therefore we can assume
that the asymmetry parameter ' of Eq. #4$ depends on the
angle of the interface as '!'0 cos2*i . If the layers are ro-
tated 90° the spin asymmetry goes to zero and Eq. #4$ is
reduced to r↑(↓)!2rb* , which corresponds to the situation in
which both spin up and spin down have to adapt the same
angle (90°) to go through the interface to the next layer. We
should emphasize here that this dependence on the angle is
only valid when the interface angle is changing but the mag-

netization of all the atoms in each layer have roughly the
same angle with the external field, so they all move together
and no domain wall is formed close to the interface.
The dependence of ' on * i affects the last two terms of

Eq. #5$. We can now use the angles at the interface for the
different samples calculated previously and calculate the

FIG. 5. Variation of the angle * of the magnetization in
Fe5 nm(Gd5 nm#Fe5 nm)30 and Fe30 nm(Gd30 nm#Fe30 nm)6 samples
versus field. The solid arrows by the curves indicate the direction of
increasing field, from 0 to 1 T every 0.1 T and 1.5, 2.0, and 3.0 T.
This figure plots the direction of the moment within one bilayer of
the multilayer versus field. The line *!0° represents the direction
of the applied field. Note that sample Fe30 nm(Gd30 nm#Fe30 nm)6
holds domain walls by the interface while in samples with thinner
layers, every layer moves homogenously with respect to each other.
The initial direction of the layers #at H!0 T) is determined by the
anisotropy axis of Fe induced during the deposition.

JOSÉ L. PRIETO et al. PHYSICAL REVIEW B 69, 054436 #2004$

054436-4

Figure 2.11: Inhomogeneity present in two different Fe/Gd superlattices. In the
thinner layers, the inhomogeneity is confined to the Gd layers (top), while in the
thicker structure (bottom), the inhomogeneity also penetrates the Fe layer. The solid
arrows indicate increasing applied magnetic field strength, from 0 to 1 T. From Ref.
36.

and their relation to ours in more detail during the interpretation of our results in
Sec. 6.3.2.
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Chapter 3

Superconductivity

Despite there being more superconducting elements (25) than ferromagnetic ele-
ments (6) in the periodic table∗, superconductivity as a field of enquiry is quite new
compared to that of magnetism. This is of course because conductivity needs to
be discovered before superconductivity (probably), and because although three of
the six elemental ferromagnets are ferromagnetic at room temperature, none of the
elemental superconductors is. The closest any of the elemental superconductors
gets, Nb, is 9.26 K, or −263.89 ◦C. Therefore, it took the discovery of how to liquefy
helium to enable Kamerlingh Onnes in 1911 to reach the temperatures necessary to
observe superconductivity in common metals like mercury, tin and lead.

3.1 Overview

Onnes observed a sudden drop to zero in the resistance of a mercury wire at 4.2 K,
and subsequently the resistanceless flow of current has become known as one of
the defining features of superconductors. The other is perfect diamagnetism; the
expulsion of magnetic fields (Meissner effect) up to a critical field strength. In the
case of Type I superconductors, there is only one such critical field strength; Type
II superconductors are characterised by allowing partial penetration of the field in
the superconducting state by restricting the field lines to vortices, and as such they
have two critical field values.

3.1.1 Phenomenology

The London brothers were the first to attempt to describe superconductivity semi-
quantitatively in 1935. They modified the Maxwell equations to encapsulate the
electrodynamic behaviour of superconductors. An influential treatment was later
undertaken (1950) by Ginzberg and Landau based on Landau’s theories of second-
order phase transitions.39 They defined an order parameter for the transition, ψ,
which is zero in the normal state (the disordered state) and finite in the super-
conducting state (the ordered state).4 The temperature of the phase transition is
the critical temperature, Tc. Ginzberg and Landau assumed at first that the order
parameter described the superconducting electrons’ wavefunction.

Although Ginzberg and Landau’s treatment was initially separate from a mi-
croscopic theory of superconductivity, Gor’kov later linked the two approaches
(1959), meaning that in some cases the mathematically simpler phenomenological

∗Including holmium.
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3. Superconductivity

theory could be used to understand some of the physical concepts behind super-
conductivity. This helped to shed light on a true physical interpretation of the order
parameter as the amplitude probability of finding a Cooper pair at a particular
point.

3.1.2 Microscopic theory

In 1957, Bardeen, Cooper and Schrieffer published a comprehensive explanatory
theory (BCS theory) which included the mechanism of attraction between two
bound electrons (Cooper pair). They showed that despite their opposite charges,
electrons in a solid can form attractive bonds mediated by phonons - vibrations in
the crystal lattice.40 A cartoon explanation is that the negatively-charged electron
can attract the positively-charged ion core of a lattice site, distorting the lattice
and introducing a region of lower Coulomb repulsion for other electrons. This
distortion travels through the lattice as a wave - a phonon, whose momentum has
been supplied by the initial electron. The phonon passing by a second electron
will attract that electron via the Coulomb interaction, and its momentum will be
absorbed. In this way, the two electrons have interacted with one another via
a phonon, exchanged momentum, and experienced a net attractive force. The
mathematical underpinning of the Cooper pair was, as Cooper had shown, that
no matter how weak the attractive force between them, two electrons outside the
Fermi surface could form a pair with energy lower than the Fermi energy.41, 42

Experimental evidence which corroborated BCS theory had already been pro-
vided in 1950 when the isotope effect was discovered. It showed that as the mass
of the isotope from which a superconducting sample is made increases, the critical
temperature decreases.

M1/2Tc = const. (3.1)

Thus, in the limit of infinite isotopic mass, lattice vibrations would disappear,
as would superconductivity.5

3.1.3 Energy gap

Below the superconducting critical temperature, since it is energetically favourable
for Cooper pairs to form, it is also energetically favourable for the maximum
number of Cooper pairs to form to lower the total energy of the system. All pairs
have the same total momentum in order to facilitate constant reforming of pairs,
and as such the system is highly ordered and the Cooper pairs act as a condensate,
albeit not a Bose-Einstein condensate†. The energy of the condensate is the ground
state energy of the superconductor, but above this ground state there is an energy
gap. The size of this energy gap is the binding energy of the Cooper pair; to excite
an electron out of the ground state enough energy must be supplied to break the
electron out of the Cooper pair.

Due to this energy gap, a normal metal adjacent to a superconductor cannot
exchange electrons with energy lower than the gap energy without some mediating
mechanism. This mechanism is Andreev reflection, in which an electron with
energy ε in the normal metal, incident on the interface with the superconductor

†The Cooper pair, while made up of a pair of fermions behaves neither purely as a boson nor as
a fermion, for reasons outside our scope. For an overview of the explanation see Ref. 5, page 488.
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3.2. Ferromagnetism and superconductivity

is reflected from the interface on a time-reversed path. All three velocity and
momentum components are reversed, along with the charge. The electron has
turned into a hole in the normal metal, and the net effect is of two negative charges
entering the superconductor as a Cooper pair. These time-reversed states remain
coherent over a distance Lc within the normal metal:

Lc = min

(√
h̄D
ε

, Lφ

)
(3.2)

where D is the diffusion coefficient in the normal metal, and Lφ is the phase
coherence length.43

In this way, a “proximity effect” has arisen; the superconductor can have some
influence over the normal metal and vice versa.44–46 In the case of Cooper pairs
leaking into the normal metal, is it termed the “inverse proximity effect”, and the
leakage leads to a decrease in the TC of the superconductor; the superconductivity
is suppressed.

3.2 Ferromagnetism and superconductivity

Cooper pairs conventionally occupy a spin-singlet state (Equation 3.2).

|s = 0, m = 0〉 = 1√
2
(|↑, ↓〉 − |↓, ↑〉) (3.3)

Intuitively considering a Cooper pair penetrating a strong ferromagnet, we would
expect the exchange field within the ferromagnet to influence the electron in the
Cooper pair which has a spin antiparallel to the exchange field. For both electron
spins to align with the exchange field would break the singlet pair, so we can posit
that conventional spin-singlet Cooper pairs cannot exist inside a ferromagnet. In-
deed, the Cooper pair acquires non-zero momentum due to the exchange splitting in
the ferromagnet, and the wavefunction oscillates in space and quickly decays inside
the ferromagnet.47 This is the FFLO state (Fulde–Ferrell–Larkin–Ovchinnikov).48, 49

The Cooper pairs in the FFLO state can only penetrate ∼ ξh =
√

D/h into the
ferromagnet, where D is the diffusion coefficient and h is exchange field strength.
Fig. 3.1 shows this oscillation of the superconducting wavefunction within a fer-
romagnet, compared to the usual penetration of the wavefunction into a normal
metal.

3.2.1 Spin-triplet generation

In 2003 Bergeret et al.51, 52 showed that an additional spin-triplet state exists within
the ferromagnet when adjacent to a superconductor, but this spin-triplet state also
decays quickly within the ferromagnet as it is comprised of an average of two
opposite spins, so has a net spin of Sz = 0 when projected onto the direction of
the exchange field (z). For long-range penetration of superconducting pairs into a
ferromagnet, the net spin projection must be Sz = ±1 for the pair to be unaffected
by the exchange field.

Bergeret et al.53 and Kadigrobov et al.54 proposed a scenario in which singlet
Cooper pairs entering the ferromagnet can be transformed into triplet pairs with
parallel spin. Since both electrons in the pairs can be aligned with the exchange
field in the ferromagnet, the pair can propagate large distances into the ferromagnet,
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3. Superconductivity

magnetic transition at the surface induces the magneti-
zation nearby. On the other hand, the volume signifi-
cantly affects the surface transition characteristics.

However, a unique characteristic of the superconduct-
ing proximity effect is the Andreev reflection revealed at
the microscopical level. Andreev !1964" demonstrated
how single-electron states of the normal metal are con-
verted into Cooper pairs and also explained the trans-
formation at the interface of the dissipative electrical
current into the dissipationless supercurrent. An elec-
tron with an energy below the superconducting gap is
reflected at the interface as a hole. The corresponding
charge 2e is transferred to the Cooper pair which ap-
pears on the superconducting side of the interface. The
manifestation of this double charge transfer is that for
perfect contact the subgap conductance appears to be
twice the normal-state conductance. The classical work
by Blonder, Tinkham, and Klapwijk !1982" gives the de-
tailed theory of this phenomenon.

Andreev reflection plays a primary role for the under-
standing of quantum transport properties of
superconductor–normal-metal systems. The interplay
between Andreev reflection and the proximity effect
was reviewed by Pannetier and Courtois !2000". The
reader can find a detailed description of the Andreev
reflection in normal-metal–superconductor junctions us-
ing scattering theory in the review by Beenakker !1997".
A recent review by Deutscher !2005" is devoted to the
Andreev reflection spectroscopy of the superconductors.

B. Damped oscillatory dependence of the Cooper pair
wave function in ferromagnets

The physics of the oscillating Cooper pair wave func-
tion in a ferromagnet is similar to the physics of the
superconducting order-parameter modulation in the
FFLO state—see Sec. II.C. A qualitative picture of this
effect has been provided by Demler, Arnold, and Beas-
ley !1997". When a superconductor is in a contact with a
normal metal, the Cooper pairs penetrate across the in-
terface at some distance inside the metal. A Cooper pair
in a superconductor consists of two electrons with oppo-
site spins and momenta. In a ferromagnet the up-spin
electron, defined the spin orientation along the ex-
change field, decreases its energy by h, while the down-
spin electron energy increases by the same value. To
compensate this energy variation, the up-spin electron
increases its kinetic energy, while the down-spin electron
decreases its kinetic energy. As a result the Cooper pair
acquires a center-of-mass momentum 2!kF=2h /vF,
which implies the modulation of the order parameter
with period "vF /h. The direction of the modulation
wave vector must be perpendicular to the interface, be-
cause only this orientation provides for a uniform order
parameter in the superconductor.

To get an idea of the proximity effect in S/F struc-
tures, we may also start from a description based on the
generalized Ginzburg-Landau functional !8". Such an
approach is adequate for a small wave-vector modula-
tion case, i.e., in the vicinity of the !H* ,T*" point of the

!H ,T" phase diagram; otherwise, the microscopical
theory must be used. This description corresponds to a
very weak ferromagnet with an extremely small ex-
change field h##BH*=1.05Tc, which is nonrealistic
since h$Tc. However, we discuss this case to get a pre-
liminary understanding of the phenomenon. We address
the question of the proximity effect for a weak ferro-
magnet described by the generalized Ginzburg-Landau
functional !8". More precisely, we consider the decay of
the order parameter in the normal phase, i.e., at T
%Tci assuming that our system is in contact with another
superconductor with a higher critical temperature, and
the x axis is chosen perpendicular to the interface !see
Fig. 3".

The induced superconductivity is weak and, to deal
with it, we use the linearized equation for the order pa-
rameter !9", which for our geometry is

a& − '
!2&

!x2 +
(

2
!4&

!x4 = 0. !12"

The solutions of this equation in the normal phase are
given by &=&0 exp!kx", with a complex wave vector k
=k1+ ik2, and

k1
2 =

$'$
2(

%&1 +
T − Tci

Tci − Tcu
− 1' , !13"

k2
2 =

$'$
2(

%1 +&1 +
T − Tci

Tci − Tcu
' . !14"

If we choose the gauge with the real order parameter in
the superconductor, then the solution for the decaying

FIG. 3. Schematic behavior of the superconducting order pa-
rameter near the !a" superconductor-normal metal and !b"
superconductor-ferromagnet interfaces. The continuity of the
order parameter at the interface implies the absence of the
potential barrier. In the general case at the interface the jump
of the superconducting order parameter occurs.
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Figure 3.1: Comparison between the proximity effect of a superconductor adjacent
to a normal metal (a), and a ferromagnet (b). The oscillations in (b) arise due to
the non-zero momentum of the Cooper pairs acquired due to the exchange field
within the ferromagnet. From Ref. 50.

Figure 3.2: Without inhomogeneity
present at an S/F interface, both the
spin-singlet and spin-triplet pair ampli-
tudes decay rapidly in the ferromagnet
(a). With inhomogeneity at the inter-
face, forming a S/F/F′ system, the spin-
singlet pair amplitude now penetrates far
into the bulk ferromagnet. From Ref. 55.

alignment of the magnetizations. With that breakthrough, the
researchers had a simple and reliable way to produce long-
range triplet supercurrents. It initiated a new generation of
experiments that focus on the controlled manipulation of
triplet supercurrents by using a refined multilayer structure
made of various materials each serving a particular function
(see  figure 4a).

New experiments by the Birge group show that, indeed,
the triplet supercurrent can be strongly enhanced by maxi-
mizing the misalignment angle between the magnetizations
of the outer layers and the center layer. Theory predicts that
the current would additionally depend on the relative orien-
tation between the outer magnetization vectors themselves;
that dependence would give additional control over the
equal-spin supercurrent and allow switching between 0- and
π-junctions.8

In an intriguing 2006 experiment using holmium, Igor
Sosnin, Hsiuchi Cho, and Petrashov realized the earlier ideas
by Bergeret, Volkov, and Efetov. At low temperatures, Ho is
a conical ferromagnet: The atoms’ magnetic moments process
in a spiral from layer to layer, tracing out the surface of a cone.
That intrinsic magnetic inhomogeneity generated equal-spin
pairs and a long-range proximity effect. Following that work,
Jason Robinson, James Witt, and Mark Blamire from the Uni-
versity of Cambridge last year found a triplet supercurrent
when they sandwiched a cobalt layer between two Ho lay-
ers.11 Those works have opened the door to a second type of
new experiment that utilizes intrinsically inhomogeneous
magnets to controllably create long-range triplet supercur-
rents (see  figure 4b).

The spell seems broken, and further announcements of
long-range triplet supercurrents keep appearing. For exam-
ple, in 2010 Jian Wang and coworkers in the group of Moses
Chan from the Pennsylvania State University found zero-
 resistance conduction in single-crystal ferromagnetic Co wires,
up to 600 nm in length, running between two superconduct-
ing electrodes.12 That distance is comparable to the long-range
effects observed in CrO2 by Klapwijk and colleagues. Also in
2010, Aarts and colleagues at the University of Leiden con-
firmed the experiment by the Klapwijk group.13 Another set

of experiments concentrates on artificially creating different
types of noncollinear magnetic structures that can be inter-
faced with superconductors. Jiyeong Gu and Jefery Kusnadi
from California State University, Long Beach, and Chun-Yeol
You from Inha University, South Korea, have developed one
such structure,14 as have Robinson, Gábor Halász, Buzdin, and
Blamire.11 And Dirk Sprungmann and coworkers from the
group of Hartmut Zabel at Bochum reported evidence for
triplet supercurrents through ferromagnetic barriers made of
Cu2MnAl, a so-called Heusler material.15
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Figure 2. Making
equal-spin pairs.
(a) When the inter-
face between a
strongly spin-
 polarized ferro-
magnet and a
 superconductor is
magnetized in the
same direction as
the ferromagnet
(here, the z-axis),
the ferromagnet
induces opposite-
spin triplet mixing
in the supercon-

ductor (red curve), but the proximity-induced superconduct-
ing pair amplitudes do not survive into the ferromagnet.
(b) When the interface magnetization is in a different direc-
tion, the spin-singlet state, which is rotationally invariant, still
doesn’t survive. But the three triplet spin states mix in the dif-
ferent quantization bases. In the case shown here, an interface
magnetized in the y-direction generates opposite-spin pairs
with respect to the y-axis. But such a state is equivalent to a
combination of equal-spin pairs when viewed with respect to
the z-axis, and that equal-spin state penetrates over a long dis-
tance into a ferromagnet magnetized in the z-direction.
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Figure 3. Toward real-world equal-spin
pairs. (a) In certain ferromagnetic domain
walls, known as Bloch domain walls, the
magnetization direction rotates in a spiral
fashion, into and out of the page. Such do-
main walls in a weakly spin- polarized ferro-
magnet will create and mix all triplet pair
amplitudes, thus allowing equal-spin com-
ponents to penetrate a homogeneously
magnetized region over a long distance.7
(b) In a strongly spin-polarized system, the
triplet amplitudes are created in the inter-
face barrier. If the interface magnetic mo-
ments are misaligned with the bulk mag -
neti zation, the triplet amplitudes have
equal-spin components with respect to the
bulk magnetization axis and penetrate over
long distances. Depending on the relative
magnetic orientations of the two interface
regions, a 0-junction or a π-junction can be
prepared.
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distances comparable to that of a conventional Cooper pair in a normal metal. This
can happen when the singlet Cooper pair passes through a region of inhomoge-
neous magnetisation near the superconductor / ferromagnet (S/F) interface. The
inhomogeneous magnetisation could take the form of a thin ferromagnetic layer
(F′) with a magnetisation pointing in a different direction from that of the bulk
ferromagnet. The stack would then be of the form S/F′/F. An example of this
structure is shown in Fig. 3.2, and the figure shows how the spin-triplet component
of the pair amplitudes penetrates the bulk ferromagnet when the inhomogeneity is
present, while the spin-singlet amplitudes are strongly suppressed in both cases.

Kadigrobov et al.54 postulate that the length scale of the inhomogeneity should
be of the order of the size of the Cooper pair within the ferromagnet for this spin-
triplet generation to be effective. Spin-triplet pairs generated in this way would be
able to penetrate ∼ ξε =

√
D/ε into the ferromagnet, where ε is an energy on the

order of the temperature T.
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y/~o in Nb/Gd multilayers with dNb = 500 A and do& = 5.6,
10, 12.8, 1S.7, and 18.S A. Normalizations as described in text.

in the susceptibility was observed at the temperature
when R(T) begins to drop. In all cases, however, it was
less than 1% of the full Meissner signal, and therefore
the volume fraction of any damaged or inhomogeneous
regions must be less than 0.01 [19]. In all samples
where both susceptibility and resistivity were measured,
T, determined from the susceptibility coincides with the
point where R(T) = 0.1Ro. In those samples where only
R(T) was measured, this 10% criterion was therefore used
to determine T, .
Samples covering a wide range of dNb were measured

to determine the best region to observe the oscillation of
T, . As dNb is reduced below SOO A, T, begins to drop
rapidly. At dNb = 200 A., all samples with doq ) 10 A
were found to remain nonsuperconducting down to T =
50 mK. To see superconductivity in samples with thicker
Gd layers it was necessary to increase dNb to at least
350 A. The effect of dNh on T, in Nb/Gd. /Nb trilayers
has been studied in some detail. Our data for T,. (d )Nh

are consistent with these results if, as was suggested, dNh
is rescaled by a factor of 2 in comparing multilayer and
trilayer data [15]. This is due to the enhanced effect
of the magnetic layers on the superconductivity in the
multilayer geometry. In a multilayer a Nb layer is coupled
to two magnetic layers, while in a trilayer it is coupled to
only one.
In Fig. 4 we plot T, against d~q for four series of

0
wedge-grown multilayers, two with dNb = 600 A and
two with dNb = 500 A. A sputtered Nb single film
0.5 p,m thick (not shown) has a T, of 8.8 K, which we
take as our bulk value T„.For both Nb thicknesses,
T,. exhibits a rapid drop with increasing d~g, reaching a

0
minimum at d~q = 13 A. As d~q is further increased,

FIG. 4. Superconducting transition temperatures T,. vs d« in
Nb/Gd multilayers with (a) d» = 600 A and (b) 500 A..
Different symbols correspond to different sample series.
Dashed line in (a) is a fit by the theory of Ref. [9]. A sputtered
Nb film 0.5 p,m thick has T,, = 8.8 K.

T, rises to a ma.ximum at doq ——20 A, before decreasing
and leveling off at large doq. For doq » 40 A, T, is.
essentially independent of doq. For dNh = 500 A, this
asymptotic value is = 6.1 K.
For dNb = 500 A [Fig. 4(b)], the two series covered

d~q = 6—24 and 9—36 A. Although reasonable overlap
in the T,. vs dGq curves are obtained, there are some
small differences in the values of T,. for samples with the
same nominal thicknesses. Using the value for the mean
free path l as determined from the residual resistivity,
the superconducting coherence length $q may be obtained
from [9]

s sBcs (1)2mkgT„3.4
Using $Bcs = 0 18hvF/kBT„=. 407 A for Nb, we esti-

0 0
mate $q = 115 A for the doq ——6—24 A series and gz ——

130 A for the doq = 9—36 A series. This longer coher-
ence length for the second series makes the Nb layers
effectively thinner when considering the overall reduc-
tion of T,, due to magnetic pair breaking and may explain
the slight discrepancies in T, This probably arises from
the inevitable slight variation in the deposition conditions
from run to run and further illustrates the importance of
making wedge films so that samples within a series are
internally consistent.
4'e have attempted to analyze the data in Fig. 4 using

the theory of Radovic et al. [9]. There are three material-
dependent parameters in this theory: the coherence length
gq, the penetration depth in the magnetic layer sM, and
g, which is related to the interfacial scattering. Unlike
$s, $M and g cannot be determined separately and must
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Figure 3.4: Oscillations in the critical temperature of Nb/Gd-based Josephson
junctions as a function of Gd thickness. These oscillations are characteristic of
π-junctions, in which the phase difference across the junction is π rather than 0.
From Ref. 63.

In an S/F′/F/F′/S junction, if the thickness of the ferromagnetic layers with
non-collinear magnetisations is suitable, a supercurrent should be able to persist
through a relatively thick F layer. An example junction is shown in Fig. 3.3.

3.2.2 Experimental results

Figure 3.3: An example of an
S/F′/F/F′′ junction with the nec-
essary symmetrical magnetic in-
homogeneity that should gener-
ate and propagate a spin-triplet
supercurrent. From Ref. 56.

Theoretical work on the interaction between thin
magnetic and superconducting layers lead to
the experimental work of Jiang et al. showing
the influence of these proximity effects.57–63 In
a Josephson junction, the phase difference be-
tween the two superconductors can be non zero
in certain situations. Previous to their work, a
phase difference of π had only been observed
in high-temperature, d-wave superconductors.
However they found oscillations in their Nb/Gd
Josephson junctions characteristic of π junctions.
These oscillations are shown in Fig. 3.4.

Due to the interest in superconducting spin
valves in the last decade and beyond, the fast
pace of advancement has sometimes confused
the interpretation of results, especially since the-
ory and experiment progressed together.

Without considering spin-triplet generation, superconducting spin valves in an
F/S/F′ geometry were being fabricated and studied. The two F layers are switched
independently from one another, and the Tc is measured in the parallel (P) and
antiparallel (AP) states. Conventionally, the Tc in the antiparallel state is higher
than that in the parallel (TP

c < TAP
c ) state as the pair-breaking exchange field is
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Fraunhofer pattern, there are clear deviations; that is, there is a
minimum at the centre rather than a peak. We attribute this effect to
the finite sample magnetization, which adds an offset to the flux
density, and thus shifts the maximum of the pattern away from
H ¼ 0.
The biaxial symmetry is also clearly evident from the following

experiment. Figure 3 compares measurements obtained by first
making a full magnetic field sweep (rotating the magnetization by
3608, ‘major loop’) and then a sweep that returns halfway (‘minor
loop’). These data are similar to those obtained in a giant magne-
toresistance experiment with not the resistance but the supercurrent
being changed by the magnetization. The relative change in Ic of the
magneto-switchable Josephson junction is in our case around 30%,
and can be further increased by alignment of the junction along an
easy axis. Hence, we find that the supercurrent is strongly linked to
the magnetizationM of the CrO2 for a fieldH applied in the plane of
the film (Fig. 1d). This double dependence on both H and M is a
unique aspect of these ferromagnetically coupled Josephson
junctions.
At present it is difficult to make a quantitative comparison of our

measurements to theory. Comparing the temperature dependence of
the critical current with the expressions following from the diffusive
theory21 leads to Thouless energies in the range from 30 to 80 meV.
There is one theoretical paper22 in which triplet correlations are
analysed for a geometry resembling our experiment, but only in the
limit of one-dimensional ballistic motion, which is not applicable to
our samples. Apart from this, a crucial ingredient of theoretical
descriptions is the process and the strength of the singlet–triplet
conversion. This process is generally believed to be caused by an
interplay between the exchange field of the ferromagnet at the
superconductor–ferromagnet interface and the presence of a non-
homogeneous magnetic field. There exists a large number of pro-
posed mechanisms to create this non-homogeneous field, including,
but not limited to, domain walls at the interface, spin–orbit inter-
actions in the superconductor, a rotating magnetization in the
ferromagnet close to the interface, and local magnetic impurities.
Although we can only speculate which of these mechanisms is

effective in our case, the large spread in the critical currents observed
in our experiments suggests that the process creating the inhomo-
geneous field—and thus the process responsible for the singlet–
triplet conversion—is poorly defined. This suggests that the
formation of the interface plays a crucial role.
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Figure 3 | Control of the critical current by changing the magnetization
orientation. The hysteresis loop in the critical current for a sweep from low
to high fields (‘major loop’ from V to VI through I and II and back through
III and IV) is different from the hysteresis for a sweep from low to
moderately high fields (‘minor loop’ fromV to II and back), with the Roman
capitals indicating the axes of the biaxial symmetry (inset). These data
illustrate that the CrO2 behaves as a single domain. The data are for clarity
presented as a 5-point average.
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Figure 3.5: Reversible and hysteric changes of the critical current in CrO2 devices,
in which the source of magnetic inhomogeneity was the difference in angle between
the applied magnetic field and the easy axes of the CrO2. From Ref. 71.

partially compensated in the antiparallel state. Results from Moraru et al. and
Potenza et al. demonstrate this effect.64, 65

However other results showed the opposite effect, dubbed the “inverse” spin
valve effect.66, 67 There was some controversy over the interpretation of these
results,68 which followed soon after the conventional experimental results. Fominov
et al. suggest the inverse spin valve effect can be interpreted as being due to a
number of factors including spin triplet generation, as well as magnetic domain
structures and spin imbalance effects.68 Fominov then presents a model of a
different system, the S/F/F′ system, and shows that the Tc varies non-monotonically
as a function of angle between the two layers, with a minimum when the magnetic
layers are coupled biquadratically. This is the same system studied by Bergeret
when the prediction was made that such a structure would generate spin-triplets.
Fominov also showed that the S/F/F′ structure could exhibit both the conventional
and the inverse spin valve effect depending on the parameters of the system.
Nowak et al.69 showed the conventional spin valve effect present in both the F/S/F′

and the S/F/F′ geometries.
So while some spin valve devices have been designed with the goal of generating

spin-triplet pairs explicitly in mind, results from other devices are interpreted using
known spin-triplet generation mechanisms, or simply by considering the relative
strength of the exchange field in different alignments of the ferromagnetic layers.70

After Bergeret et al.53 and Kadigrobov et al.’s theoretical work,54 Keizer et
al. made a simple device from the half-metal CrO2 which relied on the angle
between the applied magnetic field and the CrO2 easy axis to generate magnetic
inhomogeneity.71 By using a half-metal they had shown that the long-range
supercurrent must be highly spin-polarised. Fig. 3.5 shows how the critical current
of the device could be controlled by the application of an external magnetic field.

Klose et al., achieving (nearly accidentally) higher control over the magnetic
state of their device, used a synthetic antiferromagnet (SAF) made of Co/Ru/Co
aligned perpendicular to ferromagnets in an S-F′-SAF-F′-S configuration.72 The
SAF was originally intended merely to provide a strong exchange field, however
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We have observed long-range spin-triplet supercurrents in Josephson junctions containing ferromag-

netic (F) materials, which are generated by noncollinear magnetizations between a central Co=Ru=Co
synthetic antiferromagnet and two outer thin F layers. Here we show that the spin-triplet supercurrent is

enhanced up to 20 times after our samples are subject to a large in-plane field. This occurs because the

synthetic antiferromagnet undergoes a ‘‘spin-flop’’ transition, whereby the two Co layer magnetizations

end up nearly perpendicular to the magnetizations of the two thin F layers. We report direct experimental

evidence for the spin-flop transition from scanning electron microscopy with polarization analysis and

from spin-polarized neutron reflectometry. These results represent a first step toward experimental control

of spin-triplet supercurrents.
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Experimental and theoretical progress in superconduct-
ing/ferromagnetic (S/F) hybrid systems has been impres-
sive over the past decade [1]. When a conventional
spin-singlet Cooper pair crosses the S/F interface, the
two electrons enter into different spin bands in F with
different Fermi wave vectors [2]. The resulting oscillations
in the pair correlation function lead to oscillations in
several observable quantities [1], but unfortunately the
oscillations decay exponentially as soon as the F-layer
thickness exceeds the electron mean free path [3].

In contrast to spin-singlet electron pairs, spin-triplet
pairs can survive in F as long as they would in a normal
metal. While spin-triplet superconductivity arises only
rarely in bulk materials [4], it was predicted a decade
ago that such pairs can be induced in S/F hybrid systems
in the presence of certain kinds of magnetic inhomo-
geneity involving noncollinear magnetizations [5–7].
Experimental evidence for such spin-triplet pairs was
elusive for many years [8,9]; then, in 2010, several groups
published convincing evidence for spin-triplet super-
current in S/F/S Josephson junctions containing only
conventional spin-singlet S materials [10–13]. The con-
version from spin-singlet to spin-triplet pairs was accom-
plished either by introducing magnetic inhomogeneity
artificially, or by relying on a source of inhomogeneity
intrinsic to the materials in the samples. In our Josephson
junctions, the central F layer is in fact a Co=Ru=Co
‘‘synthetic antiferromagnet’’ (SAF) with the magnetiza-
tions of the two Co layers locked antiparallel to each
other by a strong exchange field mediated by the Ru layer
(see Fig. 1). We insert additional thin ferromagnetic F0

layers on either side of the SAF; these extra layers are
crucial to the creation of spin-triplet pairs inside the
junctions [14].

What happens when one tries to magnetize the junctions
by applying a large in-plane magnetic field? After magne-
tization, contrary to expectations, the critical current, Ic,
increases up to a factor of 20 relative to its value in the
as-grown state. This seemingly counter-intuitive result can
be understood by considering a unique property of the
SAF: when the large magnetizing field Happ is applied,
the Co magnetizations ‘‘scissor’’ towards Happ. When the
field is removed, the Co magnetizations relax back to
directions perpendicular to Happ. This SAF ‘‘spin-flop’’
transition was predicted and first demonstrated over a
decade ago [15,16].
Our sample geometry is illustrated in Fig. 1. The two

layers labeled F0 are both either pure Ni or Pd0:88Ni0:12
alloy in this work [10,17]. The inner Cu layers magneti-
cally isolate the F0 layers from the Co layers. The outer Cu
layers are present for historical reasons and because Co

FIG. 1 (color online). Schematic diagram of the Josephson
junctions used in the this work, shown in cross section.
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Figure 3.6: Geometry of the Josephson junction used in the experiments by Klose et
al.. The Cu layers are used as magnetic spacers and the Co/Ru/Co layers make up
the synthetic antiferromagnet. The layers marked F′ were either Ni or PdNi. From
Ref. 72.

grows better on a Nb=Cu buffer layer [18]. The entire
multilayer except for the top Nb is sputtered in one
run without breaking vacuum. Circular junctions with
diameters of 10, 20, and 40 !m are patterned by photo-
lithography and ion milling, followed by deposition of
insulating SiOx to isolate the top and bottom Nb leads.
Finally, the top Nb electrode is sputtered through a
mechanical mask. The purpose of the Au layer is to
suppress oxidation of the structure during processing; at
low temperature the Au becomes superconducting due to
the proximity effect with the surrounding Nb layers. The
Nb layers start to superconduct just above 9 K; all of the
transport data presented here were obtained at 4.2 K.

The original purpose of the Co=Ru=Co SAF was to
provide a strong exchange field for the electrons while
simultaneously producing little to no magnetic flux in the
junctions. Large-area Josephson junctions containing a
strong ferromagnetic material such as Co exhibit compli-
cated and irregular ‘‘Fraunhofer patterns’’ when subject to
an applied transverse magnetic field [18,19]. The irregu-
larities are due to a random pattern of constructive and
destructive interference in the gauge-invariant phase
difference across the junction caused by the complicated
spatial variation of the magnetic vector potential [20]. The
presence of the Ru restores textbooklike Fraunhofer
patterns centered very close to zero applied field [18], an
indication that there is very little intrinsic magnetic flux in
the junctions. In this work, the Ru will serve a second,
unexpected role, namely, to provide a simple way to force
the magnetizations of the Co layers to be perpendicular to
the magnetizations of the F0 layers.

As background to the new data presented here, we
briefly review our previous results [10,17]. Josephson
junctions of the type illustrated in Fig. 1, but without the
F0 layers, exhibit a critical supercurrent (Ic) that decays
rapidly with increasing total Co thickness, DCo [18].
Insertion of the F0 layers with appropriate thicknesses
(dF0 between 3 and 6 nm for F0 ¼ PdNi, or dF0 between
1 and 2 nm for F0 ¼ Ni) enhances Ic by over 2 orders of
magnitude when DCo ¼ 20 nm. The dependence of Ic
on DCo is nearly flat when DCo varies over the range of
12–28 nm, with F0 ¼ PdNi and dPdNi ¼ 4 nm. This long-
range behavior of the critical supercurrent is the signature
of its spin-triplet nature. For the rest of this Letter we will
focus on samples containing F0 layers of either PdNi or Ni,
with DCo fixed at 20 nm.

Figure 2 illustrates what happens when samples with
F0 ¼ Ni and four values of dNi are subjected to an applied
in-plane magnetic field, Happ. After each value of field is

applied, the full Fraunhofer pattern is remeasured in the
vicinity of zero field, and we plot the maximum value of Ic
at the central peak of the Fraunhofer pattern. Figure 2
shows that, at first, very little happens. Then when Happ

exceeds the coercive field of the Ni layers (in the range
of !0H " 0:05–0:15 T depending on dNi), Ic starts to

increase dramatically. At large Happ, Ic flattens out after

having increased by a large factor—up to 20 for dNi ¼
1:0 nm. At the same time, the central peaks in the
Fraunhofer patterns shift to a small negative field value
that is proportional to the Ni thickness, and consistent with
the remnant magnetization of our Ni films [21]. The
Fraunhofer shifts indicate that the Ni layers are fully
magnetized when Ic saturates in Fig. 2. Similar behavior
to that shown in Fig. 2 was found in samples with F0 ¼
PdNi with dPdNi ¼ 4 nm.
Theory predicts that the spin-triplet supercurrent in our

samples is optimized when the magnetizations of the two
F0 layers are perpendicular to those of the central Co layers
[14,22,23]. In fact, no spin-triplet pairs should be generated
when all the magnetizations in the sample are collinear.
The large enhancement of the critical current shown in
Fig. 2 strongly suggests that magnetizing the samples
optimizes the orthogonality of the Co magnetizations
with respect to the F0 magnetizations. The small shift of
the Fraunhofer pattern, on the other hand, indicates that
only the F0 layers are magnetized in the direction of Happ.

This scenario is perfectly plausible in the light of the
‘‘spin-flop’’ transition of the SAF [15,16].
To identify the magnetic structure responsible for the

enhancement of the spin-triplet supercurrent, we made
a large-area sample of the form Si=Nbð150 nmÞ=
Cuð10 nmÞ=Coð6 nmÞ=Ruð0:6 nmÞ=Coð6 nmÞ=Cuð10 nmÞ,
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FIG. 2. Critical current times normal-state resistance (IcRN)
measured in remanence, as a function of magnetizing field Happ

for Josephson junctions containing F0 ¼ Ni, for Ni thicknesses
dNi ¼ 1:0, 1.5, 2.0, and 2.5 nm for panels (a)–(d), respectively.
Magnetizing the samples enhances Ic by a large factor that
depends on dNi. (Uncertainties are dominated by variations in
magnetic configuration, and can be estimated from the scatter in
the data.)
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Figure 3.7: Characteristic critical current of spin-flop-driven devices, with Ni as
the ferromagnetic layer. The spin-triplet supercurrent increases after the structure
undergoes the spin-flop transition. Ni thickness was 1.0, 1.5, 2.0 and 2.5 nm for (a)
to (d), respectively. Measurements performed at remanence. From Ref. 72.

it underwent a spin-flop transition after an external field was applied and then
removed, thereby entering a new ground state of biquadratic coupling. The new
state provided the necessary non-collinear magnetisations for generating the spin-
triplet pairs.

Fig. 3.6 shows the structure of the device used in that experiment. The F′ layers
were either Ni or Pd0.88Ni0.12, and are magnetically isolated by the Cu from the
SAF Co/Ru/Co layers. Fig. 3.7 shows the increase in the critical current of devices
due to the spin-flop transition driven by the applied magnetic field.

Other experiments have used the intrinsic inhomogeneous magnetic structure
of holmium to generate spin-triplets. In some instances Ho can form a helical and
conical magnetisation, with the magnetisation of successive atomic layers rotated in-
plane, and canted out-of-plane, with respect to the previous layer. Sosnin et al. and
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3. Superconductivity

the layer interfaces). The shift, DH, in the Fraunhofer pattern is
proportional to the net moment which is then given by:
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where c 5 MGd / MNi. From the magnetisation data in Fig. 1, we
estimate c to be approximately 10.

In Fig. 5, we have plotted theoretical values of DH(dGd) on Gd
thickness from Eq. (1) for three different values of h, together with
the average maximum and minimum values ofDH obtained from the
IC(H) measurements. The constant of proportionality in Eq. (1) is

chosen in such a way that the co-linear ferrimagnetic curve coincides
with the data point at dGd 5 0. No other fitting parameter is used.

The co-linear ferrimagnetic curve passes near the dGd 5 1.1 nm
data point, which is in agreement with our initial assumption that for
small Gd thicknesses it is energetically unfavourable to nucleate a
DW. For dGd . 1.1 nm, the largest measured values of DH are closer
to the 180u DW curve than the co-linear ferrimagnetic curve, imply-
ing the formation of a DW for these samples. Following high field
annealing, the data points for dGd . 1.1 nm lie close to the curve
corresponding to a 450u DW. As shown in the inset to Fig. 5, the
minimum barrier flux occurs around this angle and so this config-
uration has a minimum magnetostatic energy. Clearly this structure
has a much larger magnetic inhomogeneity so this, within a triplet
picture, is consistent with the enhanced critical current.

We know of no way of experimentally confirming these magnetic
configurations in isolated nanopillar devices. However, we believe
that sufficient supporting information exists to make the DW scen-
ario plausible. Firstly, it has been confirmed both magnetically and
electrically that a DW can be nucleated in Gd layer as thin as 2 nm39.
Secondly, the fact that the barrier magnetism can be changed by
magnetic annealing implies that the Ni magnetisation is irreversible
at room temperature (RT) even in the absence of a significant
exchange interaction with the Gd: applying progressively larger fields
must make this RT state closer to h5 0, while the virgin state is likely
to be closer to h 5 180u to minimise the magnetostatic energy.
Finally, on cooling through the Curie temperature of Gd, various
DW angles can be nucleated from a given starting value of h: for
example, for h5 0, either a co-linear ferrimagnetic configuration or a
360u DW could form. As shown in the inset to Fig. 5, the latter has a
much lower moment (and hence magnetostatic energy) for larger Gd
thicknesses, and the moment can be further reduced by a relaxation
to a DW angle greater than 360u.

Discussion
The analysis above provides a direct link between the rotation angle
of the internal DW (as measured by DH) and the IC. Before we can
draw any conclusions regarding the role of unconventional super-
conductivity in the behaviour, it is important to eliminate a rather
trivial effect of flux in controlling the critical current via the standard
Josephson relation IJ~I0 sin Q, where W is the local phase-difference
across the barrier. For a square magnetic hysteresis loop, a net barrier
flux gives rise to a standard Fraunhofer pattern with an offset DH
which reverses at the coercive field. The important aspect of this is
that the maximum critical current corresponding to the complete
cancellation of the barrier flux by the magnetic field is identical to I0.

This cancellation is possible only because the barrier magnetisa-
tion is laterally homogeneous. For inhomogeneous magnetisation,
such as in-plane flux closure structures of the type illustrated in
Fig. 4(d), the applied field cannot eliminate a phase variation across
the junction and hence IMax , I0; this has been experimentally
demonstrated in much larger junctions than ours46. This argument
can be extended to barriers consisting of exchange-coupled magnetic
multilayers of the type considered here. The conclusion is that the
lateral magnetic inhomogeneity associated with the in-plane flux
closure results in a suppression of the maximum critical current with
respect to the non-magnetic or single-domain magnetic states: in
other words, a dependence of IMax on DH which is opposite to that
observed here.

We now consider the configuration which we have proposed for
our devices, in which an in-plane DW lies in the Gd layer [see
Figs. 4(b) and 4(c)]. Provided that each atomic layer remains single-
domain, the net magnetisation vector integrated normal to the plane
of the junction is independent of position and can be cancelled by the
appropriate applied field. Therefore, the maximum critical current
should be independent of the net magnetic moment and so cannot
account for the dependence reported here.

Figure 4 | Possible low temperature magnetic configurations of Nb-Ni-
Gd-Ni-Nb nanopillar junctions. (a) A co-linear ferrimagnetic Ni-Gd-Ni
trilayer structure. (b) Antiparallel Ni layers with Gd forming an in-plane
180u Bloch domain wall. (c) Parallel Ni layers with Gd forming an in-plane
360u Bloch domain wall. (d) An in-plane flux-closed configuration.

Figure 5 | Intrinsic field of nanopilllar Nb-Ni-Gd-Ni-Nb junctions at
4.2 K. The solid curves show the theoretical dependence of DH from Eq.
(1) on Gd thickness for different Bloch domain wall (DW) angles. The
filled and hollow data represent the maximum and minimum values ofDH
obtained from the IC(H) measurements shown in Fig. 2 while the shaded
region represents the spread in DH. (Inset) The theoretical dependence of
DH on DW angle for different Gd thicknesses.
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Figure 3.8: The presumed magnetic structure of a Ni/Gd/Ni structure, with
the top Ni layer pinned and the bottom one rotated 180° (b), and 360° (c). No
inhomogeneity was expected in the Ni layer, and a Bloch domain wall was expected
in the Gd layer. From Ref. 78.

Robinson et al. investigated current-parallel-to-plane and current-perpendicular-to-
plane geometries, respectively.73, 74 Sosnin found that his device showed the same
phase-periodic oscillations as had been observed in similar Andreev interferometers
with normal-metal weak links instead of ferromagnetic weak links. Robinson
found that Ho provided the necessary magnetic inhomogeneity to generate a spin-
triplet supercurrent that then flowed through a thick Co layer. It was found that
the number of “turns” made by the Ho magnetisation affected the flow of the
supercurrent.

In terms of potential applications of these types of devices, it is unfortunate
that in this instance (Ho/Co/Ho) the spin-triplet supercurrent cannot be controlled
in situ, i.e., without changing the design of the device. It is hypothesised that by
removing the magnetic inhomogeneity with an external field the supercurrent could
be switched off. However, the applied field needed to unwind the magnetisation of
the Ho was found to be too large to be practical.

Gu et al. also used the intrinsic inhomogeneity of Ho, and at first only made
quasi-irreversible switching devices; the devices required warming above a mag-
netic transition temperature in the Ho.75 However, later experiments used a
Ho/Nb/Ho geometry with slightly different Ho thicknesses so that the coercive
field of each layer was different. By switching the two Ho layers from parallel
to anti-parallel the Tc of the Nb layer is changed by ∼400 mK. Similar results
were observed for Dy/Nb/Dy structures.76 In another experiment, it was thought
that creating an artificial magnetic helix (or Bloch domain wall) would make for
easier control of the supercurrent. Since domain walls had been shown to exist
in permalloy/Gd/permalloy multilayers by Prieto et al.,77 Ni/Gd/Ni multilayers
were used to create the spin-triplet supercurrent.78

It was found that the flow of the supercurrent depended on the magnetic
field history of the devices, and this was thought to be due to the winding and
unwinding of a domain wall in the Gd layer. Fig. 3.8 shows the preliminary
interpretation of the magnetic structure of the Ni/Gd/Ni system by Robinson et
al.. It was thought that the default configuration would be antiferromagnetic Ni
and Gd layers, and that if one Ni layer could be pinned in some way and the other
rotated, the interfacial antiferromagnetic coupling would induce a 180° domain
wall in the Gd, possibly even a 360° wall if the Ni was rotated further. This model
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3.2. Ferromagnetism and superconductivity

did not expect any inhomogeneity in the Ni layers, and indeed the design of the
experiment would not to be able to detect the exact nature of the inhomogeneity in
the devices, only that there was inhomogeneity.

It is the detailed examination of this Ni/Gd/Ni structure that makes up the
bulk of this research. Indeed, the symmetric nature of all the Ni/Gd/Ni structures
studied stems from the symmetry required to convert spin-singlet pairs into spin-
triplets and vice versa in the current-perpendicular-to-plane geometry used in
Robinson’s experiments.
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Chapter 4

Film deposition and characterisation

Films are deposited by D.C. magnetron sputtering onto a variety of substrates. For
thickness calibration, magnetic and transport measurements on non-epitaxial films,
SiO2 substrates are used. For XMCD, a Si3N4 membrane atop a windowed SiO2
wafer is used, because the Si3N4 is transparent to the x-rays used in XMCD. For
epitaxial films, a-plane sapphire (Al2O3) is used.

4.1 Sample preparation

The silicon and sapphire substrates are cut from a large wafer using either a
diamond saw or diamond-tipped scriber. They are then cleaned in acetone in an
ultra-sonic bath, rinsed in isopropyl alcohol and dried with compressed air or
nitrogen. The Si3N4 substrates arrived from the manufacturer pre-cut and are too
delicate for cleaning ultra-sonically as the thin window can easily break. Dust is
blown off the surface with compressed air or nitrogen.

4.2 D.C. magnetron sputtering

D.C. magnetron sputtering is a physical vapour deposition method of fabricating
thin films.79–81 A plasma (argon, in this case) is ignited in a high vacuum chamber
and the target, part of the cathode, attracts the positively charged ions. The
ions collide with the target atoms, some of which are ejected from the target
along with secondary electrons. These target atoms are then deposited on the
substrate. Specific to magnetron sputtering, the cathode also has permanent
magnets that generate an axial magnetic field that, combined with the electric
field, traps electrons near the target surface which increases the rate of ionisation,
enabling lower pressures to be maintained without the plasma extinguishing.82

Trenches in the target left from this electron trapping are shown in Figure 4.1. This
increases the deposition rate. The thickness of the samples can be controlled by
varying the pressure of gas in the chamber, the power supplied to the cathode,
the distance between the target and the substrate, and, as in the case of these
experiments, the amount of time the substrate is exposed to the sputtered flux of
target atoms.

To achieve ultra-high vacuums within the deposition chamber, either turbo-
molecular or diffusion pumps are used. Whenever Nb is grown for its super-
conductivity rather than as just a buffer or capping layer, the vacuum chamber
walls are also cooled with liquid nitrogen to act as a cryopump; residual gases in
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Figure 4.1: (a) Overview of sputtering process, not including a method for control-
ling the thickness of the films. (b) Substrates are protected by the mask during
pre-sputtering, and rotated at a set speed during sputtering - exposing the sub-
strates to the sputtered flux through a gap in the mask for a set time period. (c)
Substrates are protected by the shutter during pre-sputtering, and the shutter is
opened for a set time period during sputtering. (d) The magnet configuration
within a magnetron which produces the desired field lines to trap electrons at the
surface of the target, albeit in a restricted race-track which reduces even utilisation
of the target.

the chamber condense on the cold walls. Immediately before the deposition, the
pressure in the chamber is measured with a residual gas analyser.

Appendix C shows the phase diagram for the Gd-Ni binary alloy, and Fig.
4.2 shows the amount of Gd atoms that diffuse to the surface of a Gd/Ni bilayer,
through 5 nm of Ni. Since all of the Gd/Ni structures grown for this research were
grown at room temperature or below and were not annealed, we can be confident
that the Gd and Ni layers will not have completely mixed during growth.
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The relative amount of Ni- and Gd atoms on the surface 
as a function of temperature is shown in Fig. 3. The onset 
of Ni-segregation is in the range of 450 K and at 650 K 
the Ni concentration on the surface is almost saturated. 
The diffusion time plays an important role in such kind of 
processes. In the experiment we have chosen an annealing 
rate of 10 K/min what consequently leads to an annealing 
time of 77 min. 

Fig. 3: Relative Auger-electron intensities for the system 
Ni(50Å)/Gd(150Å)/Pt(50Å)/Al2O3 during annealing. 

STM and low-angle XRD examinations yield a rough-
ness of about 10 Å for the Gd and Ni layer. 

Magnetic measurements were performed on the sample 
Au(30Å)/Ni(50Å)/Gd(100Å)/Al2O3 with a SQUID-mag-
netometer. This sample was produced without a Pt buffer 
layer to avoid a possible Gd-Pt alloy, which can give rise 
to additional magnetic contributions. The Ni-surface was 
covered with a Au-film to prevent oxidation. 

Thin Ni films are known to show a reduced Curie tem-
perature 3) compared to bulk, but the temperature is al-
ways above room temperature. For that reason the temper-
ature dependence of the magnetic moment of our 50 Å 
thin Ni film can be assumed to be constant below 100 K. 
In contrast the Curie temperature of thin Gd films is in the 
order of 70 K and the magnetic moment exhibits a strong 
temperature dependence in this range. Furthermore, the 
behavior of the Gd-Ni bi- and multilayer is expected to be 
similar to Gd-Fe or Gd-Co, which show an antiferromag-
netic layer coupling (AFC) 4). 

AFC can be observed for parallel geometry (external 
field applied parallel to film plane) in the hysteresis loop 
at 55 K (Fig. 4). In the model we assume, that each layer 
carries a total moment or better a magnetization, which is 
indicated by an arrow. At high positive external fields the 
magnetizations (both Ni and Gd) point in the same direc-
tion. With decreasing, but still positive, external field the 
magnetization of the first layer starts rotating in-plane un-
til it is antiparallel to the second layer in zero field. Then, 
with increasing negative external field the magnetization 
of the second layer is forced to rotate in-plane until both 
magnetizations are parallel again at high negative external 
fields. From this hysteresis loop we conclude that the lay-
er, which switches at small positive fields is Gd, because 
of its larger magnetization what consequently causes a 
negative remanence. 

Fig. 4: Hysteresis loop of the system Au(30Å)/Ni(50Å)/ 
Gd(100Å)/Al2O3 at 55K with in-plane geometry. The ar-
rows show the alignment of the magnetizations. 

The AFC state can be well studied in remanence, where 
only interlayer coupling interaction occurs. Fig. 5 shows a 
temperature scan in remanence. For each temperature we 
magnetized the sample at 500 Oe and measured at zero 
field. From high temperatures down to 70 K we see the 
constant remanent moment of the Ni-layer. At 70 K Gd 
gets ferromagnetic and with even lower temperatures the 
Gd magnetization rises and is oriented antiparallel to the 
Ni-Moment. The sum of the magnetizations is zero at 67 
K where the magnetizations compensate each other. Be-
low 67 K the Gd magnetization still increases and the net 
magnetization becomes negative. This is the experimental 
prove that the first switching layer in Fig. 4 is Gd and that 
the Gd-Ni layer couples antiferromagnetically. 

Fig. 5: Temperature dependence of the remanent magneti-
zation. 
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Figure 4.2: Auger-electron intensities (relative) of a Ni/Gd (5/15 nm) bilayer during
annealing. Although the Gd migrates through the Ni to the surface at high temper-
atures, at the temperatures at which our samples were deposited, no movement
can be detected. From Ref. 83.

4.2.1 Epitaxial growth

Two different methods were used to vary the time spent by the substrate in the
flux of target material. In the first, used for non-epitaxial growth, and for all
of the samples measured by XMCD, the substrates are mounted on a turntable
which rotates underneath the target. The speed of rotation is varied to control the
film thickness since this controls the amount of time the substrate spends in the
“field-of-view” of the target and the flux of sputtered atoms.

However for epitaxial growth, the substrates need to be heated, which is difficult
to achieve with a turntable, so a static heater strip made of tantalum is used, with
shutters between the magnetrons and the heater. When the plasma is alight, the
shutters are opened for a certain period of time, directly controlling the amount of
time the substrates spend in the flux of target material.

Current is passed through the tantalum strip to heat it, with temperature
calibration carried out using a disappearing-filament pyrometer. Heater currents of
38 and 24 A (corresponding to 880 and 650 ◦C) were used for Nb and all rare-earth
metals, respectively.

4.2.2 Deposition rates

The thickness of the grown films and therefore the deposition rate was calibrated
by scanning a profilometer or atomic force microscope across a step-edge created in
thick films. For non-epitaxial film, the step-edge is created by marking the substrate
with a permanent marker, and dissolving the mark in a solvent after deposition
(usually acetone). The metal deposited on top of the mark breaks away from the
rest of the film leaving bare substrate exposed adjacent to the deposited film. For
epitaxial films the permanent marker method is not used since the marker ink can
evaporate or out-gas during the heating of the substrate and contaminate the films
that are grown. Instead, a thin strip of platinum foil is wrapped around a sample
to create a mask.

For those films which were measured by XMCD, the thickness can also be
calibrated by the x-ray measurements. This calibration technique is discussed in
Sec. 4.4.1.
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The deposition rates used to grow thin films are the following: (0.035± 0.004) nm s−1

for non-epitaxial Ni, (0.16± 0.02) nm s−1 for non-epitaxial Gd, (0.047± 0.005) nm s−1

for epitaxial Nb, (0.058± 0.006) nm s−1 for epitaxial Ho, and (0.10± 0.01) nm s−1

for epitaxial Gd.

4.3 X-ray diffraction

The structure of the grown thin films can be studied with x-ray diffraction (XRD).84

For epitaxial samples, the growth phase can be determined as well as the crystallo-
graphic orientation. Epitaxial samples are those which have been grown in such a
way as to form a well-defined crystal structure based on the crystal structure of the
substrate, or the previously grown layer. In our case, this is achieved by heating
the substrate to a high temperature during growth.

When x-rays are incident on the sample surface, they will reflect from different
layers in the crystal and constructively or destructively interfere according to
Bragg’s law:

nλ = 2d sin θ (4.1)

where n is the integer index of the interference fringe, λ is the wavelength of the
x-ray, d is the spacing between crystal layers, and θ is the angle between the incident
x-ray and the plane of the crystal lattice layer.85 Where the scattered x-rays from
the crystal have a path length difference equal to the wavelength of the x-ray (or an
integer multiple), the scattered x-rays will constructively interfere, which can be
detected as a peak in a spectrum if all scattered x-rays are captured.86 X-rays are
chosen since their wavelength is very close to the spacing in a typical crystal lattice.
In this case Cu Kα radiation is used, with a wavelength of 1.54 Å.

For a typical 2θ-ω scan, the angle of the incident x-ray with respect to the
sample surface (ω) is scanned synchronously with the detector moving through
angle 2θ. Peaks in the resulting intensity spectrum as a function of 2θ show the
crystallographic planes present in the sample. These planes are represented by
Miller indices, defined as the inverse of the intercepts of the plane by the lattice
vectors.87

For most materials used in this research that were grown epitaxially, x-ray
diffraction is used to find out whether any crystal planes other than the intended

2θ
ω

d

Monochromator

DetectorSource Divergence slit

Figure 4.3: Schematic of XRD process: X-rays are generated at the source and the
beam is collimated before hitting the sample. The angles ω and 2θ are shown, as
well as the interplanar spacing d. The source and detecting assemblies can both
move along the ω-2θ angles.
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ones are present in the sample. However, Gd strongly absorbs the radiation
produced by the source in the machines, so results from Gd films may not be as
easily interpreted.

4.4 X-ray magnetic circular dichroism

4.4.1 Theory

XMCD uses circularly polarised x-rays with controllable energy to probe the
magnetic structure of specific elements in a sample.

Circularly polarised photons carry an angular momentum (Figure 4.4(a)) which
they transfer to a photoelectron in the sample; left- and right-circularly polarised
photons transfer opposite spin to the photoelectron. Due to the exchange field
in a ferromagnet there is an imbalance of spin-up and spin-down electrons and
therefore an imbalance of spin-up and spin-down holes. A photoelectron can only
be excited to a hole state with the same spin as that of the incident photon because
spin flips are not allowed in electric dipole transitions. Since a photon can only
excite an electron with an available excited state the absorption of an incident
polarised x-ray beam is a measure of the availability of a particular spin-state in
the sample. By changing the available states (Figures 4.4(b) and 4.4(c)), for example
by changing the magnetisation of the sample, or the polarisation of the x-rays, the
difference between the two can be measured.88, 89

The attenuation of x-rays through matter is described by the Beer-Lambert law:

I = I0e−µd (4.2)

where I0 is the incident x-ray flux, µ is an element-specific constant, and d is the
thickness of the sample. Therefore, the thickness of the sample can be calibrated by
XMCD to corroborate the methods outlined in Sec. 4.2. This is done by measuring
the difference between the incident x-ray flux and the transmitted x-ray flux at an
absorption peak for a particular element.

4.4.2 Typical XMCD setup

XMCD measurement configurations require three stages: x-ray generation, guiding
the x-rays to the sample, and measuring the absorption of the x-rays by the sample.
The latter two stages are usually referred to as the “beamline” and “endstation”,
respectively.

To generate circularly polarised x-rays at the Stanford Synchrotron Radiation
Lightsource (SSRL), where these measurements were performed, an elliptically
polarised undulator (EPU) is used. This is an insertion device placed within the
particle accelerator ring in the path of the orbiting electrons. It is made up four
rows of magnets, each row alternates between north and south poles. A pair of
such rows, placed opposite one another on each side of the electron beam will
cause the electrons to veer in one direction as they pass through a N-S pair, and
in the opposite direction as they pass through the following S-N pair. In this way,
the electron path oscillates in one dimension, and emits linearly polarized light.
By adding another pair of rows of magnets perpendicular to the first pair, and
by changing the relative offsets between all the rows along the beam propagation
direction, the electrons can be made to follow a helical path as they pass through
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Figure 4.4: Circularly polarised x-rays with wave-vector k carry a spin angular
momentum (a). Whether or not an x-ray can interact with a sample is determined
by the spin of the available states in the sample. In (b) only holes with spin “up”
are available so only x-rays with the corresponding spin can be absorbed. The x-ray
will excite a spin-up electron into a spin-up hole. Any spin-down x-rays incident
on this sample will not be absorbed and will be detected in transmission. The
situation will be reversed if the sample’s saturation magnetisation is reversed (c).

this undulator, emitting circularly polarised light. The polarisation can be changed
by moving these rows of magnets, and therefore reversing the chirality of the helix.

Once the x-rays have been generated, they need guiding down the beamline
to the endstation. For soft x-rays (energy of 200 eV to 1200 eV), grazing incidence
mirrors can be used since they preserve the polarization of the incident x-rays.

The detection equipment is located at the endstation, along with fine controls
for maximising the x-ray flux onto or through the sample. Detection can either
be of transmitted x-rays, emitted photoelectrons, or fluorescence. Equipment for
applying fields to the sample, heating or cooling the sample, and so on, are also
located at the endstation.

4.4.3 Experimental procedure

At SSRL, electrons are stored in the accelerator ring in “buckets”. 372 buckets are
stored at any one time, each bucket containing 1 pC of charge. The buckets are
50 ps long, and are separated by 2.1 ns. They have a kinetic energy of 3 GeV. Due
to constant losses from the beam over time, new electrons are injected into the
buckets every five minutes, leading to a sharp increase in the beam current over
approximately thirty seconds.

As mentioned above, the circularly polarised x-rays are generated by an EPU at
SSRL, which is described in detail in Ref. 90.
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Figure 4.5: Electrons from the accelerator ring (a) are passed through the elliptically polarizing undulator (EPU, b), in which the magnet
positions are controlled by motors to set the polarisation direction of the emitted x-rays. The x-rays are focussed by beam-line optics (c)
incorporating a feedback system which eliminates beam movements originating at the source, and the energy of the incident x-rays can be
selected by these optics. The x-rays pass through a photodiode, I0, a coil of an electromagnet, the sample, the other coil of the electromagnet,
and the final photodiode It. (d) shows the Gaussian distribution of x-ray energies as a function of intensity, and how, by adjusting the
beam-line optics, a particular absorption edge can be brought to the peak of the intensity spectrum to maintain as high a signal to noise ratio
as possible. (e,f): Example Ni and Gd XMCD spectra are shown (Ni in black, Gd in red), as well as the difference (∆µ) between the positive
and negative transmittance (µ+ and µ−, respectively).
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4. Film deposition and characterisation

Having been generated, the x-rays travel down the beamline to the endstation.
The beam is first deflected in the horizontal plane by a mirror which also removes
the higher energy x-rays, reducing thermal load on the rest of the beamline optics.
The beam is focussed onto an entrance slit approximately 15 µm in size, before
passing through a spherical grating monochromator (SGM). The SGM projects a
twice magnified image of the entrance slit onto an exit slit, which is placed such
that adjusting the position of the SGM changes the energy of the x-rays passing
through the exit slit. The exit slit assembly consists of several electrically isolated
horizontal slits. Each slit’s electron yield due to the incident x-rays is measured
and input into a PID circuit which adjusts the horizontal mirrors to keep the beam
centred regardless of fluctuations in the beam. The beam diverges after leaving the
exit slit and by the time it has reached the sample is approximately 1 mm× 0.5 mm,
as shown in Fig. 4.6. The beamline (numbered 13-1) used at SSRL for all of the
XMCD experiments in this thesis is described in the appendix of Ref. 91.

At the endstation, four samples at a time can be clamped onto the copper
sample holder. The sample holder is on the end of a cryostat arm, and a K-type
thermocouple at the bottom of the holder gives an accurate reading of the samples’
temperature; both the samples and thermocouple are in thermal contact with the
copper. The sample holder can be manipulated in the x and y directions, where
z in the beam propagation direction, and y is the axis along which the line of
four samples lie. The samples can also be rotated around y. In all of the XMCD
measurements described herein, the samples were rotated at an angle of 30° with
respect to the incident x-ray beam. This is the result of a compromise between two
factors: that only the projection of sample magnetisation onto the x-ray propagation
direction can be measured by XMCD, and that the x-ray has to pass through the
window in the sample, which for some samples was only 0.5 mm× 0.5 mm. The
SSRL beamline and XMCD endstation are shown in 4.5, along with example XMCD
spectra.

All computerised motors along the beamline can be controlled from the end-
station. The EPU phase can be changed to select a polarisation direction of the
x-rays, and the gap between the EPU magnets can be varied to coarsely control
the energy of incident x-rays. The electrons in the synchrotron are distributed on
a bell curve of intensity as a function of energy. The EPU itself also yields a bell
curve of intensity of the x-rays it generates, so by moving the EPU gap motor, one
bell curve is being scanned along and superimposed on another. It is important to
choose an appropriate value of the EPU gap so that the produced bell curve does
not affect data analysis. Figure 4.7 shows the effect of the bell curve from the EPU
before the data is normalised.

When an appropriate energy range has been selected by the EPU gap, fine
energy control can be achieved by rocking the SGM (recorded in the data files as
moving the MONO131 motor).

Three different types of measurements were performed using the x-rays, de-
scribed below:

XAS (x-ray absorption spectroscopy): The SGM control is ramped in steps to
sweep the x-ray energy, and the incident and transmitted x-rays are counted for 1
second at each energy. This was mainly used for setting up the beam parameters.
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4.4. X-ray magnetic circular dichroism

XMCD: At each of the positive and negative saturation magnetic fields, the x-rays
are counted for 1 second, the energy is then increased by one step, and the process
is repeated. An equivalent measurement would be to change the polarisation of
the x-rays rather than the sign of the applied field. Before an XMCD measurement
which does use the magnetic field, the EPU gap must be correctly positioned to
ensure the incident x-rays are indeed circularly polarised.

Hysteresis: The energy is selected and fixed at the absorption peak of the element
being measured. Then the magnetic field is swept from low to high and back again,
and at each field step the x-rays are counted for 1 second.

Most measurements are hysteresis measurements since the XMCD measure-
ments were not performed at different temperatures. For each sample that is
measured by hysteresis, the correct energy setting for the x-rays must be found
by XAS or XMCD and selected by moving the EPU gap and SGM motors. Then
the incident x-ray flux is maximised by x and y adjustments to sample position.
When the hysteresis measurement has completed for one energy, and therefore
one element of the Ni and Gd, the same sample position optimisation must be
performed due to chromatic aberration in the beamline optics. When both the Ni
and Gd layers of one sample have been measured, the sample holder is moved
through y to the next sample, and the process is repeated. When all four samples
have been measured at one temperature, the temperature is increased and the
process starts again, moving back through the samples in the y direction. At
each step, the signal optimisation process must be performed. The temperature is
controlled by moderating the flow of helium through the cryostat, and at higher
temperatures by also running current through a small resistance heater.

The measurements were performed at SSRL in four different beam-time alloca-
tions. Each beam-time session consists of three to five days, with access to the beam
twelve hours per day, either from 0600 to 1800 or vice versa.∗ At the beginning of
each visit, the beam-line scientist† would optimise the beam but the vast majority
of subsequent measurements would be done solely by me.

An example XMCD spectrum is shown in Figure 4.8b. In these experiments the
difference in absorption is achieved by switching the magnetic field from ≥ +Ms
to ≤ −Ms instead of changing the polarisation of the x-rays. The measurement is
the number of photons detected by a diode behind the sample during one second.
The incident beam intensity is also measured so the signal can be normalised to
remove any artefacts from beam instabilities.

The experimental setup for taking XMCD measurements is shown in Figure
4.8a. The x-rays are measured in transmission. The magnetic field, µ0H, of up to
250 mT is applied parallel to the x-ray beam. In some cases, this field may not have
been enough to saturate our samples.

∗Except in an instance when an administrative hiccup left me with a 24 hour shift.
†We are indebted to Hendrik Ohldag for his work as the beam-line scientist.
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Figure 4.6: Left: Geometry of incident x-ray beam with respect to transparent (to
x-rays) window in the substrates. Right: Cross-section of substrate. Si3N4 is grown
on SiO2 and the window in the SiO2 is milled away from below (by the substrate
manufacturer). The film is then sputter deposited onto the Si3N4.
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Figure 4.8

4.5 Low temperature transport

4.5.1 4.2 K probe

A variety of low temperature transport measurements have been undertaken on
various samples mentioned throughout this work. The simplest is measuring
resistance vs temperature of a sample in order to determine the critical temperature
of a superconducting Nb layer. A dipping probe with electrical connections to the
surface of the sample is lowered into a dewar of liquid helium; from the top of the
dewar down to the surface of the liquid helium, the temperature of the helium gas
decreases continuously so as the probe is lowered through the gas to the liquid it is
gradually cooled down from room temperature to a minimum of 4.2 K. Resistance
is measured using a four-point technique with all four electrical contacts in a row,
and the current contacts at the ends of the row.92, 93 This measurement setup is
shown in Fig. 4.9. The current flows in the plane of the thin-film sample, and
through the superconducting layer of the sample.

The current used for superconductivity measurements is important, as super-
conductors have a critical current above which they enter the normal state. Currents
also must not be high enough for any heating of the sample to affect the measured
critical temperature. However, the higher the current used the better the signal-to-
noise ration. In these experiments, currents below 100 µA were typically used. This
value was arrived at by performing several measurements of the critical tempera-
ture of a sample with different currents to determine which current magnitudes
altered the measured Tc.
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Figure 4.9: Illustration of the four-point measurement used for transport mea-
surements. Current is supplied and monitored across the outer contacts, and the
voltage is measured across the inner contact. The current flows in the plane of the
thin-film samples, and through the superconducting layer when T < Tc.

4.5.2 Magnetoresistance measurements

The dipping probe is limited to electrical measurements down to liquid-He4 temper-
atures - for lower temperatures and for an applied magnetic field a cryogen-free‡

refrigeration system is used. A Mini Cryogen Free System by Cryogenic Ltd. was
used for magnetoresistance measurements, and successive TC measurements which
required a magnetic field to be applied during or between each measurement. The
cryostat can apply an in-plane field of 1 T, and can cool down to 1.4 K by pumping
on a pot of liquid helium. The most energetic atoms are evaporated from the pot
and therefore the average kinetic energy of the atoms in the pot is reduced.

4.6 Bulk magnetometry

Bulk magnetometry is volume sensitive measurement of a sample’s magnetisation
without being able to distinguish directly the contribution from each material of
the layers in the sample.

From such measurements we can directly extract the coercive field of a sample
and its saturation magnetisation. By calculating the expected magnetisation value
from the density and magnetic moment per atom of the constituent layers of the
sample, the total thickness of the sample layers can be measured.

For multilayer films, any “double-switching”, where each layer changes mag-
netisation direction at different field values, can also be observed.

In conjunction with thickness calibration measurements, magnetometry can also
be used to investigate the presence of magnetically dead layers in the sample. Using
the density of the metal, the theoretical Bohr magneton per atom, and the volume
of the sample, the expected saturation magnetisation for each layer thickness can
be calculated. An example of this is shown in the inset of Fig. 4.10. As the Ni layer
thickness increases, the saturation magnetisation per unit volume also increases
linearly, indicating that there is no magnetically dead layer in these films.

‡ These cryostats are not technically "cryogen-free" despite being marketed as such; they still use
liquid helium to cool samples, however the helium is recycled within the cryostat and when it boils it
does not escape the system.
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Figure 4.10: Room temperature M(H) loops for different Nb/Ni/Nb thin films.
The inset shows the saturation magnetisation (Ms) as a function of expected Ni
layer thickness. Since the relationship is linear and the intercept is close to zero
we can conclude that there is not a magnetically dead layer in the samples, since
the effect would be more pronounced at lower thicknesses which would affect the
linear relationship.

4.6.1 Room temperature VSM

A MicroMag™ by Princeton Measurement Corporation was used for room temper-
ature vibrating sample magnetometry (VSM) measurements. A sample is mounted
on the end of a non-magnetic rod, and positioned between the magnet poles.
Attached to the ends of each of the magnet poles are a pair of counter-wound
detection coils. The detection coils are mounted as counter-wound pairs so that any
change in flux through them caused by variations in the applied magnetic field is
cancelled out and not detected. The sample is vibrated by a piezoelectric oscillator
at 83 Hz, and as it vibrates its external magnetic field enters and exits the top and
bottom loops in turn. This creates an alternating electromotive force (EMF, ε) in
the detection coils as a function of the rate of change of the flux through each coil:
ε = −dφ/dt.94

The water-cooled (non-superconducting) magnet could apply up to a 1 T mag-
netic field, and the pick-up coils were calibrated using a Co sample with a known
saturation magnetisation supplied by NIST.
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4.6.2 Low temperature VSM

VSM at low temperatures operates on the same principles outlined in the previous
section (4.6.1), except these measurements were performed in a High Field Cryogen
Free Measurement System by Cryogenic Ltd.; a cryogen-free cryostat with a VSM
mounted in the sample space. The superconducting magnet can apply a field up
to 9 T in the plane of the thin-film samples, and the cryostat can cool to 1.4 K. All
bulk magnetic measurements at temperatures other than room temperature were
made with this cryostat unless otherwise stated.
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Chapter 5

X-ray magnetic circular dichroism

5.1 Ni/Gd/Ni system

The study presented here is a comprehensive examination of the TM/RE system,
since no single study has hitherto approached the scope of this one. There are
many previous results from other groups, but the combined effect of many small
investigations is a fragmented view of the complete picture, and, at the very least,
a view which is difficult to piece together from the literature.

The theoretical groundwork of RE/TM systems was established by Camley and
Tilley;29, 95 they modelled RE/TM multilayers and found that due to the different
Curie temperatures (TC) of the RE and TM layers several phases occur as the effects
of temperature and applied magnetic field are incorporated.∗ For given thicknesses
of the RE and TM layers, at low temperatures the larger magnetic moment per
atom of the RE layers contributes to a stronger coupling of the RE layer to an
applied magnetic field, and it will dictate the behaviour of the coupled TM layer.
As the temperature increases and the intra-layer RE coupling becomes weaker,
meaning that the combined effect of the larger magnetic moments of the RE atoms
loses dominance over the system, and the TM layer (with a much higher Curie
temperature) will dictate the behaviour of the RE layer. The antiparallel coupling
between the RE and TM layers ensures that when the RE layer is dominating the
system and following the direction of the applied magnetic field, the TM layer will
be antiparallel to both the RE layer and the field. This is termed the “RE-aligned”
state, and the opposite case the “TM-aligned” state.

This simple picture was later confirmed experimentally,30, 37 and while the
existence of a twisted state at the interface between bulk Fe and a thin layer of Gd
(five atomic layers) was also predicted by Camley for certain values of the applied
field,28 this has not been conclusively demonstrated.

Due to the interface-driven nature of RE/TM systems it is difficult to measure
the exact magnetic structures of the individual layers using standard measurement
techniques such as VSM or magnetoresistance measurements.77, 96, 97 Previous stud-
ies using XMCD have been performed and have mainly confirmed the predictions
of Camley and Tilley: Barth et al. observed evidence of the transition between the
RE- and TM-aligned state as a function of temperature in a Ni/Gd bilayer (7.5 nm
and 5 nm thick, respectively),37, 38 while Koizumi et al. observed the same behaviour
in a Gd/Fe (2 nm/2 nm)50 superlattice measured at 20 K and room temperature.32

∗These models are also discussed in Sec. 6.1.1.
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5.1.1 Experiment

Several different samples were measured by XMCD at SSRL.98 The samples were
grown by D.C. magnetron sputtering as described earlier (not on a heater), and all
have the structure Si3N4/Nb/Ni/Gd/Ni/Nb. The top Nb layer is a capping layer
to prevent oxidation and degradation of the active TM/RE/TM layer. The bottom
Nb layer acts as a buffer layer between the Ni and Si3N4. The base pressure for all
depositions was better than 10−8 mbar.

XMCD was measured for all samples, while XAS measurements were only
performed on a selection and usually as part of the process of optimising the beam
parameters.

In order to find out the magnetic states of the Ni/Gd/Ni samples, we measured
hysteresis loops for all of them at both room temperature and ∼5 K. Since the
hysteresis loops are effectively measuring the number of photons absorbed by a
layer in the sample, if that layer is very thin, the number of photons absorbed can
be very low and the data can be very noisy. Additionally, at the energy of the M3,4
transition in Gd, we are pushing the limits of the capability of SSRL; the number
of photons generated follows a bell curve as a function of energy, and the 1180 eV
absorption peak is near the tail of the curve. Consequently samples with thin Gd
layers were often too noisy to measure in detail. Time was another constraint, as
beam-time at a large, national scale facility like SLAC is highly competitive. Table
5.1 shows which measurements were performed on each sample; the gaps being
present due to the reasons cited above.
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d/N
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Sample number
T (K) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 T (K)
5 • • • • • • • • • • • • • • • •∗ •∗ •∗ •∗ •∗ 5
10 • • • • • • • • • • • • • • • • 10
15 • • • • • • • • • • • • • • • 15
20 • • • • • • • • • • • •∗ •∗ •∗ •∗ •∗ 20

25 • • • • • • • • • • • • 25
30 • • • • • • • • • • • • • • • 30
32.5 • 32.5
35 • • • • • • • • • • • • • 35

37.5 • 37.5
40 • • • • • • • • • • •∗ •∗ •∗ •∗ •∗ 40
42.5 • 42.5
45 • • • • • • • • 45

47.5 • 47.5
50 • • • • • • • • • • • • • • • 50
52.5 • 52.5
55 • • • • • • • • 55

60 • • • • •† • • • • • • 60
65 • • • • • 65
70 • • • • 70
75 • • • • 75

80 • • • • 80
300 • • • • •† • •‡ •† •∗ •∗ •∗ •∗ •∗ 300

Table 5.1: Temperatures at which samples were measured indicated by •. * indicates
out-of-plane measurements were performed, † indicates that only the Ni layers
were measured at this temperature, and ‡ that only Gd was measured.
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Sample number
Layer S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 ...
Ni 3.6 2.5 3.9 2.7 3.7 2.4 6.5 4.2 2.6 2.9 ...
Gd 11.4 4.6 6.0 2.6 21.5 11.0 20.8 11.1 6.2 6.1 ...
Ni 3.6 2.5 3.9 2.7 3.7 2.4 6.5 4.2 2.6 2.9 ...

Thickness (nm)

Sample number
... S11 S12 S13 S14 S15 S16 S17 S18 S19 S20 Layer
... 1.4 1.9 3.1 3.8 2.2 5.9 10.8 5.2 6.0 3.7 Ni
... 8.2 6.2 7.9 11.1 9.7 9.9 8.8 17.2 3.1 5.1 Gd
... 1.4 1.9 3.1 3.8 2.2 5.9 10.8 5.2 6.0 3.7 Ni

Thickness (nm)

Table 5.2: Thicknesses of magnetic layers in all samples, measured by XMCD or
XAS. Each sample has a capping layer and buffer layer of Nb, with thicknesses of
8 nm and 50 nm, respectively. The Nb layer thicknesses were not measured with
x-rays.

Table 5.2 shows the thicknesses of all of the measured samples, as determined
by XMCD or XAS. The top and bottom layers of Ni were grown to be symmetrical,
and XMCD and XAS can only tell us the total thickness of both Ni layers combined.
The values in the table then, are just this total thickness halved. If, elsewhere in the
text, the thickness of a sample is only given as one value for Ni and Gd each, that
value is the total Ni thickness.

5.2 Observed behaviours

All the samples that were measured fell into three categories of behaviour according
to which element was aligned with the applied magnetic field at low temperature,
and whether the alignment changed as the temperature was increased. Each
behaviour is described below, along with an example of the data from a sample
which displayed that behaviour. The full hysteresis data from each measured
sample is shown at the end of the chapter.

5.2.1 Constant alignment

The first behaviour consists of a simple aligned state (either RE- or TM-aligned)
which persists throughout the measured temperature range. Although some
samples’ Gd data is too poor to tell the Gd orientation direction, it is inferred to be
antiparallel to the Ni orientation direction, and some noisy samples do nevertheless
contain spurious indications that this is indeed the case. For example, S16’s 25
and 30 K loops, and S18 10 K and upwards show small hysteresis loops embedded
within the distribution of Gd x-ray intensity. The presence of recognisable hysteresis
loops in some samples and not others could be due either to the thickness of the
Gd layers, or to daily fluctuations in the beamline setup and optimisation or the
x-ray beam current supplied by the synchrotron. This is also the cause of some
inconsistencies in the Gd results as a function of thickness; since the overall signals
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Figure 5.1

from the Gd layers are relatively weak, difficulties in equipment alignment can
have pronounced effects on the measured signals.

A phenomenological explanation for this behaviour is that the antiparallel-
aligned layer is too thin compared to the other layer to dictate the behaviour of the
stack, regardless of temperature.

An example of the Ni-aligned state is shown in Fig. 5.1(a), and an example of
the Gd-aligned state is shown in Fig. 5.1(b). Other samples showing this behaviour
are shown at the end of the chapter in Figs. B.1, B.2, B.3, B.4, B.5, and B.6.

5.2.2 Switching alignment

The second behaviour is characterised by the sudden flip from the RE-aligned state
to the TM-aligned state over a narrow temperature range. We can think of this as the
influence from the two Ni interfaces with the Gd counteracting the ferromagnetic
response of the Gd. As the temperature increases the relative strength of this
interaction increases until it dominates over the Gd. This behaviour is seen in a
relatively narrow range of sample thicknesses implying that a certain narrowness of
layers prevents any inhomogeneity forming as the exchange interaction dominates
the behaviour of each of the layers. However, the Gd has to be thick enough to
dominate over the Ni at low temperatures.

This behaviour is the same as that described by the models of Camley and Tilley.
Fig. 5.2 shows an example of this behaviour, and Figs. B.7 and B.8 show other

53
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samples which displayed this behaviour.

5.2.3 Inhomogeneity
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Figure 5.2: Element-specific XMCD mea-
surements of S13 at a range of tempera-
tures. The sample structure is Ni/Gd/Ni
(3.1/7.9/3.1 nm).

The third behaviour is characterised by
a number of features. The Ni, at higher
fields at least, remains parallel with the
applied magnetic field. However, at
low temperatures and low fields, one
gradual and one sudden transition take
place from one magnetisation direction
to the other. As the temperature in-
creases, these transitions become less
pronounced, until the whole hysteresis
loop looks essentially conventional. At
least in the case of one sample however,
S3, small deviations can be seen in the
hysteresis loop at the same field as the
transitions even at higher temperatures.

Meanwhile, the Gd at low tempera-
tures looks like a conventional hystere-
sis loop with a low coercive field, par-
allel to the applied magnetic field. As
the temperature increases, the magneti-
sation at higher fields is no longer the
highest magnetisation in the loop. The
magnetisation at high fields decreases
throughout the temperature range un-
til at high temperatures the whole Gd
loop is now antiparallel to the applied
field. Throughout the transition too, the
coercive field has increased.

Fig. 5.3 shows a phase diagram
which can be constructed from the full
temperature range of hysteresis loops
and shows the evolution of the system
as a function of temperature. To con-
struct the phase diagram we take one
branch from each of a normalised Ni
and Gd hysteresis loop at a particular
temperature. We then take the absolute
difference between the two branches. If
the Ni and Gd layers are parallel at a
particular field value, both the curves
will be at their normalised maximum or
minimum, and the absolute difference

between them will be 0 (shown in blue). If the two layers are antiparallel to one
another at that point, one curve will be at the normalised maximum while the
other is at the minimum, or vice versa. In that case, the absolute difference will
be 2 (shown in red). This procedure is carried out for a hysteresis curve at every
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Figure 5.3: Experimental phase diagram of S3. The colour scale shows the absolute
difference between normalised Ni and Gd hysteresis loops at the same temperatures.
A difference of 2.00 (red) means that at that field value and temperature the Ni
and Gd were at opposite saturation magnetisations and therefore completely
antiparallel, while a difference of 0.00 (blue) shows that the Ni and Gd layers were
aligned parallel to one another. A detailed explanation of the construction of this
diagram is given in the text.

measured temperature value, and the results are stacked to create the phase dia-
gram. In this way we can easily see the change in alignment between parallel and
antiparallel as the temperature increases, as well as the transitions between states.

Fig. 5.4 shows the hysteresis loops which made up the experimental phase
diagram, while the other samples which displayed this behaviour are shown in
Figs. B.9, B.10, and B.11.

Note that not all of the samples shown were grown in the same growth run,
yet the differences in behaviour transcend the different growth runs, so these
behaviours cannot simply be explained by unique growth conditions.
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Figure 5.4: Element-specific XMCD measurements of S3 at a range of temperatures.
The sample structure is Ni/Gd/Ni (3.9/6.0/3.9 nm).
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Chapter 6

Model

The use of models in physics can be a double-edged sword. On the one hand, a
model can provide useful insight into the behaviour of a complex system; on the
other, a subtly wrong model can lull one into a false sense of knowledge security,
or become a time-sink in a quest to perfect an imperfect model. Bearing this in
mind, successful models are usually one of two types. The first is the highly
detailed, highly accurate model. These models go to a lot of effort to take into
account every single interaction in the system, and sometimes require fully-fledged
computer scientists to write, maintain, and continually hone the ever-improving
implementation. The Object Oriented MicroMagnetic Framework would be an
example of such a model.

The second type is the modest yet useful type which tries to capture the essential
behaviour of the system without having to get too bogged down in the details.
The Ising model would be a very successful example of such a model. The simple
model should almost be like an ansatz: ready to be discarded when it outlives its
usefulness.

The model presented here tries to be simple, capture the complex behaviour
that can arise from two competing energies in a system, while maintaining accuracy
relevant to the system studied experimentally.

In this chapter, an introduction to the basic simple model of a ferromagnetic
moment is given, as well as an introduction to similar models which have been used
in the past to study either the RE/TM system or similar systems. The theory behind
our model is then expounded, as well as a description of the implementation of
the theory into software. The results of the model are presented, and linked to the
experimental results of the previous chapter.

6.1 Stoner-Wohlfarth model

The Stoner-Wohlfarth model describes a simple, single-domain magnetic particle in
a magnetic field. The particle has a uniaxial magnetic anisotropy (Ku), and therefore
an easy axis (θ), measured with respect to the applied magnetic field (H).99 The
magnetisation of the magnet, M, is free to rotate in the plane of the easy axis and
applied magnetic field, and the angle subtended is denoted by φ (also measured
relative to H). The energy describing such a system is given by:

E = KuVsin2(φ− θ)− µ0MsVHcos(φ), (6.1)
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where Ms is the saturation magnetisation, µ0 is the permeability of free space, and
V is the volume of the magnetic particle.

6.1.1 Similar models

In the 1980s Camley and Tilley (together and separately) were working on models of
rare-earth and transition metal systems in various configurations, although mainly
involving Fe and Gd. However, at the time, there was still disagreement within the
community about the behaviour of the Gd moments; Weller et al. claimed that the
first Gd layer at the Gd/Fe interface couples antiferromagnetically to the rest of the
Gd,26 in contrast to Taborelli et al. who argued that all of the Gd/Gd interactions in
their system were ferromagnetic.27 Camley is convinced by Taborelli’s mean-field
model, and applies this assumption in his model of five atomic layers of Gd on bulk
Fe.28 This model simulates bulk Fe by having the bottom out of 20 layers pinned
in the direction of the applied field, while allowing the rest of the spins to rotate.
The final angle of each spin is calculated by rotating it within the effective field
produced by each of its nearest neighbours. (Only nearest neighbour interactions
are considered.) While this model does include the effects of temperature on the
system, it does not include anisotropy effects, noting that these effects should be
less important in polycrystalline films.

Mauri et al. constructed a model which examined the case of a thin ferromag-
netic film coupled to an antiferromagnet.100 The thickness of the ferromagnet is less
than the width of a domain wall in the ferromagnet so all the ferromagnet spins are
aligned. They assume uniaxial anisotropy within the antiferromagnet, in a different
direction from the alignment of the ferromagnet spins, and examine the effect the
exchange coupling at the interface has on the spins within the antiferromagnet.
Although the model does not incorporate the effects of temperature, and varies the
sign of the exchange coupling at the interface, it mainly looks at one sublattice of
the antiferromagnet so in some ways is quite similar to the FM/FM interaction we
want to study.

6.2 New model

6.2.1 Overview

A number of other models from around this time (the late ’80s) also incorporate a
thin (rare-earth/transition metal) ferromagnet interfaced with a bulk (transition
metal/rare-earth) ferromagnet, or look at superlattices made of very thin layers.
The consensus is established, both experimentally and theoretically, that intra-rare-
earth interactions are ferromagnetic, and rare-earth - transition metal interactions
are antiferromagnetic.29, 95, 97

Given these other models, it may seem arrogant not to simply use them as they
are. Why reinvent the wheel? However, none of these models on their own exactly
capture the system we want to study. (Although there are aspects from the models
we want to use, just not all present in the same model.) Another obstacle also
presents itself; we are separated from the implementations by time, albeit only a
few decades. However, the use of computers has evolved significantly since the
1980s. By writing a modern implementation that anyone can run on their own
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6.2. New model

computer our model can be more readily adapted to different situations∗.
Our model incorporates magnetocrystalline anisotropy, the effects of temper-

ature, and we use it to study a wide range of layer thicknesses. All systems
we examine are of the form TM/RE/TM, where the TM-layer thicknesses are
symmetric, as in the results presented in Chapter 5.

6.2.2 Modelled system

i

i + 1

i− 1

Hφi

φi+1

φi−1

z

Figure 6.1: Diagram of part of
the modelled stack of magnetic
moments, represented as arrows.
The moments are free to rotate
in the plane perpendicular to z;
the angle of rotation, φ, is mea-
sured with respect to the applied
magnetic field direction, H.

We represent our system as a vertical stack of
single atomic layers, or equivalently a stack of
magnetic moments. We call the vertical axis
along which the stack is aligned z, and each
moment in the stack is referenced by the index i.
The moments rotate in the plane perpendicular
to z, and a magnetic field is applied in one of the
directions within this plane. The angle of each
moment, φi, is measured with respect to the an-
gle of this applied field, H. All of the moments
are free to rotate, the only constraint applied is
the antiparallel coupling at the interface, repre-
sented by the sign of the inter-layer exchange
constant. Each moment interacts with its near-
est neighbour via the exchange interaction, and
inherits element-specific constants based on the
definition of the elemental make-up of the stack.
The energy of such a system is given by:

Ei =− gµBµ0Mi H cos(φi) +
Ki

n
sin2(φi − θ)

− Ji+1Si+1Si cos(φi − φi+1)

− Ji−1Si−1Si cos(φi − φi−1). (6.2)

The first term is the Zeeman energy, the second the magneto-crystalline anisotropy
energy and the last two are the exchange energy terms of the moment interacting
with the moment above and below, respectively. g is the Landé g-factor, µB is the
Bohr magneton, µ0 is the permeability of free space, M is the average magnetisation
of the layer (in our case M is equal to the value of the magnetic moment of the atom
for a perfectly ordered material), φ is the angle of a magnetic moment with respect
to the applied magnetic field direction, K is the magnetocrystalline anisotropy
energy, θ is the direction of the easy axis, n is the number density of the material
of the layer, J is the exchange constant of the layer, and S is the magnitude of the
magnetic moment of an atom in units of the Bohr magneton. We assume infinite
extent of the ferromagnet layers in the x and y directions in order to neglect the
effect of stray fields on the magnetic structure of the stack, and we include an easy

∗A slightly future-proof version of the model is currently being implemented in Python 3, as
opposed to the now deprecated Python 2 in which the original was written. All results presented
here are from the original implementation. When the final implementation is finished it will be
released open-access in the same repository as the data which was released to accompany the paper
which first described the experimental results and the model.
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axis in order to keep the model general rather than specific to our experimental
system.

6.2.3 Temperature dependence

The equation given above does not take into account the effects of temperature on
the system. In order for the model to be applicable to our experimental results,
it would be useful to examine the variation of the state of the system as the
temperature is increased.

First, we note the large difference between the Curie temperatures (TC) of RE
and TM ferromagnets. It so happens that Ni and Gd are both superlative in this
respect; Ni has the lowest TC of the TMs at 627 K, but this is still more than double
that of Gd at 293 K, the highest of the RE ferromagnets.

This means that for measurements (or simulations) far below the TC of Ni, the
decrease of the average magnetisation of the Gd with increasing temperature will
be significant, while for the Ni the change is negligible. As such, we incorporate
the second-order phase transition into the expressions for M; M → M(T) ∝
tanh(TC − T). However, when considering the microscopic exchange interaction
between the adjacent layers we expect the strength of the interaction to be constant
in temperature since the energy of this interaction depends only on the magnitude
of the layers’ magnetic moments. Therefore, this term is unchanged in our treatment
for temperature.

Since each atomic layer in the model is only populated by a single magnetic
moment, the values of M and S in the model will be equal. However, the behaviour
of each of these terms will be different as a function of T. S represents the value
of an atom’s magnetic moment, which is unaffected by T, while M represents
the average magnetisation of each layer. This is varied according to the function
above. From Ref. 101 we assume that K varies with the cube of the magnetization
(the uniaxial anisotropy case, K → K(M) = Km M3), and so K will also vary with
temperature.

The function minimization method used allows us to simplify the anisotropy
energy term. Since the angle of the magnetic moment will always be close to the
energy minimum, Ean ∝ sin2(φ− θ) ≈ Ean ∝ − |cos(φ− θ)| (note the change in
sign). To solve Equation 6.2 analytically, we consider the anisotropy energy term in
two regimes when the above approximation is valid:

Ean =− K
n

cos(φi − θ) when (6.3)

φmin <
π

2
+ θ or φmin ≥

3π

2
+ θ

and

Ean =
K
n

cos(φi − θ) when (6.4)

π

2
+ θ ≤ φmin <

3π

2
+ θ,

where φmin is the angle at which the total energy of the layer is minimum.
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6.2.4 Implementation

The model has been implemented in Python 2.7. Several lists are constructed in
parallel initially, one to hold values of φ, one for values of J for each i, and K, and
so on. The length of each list is the number of moments in the stack, so as we
cycle through the moments, we can easily look up the relevant parameters for that
moment.

Since the energy calculation depends on the values of φ of the moment above
and below the current moment, initial values of φ must be supplied for the calcu-
lation to start. Due to the hysteretic nature of the system, and therefore to avoid
becoming trapped in local energy minima, the initial values of φ supplied are 0
and π/2. (This is important for our substitution for K to be valid.) By supplying
realistic initial values for φ, the energy state of the system should move mostly
continuously from one state to the next, without having the chance to jump to the
non-global energy minimum.

For each temperature an applied field range is iterated through, and for each
field value, the stack is iterated through†:

phi_check = phi_stack
for temperature in range (5 ,51 ,2.5):

for field_value in range (-1,1,0.01):
delta = [1] * len(phi_stack)
while delta.max() > 0.001:

for i in stack:
phi_stack[i] = Min_Energy_Calc(

moment , field_value)
delta = abs(phi_check - phi_stack)

result[temperature ][ field_value] = phi_stack

where the function Min_Energy_Calc is of the form:

def Min_Energy_Calc(i, H):
J_i = J[i]
J_above = J[i+1]
J_below = J[i-1]
K_i = K[i]
phi = result_of_calculation
return phi

The while delta.max() line is a check to stop the energy calculation running
forever once a solution has been found. The check subtracts the current stack
values of φ from the stack values found from the previous iteration; if the largest
of this list of differences is less than or equal to 0.001, the iteration is stopped and
the current stack values are kept as the list of φs for that field value. If the “delta”
is greater than 0.001, the iterations continue, with the check happening after each
iteration.

Without a similar check on the number of iterations allowed, there is a possibility
for the program to run in an infinite loop. This possibility can be countered in other
ways, however. An emphasis elsewhere in the program to ensure local minima are

†In describing the implementation of the model, it is sometimes easier to use pseudocode rather
than plain English. The pseudocode is syntactically similar, but not identical, to Python, and should
be easy to interpret as an algorithm being performed.
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eliminated in favour of a global minimum, for example. Without such checks it
could be still possible for the system to switch between two equal minima.

The calculated values of φ are stored and can be retrieved later to plot vector
diagrams of the system at particular field and temperature values. To construct
hysteresis loops, the values of φ can be projected onto the applied field direction,
and the resulting projection summed.

6.2.5 Caveats

As mentioned in the introduction, it is important to take into account the limitations
of a simple model when examining its results. And due to the simplicity of this
model, we cannot expect it to make accurate predictions about all aspects of the
system. For example, we do not take into account stray fields in the model, so when
comparing the model’s results to that of measurements of the kind of mesoscopic
multi-layered pillars which are common in superconducting spintronics studies, we
should not be surprised if stray field effects are important and lead to differences.

We also do not attempt to take domains into account in the model. This can
lead to numerical discrepancies between the predicted coercive fields given by
the model, and those measured experimentally. This difference arises due to the
Brown’s paradox; a phenomenon of simple models that do not account for effects
due to defects in the crystal structure and other nucleation points for disorder,
corners being another example.102–105 This means that the reversal of magnetic
moments in the model requires higher fields than in the equivalent physical system.
The paradox should not affect the results of the model in any way other than a
scaling of the equivalent fields.

6.3 Results

6.3.1 Py/Gd system

As an example of the type of output we can get from the model, we first examine
Py/Gd/Py system (Py, permalloy, is an alloy of Ni0.8 and Fe0.2). This is the system
studied by Prieto et al., who concluded from indirect measurements of the magnetic
structure of the system that a domain wall was forming within the Gd. They built
upon earlier theory by Inoue et al. and others who showed how domain walls in a
multilayer structure would affect a current flowing perpendicular to the multilayer
plane (CPP geometry).106–108

Fig. 6.2 shows some magnetic configurations thought likely in the Py/Gd/Py
multilayers, and magnetoresistance results for structures with different Gd thick-
nesses. In the thickest samples, there is no measurable change in the resistance as a
magnetic field is applied. According to the theory of transport across a domain
wall, polarised carriers are scattered more by a narrower domain wall, i.e., by a
higher rate of change of magnetisation direction within the sample. The change in
magnetoresistance is highest for intermediate thicknesses of Gd, and when that
thickness was measured at low temperatures, the change was highest at lower
temperatures. These results are consistent with any domain wall present in the
structure being dependent on the thickness of the Gd, and the interaction between
the Gd and Py at low temperatures. The results are interpreted as the thinner
samples constricting the domain wall within the Gd layer, so the domain wall

62



6.3. Results

ferromagnet than the transition metal, the DW is created
in the Gd. This effect has been widely studied for both
epitaxial films [14] and for sputtered samples [15] where
some interdiffusion has been observed [16]. The antifer-
romagnetic coupling between the Gd and the transition
metal is transmitted through a few atomic layers (for
example, 1.2 nm for the Gd-Fe interface [17]) and com-
petes with the Gd exchange interaction.

Our samples are sputtered permalloy !Ni80Fe20"100 nm-
Gdt nm-permalloy100 nm, where the Gd has different
thicknesses t from 2 to 20 nm. In this system at high
temperatures, around or over the Curie temperature of
Gd, the system behaves as permalloy (Py)-nonmagnet-
Py, and the Py layers align antiparallel to each other to
minimize the magnetostatic energy in zero external field.
This can be clearly seen in Fig. 1. This figure shows the
low field part of the hysteresis loop in one of these
samples (2# 2 mm2). The first transition (A) before H $
0, corresponds to the switching of one of the Py layers.
The flat part (B) is where the magnetostatic coupling
keeps the Py layers in an antiparallel state, and the high
permeability transition (C) corresponds to the switching
of the other Py layer when the external field is strong
enough to unbalance the magnetostatic coupling. This
behavior occurs even for very thin Gd layers (2 nm).
In-plane transport measurements confirm the antiparallel
coupling of the Py layers for H $ 0.

Bitter decoration on trilayer samples reveals no sign of
DWs in the Py layers, confirming an antiparallel coupling
between Py layers to minimize the magnetostatic energy.
This can be seen in Fig. 2, where a sample of Py-!10#
10" !m# 200 nm shows the normal closure domain
structure, and by just inserting 4 nm of Gd, we can
remove any sign of domain walls in the Py.

At intermediate temperatures, when the Gd is weakly
ferromagnetic, the behavior of the Py-Gd-Py sample is
expected to be very similar to the behavior shown in Fig. 1
at room temperature. In this configuration, when the Py

layers are antiparallel to each other, the Gd will hold a
DW in-plane as shown in Fig. 2(a). At lower tempera-
tures, when the Gd has a higher magnetic moment than
the Py, the magnetostatic flux configuration of the trilayer
is different. The Py layers can then align parallel to each
other and close their stray field through the antiparallel
Gd layer, especially when it is thicker [Fig. 2(b)].

The behavior expected at intermediate temperatures is
found for all samples. For instance, above %100 K, the
sample with Gd-20 nm shows the ‘‘double loop’’ behavior
of Fig. 1, while at lower temperatures, the hysteresis loop
is smooth and does not show any particular jump. For
thinner Gd layers, though, the double loop shape shown
in Fig. 1 is retained to lower temperatures. For thin Gd (a
few nanometers), the shape of the hysteresis loop remains
like the one in Fig. 1 even at 77 K. An antiparallel
configuration of the Py layers at 77 K, when the Gd is
ferromagnetic, necessarily implies the existence of a
domain boundary within the Gd, as shown in Fig. 2(a),

We may calculate the energy of the in-plane DW taking
into account the nonlocality of the antiferromagnetic
coupling. Following Koehler et al. [18], we let the anti-
ferromagnetic interaction decay exponentially with z
distance from the interface: JGd-Py exp&'z="(, where
JGd-Py is the antiferromagnetic exchange interaction and
" the propagation distance of this interaction. If the 180)

rotation of the in-plane DW occurs within the thickness t
of the Gd, a standard calculation [19] of the energy per
unit of area of the DW (neglecting the low anisotropy
energy in Gd) at Hext $ 0 is

E $ JGdS2Gd#
2

at
' JGd-PySGdSPy

4"t2!1* e't=""
a3!"2#2 * t2" ; (1)

where a is the interatomic distance in Gd, SX is the spin of
each material, and JGd is the ferromagnetic exchange
interaction between Gd atoms. Equation (1) shows how
the antiferromagnetic coupling of the interface can de-
crease the energy of an in-plane DW in Gd through the

FIG. 1. Low field part of the hysteresis loop of a trilayer
Py!100 nm"-Gd!25 nm"-Py!100 nm" at room temperature. The
inset shows how the transition temperature from a ‘‘double
loop’’ to a standard hysteresis loop decreases as the Gd thick-
ness decreases. For a very thin Gd layer, the shape of the
hysteresis loop, as it is shown in this figure, remains up to 77 K.

FIG. 2. Bitter pattern of !10# 10" !m squares of Py-200 nm,
showing the characteristic closure domain structure (top), and
Py!100 nm"-Gd!4 nm"-Py!100 nm", showing no domain walls
(bottom). The domain arrangement indicates how magneto-
static energy is minimized in different ways. (A),(B) Diagrams
of possible configurations in the Gd layer.
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second term in the expression. Because the antiferromag-
netic coupling between the Gd and transition metals
persists above the Curie temperature of Gd [20], we can
assume JGd-Py > JGd. With that assumption, the second
term in Eq. (1), for a thickness t of few nanometers and
!! 1 nm, could be comparable to the normal exchange
energy term. The value of ! chosen is similar to that
reported for Fe-Gd [18]. This value is reasonable because
it makes the exponential antiferromagnetic coupling de-
cay to zero in the distance of the mean free path of the
electron in Gd (2.5 nm at 77 K). For thicker Gd, the
second term in Eq. (1) goes to zero and no longer reduces
the energy of the in-plane DW. Note that if J at the
interface is very strong (for instance, JGd-Co ! 0:3JCo
[21]), the Gd layer would prefer to be uniformly antipar-
allel to both transition metal layers [Fig. 2(b)].

We have measured the MR of this in-plane DW with the
current perpendicular to plane (CPP). In order to increase
the output voltage, we have connected in series a nominal
2000 Py100 nm-Gdt nm-Py100 nm trilayer mesas of dimen-
sions "10# 10$ "m# "200% t$ nm, with t the thickness
of the Gd layer (see inset of Fig. 3). This connection in
series increases the signal but also the total contact resis-
tance. Some other authors have approached the problem of
measuring the MR of a localized DW, by generating a
large number of DWs and using a Wheatstone bridge
configuration to minimize the resistance from the rest
of the material [22,23]. In these experiments, the bridge
was formed in one lithographic step. In our case, the
connection in series of all the mesas requires four litho-
graphic steps: Cu contacts, trilayer deposition, insolating
layer (SiO2) and Cu contacts again. This makes it very
difficult to balance a Wheatstone bridge perfectly.
Therefore, the final result depends mainly on how good
the device is and how precisely the resistance can be
measured, and not so much on the configuration.

Figure 3 indicates the MR curve for different thick-
nesses t of the Gd layer (the curves are vertically dis-
placed for clarity). The vertical axis is the resistance
change of the device with the external field. The total
resistance value of the samples is approximately 0:5 k!,
but this value comes almost entirely from the Cu (280 nm
thick) used to connect the mesas in series. The value
varies somewhat from sample to sample but the change
in resistance versus field obtained (Fig. 3) is always the
same, and we can assume this has its origin in the
magnetic part of the device (the trilayer). The value
estimated from the resistivity of the Cu and the dimen-

sions of all the contacts matches always the experimental
value within a 10% error. Figure 3 indicates that
the sample shows some MR only for a Gd thickness
below 10 nm, in agreement with the fact that the scatter-
ing of the polarized carriers increases as the DW gets
narrower.

To elucidate the shape of these curves, we have per-
formed CPP transport measurements for different tem-
peratures on the sample with 4 nm of Gd. Figure 4 shows
how the central peak of the MR curve does not change
with temperature. The rest of the curve goes to zero when
we increase the temperature.We can therefore assume that
the temperature dependent MR comes exclusively from
the DW in Gd. The central peak does not vanish with
temperature, and it is likely to be due to a spin valve
effect between the two antiparallel Py layers. This is
justified by the fact that that peak is not present for thick
Gd layers (Fig. 3) because there is no spin transmission
from the top Py to the bottom (mean free path of the
electron in Gd at 77 K is 2.5 nm).

In order to establish the degree to which the DW is
constricted to the Gd, we have calculated the energy per
unit of area of an in-plane 180& DW when a rotation of
angle # takes place within a distance d in the Py layers:

$ ' 2JGdS2Gd"%(#$2
ta

( 2JGd-PySGdSPy
a2
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The values of # and & are obtained by minimizing the energy (@$=@# ' 0 and @$=@& ' 0), using the following
values: a ' 0:36 nm, JGd ' 10(22 J, JPy ' 2# 10(21 J, SGd ' 7=2, SPy ' 1=2, Ku ' 400 J=m3 (experimental value in

FIG. 3. Magnetoresistance curves at 77 K for different thick-
nesses of the Gd layer. The arrows on one of the curves indicate
the plotting direction. The inset is a schematic diagram of one
of the trilayer mesas connected in series used to measure these
curves: the white areas indicate Cu contacts and the hatched
filling is an isolating layer of SiO2.
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(b)

Figure 6.2: Results by Prieto et al. on Py/Gd multilayers. (a) shows magnetostatic
energy reduction by the Gd layer forming a Bloch domain wall. This was presumed
to be the magnetic structure in the devices which explained the results shown in
(b). The graph shows that the increase in resistance of the devices are maximised
for specific thicknesses of Gd. The current flows through all the magnetic layers of
the device, and so was presumed to be flowing through the kind of Bloch domain
wall shown in (a). The device structure was Py/Gd/Py, with Py thicknesses of
100 nm, Gd thicknesses are shown in the graph. From Ref. 77.

would be more tightly wound and hence the ∆MR would be higher. Below a
certain thickness however, the Gd rotates more coherently, lowering ∆MR.

Fig. 6.3 shows element-specific M(H) loops over a range of temperatures ex-
tracted from a modelled Py/Gd/Py system with thicknesses 3.5/7/3.5 nm. These
hysteresis loops alone demonstrate the complex magnetic behaviour of the sys-
tem. We can see that at low temperatures, the Py and Gd layers have parallel
saturation magnetizations, and both are parallel to the applied field; however, at
higher temperatures, the Gd has rotated at saturation and has a component of
its magnetization antiparallel to the applied field and the Py layer, indicating a
competition between the Zeeman energy and interfacial exchange energy.

Fig. 6.3 also shows the micromagnetic structure at different points in the field
cycle. Following from negative saturation to positive, we can see the competition
between the Zeeman energy term trying to align the bulk of the Py and Gd parallel
to the applied field and the antiferromagnetic exchange coupling which leads to a
twist in both the Py and Gd close to the interface. As the applied field decreases
the exchange coupling dominates and the Py magnetization rotates away from the
field. Next, as the Gd magnetization flips as the field direction reverses, the Py is
dragged round to remain antiparallel to the field before the Zeeman energy term
becomes more dominant again.

We now examine the results from our own model of a similar system to that
studied by Prieto et al. Fig. 6.4 shows element-specific M(H) loops at 77 K for two
Py/Gd/Py multilayer systems. For simplicity, we have assumed that above some
Py thickness threshold, extra Py layers will have a smaller and smaller influence on
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Figure 6.3: Top: Vector diagrams (i - v) showing the micromagnetic structure of
a Py (3.5 nm)/Gd (7 nm)/Py (3.5 nm) at the indicated applied field value. Bottom:
Element specific M(H) loops of the same multilayer at various temperatures.
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Figure 6.4: The results of the model for a Py/Gd/Py multilayer, with Py thicknesses
of 40 nm, and Gd thicknesses of 4 and 8 nm (top and bottom in the figure). These
thicknesses are similar to those studied by Prieto et al. The inset shows the
micromagnetic structure of the stack (with 4 nm of Gd) at the field value indicated
by a triangle on the hysteresis loops (the uppermost and lowermost Py layers are
not shown).

the Py/Gd interface, especially since the model only considers nearest-neighbour
interactions. So although the Py layers in the model are 40 nm thick rather than
Prieto’s 100 nm, this should be sufficiently thick, and the Gd layers are 4 and 8 nm
in each sample, the same as two of Prieto’s samples. The inset arrow diagram shows
the magnetic moment configuration at the field value indicated by a triangle, which
tells us that similar inhomogeneity is present in this structure as was found in the
results shown in 6.3, although this structure is no longer present in the samples
with thicker Gd layers. Therefore, our model disagrees with the interpretation of
a simple Bloch domain wall in the Gd layer. However, our theoretical results are
still consistent with their experimental results. The current flowing through the
devices will respond to any continuous magnetic inhomogeneity, so the experiment
cannot distinguish between a domain wall only located within the Gd and the
inhomogeneity we see at each Gd/Py interface. Additionally, our model would
predict the same dependence on Gd thickness as was found in the experiments. So
our results are consistent with the measurements taken by Prieto et al., and their
experimental method was not able to distinguish between their interpretation and
the one provided by our model.

To investigate the results of the model in more detail, we now consider the
effects of varying the thickness of the Py and Gd layers. Only one stack with
particular Gd and Py layer thicknesses is shown in Fig. 6.3. However, by varying
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the thickness of the Py and Gd layers in the structure, we see different regimes
of behaviour emerge. Figs 6.5(a) and 6.5(b) capture two of these regimes. In (a)
the cosine of the difference in angle between the bulk and interface Py moments
is calculated for each field value in one branch of an M(H) loop over a range
of temperatures. A contour separates two magnetic states that emerge. At low
temperatures and high fields a domain wall (DW) is present in Py, which disappears
at low fields and at higher temperatures. The structure represented in this phase
diagram is the same as that shown in the vector diagrams of Fig. 6.3(b)(i - v). The
symbol “AP” in the diagram shows the areas where the Py and Gd are antiparallel
without an inhomogeneity.

Fig. 6.5(b) shows a similar state diagram as in (a) but for a thinner sample (Py
(1.25 nm)/Gd (2.5 nm)/Py (1.25 nm)) and constructed in a slightly different way so
as to show the different behaviour. This diagram shows the cosine of the difference
between the angle of the Py spin and the angle of the applied magnetic field. At
low temperatures, the Py is forced to be antiparallel to the field due to the coupling
between the Gd and the applied field and its antiferromagnetic coupling to the Py
(PyAP). At higher temperatures the situation is reversed and the Py follows the
applied field (PyP). The contour is offset from zero field at higher temperatures
because the field has been swept in only one direction to produce the diagram.
This transition is the same type as that observed by Barth et al., from a Gd-aligned
state to a TM-aligned state.

6.3.2 Ni/Gd system

Having seen that the model can predict quite complex hysteresis loops, we now use
it to examine the behaviour observed in Section 4.4. We turn first to the physical
sample for which we have the most data, and that which displayed the richest
hysteresis loops, S3 (Fig. 5.4). The modelled version of S3 is shown in Fig. 6.6.
We can see that the model shows complicated Ni hysteresis behaviour: an “N”-
shaped loop at low temperatures, transitioning to a conventional hysteresis loop
shape at higher temperatures. At saturation, the Ni appears to be aligned with
the applied field. The Gd starts with a conventionally shaped hysteresis loop at
low temperatures, with a low coercive field, transitioning to an antiparallel-to-field
hysteresis loop at higher temperatures, and with a higher coercive field.

This matches closely what was observed in the XMCD experiment. With the
addition of the model though, we can extract the vector positions of each layer in
the model and show the angle they subtend with respect to the applied field to
generate the hysteresis loop.

At 6 K and high fields, we expect the majority of moments in both the Ni
and Gd layers to be aligned parallel with the applied field direction. However, if
the interfacial antiparallel coupling is maintained, there must be some moments
canted away from this direction (seen in the vector diagrams marked with a
square). Indeed, the model enforces strict antiparallel coupling at the interface, and
the fact that the magnetisation at the maximum applied field is not the highest
magnetisation measured in both the Ni and Gd loops supports this experimentally.
The angle of the moments canting away from the applied field direction are highest
at the interface, and due to the intra-layer exchange energies the angle changes
continuously to allow the moments to align with the bulk further away from the
interface. As the applied field is lowered the exchange energies dominate over the
Zeeman energy and the change in angle of moments as a function of the distance
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Figure 6.5: Magnetic state
diagrams showing two
regimes of behaviour in
multilayers with different
thicknesses. In (a) the
contours show the cosine of
the difference between the
angle of the bulk Py spins
and the interfacial Py spin.
Areas marked DW (domain
wall) show a twisted Py
state, while AP (antiparallel)
areas show homogeneous
Py that is antiparallel to
the Gd. In (b) the contours
show the cosine of the
difference between bulk Py
spins and the direction of
the applied magnetic field.
PyAP marks areas where
the Py is antiparallel to the
applied field (and the Gd
parallel), while PyP marks
areas where the reverse is
true. The layer thicknesses
are (3.5/7/3.5 nm) and
(1.25/2.5/1.25 nm), in (a)
and (b), respectively.

from the interface is reduced (seen in the vector diagrams marked with a circle).
This means that either the Ni or Gd are forced to align mostly antiparallel to the
applied field due to the influence of the interfacial coupling. At low temperatures
the Gd couples more strongly to the field and so forces the Ni to align antiparallel
to both the Gd and the field. This is reflected in the hysteresis loops; as the field
strength is decreased the magnetisation of the Ni decreases to negative saturation
as the bulk Ni moments are forced by the intra-layer exchange energy to follow
the Ni moments which are closest to the interface with the Gd. Then, as the field
crosses zero, the Gd moments flip, following the field, and the Ni moments also
all flip as shown by the sudden reversal in the hysteresis loop from negative to
positive saturation (shown in the vector diagrams marked with a triangle).

As the temperature increases, the reversal of Ni becomes less pronounced due to
a lowered influence of the Gd (Gd has a Curie temperature less than half that of Ni),
and vanishes altogether by 50 K. Correspondingly, the Gd begins to display similar
signs to those that the Ni displayed at low temperature; sudden magnetisation
reversals that do not follow the direction of the applied field. This indicates that
more of the Ni moments will be aligned with the field at high fields and higher
temperatures, and we can see from the corresponding Gd loops that the Gd is for
the most part completely under the influence of the Ni and remains antiparallel to
both the Ni and the applied field for the majority of the applied field range. This
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Figure 6.6: Comparison between the results of the model and the XMCD experi-
mental results for sample S3. (The same thicknesses were used in the model as
are present in the experimental sample.) (a) and (c) show the hysteresis curves
produced by the experiment and model for Ni and Gd, respectively, for various
temperatures. (b) shows the vector representation of the output of the model at
specific temperatures and specific applied field strengths indicated on the graphs
by the square, triangle and circle. At low temperatures and at high fields, the
inhomogeneity at the Ni/Gd interfaces is maximised, whereas the opposite is true
for higher temperatures and low field values. At the higher field values, the Zee-
man energy plays an important role in driving competition between the exchange
energies, while at higher temperatures the Gd is close to its Curie temperature and
behaviour of the whole stack is more determined by the Ni layers.
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Figure 6.7: Phase diagrams showing the degree of inhomogeneity present in
an experimental and theoretical multilayer as a function of applied field and
temperature. Left: The phase diagram as constructed from experimental hysteresis
loops by taking the difference between the normalised magnetisation of Ni and Gd
at each field value in a loop. This is then repeated for every temperature. Right:
A phase diagram constructed in the same way as that in (a) but from theoretical
hysteresis loops.

also explains the coercivity of the Gd growing to match that of the Ni at higher
temperatures. Any magnetic inhomogeneity that was present at the interface at
lower temperatures has vanished for the most part.

The only other major studies on the Ni/Gd system using an element-specific
technique are those undertaken by Barth et al.,37 who also used XMCD. However,
the main aim of their study was to investigate the effects of deposition temperature
and substrate on Ni/Gd bilayers. The introduction of a second Ni/Gd interface
in our structures brings with it a slight increase in complexity, although bilayers
would be interesting structures to study with the model.

Barth did observe an antiparallel alignment of the Ni and Gd layers, and a
step-wise rotation of the Gd layer. This may not be consistent with the continuous
region of inhomogeneity predicted by our model. The system behaves as if the Gd
layer is made of two decoupled layers, one more influenced by the Ni interface
than the other. We’ll call these the “interfacial” layer and the “bulk” layer. At
high fields, the Ni is aligned with the field, as is part of the Gd, presumably our
hypothetical “bulk” layer. As the field is reduced below zero, and at small negative
fields this bulk layer switches with the field, and is now also antiparallel to the Ni
layer. When the Ni layer flips, it also induces the interfacial Gd layer to flip too, so
once again the two Gd layers are antiparallel to one another.

Barth’s measurements during the growth phase of the bilayers indicated that
Gd was growing in islands, so he posited that the Ni layer was filling in these
gaps before smoothing over the surface. It is known that such undulations in the
interface between ferromagnets can lead to interesting effects, including an effective
exchange bias due to this so-called “orange-peel” coupling.2, 109
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Figure 6.8: Phase diagrams generated by the model as a function of Ni and Gd
thickness. The colour code is the same as before, where red shows antiparallel
alignment between the Ni and Gd layers, and blue parallel. We can see clear regions
where inhomogeneity should be expected, for example when the Gd and Ni (total)
thicknesses are both 7 nm. However at the corners and edges of the diagram few
samples would show inhomogeneity.

Our model assumed a perfect interface between the Ni and Gd and produced
a good match with our experimental results, however, a study of the interfaces
grown in our deposition chambers would still be beneficial.

Summary Considering the Ni/Gd/Ni results as a whole we see that due to the
number of samples studied, each with a different thickness, and the temperature
range through which most of the samples were studied, we now have a compre-
hensive picture of the behaviour of the system, and, thanks to the model, a great
insight into the magnetic microstructure of the system. The interplay between
the exchange energies within the system and the Zeeman energy from an applied
magnetic field lead to rich magnetic textures at the interfaces within the structure.
These textures are interesting in their own right, but, as we will explore in the next
chapter, can also be exploited in spin valve devices.

As always, more work could be done investigating the system. Sometimes due
to time constraints not every sample was investigated throughout the full range
of temperatures possible, however beam-time at a necessary facility is extremely
competitive and we tried to fully utilise the time we had available to us. Some other
features of the data could not be avoided due to the physics of the synchrotron,
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such as the high noise levels in some of the Gd data, however this only could have
been solved by using a different x-ray source.

In order to more closely align the model with the experiment an investigation of
epitaxially grown structures would be beneficial, however this is rendered difficult
by the requirement of growing the structures on substrates which are transparent
to x-rays. Such a study would tie into the further work mentioned above of also
studying the interface between the Ni and Gd.
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Chapter 7

Spin valves

This work follows on from the results presented in Section 3.2.2. Many designs of
superconducting spin valves have previously been reported, and those designed
with spin-triplet supercurrents in mind all utilise magnetic inhomogeneity of some
kind. Josephson junction-based devices must be nanofabricated in a way to ensure
the supercurrent must pass through the magnetically active layer. The measure-
ments are then performed in the current-perpendicular-to-plane configuration. All
of the results presented below use the alternative method, current-in-plane. In this
way thin films can be used as grown and without requiring extensive processing.

7.1 Exchange biased samples

Based on the results of previous chapters showing the rich variety of inhomoge-
neous magnetic textures available in the Ni/Gd system, a spin valve was designed
to utilise the inhomogeneity. For better control of the magnetic behaviour the
Ni was exchange biased by Fe0.5Mn0.5

∗. In this way, by pinning the Ni layer and
flipping the Gd layer from parallel to anti-parallel to the Ni, inhomogeneity can
be introduced and erased. According to the results above, the inhomogeneity will
be maximised when the moments furthest from the Ni/Gd interface are parallel
to one another (i.e., the “bulk” moments in the Ni and Gd layers), and minimised
when the bulk Gd moments are antiparallel to both Ni layers’ bulk moments.

First, it was shown that 10 nm of FeMn grown on various thicknesses of Ni
will alter the values of ±Hc of the Ni. Fig. 7.1 shows the room-temperature VSM
measurements of a variety of thicknesses of Ni with FeMn grown on top. All of the
samples are exchange biased to some extent, with some even having both Hc1 and
Hc2 the same sign.

One of the samples is biased in the opposite direction from the other three
samples. Since none of the samples was grown in a magnetic field, the direction of
the bias is essentially random between the two directions of the easy axis of the
long, thin samples.

All of the samples were grown at room temperature on SiO2 with buffer and
capping layers of Nb. In the thinnest samples, the diamagnetic contribution from
the SiO2 can be seen; indeed, the effect becomes less pronounced as the thicker
layers of Ni begin to dominate the behaviour of the system.

∗For an overview of exchange bias, see Sec. 2.6.1
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Figure 7.1: Room temperature M(H) measurements of Ni thin films exchange
biased by 10 nm of FeMn. Ni thickness is shown in the legend. The samples were
grown on SiO2 with buffer and capping layers of Nb.

After the exchange biasing of the Ni layer had been established, a layer of Gd
was added to the structure. The active layers† of the structure are then grown as
follows: Nb/Gd/Ni/FeMn.

Fominov et al. showed that inhomogeneity at the F/F′ interface in such a
structure generates spin-triplet pairs, which can “leak” from the superconducting
layer suppressing the critical temperature.68 If we assume that the magnetic layers
far away from the Nb layers in our sample can act as a triplet-pair sink, either by
acting as a spin sink, or due to some decoherence or spin unmixing, then we would
expect the Tc of our sample to decrease when the inhomogeneity in the sample is
maximised. This would be the case when the Ni and Gd layers are aligned parallel
to one another, at least, far from their shared interface. In the opposite case, when
the Ni and Gd are antiparallel to one another, there will not be any inhomogeneity
at the interface, and the exchange fields in both layers will be strongly uniform,
suppressing spin-triplet generation and suppressing any spin-singlet penetration
into the magnetic layers.

There are differences between our system and that considered by Fominov and
others however.110, 111 It is usually assumed that the source of inhomogeneity in
these spin valves simply arises from non-collinear coupling at the interface of the
two magnetic layers, however, our inhomogeneity is rather more elaborate than
that.

†I.e.: excluding the substrate and capping layers.
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Figure 7.2: Ni/Gd sample exchange biased by 10 nm of FeMn, measured at
room temperature (right) and low temperature (left). The sample structure was
Nb/Gd/Ni/FeMn/Nb with thicknesses (30/5/15/10/10 nm). The labels on the
room temperature measurement show the switching of the Ni and Gd as well as
the relative sizes of the contributions to the overall saturation magnetisation.

Fig. 7.2 shows the anticipated double switching of one sample grown with this
structure. However, the double switching is only observed at room temperature.
On the right hand side of the figure, the room temperature measurement, we can
see that the Ni makes up the majority of the magnetic response, and is clearly
exchange biased. At high positive field the Ni and Gd are both aligned parallel
to one another and the field, except for any inhomogeneity at the interface. As
the field is reduced, the Ni switches due to the exchange bias from the FeMn. As
the field strength is increased in the opposite direction the Gd also switches until
both layers are parallel again at high negative field. As the negative field strength
is reduced the Gd switches at low fields due to the effective exchange bias from
the Ni. So the Gd response is very similar to that of the Ni, whereas while the Ni
has been exchange biased by the FeMn, it appears as if the Gd has been exchange
biased in the opposite direction by the Ni, due to the antiparallel exchange coupling
at the Ni/Gd interface. The Gd near the interface will compensate the rest of the
Gd which behaves nearly paramagnetically, lowering the overall response of the
Gd.

On the left hand side of the figure, the low temperature measurement at 6 K,
the Gd response dominates over that of the Ni, and any evidence of the exchange
bias of the Ni is gone. We can see that the overall saturation magnetisation has
increased which we can attribute to the Gd since it was so close to its Curie
temperature during the room temperature measurements. Even though the Gd is
3 times thinner than the Ni layer, at low temperatures it should contribute nearly
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4 times the saturation magnetisation than the Ni. For the sample size and layer
thicknesses, the saturation magnetisation of this structure should be 0.87 m emu
with a contribution of 0.19 m emu from the Ni and 0.7 m emu from the Gd. The
inhomogeneity at the interface will decrease this expected value slightly, but we
can see that the magnetic response of the structure will be dominated by the
contribution from the Gd at low temperatures. This structure therefore becomes
unviable as a spin valve candidate. The Ni layer needs to be thin enough for the
interface with the FeMn to play a significant role in its magnetic response, but the
ratio of the Ni and Gd layer thicknesses needs to high enough to prevent the Gd
overwhelming the thin Ni layer.

Another feature precludes this structure from use. Even if the room temperature
behaviour had persisted to low temperatures, the double switching displayed at
room temperature is frustratingly the wrong kind of double switching. For a spin
valve to work effectively, it must maintain the two states, parallel and antiparallel, at
remanence. An applied magnetic field needed to maintain one of the states affects
the Tc of the superconductor. To eliminate this effect, spin valves measurements
usually involve the following procedure:

• A large positive (for example) field is applied to put the system in the parallel
state.

• The field is removed, and the Tc is measured.

• A smaller negative field is applied to put the system in the antiparallel state.

• The field is removed, and the Tc is measured.

For this procedure to work, the two sweeps of the hysteresis loop in opposite
directions must have different intercepts with zero field. We can see this is not the
case with this structure, so the parallel and antiparallel states would not have been
able to be maintained at remanence.

Although the Ni/Gd system was shown to display suitable magnetic inhomo-
geneity for spin-triplet generation, the bilayer studied here is perhaps not the ideal
design for a spin valve since the maximum inhomogeneity occurs when both layers’
magnetisations are parallel to one another. Usually, opposite exchange fields are
desirable for spin-triplet generation; after all, the spin-singlets need to penetrate
the ferromagnet enough to be affected by the inhomogeneity, so strong suppression
from an exchange field would lower the efficacy of the device.

Finally, Fig. 7.2 is a good example of the differences between the measurement
equipment used for room temperature and low temperature VSM. The noise level
is noticeably higher in the low temperature VSM, and it has problems changing
the sign of the applied field.

7.2 Ni/Gd/Ni samples

Due to the delicate nature of the Si3N4 membranes on which the samples measured
by XMCD were grown, in each run identical samples were grown on SiO2 as well.
These samples could be characterised more easily without risk of breaking the
Si3N4 windows. Two of the samples displayed double switching behaviour at room
temperature when measured by VSM, shown in Fig. 7.3 Again, although measured
above the TC temperature of Gd, the exchange coupling from the ferromagnetic
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Figure 7.3: Room temperature hysteresis loops of two samples grown in parallel to
those measured by XMCD, but grown on SiO2.

Ni induces ferromagnetism in the Gd, and, unlike in the exchange biased samples
discussed earlier, these samples contain two Ni/Gd interfaces.

Despite the clear double switching observed in these samples, they are not
suitable as spin valves because the samples grown for XMCD have a 50 nm thick
buffer layer of Nb. Similar structures were therefore grown in order to utilise the
observed double switching. The samples were grown at room temperature on SiO2.
Although the (3/22/3 nm) sample in Fig. 7.3 shows the clearest double switching
at room temperature, the new samples were instead based on “S3” from the XMCD
data, since that sample showed the maximum inhomogeneity at low temperatures.
The room temperature hysteresis loops for these samples are shown in Fig. 7.4.

The low temperature transport measurements for one of the samples is shown
in Fig. 7.5. The measurements were performed according to the procedure outlined
in Sec. 7.1. A clear difference in the Tc between the parallel and antiparallel state
can be seen, although the difference is only of the order of tens of millikelvins.
Other recent spin valve designs have obtained a ∆Tc of hundreds of millikelvins.76

A possible reason for this comparatively poor performance was outlined in the
previous section. The design of this spin valve relies on the magnetic inhomogeneity
arising from the antiparallel exchange coupling at the Ni/Gd interface, but this is
maximised when the two layers magnetisations are parallel to one another. If the
net exchange field within the Ni layer adjacent to the Nb is high in the parallel state,
Cooper pairs which could potentially be converted to spin-triplet pairs if they are
affected by the inhomogeneity are suppressed too quickly; they cannot penetrate
far enough into the Ni. If this is the case, this effect would have the opposite effect
from the desired effect in the parallel state, minimising ∆Tc.
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Figure 7.4: Main: Room temperature hysteresis loops of two samples with the
same structure as those measured by XMCD showing double switching. Inset: Low
temperature (10 K) hysteresis loop of the (4/6/4 nm) sample. These samples have a
Nb layer of 30 nm at the bottom.

78



7.2. Ni/Gd/Ni samples

5.3 5.4 5.5 5.6 5.7
Temperature (K)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

R
es

is
ta

nc
e

(Ω
)

AP
P

H

P AP

Figure 7.5: Tc curves taken in zero field after applying 80 mT (parallel, P) and
−30 mT (antiparallel, AP). The sample is the same as that shown in Fig. 7.4, with
thickness Ni/Gd/Ni (4/6/4 nm). The diagrams show magnetic configurations in
the P and AP states to illustrate the difference between the inhomogeneous and
more homogeneous states. The diagrams are made with the results from the model.
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7. Spin valves

7.3 Ho/Gd-based structures

7.3.1 Previous work

A single-crystal sample of Ho, when cooled in zero magnetic field will enter an
antiferromagnetic phase at 133 K, although with a helical magnetic structure. When
cooled further to around 20 K, the previously basal plane helix transforms into
a conical helix; the moments rotating out of plane by 10°. If a magnetic field is
then applied, the sample enters a conventional ferromagnetic phase which remains
unless the sample is then heated above 133 K again.18, 19, 75, 112–114 These transitions
are shown in Fig. 7.6. One would think these helical and conical phases in Ho are
perfectly suited for generating spin-triplet superconducting pairs. Indeed there
is extensive experimental73, 74, 115 and theoretical116–118 work confirming this view,
although some of the experiments were successful even with polycrystalline Ho.

Gu et al. have studied Ho-based structures in two configurations. In the first,
a simple Nb/Ho bilayer, the Ho was transitioned from a virgin conical magnetic
state to a ferromagnetic state.75 The change in the critical temperature of the
Nb was larger than previously reported values for conventional spin valves, at
∆Tc = 130 mK. However, the change between the two magnetic states is only
quasi-reversible; to revert to the conical state from the ferromagnetic state requires
heating the sample up. Spin valves typically work simply by changing the applied
magnetic field.

Later results were on Ho/Nb/Ho spin valves. These devices again showed a
much larger irreversible ∆Tc than had previously been observed in spin valves, but
also a much larger reversible ∆Tc.76 In this case the devices were cooled and would
enter the conical state, and after a magnetic field had been applied and the Ho
became ferromagnetic, the two Ho layers could be switched independently due to
having difference coercivities from the two layers’ different thicknesses. This meant
the device could reversible switch between the parallel and antiparallel states. In
this case the reversible ∆Tc = 400 mK was obtained. To rule out any effects from
the out-of-plane component in the conical state of the Ho, the same devices were
made with Dy which does not enter the same conical state, and the same reversible
effects were observed. The results from both of the Ho-based devices are shown
in Fig. 7.7. Ho, therefore, shows great promise as both a spin-mixer to transform

m

30◦

20 < T < 188 K

10◦

T < 20 K

H

Figure 7.6: The magnetic phases of Ho when cooled in zero field (left and centre),
and the ferromagnetic response when an external magnetic field is applied.
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FIG. 4. The Mr of Ho and Tc of Nb/Ho bilayers measured with increasing Hset. (a) epi Nb (24 nm)/epi Ho (12 nm) with IP
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(a) Irreversible changes to the critical tem-
perature of an epitaxially grown Nb/Ho
bilayer. The Ho was 12 nm thick in all
cases, and the Nb was 24, 30, 15, 20 and
15 nm thick for (a) to (e), respectively.
The Tc is highest when the Ho is in the
conical state, and lowest in the ferromag-
netic state. To reverse the change in Tc,
the device must be heated back to ∼20 K.
From Ref. 75.

sequential R0ðTÞ measurement is taken. Figure 2(a) shows
Tc0ðHsetÞ-Tc0(S) versus μ0Hset for a typical SSV. We define
Tc0 as the zero-field temperature where the resistance drops
to 50% of the residual resistance. Previously we showed a

continuous field-driven phase transformation from the S to
the FM state for epitaxial Ho films through which the Tc0 of
a Nb=Ho bilayer could be gradually suppressed [25]. This
can be seen in the initial response in Fig. 2(a) in which
Tc0ðHsetÞ-Tc0(S) increases with successive μ0Hset until the
phase transformation is complete at μ0Hset ∼ 1 T. At this
point the Ho films are FM and P, and ΔTc0 ≈ 700 mK
relative to the S state. Subsequently, ΔTc0 varies reversibly
by 400 mK between P and AP states as μ0Hset is cycled
between #1 T. The peaks at #0.1 T correspond to an AP
alignment, in good agreement with the magnetic measure-
ment shown in Fig. 1. Figure 2(b) shows representative
R0ðTÞ curves measured at three specific states: S, P, and AP.
As ΔTc0 is very large, we can choose a temperature at

which the device can be switched between the AP super-
conducting and P nonsuperconducting state. Figure 2(c)
shows RðHÞ: at 3 K the SSV is in the normal state when the
field is at #1 T, but at #0.1 T the SSV reaches a fully
superconducting state and, therefore, an infinite magneto-
resistance (MR ¼ ΔR=Rmin) is achieved. This figure also
shows that the MR progressively reduces with increasing
temperature.
We summarize Tc0 of various SSVs in Fig. 3(a). Since it

is easier to keep the entire SSV structure epitaxial when the
base Ho is thin, we changed only the thickness of the top
Ho layer. It is clear that Tc0 of SSVs decreases continuously
as the thickness of the top Ho layer is increased from 10 to
70 nm. To eliminate any possible contribution of stray-flux-
induced Tc suppression arising from an out-of-(basal) plane
(OOP) magnetization which may be enhanced in thick Ho
films [26], OOP magnetic measurements were performed:
data for a d ¼ 70 nm SSV shown in the inset of
Fig. 3(a) give no evidence for a zero-field magnetization.
We also replaced Ho with Dy, which has no OOP
component in bulk and observed similar behavior with a
gradual decay of Tc0 and increase in ΔTc0 as the Dy
thickness is increased [Fig. 3(b)].
We should point out that there is nowell-defined AP state

for SSVs when the two Ho (or Dy) layers have the same
thickness since this does not give rise to a difference in
coercivity. The small Tc0 shift of AP relative to P in
d ¼ 10 nmSSVsmay come from the generation of domains
at the coercive field, but this effect is small compared with
the SSVeffect. We also made Hoð10 nmÞ=Nb=Dy ð10 nmÞ
SSV because Ho and Dy have different coercivities.
However, the SSVeffect is also ∼110 mK. This proves that
the SSV effect is related to the thickness of RE.
So far, we have demonstrated a much larger ΔTc0 in

comparison with TM SSVs together with an infinite MR.
We now discuss the origin of this remarkably large ΔTc0.
Theoretical predictions [5,6] for TM SSVs ΔTc0 in the
dirty limit can be two orders of magnitude higher than the
corresponding experimental results [12,21]. To compare
our results with theory, we used the Usadel equation to
model our results in the dirty limit because the mean-free

FIG. 2 (color online). (a) Difference between the zero-
field critical temperature following a set field and the as-
cooled critical temperature for which the Ho is in the spin
spiral state versus set field [Tc0ðHsetÞ-Tc0(S) versus μ0Hset]
of a Hoð10 nmÞ=Nbð20 nmÞ=Hoð40 nmÞ SSV. (b) R0ðTÞ
curves of the SSV at different μ0Hset (0, #1, and #0.1 T),
which correspond to different states (S, P, and AP). Inset:
dR0ðTÞ=dT. (c) RðHÞmeasurements of the SSVat three different
temperatures.

PRL 115, 067201 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

7 AUGUST 2015

067201-2

(b) A 700 mK irreversible ∆Tc in a Ho/N-
b/Ho (10/20/40 nm) trilayer (from the
spiral state to the antiparallel state), and
a reversible 400 mK change from the par-
allel to the antiparallel state. This device
relies on the independent switching of
the two layers which have different coer-
civities. From Ref. 76.

Figure 7.7

spin-singlet pairs into spin-triplet pairs, and as an active layer in conventional spin
valves.

7.3.2 Results

Nb/Ho/Gd samples were grown at high temperature on a-plane sapphire, with a
capping layer of Nb. The samples were grown at high temperature to encourage
epitaxial growth due to the uniqueness of the magnetic behaviour of epitaxial
rather than polycrystalline Ho. Deposition procedure is given in Sec. 4.2.1. From
one run of samples with thicknesses 35/10/20 nm, measurements from one sample
are shown below. The sample was characterised by x-ray diffraction, shown in Fig.
7.8. The sample appears epitaxial, although the Ho and Gd peaks are very close
together and have therefore merged. The Ho has grown predominantly in the (002)
direction although a peak remains at the (100) direction; unfortunately a peak for
the sapphire substrate is also very close to that peak so deconvolution of the two
seems extremely difficult.

Fig. 7.9 shows low temperature M(H) measurements of the sample (4 K).
The grey, dotted loop shows a hysteresis loop taken from the virgin state, i.e.,
cooled from room temperature in zero field. The central dotted line shows the
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Figure 7.8: X-ray diffraction measurement of the Nb/Ho/Gd (35/10/20 nm) sample.
The unlabelled sharp peaks are from the sapphire substrate.

magnetisation dropping sharply as soon as a small positive magnetic field is
applied.

Some part of the structure must be extremely sensitive not just to the direction
of the applied field, but the direction of change of the applied field. The structure
also relaxes somewhat at low fields, characterised by an increase in magnetisation.
And when what would be the ferromagnetic switch takes place, the magnetisation
does not change sign. Since Gu et al.75 showed that for 12 nm of high-quality Ho the
conical structure is irreversibly unwound by slightly less that 1 T of applied field,
we would not expect the observed behaviour to be explained by such structures.
Also, the unwinding of the conical structure usually happens outside the main
hysteresis loop, and at fields of at up to 0.5 T. However, we do not know what
effect the presence of the Gd layer has on the intrinsic magnetic structure of the Ho.

Magnetoresistance (M(R)) measurements were also performed on the sample.
Fig. 7.10 shows two such measurements at slightly different temperatures. R(H)
measurements should be taken at the temperature at which the gradient of the
resistance is highest, during the superconducting transition. In this way, the
maximum difference in resistance can be captured.

The measurement at 6.8 K was taken more slowly than that at 6.9 K, confirming
that the features within the “fangs” are real. Temperature stability during these
measurements was between 20 and 30 mK. The mismatch at zero field between
the two branches of the loop in the red curve is probably due to a constant drift in
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Figure 7.9: Low temperature (2.2 K) magnetic hysteresis measurements of the
Nb/Ho/Gd (35/10/20 nm) structure. The grey dotted curve shows a measurement
taken in the virgin state, hence the central line. The black data was gathered at
2.2 K, and the grey at 3.0 K.

temperature over time.
The major features of the R(H) curves coincide with the conventional, albeit

minor, change in magnetisation seen in the M(H) loops, as shown in Fig. 7.11.
However, the R(H) curves extend beyond the graph to 1 T so the other magnetisa-
tion switch is not seen in the R(H) curves.

The difference between the two branches of the R(H) curves tells us that we
should observe a difference in Tc between the two magnetic states, if after applying
a field to reach that state, the state remains when the field is removed.

Fig. 7.12 shows the difference in Tc between the two magnetic states above
and below ∼60 mT. The Tc is measured in zero field, but after specific field values
have been applied. First, a large positive field is applied and removed so that the
sample is what would conventionally be the parallel state. Then the Tc is measured.
Then a small negative field is applied and removed so that the sample is in the
antiparallel state, and the Tc is measured again. In this case, the small applied
field was −70 mT to ensure that the antiparallel state is reached, however too high
a field would decrease the ∆TC. The increase in resistance on the outside of the
“fangs” in the M(R) curve shows this. The aim is to measure the Tc at the point
of the M(R) curve where the difference between the two branches is a maximum.
The dashed lines show a repeat measurement to ensure that the switching between
the two magnetic states is reliable.
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Figure 7.10: Magnetoresistance measurements of the Nb/Ho/Gd (35/10/20 nm)
structure at different temperatures. The red curve has been vertically offset by
0.15 Ω for visual clarity. Inset: the superconducting transition of the sample in zero
field.

The ∆Tc measured at 50% of the normal-state resistance is ∼40 mK. This is
a better performance than that achieved by the Ni/Gd/Ni-based spin valve, but
still not as impressive as that achieved by Gu et al.76 There are many possible
reasons for this including parameters which we know are important for a high
∆Tc, including having a long superconducting coherence length, low pair-breaking
scattering, and a high interface transparency. However, Gu et al. also found that
when modelled, their results showed that the exchange energy in the Ho was
anomalously low, for reasons as yet not understood. The difference between our
devices and Gu’s is the adjacent Gd layer, which could be influencing the strength
of the exchange field within the Ho. The difference should not be arising due
to out-of-plane components of any remnants of the conical structure of the Ho
since our Ho layer is the same thickness as Gu’s, and they could detect no such
remnant when measuring the out-of-plane response. Further study will be needed
to examine precisely why the discrepancy between the devices remains.

Summary Throughout this chapter we have seen the evolution of the Ni/Gd-
based spin valve design. Although exchange biasing a simple Ni/Gd bilayer
is viable solution to generate inhomogeneity, the maximum inhomogeneity in a
structure with appropriate layer thicknesses for spin valve design does not occur at
temperatures which are low enough for superconductivity to be present. Utilising
the intrinsic inhomogeneity present in the Ni/Gd/Ni trilayers proved a better
solution. An interesting approach in the future would be to combine the two
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Figure 7.11: Magnetoresistance (red) and magnetic hysteresis loop (black) measure-
ments of the Nb/Ho/Gd (35/10/20 nm) structure. The sharp changes in resistance
coincide with the magnetic switching of one of the layers in the sample. The dashed
line shows the magnetic response from the virgin state.
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Figure 7.12: Difference in Tc between the parallel state (after applying 1 T), and the
antiparallel state (after applying −0.07 T) in a Nb/Gd/Ho (35/10/20 nm) structure.
The dashed lines show a repeated measurement.
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7. Spin valves

designs and exchange bias the top Ni layer in the structure, in order to maximise
the inhomogeneity present at remanence, since, as we see from the model results
in the previous chapter, the maximum intrinsic inhomogeneity in the system
otherwise is at finite field values.

The smaller mismatch between saturation magnetisations of Ho and Gd layers
compared to that of Gd and Ni layers did not present the same difficulties when
Ho-based designs were used. This design showed promise, and very interesting
future work would be to investigate the micromagnetic structure of such a device.
Unfortunately XMCD does not appear to be a viable technique for this due to the
limitations on the energy of the x-rays produced by synchrotrons.

86



Part IV

Conclusion

87





Chapter 8

Summary and further work

8.1 XMCD

The XMCD results presented here represent a comprehensive study of the Ni/Gd
system. It is the first study to examine such a broad range of layer thicknesses and
throughout a large temperature range. We were fortunate to have access to such
a powerful experimental technique when access to the necessary equipment is so
highly sought after.∗ The observed behaviours fit into three categories; constant
alignment of the layers as a function of temperature, a switch in alignment as the
temperature increases, and a continuous region of magnetic inhomogeneity driven
by the antiparallel coupling at the Ni/Gd interface.

The first two behaviours are consistent with major experimental and theoretical
results in the field. However, the final behaviour was best explained by a newly
developed simple model. Assuming strict antiparallel coupling at the interface, the
Zeeman and exchange energies compete to determine the state of the system, and
the decreasing average magnetisation as a function of temperature.

In the case of Prieto et al.77 and Robinson et al.,78 the model could help to
reinterpret the experimental results. In both cases it was assumed that a domain
wall was present only in the RE layer of a TM/RE/TM multilayer. In the case
of Robinson’s experiment spin-triplet Cooper pairs were being generated, and
such generation relies on a region of continuous magnetic inhomogeneity, as a
Bloch domain wall in the Gd would provide. However, according to our model
the inhomogeneity would actually extend into both Ni layers and would not be
confined to the Gd. The inhomogeneity would also be symmetric about the middle
of the stack which is important in the Josephson junction devices used in the
experiment, since the spin-triplet pairs which have been generated to penetrate far
into the ferromagnetic layers then have to be converted back into spin-singlet pairs
for transport in the superconductor at the other end of the junction. The results
from our model would still explain the results observed in that experiment.

The output of the model proved extremely useful due to its flexibility. Either
conventional hysteresis loops can be produced to directly compare to experimental
results, or phase diagrams can be constructed, or the vector diagrams can be drawn
which directly tell us the micromagnetic structure of the stack being studied. The
advantage of working with models is that large quantities of data can be produced,
analysed and plotted automatically.

∗ We were also fortunate enough to have our work chosen as an SSRL research highlight.
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When the latest implementation of the model is finished it should be easier to
use it to study systems other than a symmetrical TM/RE/TM system. For example,
the bilayer system studied by Barth et al.37 would be an interesting subject to
model. If the model can corroborate their measured magnetic response of the
system despite the implicit assumption in the model of a perfect Ni/Gd interface,
the orange-peel coupling hypothesis may be rendered unnecessary. However, an in
situ growth characterisation technique would also offer insights into the nature of
the interfaces between the Ni and Gd layers. Such a study would be important in
helping to justify or undermine the assumptions made in the model. Knowing the
limitations of a simple model is vital in preventing its unjustified use.

In order to corroborate the results of the model, modelling the Ni/Gd/Ni
system in a more detailed micromagnetic framework like OOMMF would be bene-
ficial. Such work could also provide more insights into the specifics of Robinson’s
Josephson junction work, since the smaller cross-sectional area of the functional
stacks in that work could lead to extra effects such as fringe fields.

8.2 Spin valves

Ni/Gd/Ni spin valves were fabricated with the same structures as those samples
which showed interesting behaviour in the XMCD measurements. Although these
spin valves did show a Tc difference between two controllable states, the difference
was not as high as other spin valve designs.

Exchange biased bilayer spin valve designs were less successful, although
worthy of further study, especially due to the ease with which Ni can be exchange
biased by FeMn. Of particular interest is the hypothesis of the “anti-exchange
bias” influence of the Ni on the Gd, it would be interesting to measure a device
with a non-magnetic spacer layer between the two. Also of interest would be to
combine the two Ni/Gd-based designs, i.e., to exchange bias one of the Ni layers
in the Ni/Gd/Ni stack to more easily control the presence of the inhomogeneity,
especially at low values of applied field.

Again, further work with the model could prove useful in this area. Adding
the feature of the pinning of one surface layer to the model would be trivial, and in
this way the model would simulate exchange bias. The model could then be used
to study exchange biased bilayer spin valves, as well as being used to explore the
design of other bilayer-based spin valves.

Not simply for the purposes of symmetry, although it would be satisfying, a
further look at Robinson et al.’s work on the Ni/Gd/Ni Josephson junctions could
be interesting. Since the majority of this work was inspired by trying to understand
those results, having now achieved the objective of understanding the magnetic
structure of those devices, the new knowledge could be used to refine the design
of those devices.

Although a slight departure from the main RE/TM theme, the Gd/Ho devices
showed great promise, and displayed some very interesting magnetic behaviour.
Unfortunately, a comprehensive study of the coupling between the two layers
would be a PhD project unto itself. Even decades after a peak in interest in the
rare-earth ferromagnets they can still surprise us.

This is therefore a system ripe for further study. Having seen how powerful an
element-specific measurement technique is in understanding the magnetic structure
of multilayers, performing XMCD measurements on the system would be ideal.
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However, recall that the energy needed to measure the Gd M3,4 transition was at
the edge of SSRL’s capabilities, and the same transition in Ho is at a higher energy
still.

Gu et al. concluded that the impressive results from the Ho-based spin valves
were due to some new physics which greatly suppressed the exchange energy
within the Ho. Is this still the case in our devices, or did the presence of the Gd
remove or just mask this effect? What feature of the Ho gives rise to this effect, and
is that feature shared by Gd? Bearing in mind that the same results obtained for
Ho were also obtained for Dy-based devices.

As ever, perhaps more questions than were answered have sprung up as the
result of this research.
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Appendix A

Open access

All of the XMCD data presented in this work is available open access at:
http://dx.doi.org/10.17863/CAM.609.
Included with the data is a guide to the layout of the files and a guide to how to

plot it. However, the sample names used in this work have used a different system
from that recorded in the data archive. A conversion table is presented below:

Sample number
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
S1old S1new S2old S2new S3old S3new S4old S4new 1b 2b

S11 S12 S13 S14 S15 S16 S17 S18 S19 S20
PS1 PS2 PS3 PS4 US3 PCS1 PCS2 PCS3 EPS1 EPS2

Sample name used in archive

Table A.1: Conversion between the sample numbers used throughout this paper,
and the names of samples as labelled in the data archive.
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Appendix B

Full XMCD data

B.0.1 Full results

Hysteresis loops from most samples are now presented, in order of which behaviour
they display. Not all the data are presented since some is simply too noisy to be
intelligible. Some hysteresis loops do not close or contain sudden jumps due to
a combination of a low signal to noise ratio, and a sudden injection of electrons
into the accelerator beam leading to a sudden increase in x-ray intensity, which the
measurement stabilisation system could not cope with.
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B. Full XMCD data
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Properties of Gd and Ni

Appendix A

Properties of the GdNi-system

Figure A.1: Phase diagram of the binary alloy system Gd-Ni [94].
Figure C.1: Phase diagram of the Ni-Gd binary alloy system. From 149. All Ni/Gd
films in this research were deposited at room temperature or below, and were not
annealed.
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L176 Letter to the Editor 

however, it is not yet clear to what extent this peak is due to the above effect rather than to 
a competing effect from the finite acceptance angle. (The similarity of spin-orbit and off- 
normal emission-angle effects in photoemission is discussed for non-magnetic materials by 
Przybylski et a1 (1983) and references therein.) A complementary modification of the A: 
emission should be observable for light with its polarisation vector normal to the surface. 

In order to illustrate how relativistic effects increase with atomic number, we calculated 
the band structure of Gd  along the HCP [OOOl] direction (figure 2). The energy bands are 
much more strongly influenced by a proper inclusion of spin-orbit coupling than are those 
of Fe. Our scalar relativistic f bands are more spread out than those reported by Harmon 
(1979). The behaviour of the f bands (figure 3) is most remarkable. They are considerably 
split by spin-orbit coupling and extend over a region which is roughly equal to the 
spin-orbit splitting of the f bands derived from x-ray spectroscopy (Campagna el al 1979). 
The lowest minority 4f band is seen to move below the scalar relativistic Fermi energy. 
This implies a need to re-determine E,. To decide whether part of the minority 4f band is 
actually below E,, which would reduce the magnetic moment, the strong influence of 
spin-orbit coupling suggests that it should be included in the self-consistency cycle. 

r A[O0011 A r A[OOOI 1 A 

Figure 2. (a )  Scalar relativistic and (b) fully relativistic (with B I /  [OOOI]) band structure of 
ferromagnetic Gd along TA; curves show the dominant majority-spin (-) and minority- 
spin (- - -) directions. The lower and upper hatched rectangles indicate the 4f majority and 
minority bands, respectively. 

Figure C.2: Band structure of Gd. From Ref 147.
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The Slater —Koster interpolation method was also
applied in order to fit the APW energy bands from
the vBH calculation at the normal lattice spacing. As
parameters we used 32 interaction integrals, which in-
clude first- and second-neighbor interactions. The
first six bands as well as the high-energy values at
the symmetry points I ~5 and X5' were fitted. These
higher-energy states bring in the p character and their
inclusion in the fit was found to be crucial in obtain-
ing the correct angular-momentum decomposition of
the density of states. The SK density-of-states
decomposition is given in Table II to be compared
with the density of states generated by the
tetrahedron method. Note that the I components of
the SK density of states are given for the total unit
cell and not merely within the muffin-tin spheres.
The I components of the electronic charge have also
been calculated. The main difference between the
spin-up and spin-down electrons is found in the t2~-
symmetry electrons.

IV. RESULTS AT NORMAL LATTICE SPACINGS

A. Energy bands

Spin-up and spin-down energy bands have been
obtained for the models mentioned in Sec. III. In
Fig. 2 are shown energy bands along symmetry direc-
tions in the Brillouin zone for the vBH model for the
normal lattice spacing. The general features of these
energy bands are representative of all our calcula-
tions. One exception was the ordering of the levels
at L near the Fermi level for the spin-up bands

although necks were found in each case. For exam-
ple, in Fig. 3 spin-up energy levels in the vicinity of
L are shown schematically for both NR and SR calcu-
lations. (Note that the same exchange was used for
both these models. ) The ordering of the levels from
highest to lowest is L2'-L3-L3 for the NR model in
agreement with the calculations by Connolly and
Wang and Callaway while for the SR and vBH
models the ordering is L3-L2'-L3. Consequently, in
the NR case the necks are formed from the L2'
branch while in the SR and vBH cases the necks are
formed from the upper L3 branch. In Table III the
energy differences between spin-up bands at L and
the Fermi energy are compared for different models.
Here we see explicitly that the ordering of the levels
at L is different for our semirelativistic vBH calcula-
tion and the nonrelativistic vBH calculation of Wang
and Callaway. Our vBH calculation and that of Wang
and Cal!away, except for being performed by dif-
ferent methods, differ only in that we include the
Darwin and mass-velocity relativistic corrections. In
order to determine whether these differences could
account for the change in ordering, we continued
iterating our nonreiativistic, (a = —,), frozen-core cal-
culations with a soft core. The results are shown in
the second column of Table III. The ordering at L is
unchanged from our NR model and is the same as
that of Wang and Callaway. Thus we conclude that
the difference in ordering of L2' and L3 probably is
the result of inclusion of the Darwin and mass-
velocity terms in our calculations. This ordering of
the levels at L from our vBH model is the same as
that suggested by Eastman et al. ' although the L3
level is much closer to the Fermi energy in their

0, 7

12 12

.2

0.5 25' 25'

C9
lX
UJ

0. 3
LLJ

3, 2'

0. 1

X Z II~I Q L

FIG. 2. Energy bands of Ni for the vBH model at normal lattice constant. The dashed lines represent the spin-up bands and
the solid lines represent the spin-down bands,

Figure C.3: Band structure of Ni. From Ref 148.
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Transition temperatures of superconductor-ferromagnet superlattices. Physical
Review B, 44(2):759, 1991.

[60] J. J. Hauser, H. C. Theuerer, and N. R. Werthamer. Proximity effects between
superconducting and magnetic films. Physical Review, 142(1):118, 1966.

[61] L. H. Greene, W. L. Feldmann, J. M. Rowell, B. Batlogg, E. M. Gyorgy,
W. P. Lowe, and D. B. McWhan. Structural, magnetic and superconducting
properties of rare earth/superconductor multilayer films. Superlattices and
Microstructures, 1(5):407–415, 1985.

106



BIBLIOGRAPHY

[62] B. Y. Jin and J. B. Ketterson. Artificial metallic superlattices. Advances in
Physics, 38(3):189–366, 1989.
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