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Summary 

This dissertation describes low-temperature electronic transport meas­

urements on semiconductor structures of restricted dimensionality. The ex­

periments fall into two sets. The first concerns anisotropic magnetotransport 

measurements and electron focusing in a varying external magnetic field. 

These are performed using MBE-grown high mobility two-dimensional elec­

tron gases formed on (311)B GaAs substrates. The second is a study of 

magnetic field induced insulator-quantum Hall liquid transitions performed 

on GaAs-AIGaAs heterostructures in which a number of InAs monolayers 

are inserted in the centre of a GaAs quantum well. The sample structures 

were characterised by STM, TEM, STEM, and AFM. 

Interest in electron transport on high-index GaAs surfaces is increasing, 

especially since the advent of patterned substrate regrowth. An anisotropic 

mobility in orthogonal directions seems to be universal for electron gases 

grown on (311)B-oriented GaAs substrates. The anisotropy depends on the 

two-dimensLonal electron gas carrier density, but mobilities are always higher 

in the [233] direction. The interface roughness scattering is a possible cause 

of the mobility anisotropy. The electron focusing results demonstrate that 

the effective mass and Fermi surface are isotropic even through the mobil­

ity is anisotropic. An explanation is propose based on interface roughness 

scattering. 

In the second part, a magnetically induced direct transition from an 

insulating state at zero magnetic field to quantum Hall effect states with 

Hall resistance Pxy = h/2e2 and Pxy = h/e2 and back to an insulating state 

at higher field is observed. The phase boundaries are plotted as a function 

of disorder and magnetic field using two methods, firstly the temperature 

independent Pxx points and secondly the maxima in CJxx . This experimental 

phase diagram is related to the disorder induced collapse of spin splitting in 

the lowest Landau level obtained from activation energy studies. 
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Chapter 1 

Gated Two-Dimensional 

Electron Gas 

1.1 Introduction 

In this chapter the formation of a two-dimensional electron gas (2DEG) in a 

GaAs-AlGaAs heterostructure is introduced. The increased confinement has 

interesting and important effects upon the electrical transport properties of 

these layers. The technique of modulation doping is described and the use 

of a Schottky gate to control the 2DEG carrier density is discussed. 

1.2 Modulation doped heterostructures 

A heterojuction is formed at the boundary between two different semicon­

ductor materials. Due to the difference in their band gaps, to reach electro­

static equilibrium the conduction and valence bands are distorted and a layer 

of electr~ns may form at the heterojunction interface. This accumulation 

layer is very thin, ("-' 100 A), such that the electron's motion in the direction 

perpendicular to the interface is quantized. A similar degree of confinement 

may also be provided by a quantum well formed from a layer ("-' 100 A) of 

~ \ 1 ~ 
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Figure 1.1: The conduction band structure of a GaAs-AIGaAs heterostruc­

ture, showing the formation of a triangular potential well at the interface. 

GaAs sandwiched between two AIGaAs layers. As the electrons may only 

move freely in the plane the accumulation layer is therefore called a two­

dimensional electron gas. A commonly used heterostructure employed to 

investigate two-dimensional transport is composed of the two semiconduct­

ors GaAs and AlxGal-xAs. The lattice constant for the unit cell of GaAs is 

5.6533 A and that of the compound AlAs (x = 1) is 5.6605 A[l]. Therefore, 

the lattice mismatch between GaAs and AlAs is only 0.14%, and even less 

(0.04%) between GaAs and the typical AlxGal_xAs compound used with a 

mole fraction x of 0.3. 

In order to induce free electrons in the conduction band minimum the 

sample is doped with shallow donor impurities, with the impurities placed 

in the AlxGal-xAs electrons fall over the potential barrier into the GaAs, 
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Chapter: 1 Gated Two-Dimensional Electron Gas 

leaving behind positively charged impurity centres. This 'space charge' gives 

rise to an electric field, which bends the band edges of the two materials, in a 

similar way to the p-n junction in a semiconductor diode. The result of this 

is an internal electric field across the surface of the GaAs and the creation of 

a triangular potential well at the interface, as shown in figure 1.1. Through 

the technique of modulation doping [2 , 3] extremely high 2DEG mobilities 

can be obtained. This method involves the addition of an undoped AIGaAs 

'spacer' layer between the doped AIGaAs and the GaAs interface. As the 

2DEG electrons in such structures are separated by (typically) several hun­

dred Angstroms from the dopants impurity scattering is reduced. Thus the 

carrier mobility is limited by ionised impurity scattering at low temperat­

ures. Whilst silicon is often used to dope AlxGal-xAs as n-type material, 

beryllium can also be used to dope this semiconductor as p-type. In this 

thesis all the devices used are based on the modulation doped GaAs-AIGaAs 

heterostruct ures. 

The heterostructures are grown by molecular beam epitaxy (MBE) in 

ultra high vacuum (UHV) conditions, with background pressures of order 

f"V 1 x 10-11 mbar. This is necessary in order to reduce contamination by 

unwanted impurities. Using MBE it is possible to control the semiconducting 

material deposited monolayer by monolayer enabling precise growth of the 

required structure. The quality of the crystal grown is very sensitive to the 

substrate temperature and the best temperatures for the growth of InAs, 

AlAs, and GaAs are 530°C, 580°C, and 630°C respectively. The devices for 

this work were grown by the Semiconductor Physics group at the Cavendish 

Laboratory. 

1.3 Schottky barrier gate 

The standard method for gating GaAs-AIGaAs heterostructures entails cov­

ering the surface with an evaporated metal. The metal-GaAs interface acts 
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Chapter: 1 Gated Two-Dimensional Electron Gas 

as a Schottky barrier which isolates the charges on the gate from charges in 

the 2DEG. Therefore the Schottky gate can be used to control the carrier 

density in the 2DEG. By applying a negative bias to the metal gate the 

height of the gate barrier is increased and the potential well at the GaAs­

AIGaAs interface is reduced in energy. Eventually, the bound state in the 

potential minima is raised above the Fermi energy, depleting the well of 

free carriers. Conversely, by applying a positive bias to the gate, one may 

capacitively induce carriers into the 2DEG. 

The carrier density in a GaAs-AIGaAs heterostructure, at low temper­

ature, can also be enhanced by shining an red light emitting diode (LED) 

onto the device. This has the effect of exciting electrons out of trapping 

(DX) donor states [4] in the AlxGal-xAs, into the 2DEG. After illumina­

tion, below temperatures of f'V 100 K, electrons in the 2DEG are unable to 

return to the DX centres. This effect is called persistent photoconductivity 

(PPC) effect [5] . 

1.4 Conclusions 

In this chapter a brief introduction into the GaAs-AIGaAs heterojunction 

system has been given. The concepts of modulation doping and control of 

the 2DEG carrier density by a Schottky gate have been described. 
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Chapter 2 

Conduction Theory 

2 .1 Introduction 

In this chapter we present a brief theoretical survey of electron transport 

in a low-dimensional system at low temperatures. In section 2.2 the Drude 

model and Einstein relation for electron transport is introduced. Section 

2.3 discusses length scales associated with different aspects of electron mo­

tion. Sectio'n 2.4 describes the metallic conductivity with weak localisa­

tion and electron-electron interactions whilst section 2.5 discusses transport 

in the strongly localised regime. Finally, section 2.6 describes the funda­

mental properties of a 2DEG subject to a magnetic field: density of states, 

Shubnikov-de Haas oscillations, integer quantum Hall effect, and spin split­

ting. 

2.2 Drude theory and Einstein relation 

In the classical analysis of electron transport in the presence of an electric 

field E, electrons accelerate in the direction of the field and together with 

a random thermal velocity, they have a total average velocity Vd. This drift 

velocity is related to E by Vd = EeT jm*, where T is the mean time interval 
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between momentum-relaxing collisions, and m* is the electron effective mass 

(m* = O.067me in GaAs) which may be considerably smaller than the free 

electron mass me' The current density j is then given by 

(2.1) 

where ns is the carrier density, and e is the charge on an electron. Thus this 

earliest, and simplest model of the Drude conductivity ()D in the absence of 

a magnetic field is given by 

(2.2) 

where kF is the Fermi wave vector and l is the mean free path. Equation 2.2 

applies to materials whose electron distribution obeys Fermi-Dirac statistics. 

At zero temperature, electron states are filled up to the Fermi energy E F . All 

electrons acquire the same equal drift velocity induced by the applied electric 

field and the Fermi surface shifts in k-space in the direction of the field. For 

the free-electron model, the average distance travelled between successive 

collisions is ' l = VFT, where VF is proportional to the Fermi wavevector 

kF. Experimental studies estimate l to be approximately 1 /-Lm for typical 

2DEG in GaAs-AIGaAs heterostructures. The mobility /-L is a measure of 

the quality of a 2DEG and since Vd = /-LE is defined in an electric field , it is 

given by; 

eT ()D 
/-L = - =-. 

m* nse 
(2.3) 

Where () can be obtained by inverting the measured resistivity. Hence it is 

possible to determine the mobility in the absence of a magnetic field. 

In th~ derivation of the Drude conductivity, equation 2.2, we assumed 

a homogeneous conducting semiconductor in which the carrier density is 

uniform throughout. A nonuniform distribution of carriers gives rise to dif­

fusion. With any carrier density gradient there is a net flow of carriers, 
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Chapter: 2 Cond uction Theory 

which acts to restore equilibrium. Therefore, in an inhomogenous semicon­

ductor, the diffusion current must exactly balance the drift current and the 

conductivity is determined by the Einsten relation: 

(2.4) 

where p(EF) = m* /27rfi2 is the density of occupied electron states per unit 

volume and the diffusion constant D = vFl/2 for a two-dimensional system. 

The Einstein conductivity can also be applied to a 2DEG in a magnetic field 

in which the Fermi-energy oscillates through localised states. 

2.3 Length scales 

The length scales of the transport and scattering mechanisms determine 

the nature of the transport for the physical properties of low dimensional 

structures. In this section some of these lengths are introduced. The first 

important length scale, contained within the Drude theory, is the mean free 

path of elastic collisions l = VFT. We can consider a sample of length Land 
., 

width W with different elastic mean free path lengths l [1J: 

(i) Diffusion regime L, W > 1: Conduction is diffusive with impurity scat­

tering dominant. 

(ii) Quasi-ballistic regime L > 1 > W: In this regime, boundary scatter­

ing and impurity scattering are of equal importance. 

(iii) Ballistic regime L, W < 1: The dimensions of the sample are less 

than the mean free path and electrons move through the channel without 

scattering. 

At finite temperatures, inelastic scattering processes (phonon scattering 

or electrqn-electron scattering) destroy phase-memory. We may define this 

period through the phase coherence length, which is the mean distance an 

electron diffuses before the phase is lost, 

l<J> = JDT<J>, (2.5) 
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Chapter: 2 Conduction Theory 

Figure 2.1: A schematic diagram showing the clockwise and counterclock­

wise trajectories of an electron undergoing a series of elastic scattering 

events. 

where 74> is the phase relaxation time. If the sample length L is smaller 

than the phase coherence length l4>' the electron interference pattern can be 

observed as universal conductance fluctuations. 

Upon applying a perpendicular magnetic field the electron undergoes 

classical cyclotron orbits of radius le, the cyclotron length: 

VF It rn= 
le = - = -BY 27fn, 

Wc e 
(2.6) 

where Wc = eB /m* is the cyclotron frequency. This length is particularly 

important in quasi-ballistic, narrow channels. 

Finally, in a magnetic field the spatial extent of an electron's wavefunc­

tion is given as 

(2.7) 

where lE is called the magnetic length. 
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2.4 Metallic conduction 

2.4.1 Weak localisation 

Let us consider a two dimensional system with randomly distributed scatter­

ing centres with an average separation of the mean free path t. In accordance 

with classical theory, the electron motion will be diffusive. The probability 

that an electron at pc., 'llt r = 0 and tIme t = 0 will be at point r' and at time 

t' is P(r' , t') rv er'/.,fDti/JDt'. Using the Einstein relation, the diffusivity 

can be related to the conductivity by equation 2.4, however this a purely 

classical result and any sense of the wave nature of the electron is ignored. 

One can introduce a quantum interference correction to the classical Drude 

conductivity to account for long range quantum mechanical correlations. 

The quantum interference effect is the probability for back scattering in a 

disordered system only such that the electron retains its phase information 

after many elastic scattering events. This is seen at low temperatures and 

is called weak localisation. 

Consider .. the clockwise and counterclockwise scattering paths in fig­

ure 2.1 each with their associated wavefunctions \]I 1 = Aei<Pl and \]1 2 = A ei<P2, 

respectively. The probability of electrons returning to the origin is 

(2.8) 

If the phases between the two paths are random, the second interference 

term on the right hand side will average to zero leaving the classical probab­

ility, 2A2. If the two paths have the same phase, (h = (h), then P(O) = 4A2 

this is twice the classical probability of returning to the origin. In the limit 

where there are no mechanisms for phase-breaking, all of the electrons will 

be localised in standing waves corresponding to these time-reversed paths 

and the conductivity will be zero. Therefore the weak localisation contribu­

tion to the conductivity will depend on the average number of time-reversed 

paths in a phase-coherent area. 
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Chapter: 2 Cond uction Theory 

The application of a perpendicular magnetic field breaks time-reversal 

symmetry and the clockwise and counterclockwise time reversed paths no 

longer accumulate the same phase. For example, consider the Aharonov­

Bohm experiment in which electron partial waves traverse the arms of a 

loop in either a clockwise or counterclockwise sense. If the electron retains 

its phase information the two waves will interfere at the point at which the 

two paths reconnect. Applying a magnetic flux through the loop induces a 

phase shift of 6.cp = (e/h) § A . dl between the two possible paths, where 

A is the vector potential such that B = \l x A and dl is an infinitesimal 

element of the path length. The weak localisation contribution to the con­

ductivity will be the sum over all paths of these oscillations. At large enough 

fields, the oscillations will have a random phase and thus add incoherently 

while, at small field, all except the longest paths will add coherently. Weak 

localisation leads to positive magneto conductance, i.e. the application of 

magnetic field increases the conductivity. 

A further correction to the conductivity is caused by spin-orbit scatter­

ing. In this effect, a positive magnetoresistance occurs at very low magnetic 

fields as the electron spin rotates in the opposite direction along the closed 

loop, therefore the nominal constructive interference can be changed to de­

structive. This is known as 'antilocalisation'. The spin-orbit scattering time 

is believed to be independent of temperature. 

2.4.2 Electron-electron interactions 

The weak localisation correction to the conductivity is due to a single­

electron quantum interference effect, and is therefore applicable for non­

interactiIlg particles. The Coulomb interactions between conduction elec­

trons result in an additional quantum correction through electron-electron 

interactions. 

The electron-electron interaction and weak localisation effects are diffi-
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Chapter: 2 Conduction Theory 

cult to separate experimentally as they both have a logarithmic temperature 

dependence. However, one may use a perpendicular magnetic field as their 

magnetic field dependences are different [2, 3]. 

2.5 Transport in insulators 

Mott [4, 5] proposed that a crystalline array of monovalent atoms at tem­

perature T = 0 K should show a sharp transition from insulator to metal, 

if the interatomic distance b decreases to a certain critical value (effective 

Bohr radius aB)' If b is sufficiently large (electron concentration is low), 

such that the electronic wavefunctions have negligible overlap the mater­

ial should be an insulator with each wavefunction strongly localised around 

single ions. However, if b is small (electron concentration is large), the ma­

terial should be a metal with overlapping electronic wavefunctions. The 

transition between the two regimes is known as the Mott transition. An­

other proposal for metal-insulator transition, by Anderson [6] presented the 

idea that th~ single-electron wave functions become localised due to disorder. 

Therefore, the system will become insulating at T = 0 K as the disorder is 

increased. A comprehensive survey of work upon the nature of the metal­

insulator transition in disordered systems is reviewed in references [7, 8, 9] . 

The following sections contain a brief review of this work. 

2.5.1 Localised and extended states 

In real systems, it is unrealistic to claim that there is a complete absence of 

disorder in the material. Anderson [6] considered a system of equally spaced 

periodic potential wells [figure 2.2(a)] in which disorder was introduced by 

randomly varying the depth of the wells [figure 2.2(b)]. The random poten­

tial is large compared to the bandwidth of the electron energies, so therefore 

the electronic states of the system are localised. The situation is such that 
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Figure 2.2: Anderson transition in a disordered system. (a) ID periodic 

potential and corresponding density of localised states. (b) ID periodic 

potential with random well depths in the Anderson model. 

the solution~ to Schr6dingers equation are no longer Bloch waves (extended 

states) obeying, 'ljJ(r) = eik.ru(r). If the random potential is small compared 

to the electron's energy bandwidth, the extended states are separated in en­

ergy from the localised states by a mobility edge. Hence the metal-insulator 

transition occurs as the Fermi energy moves through the mobility edge from 

the localised to the extended states. 

2.5.2 Hopping conduction 

Miller and Abrahams [10] first introduced the concept of electron hopping 

conduction with an equivalent random resistor network on which a resistance 

~j connects each pair of donors i and j. The values of ~j can be evaluated 

from the experimental hopping current. For a weak electric field an electron 

is promoted between the two donors i and j by a phonon and the resistance 
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Chapter: 2 Conduction Theory 

~j is proportional to the current strength. At low temperatures, ~j can 

be written as a product of two factors: the first depending exponentially on 

rij (inter-site distance) and the second dependent on the donor site energy 

Eij: 

(2.9) 

where aB is effective Bohr radius. The first term describes tunnelling between 

the sites whilst the second term gives the probability of activation between 

sites. The values of R?j and Eij in the above equation are as follows: 

(2.10) 

with 

(2.11) 

where DJ is a constant describing the deformation potential, D..{ the poten­

tial energy difference between sites i and j, d is the density of lattice spacing, 

and s is the speed of sound. There is a gap; 

(2.12) 

where Ei and Ej are the energies of sites i and j, respectively and f.t is the 

chemical potential. 

At relatively high temperatures the tunnelling term in equation 2.9 is 

comparatively small so the temperature dependence of the conductivity as 

obtained from equation 2.9 follows a simple experimental activation law, 

(2.13) 

where W is some average energy difference between adjacent states (the 

activation energy). 
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Chapter: 2 Conduction Theory 

At the temperature is lowered, the second term in the exponent of equa­

tion 2.9 becomes comparable with the first. In this case, where electrons can 

be thermally excited from one localised state to another, the net conductivity 

is obtained by maximising the efficiency of the individual hopping process 

from one localised state to another. As these need not necessarily be adja­

cent sites this process is known as variable-range hopping. The distribution 

of states and the optimisation process intimately involve the dimensionality 

d of the system, and the general result of 'Mott law' [8] is 

(2.14) 

where To also depends on the dimension. This result has been experimentally 

verified in one, two and three dimensions. 

When long-range electron-electron interactions are dominant, the density 

of states should continuously reduce to zero at the Fermi level, the so called 

Coulomb gap. The following calculations have been proposed by Efros and 

Shklovskii [11]. In a system in its ground state, at zero temperature, the 

Fermi level se parates fully occupied and completely empty states. If the site 

i (energy E i ) is occupied by an electron and site j (energy E j ) is vacant, 

moving the electron from site i to site j, requires a change in the Coulomb 

energy of e2 / 47l'cocrrij. Therefore, the total energy of the excitation is El = 

Ej - Ei - e2/47l'coCl'rij. A hopping event from filled to unfilled sites should 

increase the energy of the system and the inequality El > 0 must be satisfied. 

Therefore, for two dimensions, the single-particle density of states tends to 

zero at the Fermi energy: 

(2.15) 

As a result, the hopping formula becomes 

(2.16) 

where To = (3e2/47l'cocl'a'B ((3 ~ 6 in a 2D system). 
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2.6 Transport in quantizing magnetic field 

2.6.1 Density of states 

With no applied magnetic field the energy of 2D electrons occupying a single 

subband is given by 

E(k) = !i
2
k

2
. 

2m* 
(2.17) 

The free electron density of states, p(EF) per unit area, is independent of 

energy as shown by the broken line in figure 2.3(a) and is given by 

m* 
p(E) = gsgv 21r!i2 ' (2.18) 

where gs and gv are the spin and valley degeneracies, respectively. For GaAs, 

the values of the spin and valley degeneracies are 2 and 1. 

Figure 2.3: The energy levels (Landau levels) of a 2DEG in a perpendicular 

magnetic field. (a) B = 0 (dashed line), B i= 0 (Solid line), ideal system, 

En = (n' + ~)liwc. (b) and (c) B i= 0, disordered system showing the 

broadening of the Landau levels into the gaps between the ideal Landau 

level energies. 
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In the following, we illustrate the properties of the 2DEG density of 

states when a strong magnetic field is applied perpendicular to the plane. 

Classically, with the field applied normal to the layer, the path of an electron 

travelling with speed v is bent into a circle of radius r, as given by the 

Lorentz force m*v2/r = Bev. The electrons travel these orbits with an 

angular frequency Wc = v / r = Be / m *. When treated fully using quantum 

mechanics, this motion appears to be simple harmonic, and the electron 

energies are modified from the continuous band of states in zero magnetic 

field into highly degenerate quantized levels called Landau levels, as shown 

in figure 2.3. The energies of these levels are 

(2.19) 

where n is the Landau level index. This analysis has not included the inter­

action of the magnetic field with the electron spin which will be discussed 

in subsection 2.6.5. 

In real samples, the Landau levels are broadened due to disorder from 

imperfections and impurities which give rise to variations in the electrostatic 

potential energy in different parts of the crystal. If the scattering time is 

T, the uncertainty principle leads to a broadening by an amount 8E rv fiT. 

The quantisation due to the magnetic field is only important if the energy 

separation of the Landau levels, fu.,;c, is larger than this broadening, and in 

order to achieve this large magnetic fields and very low temperatures are 

required. 

2.6.2 The Shubnikov-de Haas effect 

The electrical properties of the sample depend very strongly upon how the 

Landau levels are occupied, and hence upon the position of the Fermi level. 

This is shown in figures 2.3(b) and (c), in which the effects of broadening 

have been included. In figure 2.3(b) one and a half levels are filled, so 
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the Fermi energy Ep lies in the extended states. The transport looks like 

that of a metal, with a high longitudinal conductivity CTxx . Conversely, in 

figure 2.3(c), two levels are filled, and Ep lies in the localised states. In this 

case the system resembles an insulator. As the magnetic field is increased 

the Fermi-energy passes through the Landau levels and the conductance 

oscillates. 

These magneto conductivity oscillations, known as 'Shubnikov-de Haas' 

(SdH) oscillations, are characteristic of electrons in a magnetic field and 

are periodic in B-1 (see, for example, Ziman [12]). The periodicity of the 

conductivity oscillations as a function of magnetic field is given by: 

~(~) = gse, 
B hns 

(2.20) 

where ~(1/ B) is the reciprocal magnetic field period. In addition to the 

oscillations in longitudinal resistance, current flowing in the x-direction will 

set up an electric field in the y-direction when a magnetic field is applied 

perpendicular to the plane. In order to obtain expressions for the longitud­

inal CTxx and, transverse CTxy conductance, the conductivity CT and resistivity 

P need to be described by tensors. 

For a Hall bar shaped sample, the currents and electric fields are related 

by the expressions: 

(2.21) 

(2.22) 

(since CTxx = CTyy and CTxy = -CTyx ). 

If, as usual, we only allow current to flow along one direction (x), then 

Iy = 0, arid we can say that Ey/Ex = CTxy/CTxx . Therefore we can define the 

resistivities as 

Ex CTxx 
Pxx = -[ = 2 + 2 ' 

. x CTxx CTxy 
(2.23) 
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_ Ey _ axy 
Pxy - - - 2 2 ' 

Ix axx + axy 
(2.24) 

When axy » (Yxx, we may write Pxx rv axx/a;y, and Pxy rv l/axy = RHB, 

where RH is the Hall coefficient (RH = l/nse). For SdH oscillations to be 

observed, the temperature and the degree of disorder in the system must 

be sufficiently low and the conditions fiwc > kBT and WcTq > 1 must be 

realized, where Tq is the quantum life-time. 

The classical transverse (Hall) conductivity of free and independent elec­

trons is strictly proportional to the electron concentration ns, 

ens 
a xy = B' 

In terms of atomic units, 

(2.25) 

(2.26) 

where v is the filling factor reflecting the number of filled Landau levels. i.e. 

v is an integer when the Fermi level lies midway between the Landau levels. 

According to ~quation 2.25 and 2.26, 

h 
v = ns - . 

eB 
(2.27) 

The quantum life-time is related to the Landau level broadening r q by 

the relation r q = 1i/2Tq and may be extracted from the magnitude of the 

SdH oscillations. There is a quantitative difference between the transport 

life-time Tt and quantum life-time Tq in a 2DEG system. For short-range 

scattering potentials [13, 14, 15, 16, 17], these two life- times are identical, 

for example in Si MOSFETs where the interface roughness scattering dom­

inates. For high mobility heterojunctions [18, 19, 20], long range remote 

ionized impurity scattering potentials dominate and backward scattering is 

suppressed. As a result the transport life-time is strongly enhanced above 

the quantum life-time by a factor of 10 or more. These effects are discussed 

more fully in chapter 4. 
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2.6.3 The quantum Hall effect 

In apparent contradiction to the classical Hall resistance, which increases 

proportional to field , in 1980 plateaus in the Hall resistivity were observed 

at low temperature and high magnetic fields in silicon MOSFETs by von 

Klitzing, Dorda, and Pepper [21]. On sweeping the magnetic field the Hall 

voltage becomes independent of field and develops a 'plateau' at the same 

fields at which the longitudinal resistivity falls to zero. As the resistivity 

increases again the Hall voltage rapidly changes to the next 'plateau'. The 

most interesting feature of this behaviours is that the resistivity of the Hall 

plateaus occur at integer multiples of h/ e2 . This phenomenon is called the 

integer quantum Hall effect (IQHE). In order to measure the Hall resistivity 

we measure the current Ix and a voltage Vy , whereas the resistivity depends 

upon Ey and jx. Therefore we simply multiply both Ey and jx by the 

width of the sample to obtain Vy and Ix. The result of this is that the Hall 

resistivity Vy / Ix, is independent of the sample width, and equal to 

1 h 1 
Vy/lx = Pxy = - x 2" = - x 25,812.8 [2, 

/J e /J 
(2.28) 

within a certain field around each integer value of filling factor /J. A remark­

able feature of the experiment is that this resistance value, determined only 

by the fundamental Planck's constant h and electron charge e, is extremely 

accurate. 

2.6.4 Edge states 

In high magnetic field with well defined Landau levels, the delocalised states 

are separated from each other by regions of localised states [figure 2.3(c)]. 

In a free 'unbounded system the Landau level energies are given by equa­

tion 2.19, however in a disorder free system with finite boundaries the 

Landau levels rapidly increases in energy at the sample edges, figure 2.4. 

In a disordered system, potential bumps modify the Landau level energies 
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, __ sample edge __ , 
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position across channel 

Figure 2.4: Schematic diagram showing the extended state energy levels as 

a function of position along the sample in 2DEG. The Landau level energies 

rise sharply near the edges of the sample. 

Edge of sample 

@B 
... I 

Figure 2.5: Classical picture of edge states in a high magnetic field. When 

the Fermi level in the bulk lies in the localised states, as depicted, conduction 

can only occur via the skipping orbits at the edges of the sample. 
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forming potential islands. When the magnetic length lB = JltjeB is small 

compared to the sample width the electrons move around the edge of the 

device following skipping orbits (figure 2.5). Electrons also follow skipping 

orbits around the discrete potentials forming islands inside the Hall bar. 

These 'edge-states' were first suggested theoretically by Biittiker [22] and 

experimentally verified by Alphenaar [23]. 

2.6.5 Effect of spin 

I • 

p(E) delocalised states 

t 

E 

Figure 2.6: A -schematic diagram showing the spin-up and spin-down dis­

order broadened Landau levels. 

In the integer quantum Hall effect, odd-numbered Hall plateaus are also 

observed as the electron spin can be polarised either with or against the 

magnetic field . Therefore each spin-degenerate Landau level splits into two 

levels, as shown in figure 2.6. The approximated energy spectrum of a two­

dimensional system in the zero disorder limit thus becomes 

En,k = Eo + (n + ~)nwc ± g*/LBBS, n = 1, 2, 3"" , (2.29) 

where Eo is the energy of the system in the absence of a magnetic filed, nwc is 

the cyclotron energy which is generally larger than the spin-splitting energy, 

g* is the enhanced 9 factor, /LB = en/2m is the Bohr magneton, and S = 

±1/2 is the spin quantum number. As the additional spin dependent term is 
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generally less than the cyclotron energy, high magnetic fields are required to 

resolve the two disorder broadened levels. The spin-split energy is divided 

into two components: (i) the Zeeman energy; (ii) exchange enhancement due 

to electron-electron interactions [24] and can be described by the following 

relation: 

g* /-LB B = g/-LBB + Eex I:(nL t -nL -!-), 
L 

(2.30) 

where g/-LBB is the 'bare' spin energy, Eex is the exchange parameter, and 

nL t and nL -!- are the spin level occupations. The experimental value of the 

bare 9 factor in bulk GaAs is found to be 10 .441 [25] whilst the enhanced g* 

factor in a high mobility GaAs-AIGaAs heterojunction is greater than five 

[26, 27, 28]. 
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Chapter 3 

Device Processing and 

Measurement Techniques 

3 .1 Introduction 

In this chapter the processing of a device from a typical MBE grown wafer 

and the low temperature measurement techniques employed in the study of 

semiconductor transport properties are described. This discussion is divided 

into three sections. The first, section 3.2, outlines optical and electron beam 

lithography: the former has been used to define the large scale features (> 

1 /-Lm), whilst the latter has been used to customize small patterns « 1 /-Lm). 

Section 3.3 describes the cryostats used to achieve the low temperatures 

« 4.2 K) necessary for this work. Finally, section 3.4 describes the electrical 

circuits used to measure the properties of the devices. 

3.2 Optical lithography 

Optical lithography is used to fabricate relatively large structures such as 

Hall bars, ohmic contacts and gate pads. The standard steps in the optical 

lithography processes are illustrated in figure 3.1. The MBE grown wafer, 3 
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inches in diameter must first be cleaved into more manageable sized sections. 

The orientation of these sections with respect to the wafer fiat is indicated 

by a line scribed onto the surface. This enables a study of the transport 

characteristics in the two orthogonal directions. 

The cleaved chip was dipped in a dilute HCI solution for 15 seconds to 

remove surface oxides. Mesa fabrication begins by spinning photoresist onto 

the surface of the cleaved chip [figure 3.1 (a)]: Shipley 1813 photoresist was 

spun on at 5500 rpm for 30 seconds to give a layer approximately 1500 nm in 

thickness. The chip was then baked for 10 minutes at 90°C in a fan oven to 

dry off any remaining solvent and to harden the resist. A chrome-on-quartz 

glass photomask designed for a Hall bar mesa was held above the sample 

to selectively expose the photoresist using ultra-violet light for 3.5 seconds 

[figure 3.1 (b)]. The areas exposed to the DV radiation become soluble in 

Shipley LF319 developer. Immersion in the developer for 20 seconds followed 

by a rinse in de-ionized water is sufficient to remove the unwanted resist. 

The chip was then immersed in H2S04 : H202 : H20 mixture in the ratio 

1:8:160, this solution has an etchrate of ~ 25 Ajs at room temperature. The 

depth of the mesa is checked with a Sloan Dektak profileI' to ensure that 

the Hall bar is etched below the 2DEG [figure 3.1 (d)]. All resist is removed 

from the chips' surface by immersing the sample in acetone. 

The most common technique used to fabricate conventional ohmic con­

tacts to a 2DEG is based upon an annealed AuNiGe metallization. After 

exposure through a second photomask, the chip was soaked for 2 minutes 

in chlorobenzene to harden the top surface of the photoresist. The chip 

was next developed in a developer solution for 90 seconds and washed in 

de-ionized water. The hardened surface of the resist develops at a slower 

rate than the lower layers and an overhang edge profile is produced. This is 

necessary for easy lift-off of the subsequent metallization stages. The sample 

was dipped in a dilute HCI solution for 15 seconds to remove the oxide layer 
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Etching the mesa Lift-off 

(a) Spin on resist (t) Re-spin resist 

1======lI:=-iD~~ist~~ 
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(c) Development 

DD 

(d) Mesa etched 

( e) Resist removed 

(h) Developement after 
chlorobenzene soak 

(i) Metallization 

Metal-~ 

(j) Lift-off 

Figure 3.1: A schematic diagram showing the optical lithography processing 

steps. 
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Transparent gate 
10 nm NiCr 

Bonding pads 
100 nm Au 

Mesa 

Ohmic pads 

Figure 3.2: An optical photograph (50 x magnification) of a completed Hall 

bar with ohmic contacts and a transparent full gate. 

from the surface, hence improving the adhesion of the ohmic metallization. 

A 150 nm layer of AuGeNi alloy in the ratio 88:12:1 followed by 30 nm of 

Au were evaporated onto the surface at a pressure less than 1 x 10-6 mbar. 

Subsequently the evaporated metal was annealed, at 430 QC for 80 seconds 

in a N2-H2 atmosphere such that the metal diffused down through the chip 

and contacts the 2DEG. 

At this stage the quality of the contacts was examined for linear I - V 

characteristics on a probe station both at room temperature and at 77 K 

to check that good contact to the 2DEG has been established. It is quite 
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common for contacts to 'freeze-out', becoming highly resistive at low tem­

peratures. If this is the case, the chip can be re-annealed to improve the 

poor contacts. 

The procedure for depositing a Schottky gate on the structure is similar 

to that for depositing the ohmic contact metallization. The gate metalliza­

tion used was a 10 hm layer of NiCr, which adheres very well to the GaAs 

surface. This thickness of NiCr forms a transparent gate which allows the 

carrier density in the 2DEG to be increased by using a red LED. In order to 

make electrical contact to the NiCr gate a 100 nm Au layer was evaporated 

to create bond pads (see figure 3.2). The completed Hall bar is shown in 

figure 3.2. 

3.3 Electron-beam lithography 

After conventional processing of the sample into Hall bars, electron beam 

lithography is frequently used to fabricate submicron features. There are 

many excellen~ review papers on electron beam lithography [1, 2]. A positive­

acting resist called poly-methyl-metha crylate (PMMA) is the most com­

monly used electron beam resist. A thin 150 nm layer of PMMA was spun 

onto the chip and baked in an oven at 150°C for more than 30 minutes. 

The electron beam lithography is carried out in a modified Hitachi S800 

scanning electron microscope (SEM) with a 25 ke V electron beam. The 

patterned chip was developed in a solution of 3 parts propanol to 1 part 

methyl isobutyl ketone (MIBK) for 20-40 seconds. The device was then 

etched with the H2S04 : H2 0 2 : H2 0 mixture to a depth of about 170 nm, 

which is below the 2DEG. Figure 3.3 shows the SEM image of a number of 

narrow constructions defined bye-beam and chemical etching. 
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Figure 3.3: A scanning electron micrograph of a number of nanostructures 

defined by electron beam lithography. 

3.4 Cryogenic systems 

Most of the measurements described in this thesis were carried out at low 

temperature « 4.2 K). Low temperatures are required to observe the quantum 

mechanical properties of electrons in the semiconductor structure. In this 

section, the cryostats used in this work at the Semiconductor Physics Group, 

Cavendish Laboratory will be briefly described. 

After a device's fabrication, we initially check the performance of the 

device before continuing with extensive measurements in a 3He cryostat or 

3HerHe dilu,tion refrigerator. The simplest assessment involves immersing 

the device into a 'dipping dewar' of liquid Helium (4.2 K). The device is 

mounted in a Charntek holder and is connected to an external aluminum 

contact box via a number of electrical wires. The performance of the gate, 
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ohmic contacts and the gate leakage, can then be quickly determined. 

An Oxford Instruments pumped 4He system was frequently used for 

measurements at temperatures down to 1.5 K and magnetic fields up to 8 T 

(using superconducting solenoids). The sample is again mounted in a probe 

and inserted into the cryostat's sample space: a sealed airspace surrounded 

by insulating vacuum liquid Helium and Nitrogen jackets. The sample space 

is periodically filled with liquid helium from the main reservoir through a 

needle valve. By pumping on the liquid helium the sample space temperature 

can be reduced to, and maintained at 1.5 K for 6-8 hours. The sample 

temperature was monitored with a calibrated resistance thermometer affixed 

near the sample. The magnetic field was calculated from the magnetic power 

supply current. The helium and the liquid nitrogen jackets are refilled every 

day to maintain 4.2 K in the main helium bath. Using this system the 

base temperature can be obtained in 5-10 minutes and samples may be 

changed quickly. Using a sample heater and varying the pumping rate, the 

temperature can be varied over the range 1.5 K to 20 K. 

An Oxford Instruments 3He croystat provided measurement temperat­

ures down to 300 mK and magnetic fields up to 12.5 T. A device is mounted 

on the end of a probe which is gently lowered into the 3He space, gradual 

cooling over 50 minutes is necessary to avoid excessive heating of the 3He. 

To condense 3He in the sample space
J 

an external tank containing gaseous 

3He in a carbon matrix (graphite sorb) is heated to 45 K to drive out the 

3He gas. The vapor is passed through tubing cooled to 1.2 K via a pumped 

4He pot and the condensed 3He liquid passed into the sample space. This 

takes approximately 1 hour. In order to cool the sample to 300 mK the 

graphite sorb is cooled to 4.2 K and acts as a pump on the liquid 3He. The 

minimum temperature (300 mK) can be maintained for f'V 2 days before the 

3He needs to be recondensed. 

An Oxford Instruments 400 TLM top-loading dilution refrigerator can 
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Figure 3.4: A schematic diagram showing a dilution refrigerator. 

achieve temperatures between 600 mK to 20 mK and magnetic fields up to 

13.6 T. A device is mounted on a probe and the probe lowered as in the 

3He cryostat. Once fully inserted, base temperature is reached in about 

2-3 hours. A schematic diagram of a fridge is given in figure 3.4. When 

the mixture of liquid 3He and 4He is cooled below a critical temperature 

(about 869 mK), it separates into two phases. The light concentrated phase 

is almost pure liquid He3 and the heavier dilute phase is about 6% 3He 

in 94% 4He. The cooling mechanism is obtained from the evaporating of 

3He from the concentrated phase into the dilute phase. The atoms of 3He 
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which are removed from the dilute phase are recondensed into liquid 3He at 

the still. The room temperature pumping system then removes the 3He gas 

from the still, passes it through the nitrogen and helium cold traps to remove 

impurities, and returns it to the concentrated phase. The 3He is condensed 

by passing it through a tube in thermal contact with the helium main bath 

and condensing on the 1 K pot. A flow impedance in front of a capillary 

tube is used to maintain a high enough pressure in the 1 K pot region 

for the gas to condense whilst allowing a flow pass through at a reduced 

pressure. The liquid 3He enters then the condensed phase after passing 

through heat exchangers to pre-cool the liquid between the condensor and 

the mixing chamber. The continuous circulation of the 3He allows the base 

temperature to be maintained indefinitely. 

3.5 Experimental set-up for electrical measurement 

The transport measurements were carried out using standard phase-sensitive 

techniques. The" low experimental temperatures require very low currents 

to avoid Joule heating of the electrons. Low frequency alternating current 

(ac) techniques using lock-in amplifiers allow accurate measurement of small 

output signals, whilst coaxial cable and twisted pairs of wires are used to 

minimize noise pickup. The frequencies typically used were 78 Hz or 34 Hz, 

although a lower frequency « 15 Hz) was used for high resistivity (> 25 kn) 

measurements. Care must be taken with regard to the earthing of the meas­

uring circuit to prevent ground loops. Ideally the cryostat is used as the 

ground, and all other equipment is then grounded to the cryostat. If a 

screened room is used, the cryostat ground is passed through filters to the 

instruments outside the screened room. 
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Figure 3.5: The circuit used for four-terminal resistance measurements using 

constant current biasing. 

3.5.1 Four-terminal resistance measurement 

The majority of the experiments in this thesis were performed using four­

terminal resistance measurements. A constant current (1 nA) is obtained 

by connecting an ac voltage (0.1 V) through a large series resistance (typ­

ically 100 MD) to the device. When the device resistance is much less than 

the series resistance, a constant current flows in the circuit. The voltage 

drop along the device (related to the longitudinal resistance Rxx = V /1 nA) 

was measured with lock-in amplifiers via a voltage pre-amplifier (Stanford 

SR560 or Brookdeal 5006) if necessary. A second lock-in amplifier was used 

to measure the current via a 1kD resistor. An IOTech Quad voltage source 

provided direct current (dc) voltage for the gate. The signal from the lock-in 
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amplifier was transferred to a computer after converting the signal from ana­

logue to digital through a CIL 6380 ADC. The four-terminal measurement 

circuit is shown schematic ally in figure 3.5. 

3.5.2 Two-terminal conductance measurement 

Reference signal 

Lock-in amplifier 

Acorn Archimedes 
'------I microcomputer 

Figure 3.6: The circuit used for two-terminal conductance measurements 

using constant voltage. 

The two terminal conductance measurement requires a constant voltage as 

shown in figure 3.6. The two-terminal technique was used to measure the 

conductance of highly resistive devices. A constant low frequency ac voltage, 

typically 10-100 p,V, is provided by applying the signal from the output of an 

ac oscillator, via a voltage divider, to the source of the device. The current 

flowing through the device was measured with a virtual ground current pre­

amplifier connected to the drain. However, the current pre-amplifiers input 

has a small (rv 0.1 m V) dc offset voltage thus a large blocking capacitor 

(I'V 40 p,F) was used to ensure that this dc bias was not dropped across the 

device. The output voltage from the pre-amplifier is measured by a lock-in 
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amplifier (usually Brookdeal 9503). The measured current is proportional 

to the conductance of the device. To avoid electron heating, the current 

through the device is kept small. 

3.5.3 Data recording and analysis 

All of the experimental data in this thesis was recorded using a program 

called 'CryoMeas' written by Dr. Chris Ford. This program, running on 

an Acorn Archimedes computer, can control a wide variety of equipment: 

lock-in amplifiers, temperature controller, voltage sources and sweeping the 

magnetic field. 

Data obtained through CryoMeas can be analyzed, plotted, fitted to 

curves etc. by a second program called 'Lab Assistant', also written by Dr. 

Chris Ford. 

3.6 Summary 

In this chapter th,e optical processing techniques used to process wafers into 

Hall bar samples has been described. A brief explanation of electron beam 

lithography was given. Various experimental techniques were also discussed. 
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Chapter 4 

Magnetotransport on (311)B 

GaAs Substrates 

4.1 Introduction 

In this chapter we consider magnetotransport in a 2DEG grown on (311)B 

GaAs substrates. In order to understand the origin of an anisotropic mobil­

ity, dependent upon the direction of electron propagation, we first need to 

introduce the properties of (311) structures. These are reviewed in section 

4.2. In section 4.3, we discuss and compare the anisotropic transport life­

time with the isotropic quantum life-time. In section 4.4, we will introduce 

the scattering mechanisms behind the low-temperature anisotropic trans­

port life-time: interface roughness and ionized impurity scattering. The 

theoretical calculation and experimental data are then compared [1]. We 

also describe transverse magnetic focusing experiments [2] which demon­

strate that both the effective mass and Fermi surface are isotropic in the 

two orthogonal directions [233] and [011], even though the mobility is an­

isotropic. The experiment can be also seen as a method to study electron 

scattering. Such an application will be illustrated in a determination of the 

electron ballistic length. The results presented here demonstrate that the 
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(311)B surface can be used to fabricate high mobility samples [3J. 

4.2 (311) structures 

All of the devices studied in the course of this chapter were fabricated on 

silicon doped GaAs-AIGaAs hetrostructures grown on a (311)B oriented 

substrate. Most modulation-doped GaAs-AIGaAs hetrostructures are grown 

on the (100) orientation, which is not necessarily the optimum orientation. 

In this section, I shall describe the structure of the (311) surface. 

The (311) surface is cut 25° towards the [OllJ direction from the con­

ventional (100) and the properties of the (311) surface can be explained by 

comparison with other surface orientations. Consider the (ll1)B and (100) 

surfaces. Each (100) surface atom has one double-dangling bond and each 

(l1l)B surface atom has one single-dangling bond. Generally, every ad­

sorption site in a GaAs (100) orientated crystal grown by MBE is a double­

dangling bond site at which the dopant can be strongly bonded. On the other 

hand, dopant on ,GaAs (ll1)B surfaces must be bonded to single-dangling 

bond sites. In contrast to this, the (211)B, (311)B, and (511)B surfaces are 

composed of both single- and double-dangling bond sites. In the case of the 

(211)B surface, there are twice as many single-dangling bond sites as double­

dangling bond sites. For the (511)B orientation and higher index planes, the 

double-dangling bonds outnumber the single-dangling bonds. However, the 

(311)B surface consists of equal densities of both Ga double-dangling bond 

sites and As single-dangling bond sites as shown in figure 4.1. Therefore, 

on the (311)B plane silicon dopants bond to the As atoms, taking up Ga 

lattice sites whereas, on the (311)A plane, the silicon bonds to Ga atoms, 

taking up As lattice sites. Wang et al. [4J have reported the use of silicon 

selectively as either an n- or p-type dopant in GaAs-AIGaAs grown on high 

index substrates; silicon behaving as an n-type dopant on (311)B orientation 

and p-type on (311)A. 
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I-- 6.64A ---+l (311)A 

(311)B 

• As o Ga 

Figure 4.1: A schematic diagram of (311) GaAs along the [011] direction 

showing the single-dangling and double-dangling bond sites. 

Under certain growth conditions the (311) GaAs surfaces relax giving 

rise to undulations or regular corrugations. N6tzel et al. [5], together 

with Daweritz, [6] have observed reflection high-energy electron diffraction 

(RHEED) pat teEns during growth that can be interpreted as arising from 

regular corrugations running in the [233] direction. Such corrugations can 

be explained through an energetically favourable surface relaxation, which 

has been found to be temperature dependent. At typical growth temperat­

ures (630 QC) they find that the surface relaxes into a periodic superlattice 

of 32 A period and 10.2 A height. A schematic diagram of the stepped (311) 

surface is shown in figure 4.2. Indeed, N6tzel et al. [7] have also presented 

evidence that, under certain growth conditions, such corrugations have been 

observed in high resolution transmission electron microscopy (TEM) and can 

explain energies and line shapes observed in photoluminescence spectra. 

All of the orthoganal Hall bars used in this work were orientated along 

the orthogonal [233] and [011] directions. Cleaved (311)B wafers have two 

bevelled edges and the [233] and [011] directions run perpendicular and 
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"t<. o 110.2 A. 

(011) 32 A. 

Figure 4.2: A schematic diagram of stepped (311) GaAs surface. 

(311) 

~'---+ [011] 
(011) 

[233] 

Figure 4.3: A schematic diagram showing a cleaved (311)B wafer. 

parallel to these edges (see figure 4.3). 

4.3 Transport and quantum life-times 

There are two different characteristic electron life-times which are important 

in determining the transport properties of a 2DEG system: transport life­

time Tt and quantum life-time Tq. It has been shown both theoretically 

[8, 9] and experimentally [10 , 11] that there is a large difference between 

the transport life-time and quantum life-time in high-mobility GaAs-based 

heterojunctions. 

'fransport life-time is defined by the relaxation-time approach to the 

Boltzmann equation, and is related to the conductivity by (J = nse2Tt/m* 

where ns is the carrier density and e and m* are the electronic charge and 
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effective mass, respectively. On the other hand, quantum life-time is connec­

ted with the amplitudes of the SdH oscillations and with the Landau level 

broadening r s by the relation Tq = fi/2r s and gives rise to such effects as 

renormalization of the density of states and rounding-off of the polarizabil­

ity function [12, 15]. Thus, quantum life-time is an important time scale in 

order to understand the effect of the electron-impurity interactions on the 

density of states. 

Theoretically, both life-times are considered functions of the probability 

of scattering an electron through an angle O. The transport life-time is 

weighted by the scattering angle 0 as 

1 l w 

- = v(O)(l - cosO)dO, 
Tt 0 

(4.1 ) 

where the differential cross section, v(O), is given by elsewhere [11]. The 

quantum life-time, which is the total scattering rate, is given by 

1 l w 

-- = v(O)dO. 
Tq 0 

(4.2) 

For short-range potentials, such as interface roughness scattering in metal­

oxide semiconductor (MOS) structures and bulk systems, the two life-times 

are identical. However, for the long-range potential associated with donors 

which are placed away from the GaAs-AIGaAs heterointerface, the dominant 

scattering mechanism involves remote ionized impurities. There produce 

predominantly small angle scattering and as a result the two life-times differ 

by a factor of 10 or more [14]. 

Experimentally, the transport and quantum life-times can be determined 

from the longitudinal magnetoresistance at zero and higher magnetic fields, 

(through SdH oscillations prior to spin splitting) respectively. The transport 

life-time, identical to the mean-life time used in Chapter 2 section 2.2, Tt is 

given by 

m*p, m* 
Tt = -- = 

.e nse2po' 
(4.3) 
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where Po is the longitudinal magnetoresistivity at zero magnetic field. The 

transport life-time depends generally on the energy of the electrons, but at 

low temperatures it can be shown that in this equation only the life-time at 

the Fermi energy is important. On the other hand, quantum life-times can be 

determined from 'Dingle plots' and are connected with the oscillatory part 

of the longitudinal magnetoresistivity (SdH oscillations). The magnitude 

b.p(B) is given by; 

b.p(B) = 4poX(T)exp (-~) , 
WcTq 

(4.4) 

where we have used b.p(B) = p(B) - Po, the cyclotron frequency Wc, and a 

temperature reduction factor X(T) given by; 

X(T) = (27r2kTlw.vc) 
sinh(27r2 kT I w.vc) . 

(4.5) 

In calculating the temperature dependence of the oscillation amplitude [X(T)], 

we used the quantum life-time obtained at 1.7 K and then fitted the equa­

tion 4.5 using the peak-to-peak values of normalized resistivity. The value 

of the quantuIl!..life-time can be extracted from the exponential function in 

equation 4.4. In figure 4.4, we plot the logarithm of oscillation amplitudes 

[b.p(B)] as a function of reciprocal magnetic field liB. These points lie on 

a straight line with a slope of -7rm* leTq . The results from sample T104 

for the transport and quantum life-times as functions of carrier density are 

summarized in figure 4.5. Varying the gate voltage from 0 to 0.5 V, it is 

possible to investigate the carrier density dependence of these quantities 

between ns = 1.6 x 1011 cm-2 and ns = 4.2 x 1011 cm-2. It can be seen that 

the quantum life-time (......, 1 ps) has virtually no dependence on either carrier 

density or the direction of current. The transport life time is between 10 and 

60 times higher than the quantum life-time. Such ratios of quantum trans­

port life-times are typical of a high mobility 2DEG in which the dominant 

scattering is due to remote ionized impurities [8]. The observation of an­

isotropy in the transport life-time but not the quantum life-time is striking 
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Figure 4.4: Dingle plot from the method of calculating the longitudinal 

oscillation amplitude. The temperature is 1.7 K. 

and could be explained by some form of anisotropic scattering mechanism. 

The quantum life-times are derived from SdH oscillations, which presuppose 

that the electrons are moving in cyclotron orbits. Thus the electron experi­

ences scattering in all directions as it travels on its circular path and hence 

the quantum life-time has no directional dependence. At low fields, in the 

region where transport life-time is measured, the electron predominantly 

moves in one direction and thus anisotropic scattering will affect the value 

of transport life-time. 

Although the transport life-time at low carrier densities is almost inde­

pendent of direction, as the carrier density is increased the anisotropy in the 

transport life-time also increases. The increased anisotropic transport life­

time at higher carrier density is due to the interface roughness scattering. 
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Figure 4.5: 'Iransport Tt and quantum Tq life-times for a (311)B 2DEG 

sample T104 over a range of carrier densities. The life-times were derived 

from zero magnetic field mobility values and SdH data. Note the small 

anisotropy in quantum life-times but a large anisotropy in transport life-

times as carrier density increases. 

This is investigated in section 4.4.2. 

4.4 Anisotropic transport at low temperature 

4.4.1 Magnetoresistivities for orthogonal directions 

Initial magnetoresistivity measurements in this sample (T104) also suggest 

a marked anisotropy in the mobility in the orthogonal directions. Figure 4.6 

shows the typical magnetoresistance in two directions for a sample measured 

at 1. 7 K. The magnetic field is oriented perpendicular to the plane of the 
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2DEG and the carrier density is 3.2 x lOll cm -2. The mesa structure consists 

of two orthogonal Hall bar each with a channel length of 320 /-tm and a 

channel width of 80 /-tm. In each of the two directions Hall and resistivity 

measurements yield mobilities of 5.3 x 105 cm2 jVs and 1.4 x 106 cm2 jVs for 

[011] and [233] directions, respectively, at the same carrier density. It can 

be seen that at high fields E > 0.2 T, for which /-tE > 1 and nwc > kT , SdH 

oscillations are observed that are essentially identical in the two orthogonal 

directions. However, at low fields (E < 0.2 T) a negative magnetoresistance 

is observed which is directionally dependent; very pronounced in the [011] 

direction. As the zero-field resistance in the [011] orientation is higher than 

in the [233] direction, the mobility is reduced and the [011] orientation is 

termed the 'slow' direction. There is some negative magnetoresistance in the 

[233] direction but this is negligible compared to that of the [011] direction. 

4.4.2 Scattering by anisotropic interface roughness and ion­

ized impurity 

In this section we consider the interface roughness and remote ionized im­

purity scattering. It is well known that the mobility at low temperatures is 

mainly due to the remote ionized impurities and that the interface rough­

ness scattering becomes larger at high carrier densities. A Fang-Howard 

wavefunction (see Appendix A.1) is used in these calculations in which the 

shape of the wavefunction changes as the carrier density is varied. The cal­

culation of the mobility due to the ionized impurities follows a theory by 

Ando et al. [13], in which the mobility is calculated from an integration of 

the scattering rate over e with a weight function (1 - cose) (see equation 

4.1), where e is the relative scattering angle. The topology of the interface 

roughness scattering is modeled by a Gaussian correlation as a function of 
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Figure 4.6: Pxx(B) for a 2DEG, sample T104, on (311)B GaAs measured in 

two orthogonal directions, namely [233] and [011]. Note the large negative 

magnetoresistance in the [011] direction. The measurement temperature 

was 1.7 K. 

the surface position: 

(4.6) 

where ~(r') is the average displacement of the surface height at position r 
and A represents the lateral decay rate of the fluctuations at the interface. 

However, the calculation of the anisotropic interface scattering is defined by 

three parameters: the amplitude of the roughness ~, and the correlation 

lengths (Ax and Ay) in the [011] and [233] directions, respectively. Applying 

a Gaussian form of correlation (equation 4.6) of the interface roughness in 
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both directions one obtains 

< ~(r) . ~(r-;) >= ~2exp ((x ~;')2 + (y ~t)2) , (4.7) 

where Ax and Ay are the range of the spatial variation in the x- and y­

directions. A typical calculation, made by Dr. A. Kurobe is shown in fig­

ure 4.7(b). Both the life-times and the anisotropy are comparable to our ex­

perimental results. The values of the life-time at low carrier densities are de­

termined by the number of remote ionized impurities in the AIGaAs region, 

since this is an unknown parameter a minor discrepancy can exist between 

the calculated and measured life-times. The individual contributions to the 

total scattering time due to remote ionized impurities and interface rough­

ness scattering are shown in figure 4.7(b). Figure 4.7(a) shows detail of 

experimental transport life-times of a typical (311)B 2DEG of sample T94, 

where the carrier density is changed with a front gate. 

In comparing the experimental and theoretical results we see that there 

is some discrepancy in life-times for carrier densities in the region of 3 to 

4 X 1011 cm-2. In the theoretical model it is assumed that below a pinch-off 

bias there are no electrons in the system; with increasing gate voltage elec­

trons enter the channel GaAs quantum well and the density increases almost 

linearly with gate voltage, Vg, according to ens = C(Vg - 11th)' where C is 

capacitance and 11th is the threshold voltage. In the real system, however, 

the carrier density tends to saturate as electrons either neutralize donors in 

the AIGaAs barrier or enter the AIGaAs as free electrons [16]. Thus the 

experimental life-time increases in this region more rapidly than the theory 

predicts. 

We have tried various sizes of scattering correlations, including one cor­

responding to a corrugated surface reported by Notzel et al. [7]. In fig­

ure 4.7(a), it can be assumed that at high carrier density ('" 5 x 1011 cm-2) 

the life-times are dominated by interface roughness scattering. Using the 

ratio of the experimental life-times at high carrier density, a best fit to the 
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Figure 4.7: (a) The experimental transport life-times for sample T ·94 in 

the [233] and [011] directions. (b) Calculated values of transport life-times 

as a function of carrier density. It has been assumed that the form of the 

interface roughness scattering enables an anisotropy to be observed which 

increases with carrier density. The model parameters for this calculation are 

scattering correlation lengths of 13 x 61 A and height 2.6 A. 
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models three parameters has been obtained using the calculation of the in­

terface roughness function (see equation A.20). The anisotropic correlation 

lengths have been' calculated to be 13 A in the [011] direction and 61 A in 

the [233] direction, with an amplitude of 2.6 A. Neglecting any discrepancy 

due to remote ionized scattering, a reasonable approximation at high dens­

ities, the fit is quite reasonable. If these dimensions are compared with the 

corrugations that Notzel et al. observed (see figure 4.2), then our calculated 

amplitude is rv 1/4 of theirs and their period is about twice as large. We 

could surmise that rather than scattering from corrugations of height 10.2 A 

and period 32 A the corrugated surfaces is actually due to terracing and 

electrons scatter from the terraces that have a step size of one monolayer 

(2.6 A) and lengths of the order 10.2 A. The correlation length of 61 A in 

the [233] direction is not unreasonable for the length of a linear part of a 

terrace on the substrate surface. It is clear from the model, however, that 

the scattering has not arisen from corrugated surfaces of height 10.2 A and 

period 32 A. 

Whilst interface roughness scattering describes the mobility anisotropy 

as a function of carrier density fairly well, it should be noted that in the 

momentum relaxation time approximation, in which our calculations are 

performed, the theory simply produces two different scattering times for 

the [011] and [233] directions. These determine the mobility through the 

empirical relation /-L = eT /m*. However, when these life-times are substi­

tuted into the conductivity tensor, both a xx and a xy are changed and no 

magnetoresistance is predicted: contrary to experimental observation. So 

although interface roughness scattering can, at least within the relaxation 

time approximation, explain mobility anisotropy the cause of the negative 

magnetoresistance is not a result of an anisotropic scattering mechanism. 

The physical mechanism giving rise to the observed negative magnetoresist­

ance will be discussed in appendix B. 
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4.5 Background of electron focusing effect 

injector 

L 

o Magnetic 
field 

collector 

Figure 4.8: Schematic transverse electron focusing arrangement. Trajector­

ies leaving the injector are focused into the collecting constriction channel. 

The device geometry for the focusing experiments is shown in figure 4.8. 

Transverse magnetic focusing is achieved by measuring the current passing 

between two narrow openings, the injector and collector, separated by a 

distance (L) as a function of perpendicular magnetic field (B). Peaks in 

the collector current are observed when the separation length between the 

injector and collector probe is equal to an integer multiple n of the cyclotron 

diameter of the injected electrons: 

B 
2/ikF 

f = n-- n = 1,2, ... , 
eL 

(4.8) 

where kF = (21fns)1/2 and B f are the Fermi wave vector and focusing mag­

netic field, respectively. Peaks with n ~ 2 arise from those electrons reflected 

at the sample boundary n - 1 times. 

Transport between the injector and collector openings [one-dimensional 

(ID) channels] must be ballistic rather than diffusive requiring that: (i) their 
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Figure 4.9: Focusing in a 2D electron gas. The position of each of the 

focusing peaks are compared with orbits (a), (b) , and (c). Magnetic focusing 

of electron occurs for positive magnetic field only. 

separation (L) is less than the ballistic length in the two-dimensional (2D) 

system and (ii) that the constriction lengths are smaller than the effective 

ballistic length in ID [17J. The mean free path for a high mobility 2DEG 

(TI04) is typically between 1.3 and 16.5 /-Lm at densities 1.5 x 1011 and 

4.5 x 1011 cm-2. Therefore at a density of 2.5 x 1011 cm-2 the mean free path 

("'-' 3.5 /-Lm) is larger than both the ID channel lengths (typically::; 1 /-Lm) and 

the constriction separation (typically 2 /-Lm). A classical picture (figure 4.8) 

is therefore a good description of the well defined, equidistant at B f ' B f' . . . 

peaks seen experimentally. In transverse electron focusing experiments, the 

collector current is measured as a function of the magnetic field. Typical 

data is illustrated in figure 4.9 for a device with L = 2 /-Lm and a carrier 

density of 2.5 x 1011 cm-2 (mean free path "'-' 3.5 /-Lm). A clear focusing 
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peak is seen at the expected Ej (inset a) of 0.08 T. In insets (b) and (c), the 

trajectories of the second and third peaks at E f' = 0.16 T and E 1" = 0.24 T 

involve two and three skipping orbits, respectively. 

4.6 Device fabrication and pattern design 

,-------Iv)--------, 

,...------\ I }-------, 

A G 

injector [011] H 

'--t--~_~'B ... [) L [233] 

D 
[iJ 

E 
Cl 

F 
IiiJ 

[JOhmic 
contact 

:l 
t -0.8 Jlffi 

Figure 4.10: A schematic representation of the device showing lithograph­

ically defined constrictions (the solid regions) and ohmic contacts A-H for 

current and voltage probes. Electron orbits are interacted for two different 

measurement angles. 

Figure 4.10 shows a schematic diagram of the device fabricated on a (311)B 

wafer containing a single heterojunction. The solid black regions were 

patterned using standard electron beam lithographic techniques and sub­

sequently etched with a H2S04 : H20 2 : H20 mixture to a depth of about 

700 A thus defining a number of narrow constrictions of about 0.8 /-tm in 

width and 2 /-tm separation. Alloyed AuGeNi ohmic pads made electrical 
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contacts to the 2DEG allowing resistance measurements to be performed. 

The array of constructions is designed to allow the electron orbit to be 

analyzed as a function of angle between the [011J and [233J directions. The 

magnetic field is applied in order to direct a ballistic cone of electrons from 

an emitter to a collector. If the Fermi surface is warped in any way, due to a 

modification of the band structure, then the classical cyclotron orbit will no 

longer be a normal circular orbit typical of an isotropic system. The device 

design allows us to measure the diameter of the cyclotron orbit for a given 

magnetic field at five different cross sections. 

4.7 Experimental determination of the Fermi sur­

face 

Electron focusing has been used quite extensively to determine the shape 

of the Fermi surface. While originally used for metals [18], the idea has 

been transferred to the study of surface scattering [19 , 20J and electron­

phonon interaction [21J. Magnetic focusing of two-dimensional electrons at 

low magnetic fields was first studied in semiconductor heterostructures by 

van Houten et al. [22J. More recently Heremans et al. [23], from their 

results for transverse hole focusing, suggested that an anisotropic mobility 

in (311)A GaAs two dimensional hole gases could be explained by a warped 

Fermi surface that gives rise to a directional dependence of hole wave-vector 

magnitude and corresponding effective mass. 

Figure 4.11 shows transverse magnetic focusing spectra, plotted as the 

collector voltage normalized by injector current versus magnetic field. The 

experiment was carried out at 1. 7 K, sufficiently high such that quantum 

interference effects can be ignored, and the sample was illuminated prior to 

measurement. The first oscillation corresponds to a magnetic field B f' at 

which the electron wave vector is k = 1f B feL/h and L is the vector length 
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Figure 4.11: The transport magnetic focusing for different orientation of the 

focusing barrier for sample T104a. 

between the two constrictions. In a semiclassical model, the electrons tra­

jectory in k-space coincides with the constant energy contour in the magnetic 

field. The further oscillations at higher fields correspond to multiple skipping 

orbits along the edge of the lithographic region between the constrictions, 

where k = mrBeLjh, for n = 2,3, ... , 00. Unfortunately, some of the second 

and third peaks are not clearly seen because the designed focusing barriers 

are not fiat (for example between Band C in figure 4.10). However, first 

peak is well defined and has been measured on two samples from the same 

wafer. At higher fields, SdH oscillations are observed from which the carrier 
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Figure 4.12: Values of the electron wave vector are plotted as a function of 
, 

different measurement angles for two different samples T104a (solid circles) 

and T104b (open squares). A circle is plotted to demonstrate that the Fermi 

surface is isotropic. 

density was determined to be 4.5 x 10ll cm-2 in both samples. Figure 4.12 

shows a plot of k as a function of angle for each sample: the values of k are 

obtained from a polar plot of the first peak in figure 4.11 for each of the 

different injector/collector orientations. From section 4.3, higher mobilities 

are found in the [233] direction than in the [011] direction and using two 

orthogonal Hall bars Hall and resistivity measurements yield mobilities of 

1.04 x 106 and 1.43 x 106 cm2/Vs for [011] and [233] directions, respectively 

at the same carrier density. It can be seen that, within experimental error, 

the electron wave vector I k I lies on a circle. This can be compared to 
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the results of Heremans at al. [23], which showed an elliptical contour for 

hole wave vectors. Heremans at al. explained their results by introducing 

an anisotropic effective mass induced by a periodic modulation in the band 

structure, which they surmised could be due to surface corrugations on the 

(311) substrate which have been reported elsewhere [7]. This would explain 

the anisotropic wave-vector contour and mobilities J.t = eTt/m*. However, 

we observed an anisotropy in the mobility but not in the effective electron 

mass. This confirms our earlier prediction that the anisotropic mobility is 

caused purely through a scattering time (or transport time) Tt and not an 

effective mass m*. This conclusion is also in agreement with the work of 

Simmons at al. [24] on (311)A hole gas hetrojunctions. 

4.8 Experimental determination of ballistic length 

Electron focusing experiments have been used by Spector et al. [25] to 

study scattering processes for ballistic length in a 2DEG. We have employed 

their technique to determine the electron ballistic length in our samples. The 

device used is shown in figure 4.10 and was arranged such that electrons were 

emitted from a constriction (A) at one end of the device and collected in one 

of the other constrictions (B-Fl Figure 4.13 shows experimental data of the 

measured focusing voltage as a function of magnetic field with path length 

L' from 3.9 to 13.1 J.tm: the path length over which electrons propagate 

before hitting a collector is equal to the arc length of each orbit. This can 

be calculated from the geometry of the pattern. Consequently, the ballistic 

length of the electrons can be determined according to the path lengths 

successfully traversed. 

The amplitude of the focused electron spectra L', as a function of length, 

results in a length scale that is related to the ballistic length of the electrons. 

Figure 4.14 shows a plot of electron-focus peak amplitude as a function of 

path length. Two samples from the same wafer T104 have been used. It can 
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Figure 4.13: Experimental electron focusing spectra at 1.7 K for five different 

injector-collector separations. 

be seen that the peak amplitude has a functional form of exp( -L' / Lo), where 

Lo is the ballistic length and is determined to be between 2.2 and 2.5 J.lm for 

devices A and B, respectively. The ballistic length is sample dependent and 

hence there is a slight variation. We noted that as the electron trajectories 

are parts of circular orbits, the electron will travel the same distance in 

both the [011J and [233J direction, thus the value of Lo is an average of 

the two orthogonal directions. In order to investigate anisotropy of the 

ballistic length in orthogonal directions it would be necessary to employ an 

experimental technique that does not involve the use of magnetic field. 

The elastic mean free path l, determined from the mobility and car­

rier density, has values of 10.9 J.lm for the [011J direction and 15 J.lm for 
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Figure 4.14: Focus amplitude for spectra of the type shown in figure 4.13 

refare plotted as a function of path length (L') for two samples A and B. The 

current was injected ,between contacts A-G, and the voltage probed between 

H-(B, C, D, E, and F). The exponential dependence of the peak amplitude 

upon the path length (L') allows the ballistic length to be determined as 2.2 

and 2.5 /-Lm, for sample A and B, respectively. 

the [233] direction. These values are much larger than the averaged ex­

perimental ballistic length. Spector et al. [25] showed that the scattering 

length Lo associated with the suppression of focusing is smaller than the 

transport length l. They argue that this is due to the greater sensitivity of 

the focusing technique to forward scattering, therefore the scattering length 

obtained from a .focusing experiment is a better estimate of the ballistic 

length between large-angle scattering processes. However it is likely that 

the ballistic length depends on different criteria, for example the inclusion 

of some small angle scattering processes. The coherence length calculated 
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from the quantum life-time Tq , which does include small-angle scattering, 

is found to be 0.29 p,m at a carrier density of 4.5 x 1011 cm-2 and a value 

of Tq = 1 psec (see section 4.3). Thus we see that the ballistic length lies 

between the mean free path and the phase coherence length. 

4.9 Conclusions 

We have observed anisotropic mobility and magnetoresistance that appears 

to be universal for electron gases grown on (311)B orientated GaAs sub­

strates. The mobility in the [233J direction is always high than that in 

the [011J direction at higher carrier density. Although interface roughness 

scattering is shown to be a possible cause of the mobility anisotropy, the 

negative magnetoresistance associated with the anisotropy cannot, as yet, 

be explained using this theory. 

We also described electron focusing experiments carried out on 2DEGs 

formed on (311)B substrates. The focusing experiments show that the ef­

fective mass is iso~ropic and an anisotropic transport time Tt is inferred 

confirming that anisotropic scattering is the cause of the anisotropic mobil­

ity. The ballistic length for electrons in this system was determined at 1. 7 K 

and found to be between 2.2 and 2.5 p,m. This length is much shorter than 

the mean free path of the electrons but longer than the length scale derived 

from the quantum life-time. 
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Chapter 5 

Transport Properties of 

2DEGs Containing InAs 

Dashes 

5 .1 Introduction 

In this chapter we study the magnetotransport properties of AIGaAs-GaAs 

heterostructures in which a number of In As monolayers (MLs) have been 

inserted in the centre of a GaAs quantum well. The sample structures are 

characterised by transmission electron microscopy (TEM) and atomic force 

microscopy (AFM) in section 5.2. In section 5.3 we present the results 

of transport measurements to show the relation between the mobility and 

carrier density. In sections 5.4 and 5.5 we plot the phase diagram of the 

localisation-delocalisation transitions in the quantum Hall effect. Section 

5.6 presents activation energy data obtained from Arrhenius plots at v = 1, 

showing the collapse of spin-splitting. 
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5.2 Device structure 

The samples used in this study were grown on undoped GaAs(100) sub­

strates. The structure consists of a 0.6 J-Lm thick undoped GaAs buffer 

layer grown at a substrate temperature of 580° C (as measured by an optical 

pyrometer), followed by a 500 A undoped Alo.33Gao.67As barrier, a 200 A 

undoped GaAs quantum well, a 400 A undoped Alo.33Gao.67As spaceI' layer, 

a 400 A Si-doped (1 x 1018 cm-3) Alo.33Gao.67As layer, and finally a 170 A 

GaAs capping layer. Figure 5.1 shows the cross-sectional TEM image of a 

sample with 2.79 MLs of InAs. 

GaAs 
QW 

20 om 

Figure 5.1: A cross-sectional TEM image of a heterostructure with 2.79 MLs 

of InAs (sample CU05) in the GaAs quantum well (QW). 

Within the GaAs quantum well an InAs layer was inserted with a cov­

erage of either 0.54, 1.07, 1.61, 2.15 or 2.79 MLs. The InAs layers and the 

10 A GaAs cap were grown at a substrate temperature of 530°C. A reference 

sample was also grown that had no InAs layer. The wafers were processed 

into a patterned Hall bar geometry with length 800 J-Lm and width 80 J-Lm. 
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Figure 5.2: An AFM image of In As dashes formed with 2.15 MLs coverage 

of InAs grown on GaAs (sample C1330). 

The surface morphology of the InAs on (lOO)GaAs was characterised by 

AFM. Figure 5.2 shows a 6 /-Lm x 6 /-Lm AFM image of surface with 2.15 MLs 

InAs. This surface was grown under the same conditions as the transport 

device and had a 10 A GaAs cap. The anisotropy of the cigar-shaped InAs 

islands is such that they from elongated 'dashes' that are about 8 times 

larger in the [011] direction than the [011] direction. Such characteristics 

have been reported using InGaAs islands grown on (lOO)GaAs substrate by 

Tillmann et at. [1] and are discussed in chapter 6. 

5.3 Transport properties of InAs dashes 

5.3.1 Carrier density dependence of mobility 

In order to systematically study the variation in 2DEG mobility with dif­

ferent In As cover ages , each sample was taken from central regions of the 

wafer and was processed using the same technique. The InAs coverage is 
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Wafer Sample Mobility Density InAs coverage a 

(104cm2/Vs) (1011 cm-2) (ML) 

C1l27 centre 12.00 1.50 0.00 0.88 

C1l22 centre 8.20 1.50 0.54 0.70 

C1l23 centre 6.35 1.50 1.07 0.68 

C1l25 centre 4.95 1.50 1.61 0.66 

C1l26 centre 3.25 1.50 2.15 0.65 

Cll05 centre 1.30 1.50 2.79 0.65 

Table 5.1: Sample characteristics at 1.6 K. The thickness of the GaAs layers 

is 10 A grown on the InAs dashes at the temperature of 530°C. 

30 T=1.6 K 

1 

• • 
• T 

* * ~ 
••• ··2.79 ML 

•• • 
1 2 3 4 5 

Carrier Density (1011 cm-2) 

Figure 5.3: Electron mobility /-l as a function of carrier density ns at 1.6 K 

on a log-log scale. Estimated InAs coverage is 0, 0.54, 1.07, 2.15, 1.61, and 

2.79 MLs from top to bottom. 
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not exactly the same in each of the samples, differing by small fractions 

of a monolayer. The resistivity was obtained from four-terminal resistance 

measurements using a constant ac current (100 nA) at 73 Hz. The mobilities 

and densities are summarized in table 5.1. 

Figure 5.3 shows the electron mobility /--l as a function of carrier density 

ns for six different samples (InAs coverage from 0 to 2.79 MLs) at 1.6 K. The 

carrier density before illumination was varied by changing the gate voltage 

Vg. The relationship between the mobility and carrier density is given by 

/--l ex: nQ, where Cl! is a constant between 0.5 and 1.5. For typical HEMT 

structures, with the 2DEG formed at an GaAs-AIGaAs interface and remote 

modulation doping, remote ionized impurity scattering [2J is the dominant 

scattering mechanism at low temperatures giving Cl! = 1.5 [3J. The reference 

sample (indicated with square symbols in figure 5.3), has a small Cl! of 0.88 

which results from the increased incorporation of impurities in the GaAs 

due to the low growth temperature (530°C) . At a constant carrier density 

of 1.5 x 1011 cm-2 we have found that the mobility decreases from 1.2 x 105 

to 1.3 X 104 cm2 IV s -as the InAs coverage is increased from 0 to 2.79 MLs. 

With a sample coverage of 2.79 MLs (diamond symbols in figure 5.3) the 

exponent has decreased to Cl! = 0.65. We believe that the decrease in Cl! 

values with increasing InAs layer thickness is due to increased short-range 

scattering from the InAs islands. 

5.3.2 Strong localisation 

At the low carrier density end of the traces in figure 5.3 the increased depend­

ence of /--l on ns has been attributed to strong localisation [4J. Such localisa­

tion occurs when the electrons are trapped by potential fluctuations caused 

by the InAs islands: the conduction band offset at the InAs-GaAs interface 

forms local potential minima in the 2DEG. Figure 5.4 shows the zero field 

resistivity as a function of gate voltage for temperatures between 200 mK 
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Figure 5.4: Resistivity of the 2DEG electrons as a function of gate voltage 

in the temperature range of 200-595 mK for sample C1125 (1.61 MLs InAs). 

The inset shows the logarithm of the conductivity as a function of temper­

ature, 1/T1/ 3 , at Vg = -0.278 V. 

and 595 mK for sample from wafer C1125 (coverage of 1.61 MLs). Four­

terminal measurements were carried out at the base temperature (20 mK) 

of a dilution refrigerator using a constant ac current of 2 nA at a frequency 

of 13.4 Hz. The samples were briefly illuminated prior to measurement. For 

Vg > -0.24 V the carrier density is high enough such that the localisation of 

electrons is not significant; this is seen the 2DEG resistivity which is almost 

temperature independent, indicative of metallic behaviour. As the carrier 

density is reduced with a more negative gate bias the localised character of 

the electrons dominates and the resistivity increases rapidly. The resistivity 

is seen to diverge exponentially as T --+ 0, reaching measured values as high 
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as 280 kn/D at the lowest temperatures . The inset to figure 5.4 shows the 

conductivity as a function of temperature at a bias of Vg = -0.278 V. At 

these low temperatures, the conductivity is well described by Mott's law 

[5] O"xx "" exp( -To/T)1/3, describing hopping conduction in a strongly dis­

ordered regime. Applying this relation, the localisation length e can be 

determined through e == (3/kBTOp)1/2 where P is the electron density of 

states at the Fermi energy. At Vg = -0.278 V, e is approximately 2700 A. 

This length is much smaller than the sample size, therefore the behaviour is 

that of an insulator. Additionally the localisation length has been observed 

to decrease as the effective disorder is increased (reduced densities). 

5.4 Delocalised states of Landau levels 

Figure 5.5 shows plots of the longitudinal conductivities O"xx and O"xy as a 

function of gate voltage (carrier density). These data have been calculated 

from Pxx and Pxy for sample C1122 at a temperature of 100 mK. We convert 

from resistivity to ,conductivity using the standard matrix conversions, 

Pxx Pxy 
0" xx = 2 2 and 0" xy = 2 2' 

Pxx + Pxy Pxx + Pxy 
(5.1) 

In a finite magnetic field, the integer quantum Hall state is characterised by 

a quantized Hall conductivity O"xy = ie2 / h where i = 1, 2,3,··· , when the 

Fermi energy Ep lies in localised states. The peaks in O"xx occur when Ep lie 

in delocalised states [6]. Changing the electron density at a fixed magnetic 

field of 0.8 T [figure 5.5(a)], 1.2 T [figure 5.5(b)], and 2.2 T [figure 5.5(c)], 

sweeps the Fermi energy EF through the localised and delocalised states. 

The carrier density was calculated from the low field Hall slope, and had 

a linear dependence upon gate voltage, as expected for a capacitive gate. 

For the lowest magnetic field B = 0.8 T, spin-degenerate Landau levels 

were observed, see figure 5.5(a) and only even /J = 2, 4, 6 ... filling factor 

seen. Figure 5.5(b) shows both cyclotron (even filling factors) and spin-split 

69 



Chapter: 5 

1 

0.5 
.-.c --M 

~ 

J 

0.1 

'n-ansport Properties of 2DEGs Containing InAs Dashes 

0.5 

(a) 

(b) 

(c) 

v=l ,/ 
I 

------ ' 

Carrier Density (1011 cm·2) 

1 1.5 2 

B=2.2 T 
4 

, ... ------------_ ... 

I 

,----~------_/ 

I 
I 

3 / 
, - ------- ... 

-0.1 0 
Gate Voltage (V) 

2.5 

10 

5 

5 
/'------. 5 

I 
I 

" 

~ 
'-'l 
.-
~ 

N --=-'-' 

Figure 5.5: O"xx (solid lines) and O"xy (dashed lines) as a function of gate 

voltage calculated by matrix inversion from the measured Pxx and Pxy at 

T = 100 mK. 
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(odd filling factor) Landau levels. As the carrier density is increased, the 

energy of the spin D..Es states within a Landau level shrinks. As the gap 

decreases the odd 1/ minima plateaus are suppressed until finally the spin­

split Landau levels at 1/ = 9 can no longer be resolved. Similar behaviour of 

the density dependence of the spin gap has been reported by several groups 

using GaAs [7, 8] and IhAs [9] . By increasing the magnetic field to 2.2 l' in 

figure 5.5(c), the spin-splitting has increased such that it is nearly half the 

cyclotron-splitting. 

0.3 r-.......... --,---..---.--.----,-........,....-,----..--, 

0.2 
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~ 
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Magnetic Field (T) 

Figure 5.6: Gate voltage position of the conductance maxima as a function 

of magnetic field for a sample C1122 at 1'=100 mK. 

Figure 5.6 shows the positions of the delocalised states as function of gate 

voltage (carrier density) and magnetic field. Each data point is the position 

of a peak in O"xx (see figure 5.5). The gap between odd filling factors 1/ = 3, 5, 

7, and 9 collapses as the carrier density is increased and the magnetic field is 

reduced. Therefore, the spin-resolved integer quantum Hall effect disappears 

rapidly in decreasing magnetic field as well as increasing disorder. We will 
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discuss in more detail the collapse of the spin-splitting at filling factor v = 1 

in section 5.6. 

5.5 Experimental phase diagrams 

It is well known there are delocalised (extended) states at the centre of 

each Landau level in a two-dimensional system in a strong perpendicular 

magnetic field. However, in zero magnetic field, all of the states in a two­

dimensional system are believed to be localised [1OJ; implying that there 

are no delocalised states below the Fermi energy. Khmelnitskii [11 J and 

Laughlin [12J resolved this paradox by suggesting that the delocalised states 

do not disappear discontinuously, but instead 'float up' in energy above the 

Fermi level as B -+ O. This interpretation is problematic as conventionally 

2DEGs do not exhibit insulating behaviour at B = 0, but are only weakly 

localised. 

Building on this picture of floating up a theoretical global phase dia­

gram for the qua~tum Hall effect was proposed by Kivelson, Lee, and Zhang 

[13J. In early studies of magnetic field induced transitions a number of 

groups [14, 15, 16J observed a transition from an insulating state to the 

spin-degenerate Pxy = hj2e2 quantum Hall liquid. However in a later study 

Shahar et al. [18J used high mobility samples at very low carrier densities to 

observe transitions from the insulating phase, through the spin-degenerate 

Pxy = hj2e2 phase into the spin-polarised Pxy = hje2 state. More recently 

Nihey et al. [19J have also observed spin-splitting in the quantum Hall trans­

itions in GaAs using samples of higher carrier density; in these samples the 

disorder is introduced by the randomness in the position and size of antidots 

defined by electron beam lithography and Hilke et al. [20J have demonstrated 

transitions between low and high magnetic field insulators and the v = 1 

quantum Hall state in a Ge-SiGe quantum well. 

In this section, we present a study of the effect of spin up on the trans-
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Figure 5.7: Typi~al Pxx (solid lines) and Pxy (dashed lines) traces as a func­

tion of magnetic field B at T=300 mK for sample Cn05 shown in table 

5.1. The mobilities f.L = 0.35, 0.86, 1.80, 3.10, and 3.90 x 104 cm2/Vs, dens­

ities ns = 0.67, 0.81, 1.10, 1.80, and 2.20 x 1011 cm-2 through (a) to (e), 

respectively. The numbers show the filling factors v. 
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itions between insulating states and quantum Hall liquid states induced 

with inserted In As islands. The low temperature mobility of samples with 

2.79 MLs InAs is approximately ten times lower than that of samples with 

only a growth interruption and no InAs islands (see table 5.1). When the 

InAs islands are introduced they impose random short range potential fluc­

tuations in the 2DEG. Compared to the reference sample with no InAs, these 

samples show two new effects. Firstly, at low temperatures, they exhibit in­

sulating rather than metallic behaviour, and secondly, in a perpendicular 

magnetic field they show a number of different quantum Hall transitions. 

We have measured the temperature independent longitudinal resistivity at 

the localisation-delocalisation transitions between the insulating state and 

the v = 1 and v = 2, 

Figure 5.7 shows the longitudinal (Pxx) and Hall (Pxy) resistivities as a 

function of magnetic field at T = 300 mK and Vg = 0.025, 0.050, 0.100, 

0.200, and 0.300 V (top to bottom). At zero magnetic field, sample Cn05 

has carrier density ns = 0.67, 0.81, 1.10, 1.80, and 2.20 x 1011 cm-2 and mo­

bilities /-l = 0.35, 0;86, 1.80,3.10, and 3.90x 104 cm2 /Vs through figure 5.7(a) 

to (e), respectively. Here, the effective disorder increases as carrier density 

decreases. Despite the low carrier density in figures 5.7(a) and (b), Pxy 

looks conventional, with wide plateaus at spin-degenerate v = 2 and the 

spin-polarised v = 1 states. However, the finite Pxx minima in figures 5.7(a) 

and (b) are not zero resistivity at v = 2 and v = 1. In figure 5.7(c) and 

(d), Pxx looks metallic at B = 0 and develops into a quantum Hall liquid 

at v = 6, 4, 2, and 1. Figure 5.7(e) shows both the v = 3 and v = 1 

spin-polarised states. There is no evidence of any transitions from an insu­

lating state to a quantum Hall liquid state in this data, taken at only one 

temperature. An analysis of the temperature dependence of the resistivity 

would identify these states, whilst the resistance of an insulator increases 

with decreasing temperature the resistance of a quantum Hall liquid would 
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Figure 5.8: Pxx (solid lines) and Pxy (dashed lines) traces as a function of 

magnetic field B. (a) For device C1126 (2.15 ML InAs), the temperatures 

are 82, 116, 144, 168, 193, 217, and 236 mK for Pxx and 82 mK for Pxy' C2 

and Cl are the delocalisation points. (b) For device C1122 (0.54 ML InAs), 

the temperatures are 106, 220, 311, 415, and 533 mK for Pxx and 106 mK 

for Px y . 

decrease. 

Figure 5.8 shows the longitudinal resistivity as a function of magnetic 

field for (a) sample C1126 and (b) sample C1122, taken at various temperat­

ures between 82 and 533 mK. The dashed lines shows the Pxy taken at 82 mK 

[figure 5.8(a)] and 106 mK [figure 5.8(b)]. In figure 5.8(a), we observe a mag-

netically induced transition from an insulating state in zero magnetic field to 
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Figure 5.9: Pxx as a function of magnetic field at over temperatures 49 mK :::; 

T :::; 490 mK for the sample C1105 (2.79 MLs InAs) . The dotted lines in 

(c) and (d) are traces of Pxy at T = 122 mK and 49 mK, respectively. 

76 

, 



Chapter: 5 'Il'ansport Properties of 2DEGs Containing InAs Dashes 

quantum Hall effect states with Hall resistance Pxy = h/2e2 and Pxy = h/ e2 

and back to an insulating state at higher field. Two magnetic fields where 

Pxx is independent of temperature state below C2 and above Cl are insu­

lating, Pxx increasing as T -+ O. Similar transitions have been observed by 

Shahar et al. [18] in a high mobility sample. The region between C2 and 

Cl is a quantum Hall liquid; Pxx decreasing as T -+ 0 and Pxy = h/2e2 for 

v = 2 and Pxy = h/e2 for v = 1. From all of the samples with InAs induced 

potential fluctuations we observed a transition to the spin-polarised v = 1 

integer quantum Hall state. Although we observed similar phase transitions 

on samples with 1.61,2.15, and 2.79 MLs InAs, upon reducing the InAs cov­

erage below 1.07 MLs no insulator quantum Hall liquid transition is seen. 

In such devices it is believed that the potential fluctuations are not strong 

enough to localize electrons in the 2DEG. 

After the first theoretical global phase diagram for the spinless phase 

transitions was proposed by Kivelson et al. [13], Fogler and Shklovskii [21] 

modified the global phase diagram to account for the spin-degree of freedom. 

The effect of the collapse of the spin-splitting on the phase diagram will be 

discussed in the next section. In the following we show three different types 

of experimental phase diagram: 

(i) A transition from a zero field insulating state (0) to quantum Hall 

liquid state (2) with v = 2 (Pxy = h/2e2 ) and back to an insulator. This 

transition is referred to as (0 -+ 2 -+ 0). 

(ii) The transition from an insulator, to the quantum Hall liquid at v = 1 

and back to an insulator, (0 -+ 1 -+ 0). 

(iii) The 'camel-back' structure phase diagram with transitions (0 -+ 

2 -+ 0 -+ 1 -+ 0). 

Figure 5.9 shows Pxx as a function of magnetic field at various temper­

ature (49 mK ~ T ~ 490 mK) for the sample Cll05 (2.79 MLs InAs). In 

figure 5.9(a), all of the Pxx traces increase as T -+ 0 at Vg = -0.260 V. This 
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Figure 5.10: Pxx as a function of magnetic field at over temperatures 

62 mK ~ T ~ 295 mK for the sample C1126 (2.15 MLs InAs) . The dotted 

lines in (c) and (d) are traces of Pxy at T = 65 mK and 123 mK, respectively. 
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demonstrates that all states are insulating (0) at all magnetic fields. The 

minimum value of Pxx is observed at B ~ 1.8 T for all temperatures. At 

Vg = -0.259 V [figure 5.9(b)], there is only one temperature independent 

point C2 ,* in Pxx which corresponds to the spin-degenerate v = 2 state. For 

Vg = -0.2565 V, we observed temperature independent points at B = 1.61 T 

and B = 2.01 T for the transitions 0 ---+ 2 and 2 ---+ 0, respectively. This is 

similar to transitions observed in references [14, 15, 16]. The dotted lines 

indicate the Pxy taken at T = 122 mK [figure 5.9(c)] and T = 49 mK [fig­

ure 5.9(d)]. As the effective disorder is decreased the spin-degenerate v = 2 

state and the spin-split v = 1 state become resolved. At Vg = -0.235 V 

shown in figure 5.9(d), we observe transitions occurring at C2 (B = 1.25 T) 

and Cl ' (B = 5.40 T) for 0 ---+ 2 and 1 ---+ 0, respectively. 

In figure 5.10, we also show Pxx and Pxy at very low carrier densities 

as a function of magnetic field for a sample with a lower InAs coverage 

of 2.15MLs (C1126). The temperatures used range between 62 mK and 

295 mK. At Vg = -0.124 V [figure 5.1O(a)], all of the Pxx traces show an 

insulating state, which is similar in behaviour to figure 5.9(a). However, 

the transitions now start at the spin-split quantum Hall liquid state v = 1 

for Vg = -0.122 V. Figure 5.10(b) and (c) show the two transitions C* 

and Cl for transition 0 ---+ 1 and 1 ---+ 0, respectively. This situation was 

also experimentally observed in references. [18,23] At Vg = -0.116 V 

[figure 5.1O(d)] we observed the transitions between the phase 0 ---+ 2 ---+ 1 ---+ 

O. 

We mapped out the experimental phase diagram for the integer quantum 

Hall effect using the temperature independent points in Pxx at different 

gate voltages. Figure 5.11 shows two different type of quantum Hall phase 

diagram possible, both including spin-degenerate v = 2 and spin-polarised 

v = 1 integer quantum Hall states. The open circles indicate the spin­

down localised state between the v = 2 and v = 1 integer quantum Hall 
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Figure 5.11: The experimental phase diagrams obtained from the temperat­

ure independent transition points for samples C1125 (1.61 MLs) and C1126 

(2.15 MLs) . Symbols indicate transitions from (i) 0 - 2 (open squares), (ii) 

2 - 0 (solid squares), (iii) 2 - 1 (open circles), (iv) 1 - 0 (solid circles), and 

( v) 0 - 1 (solid triangles). 
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states. The novel features of the phase diagram shown in figure 5.11(a), for 

sample C1125, are as follows. Firstly, a field sweep with a fixed bias between 

Vg = -0.275 V and -0.273 V only shows the (0 ~ 2 ~ 0) transitions 

through the spin-degenerate v = 2 quantum Hall liquid. The transitions 

to the quantum Hall liquid at v = 2 is seen at fields about four times 

lower than in previous work [14, 15, 16, 17J. Secondly, field sweeps with 

Vg > -0.273 V illustrate the transition from the spin-degenerate (v = 2) to 

the spin-polarised (v = 1) quantum Hall liquids (0 ~ 2 ~ 1 ~ 0). 

Increasing the disorder (greater In As coverage), figure 5.11 (b) shows the 

transition observed between the insulator and the v = 1 quantum Hall 

liquid (0 ~ 1 ~ 0) at biases (-0.122 V ~ Vg ~ -0.119 V). At lower biases 

(Vg < -0.119 V) one again sees the (0 ~ 2 ~ 1 ~ 0) transition. A similar 

phase diagram has been reported by Shahar et al. [18J in a high mobility 

sample. 

The position of the triple point where the insulating state meets both 

the spin-degenerate v = 2 and spin-polarised v = 1 integer quantum Hall 

states indicates where the three _ states finally become merged. 

When the carrier density decreases, the triple point on the phase diagram 

shifts from B = 1.6 T [figure 5.11(a)J to B = 1.3 T [figure 5.11(b)J. Both 

phase diagrams show the disorder induced termination of the spin-splitting 

in the integer quantum Hall effect. 

We show Pxx from sample C1125 with no illumination, this may be 

compared with the illuminated results at three biases Vg = -0.067 V [fig­

ure 5.12(a)], -0.065 V [figure 5.12(b)], and -0.050 V [figure 5.12(c)J for 

temperatures between 90 mK and 355 mK. The inset to figure 5.12(b) 

shows an enlargement of the Cl, C2,*, and Cl ,* transitions. The Pxy data 

in figure 5.12(c) was taken at a temperature of T = 156 mK. At a bias of 

Vg = -0.067 V the field sweep shows only one localised-delocalised transition 

between the insulator and the v = 2 quantum Hall liquid. This transition 
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Figure 5.13: The experimental phase diagram obtained from the temperat­

ure independent transition points for C1125 (1.61 MLs) in the dark. Symbols 
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(iii) 2 - 1 (open circles) , (iv) 0, - 1 (solid diamonds) , and (v) 1 - 0, (solid 

circles) . 

is designated by C2,* and occurs at 1.6 T in figure 5.12(a). At low gate 

biases (-0, .0,62 V :S Vg :S -0,.0,30, V) in figure 5.12(c) , we see the familiar 

transitions 0, -7 2 -7 1 -7 0, which have the characteristics similar to those in 

figures 5.9(d) and 5.1Q(d). Remarkably, between biases of Vg = -0,.0,645 V 

and Vg = -0,.0,650, V we can see both the C2,* , and C1,* transitions, 2 -7 0, 

and 0, -7 1, respectively, in the same field sweep. This corresponds to the 

transitions Q -7 2 -7 0, -7 1 -7 0, and is referred to as the 'camel back' 

structure in the phase diagram. In figure 5.13, we show the experimental 

phase diagram using temperature independent points from the Pxx traces 

at different gate voltages. We observed another new type of phase diagram 
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Figure 5.13: The experimental phase diagram obtained from the temperat­

ure independent transition points for C1125 (1.61 MLs) in the dark. Symbols 

indicate transition from (i) 0 - 2 (open squares), (ii) 2 - 0 (solid triangles), 

(iii) 2 - 1 (open circles), (iv) 0 - 1 (solid diamonds), and (v) 1 - 0 (solid 

circles). 

is designated by C2,* and occurs at 1.6 T in figure 5.12(a). At low gate 

biases (-0.062 V ::; Vg ::; -0.030 V) in figure 5.12( c), we see the familiar 

transitions 0 --+ 2 --+ 1 --+ 0 which have the characteristics similar to those in 

figures 5.9(d) and 5.10(d). Remarkably, between biases of Vg = -0.0645 V 

and Vg = -0.0650 V we can see both the C2,*, and C1,* transitions, 2 --+ 0 

and 0 --+ 1, respectively, in the same field sweep. This corresponds to the 

transitions. 0 --+ 2 --+ 0 --+ 1 --+ 0 and is referred to as the 'camel back' 

structure in the phase diagram. In figure 5.13, we show the experimental 

phase diagram using temperature independent points from the Pxx traces 

at different gate voltages. We observed another new type of phase diagram 
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in the quantum Hall effect states at lJ = 2 and lJ = 1. In Si MOSFETs 

the camel back structure, recently reported by Kravchenko et al. [24] was 

attributed to many-body enhancements of the energy gaps at integer filling 

factors. 

5.6 Spin effects 

J 0 
..9 

-2 

o 

B=2.61 T 

2 

Figure 5.14: Activation plots at lJ = 1 for sample C1125 for magnetic fields. 

B=2.61, 2.78, 2.84, 3.00, 3.10, 3.20, 3.30, 3.40, 3.50, 3.60, 3.70, 3.80, 3.90, 

4.00, 4.10, 4.20, 4.30, 4.37, 4.45, 4.52, and 4.60 T. 

The delocalised spin-up and spin-down states occur when the disorder width 

r of the Landau level is smaller than the Zeeman energy. b.Es is defined as 

the energy to flip a spin. The exchange gap of the energy splitting between 

the Ladau level subbands for high mobility GaAs samples was estimated 

to be "" 20 times higher than the bare Zeeman energy [25 , 26]. When 
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r » D..Es, we expect that two delocalised states merge to form a single peak 

of the density of states. Theoretically, Fogler and Shklovskii [21] studied 

the disorder induced collapse of spin-splitting and its implications on the 

global phase diagram. Experimentally, Wong et al. [22] observed recently 

the collapse of spin-splitting in the filling factor 11 ~ 2 for spin gaps related 

with carrier density. At zero temperature, electrons are localised within 

the disorder potential at zero and finite magnetic fields. Tunnelling between 

localised states may make a small contribution to the transport conductance. 

At slightly higher temperatures, electrons are thermally excited from the 

localised states in a Landau level tail to the extended states at the centre 

of the next available Landau level. Therefore, the activation energy for the 

spin effect can be measured from the activated temperature dependence of 

the Pxx at odd filling factors. 

In the section we study the collapse of spin-splitting in the quantum Hall 

effect using activation energies deduced from the temperature dependence of 

the conductivity. Figure 5.14 shows the experimental conductivity for 11 = 1 

in sample C1125 for temperature below 500 mK. The device was measured 

at different biases whilst changing the magnetic field to maintain the filling 

factor at 11 = 1. The measured values of Pxx and Pxy were converted to 

(Jxx using equation 5.1, where Pxy has quantized value h/e2 , when the Pxx 

minima are in activated regions. Expressed in terms of D..Es and T for (Jxx 

is given by; 

( 
D..Es) (Jxx = (Joexp - 2kBT ' (5.2) 

where (Jo is related to temperature independent minimum metallic conduct-

ivity. 

Extracting the activation energy b.Es from the gradients in figure 5.14 

we plot the parameter D..Es/kB as a function of magnetic field in figure 5.15. 

The dashed lines show the bare Zeeman splitting 1 0.44/-lBB I. 

Figure 5.15(a) and (b) show data from samples C1125 and C1126, re-
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4 (a) 

2 

ments of (}xx at 1/ = 1 for samples (a) C1125 and (b) C1126. The dotted 

lines show the bare Zeeman energy assuming 1 9 1= 0.44. 

spectively. The corresponding phase diagrams are seen in figure 5.11(a) and 

(b). The spin gap in sample C1125 is approximately linear with magnetic 

field and the collapses at B f'V 2.4 ± 0.1 T. Similarly, for sample C1126, the 

spin gap decreases linearly to zero at a field of B f'V 1.9 ± 0.2 T. 

5.7 Conclus.ions 

In summary, we have shown that the transport properties are correlated to 

the thickness of the InAs layer. The electron mobility at 1.6 K is significantly 
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decreased at a given carrier density as the InAs thickness increases from 0 

to 2.79 MLs. We have also observed that the 2DEG becomes insulating at 

very low temperatures, due to the strong localisation of electrons in potential 

fluctuations introduced by the InAs layers. We have constructed the three 

different types of experimental phase diagram with the insulating, spin­

degenerate v = 2, and spin-polarised v = 1 states. We have also studied the 

disorder induced collapse of spin-splitting in the lowest Landau level. 
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Chapter 6 

Transport Properties of 

2DEGs Containing InAs 

Self-Assembled Dots 

6.1 Introduction 

This chapter discusses magnetoresistance measurements performed on GaAs­

AlGaAs heterostructures in which self-assembled InAs dots have been inser­

ted in the centre of the GaAs quantum well. Section 6.2 characterises the 

structure of the InAs dots using in situ ultra-high vacuum scanning tun­

nelling microscopy (UHVSTM), transmission electron microscopy (TEM), 

and scanning transmission electron microscopy (STEM). Section 6.3 de­

scribes the transport and quantum life-times in samples with different InAs 

dot densities. In section 6.4, experimental phase diagrams for localised­

delocalised transitions are mapped using: (i) temperature-independent points 

in the longitudinal resistivity traces Pxx, and (ii) the conductivity a x x peaks. 
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6.2 Structure of the self-assembled InAs quantum 

dots 

The properties of electrons in one- and zero-dimensional structures have 

attracted a great deal of interest, both for investigating fundamental phys­

ics [1, 2] and device applications [3, 4] such as quantum dot lasers [5, 6] 

and single electron transistors [7]. However artificially constructed systems, 

such as a ID split gate defined by electron beam lithography, can be con­

strained by technological limitations. A potentially significant route for the 

fabrication of one-[8, 9, 10] and zero-dimensional [11, 12, 13] nanostructures 

is by natural formation during the growth procedure. For example, self­

assembled quantum dots can be created in the Stranski-Krastanov growth 

mode by growing a highly strained layer above a critical thickness. By em­

ploying InGaAs layers grown on (100)GaAs [14], self-assembled InGaAs dots 

have recently been realised. In the case of growing InAs on the GaAs sub­

strate, the lattice mismatch is very much higher ~ 7% and we have carried 

out an extensive study to characterize the growth of self-assembled dots. 

Previously, the density and size of the dots has been controlled by varying 

the InAs deposition and improvements in the InAs dot assembly have con­

centrated on this front. We investigate the effect of the GaAs capping layer 

deposited upon the In As islands and show that this strongly affects the dot 

assembly. 

6.2.1 Characterization of the InAs coverage using STM 

The surface morphology of the InAs on GaAs(100) was characterized as a 

function of InAs coverage using an in situ UHVSTM. The images were taken 

by Dr. Stuart Brown. Fig. 6.1 shows 500 nmx500 nm UHVSTM images 

of different wafers with InAs cover ages of 0.81, 1.61, 2.79, and 4.21 MLs. 

These coverages have been estimated from the MBE growth of each device. 
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Figure 6.1: 500 nmx500 nm STM images of self-assembled InAs dots formed 

with varying coverage of InAs on GaAs. Estimated InAs coverage is 0.81, 

1.61, 2.79, and 4.21 MLs for (a) through (d), respectively. Images taken by 

Dr. S. J. Brown. 

Figure 6.1 (a) is a representative image of the strained InAs surface prior 

to island nucleation. In this case the surface appears smoother with less 

jagged terrace edges and more rounded islands than an equivalent GaAs 

surface grown at this temperature. The anisotropy in the dimensions of the 

monolayer islands of GaAs(100) is such that they are elongated in the [011] 

direction by a factor of 10:1 with respect to the [011] direction. However, 

with an InAs coverage of 1.20 MLs (not shown) there is an anisotropy of 

4.6:1, also elongated in the [011] direction, whilst for higher coverages from 

1.34 to 1.61 MLs the anisotropy is typically 2.7:1. Such changes could be 

anticipated as the GaAs surface is transformed to InAs and the growth 
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Figure 6.2: 1 /-Lm x 1 /-Lm UHVSTM scan (sample Cll07) showing the uni­

form size distribution of In As islands. These images have been contrast 

enhanced so that the step edges can be resolved. Image taken by Dr. 

S. J. Brown. 

kinetics change, which in turn modify the surface morphology. Atomic scale 

images of the (100) surface with increasing InAs coverage, prior to island 

nucleation, by Yamaguchi et al. [15] show the surface atomic structure 

changing from the single As-dimer (2x4). 

We have observed the formation of InAs islands when the InAs coverage 

is greater than 1.6 MLs [figure 6.1(b)]. These measurements were supported 

by further investigations using AFM. The average dot widths (IV 260 A) 

and the heights ('"" 80 A) are in close agreement with high resolution cross 

sectional TEM measurements performed by Guha et al. [16]. The critical 

InAs coverage required for maximum dot density is estimated to be 2.15 MLs 

from published work [17]. Upon increasing the coverage above 2.15 MLs the 

density of dots d~creases as they coalesce, as has previously been reported 

[18]. This is the case in figure 6.1(c) for a coverage of 2.79 MLs. With a 

coverage of 4.21 MLs the majority of features have become irregular shaped 

clusters, as shown in figure 6.1(d). 
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The large area image in figure 6.2 for 1.61 MLs shows that due to the 

anisotropy of the surface morphology there is a greater chance of nucleating 

on the step edge of islands, which are parallel to the [011] direction. There­

fore groups of dots have a tendency to be orientated in a line. Figure 6.2 

also shows the uniformity of the islands' size distribution and that the av­

erage self-assembled dots are rv 260 A in diameter and rv 80 A in height, 

corresponding to a dot density of rv 1.0 X 1010 cm-2 . 

6.2.2 TEM characterization of the GaAs capping layer 

We show that the sublimation of the self-assembled InAs dots is strongly 

affected by the degree of partial coverage of the GaAs capping layer. By 

varying the thickness of the GaAs cap, the sublimation can be controlled 

leading to a narrowing of the dot size distribution and modification of the 

dot height. The following TEM images are used to illustrate a number of 

points; firstly how the coverage of the GaAs cap layer affects the InAs dot 

formation and secondly the structure of the InAs clusters. 

Three samples were grown with the same general structural sequence 

but with different growths of GaAs in the top half of the GaAs quantum 

well layer, this half being the capping layer for the InAs dot structure. The 

thickness of the GaAs capping layers considered are de = 100 A, 50 A, and 

10 A and were grown over the InAs dots at T = 530°C. This is shown 

schematically in figure 6.3. 

Figure 6.4 shows plan view TEM images of the two samples C1349 and 

C1335. These TEM images were taken by Dr. Guoda Lian. For sample 

C1349 in figure 6.4(a) , the InAs dots are clearly resolved through the well­

known strain contrast mechanism of Ashby and Brown [19]. The dot density 

with a 100 A GaAs capping layer (rv 5.8 x 109cm-2 ) is approximately one 

quarter the value that would be expected [20] (rv 2.2 x 101Ocm-2) if there 

were no capping layer. This reduction in dot density is also accompanied 
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_ InAs grow at 530°C 

GaAs grow at 530°C 

~ GaAs grow at 580°C 

100 A 

Figure 6.3: Schematic diagram of InAs self-assembled dots for three different 

coverages of GaAs at 530°C: (a) 100 A (b) 50 A and (c) 10 A. 

by a broadened size distribution [20, 21], shown in figure 6.4(c), and is a 

result of the overlayer growth. Further reductions in the width of the GaAs 

overlayer, figure 6.4(b), decrease the dot density to f'V 3.0 x 109- cm-2 whilst 

narrowing the dot size distribution [figures 6.4(c)]. It is clear, therefore, 

that the redistribution of InAs depends strongly upon the thickness of the 

GaAs overlayer. The same trends are clearly apparent in the cross-sectional 

images shown later. 

A closer examination (figure 6.5) of the plan-view TEM image in fig­

ure 6.4 reveals contrast variations between InAs dots. An area is imaged 

at higher magnification using the two-beam strain contrast to reveal two 

different forms of clusters. Those clusters showing a line of no contrast 

perpendicular to the g-vector [19] are coherent, those with much stronger 
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C1349 

(a) 

30 

Dot diameter (om) 

(c) 

C1355 

500 A. 
(b) 

• C1349 
o C1335 

Figure 6.4: Plan view TEM images of sample for (a) GaAs capping layer de = 

100 A (the wafer number C1349) and (b) de = 50 A (C1335). Histograms 

(c) of dot diameter with an approximate error of ±1 nm. Both samples have 

been grown with 2.15 MLs of InAs. 
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500..\ 
(a) (b) 

Figure 6.5: (a) Bright field and (b) weak beam dark field (g/3g) plan view 

TEM images of the same area for sample C1349. 

and complicated strain contrast are incoherent. The incoherent clusters are 

clearly revealed by the threading dislocation lines imaged by the TEM in 

the g/3g weak beam dark field condition [figure 6.5(b)]. The number of in­

coherent clusters in sample C1349 is about 12% of the total clusters present 

whereas no incoherent clusters are observed in samples from wafer C1335. It 

is interesting that the coherent islands have insufficient strain to be visible 

in the weak beam images. 

When In As is grown on GaAs atoms, the first few atomic layers arrange 

themselves in a planar layer called the wetting layer. As epitaxial growth 

proceeds the atoms tend to bunch up and form clusters. Plastically relaxed 

cluster formation is energetically favourable over growth of pseudomorphic 

quantum dots and thus reduces the strain energy within the dots. Fig­

ure 6.6(a) shows a cross-sectional strain field TEM image of an InAs dot 

buried in the GaAs quantum well. The absolute size of the InAs dot is 

expected to be smaller than apparent in figure 6.6(a), since it is the strain 

field near the dot which actually causes the contrast [22]. Figures 6.6(b) 

and (c) show a schematic diagrams of the coherent and incoherent cluster 
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(a) 

(b) 

'I\'ansport Properties of 2DEGs Containing InAs Dots 

o InAs 
• GaAs 

Elastic strain relaxation , 
Coherent 

Wetting layer 

I 

(c) 

Figure 6,6: (a) A cross-sectional TEM image of a coherent InAs cluster 

in GaAs. A schematic diagram of (b) coherent and (c) incoherent cluster 

formation during epitaxial growth of InAs on top of GaAs. 
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QW 

200 A 

Figure 6.7: The comparison of (a) centred dark field image using TEM and 

(b) annular dark field image using STEM for sample C1335. 

formation, respectively. 

To accurately determine the dimensions of the dots, we have used the 

quasi-kinematic imaging condition suggested by WooJhouse [23] with the 

incoherent annular dark field imaging (ADF) technique. Figure 6.7 shows 

the comparison of a centred dark field image, obtained using this technique 

and an image obtaine using ADF technique (STEM). The TEM image, fig­

ure 6.7(a), clearly shows that the strain contrast is dominant and that it is 

not easy to identify the true dot shape. However the line of no-contrast at 

the interface between the strainedjunstrained layer is seen to bend upwards 

slightly within the islands indicating the real boundary of the dots. The 

STEM image in figure 6.7(b) also shows the real In As islands as well as the 

wetting layer and the GaAs quantum well. From these measurements , we 

find the average dimension of the dots to be ",, -3 60 A wide and"" 80 A high 

in sample C1349, and"" 280 A wide and 40 A high in sample C1335. 

The evolution of the self-assembled dots in the two samples may be un-
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derstood if we consider the desorption sites for the subsequent GaAs cap 

layer deposition. The incoming ad atoms see an inhomogeneous and uneven 

substrate consisting of the InAs wetting layer, a few monolayers thick, and 

InAs dots several nanometres in height. The wetting layer is strained to have 

a lattice spacing approaching that of the bulk InAs crystal. From energetic 

considerations alone we therefore expect the GaAs overlayer growth to start 

preferentially on the wetting layer, if the adatoms have sufficient surface 

mobility. Evidence for such growth selectivity has been demonstrated using 

AIGaAs multilayers grown upon self-assembled InAs dots on GaAs(lOO) sur­

faces [24] and we can expect that our case is similar. As a consequence, we 

do not expect the top of the InAs dots to be covered by the GaAs overlayer 

until the equivalent thickness of the total GaAs deposition is at least equal 

to, or in excess of, the dot height. In reality the GaAs overlayer growth 

over the dot will be driven both by curvature of the growth front and the 

redistribution of the strain in the dot. For samples C1349 and C1335, the 

nominal thickness of the low temperature grown GaAs overlayers (100 A 

and 50 A, respectively) are less than the height of the uncapped In As dots. 

Since the growth of the GaAs overlayer takes place at an elevated temper­

ature, we would expect partial evaporation of the InAs dots [25]. This is 

consistent with the observation that the dot height is reduced to 40 A in 

sample C1335. As the dots are not completely evaporated there remains 

some partial protection of the dot from the edge of the islands. 

From sample C1349 to sample C1335 there is a reduction in dot density 

from 5.8 x 109 cm-2 to 3.0 x 109 cm-2 (counting from an area of rv 12 f.tm2 ), 

and a complete absence of incoherent clusters in sample C1335. This sug­

gests that the partial protection offered by the partial GaAs layer cap in 

sample C1335 is not fully effective at reducing evaporation for some of the 

clusters. This is possible if the cluster is sufficiently large that evaporation 

proceeds from the centre towards the edge. We have evidence for this in the 
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observation of some ring shaped clusters in sample C1335. It is also likely 

that the longer clusters have a more relaxed surface, hence are more difficult 

for the GaAs adatoms to adhere to. Therefore the larger clusters remain 

uncovered for larger periods and are likely to undergo selective thermal de­

sorption. This is supported by the narrower size distribution for dots found 

in sample C1335. The same mechanism is thought to be responsible for the 

disappearance of incoherent dots in sample C1335 since the surface of such 

large dots will be fully relaxed. The density of voids observed in sample 

C1335 is consistent with this selective desorption model. The sublimation 

model outlined has been simplified, as Ga-In intermixing is known to be 

important as well, however the general consequences remain the same. 

6.3 Transport properties of InAs self-assembled 

quantum dots 

The experiments present in this section determine the transport Tt and 

quantum Tq life-times of electrons in GaAs quantum wells with inserted InAs 

dots. Samples are taken from different areas of the same wafer. We also 

determine the anisotropy of the mobility in the [011J and [011 J directions. 

A sample with no InAs islands is used as a comparison. 

6.3.1 Device structure 

The structures and conduction band diagram of a sample are schematically 

shown in figure 6.S. The 1.5 ML thick In As wetting layer, characteristic 

of the Stranski-Krastanow growth mode, is also shown. In this conduction 

band profile, electrons can be strongly localised in the InAs quantum dots. 

The growth conditions were the same as in section 5.2 with the exception of 

different thickness of GaAs capping grown at T = 530°C on the 2.15 MLs 

of InAs. 

101 



Chapter: 6 'Il'ansport Properties of 2DEGs Containing InAs Dots 

I NiCr/Au Gate I 
17 run GaAs 

40 run n+-AIGaAs 

40 run AIGaAs 
.... 

50 nrn AIGaAs 

GaAs substrate 

lnAs 
V ~ts 

20 run 
GaAs 

Bc 

Figure 6.8: Sample structure and conduction band diagram. 

Figure 6.9 shows the plan view TEM images from wafer C1349. These 

samples are taken from three different wafer regions, each with different dot 

densities. The samples are as follows: C1349c (center of the wafer), C1349m 

(midway between cent)."e and edge), and C134ge (edge of the wafer). There 

is a factor of two variation in the InAs dot density between the C1349c and 

C134ge samples. The experimental dot densities for C1349c [figure 6.9(a)], 

C1349m [figure 6.9(b)], and C134ge [figure 6.9(c)] are 5.8 x 1Q9cm-2, 4.6 x 

109cm-2 , and 2.5 x 109 cm-2 , respectively. This values are counted from an 

area of", 12 J-lm2 . 

6.3.2 Transport and quantum life-times 

To illustrate how the disorder introduced by the InAs dots affects the trans­

port and quantum life-times, a number of samples with differing InAs dot 

densities have bee~ studied. Sample C1127 has a 200 A GaAs quantum 

well with no inserted InAs islands. All of the devices were processed using 

standard opticallithgraphy and wet etching into Hall bars. A NiCr/ Au gate 
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(a) 

(b) 

(c) 

500 A 

Figure 6.9: Plan view TEM images of self-assembled InAs dots an wafer 

C1349 for three different regions: (a) centre, (b) midway between centre 

and edge, and (c) edge. 
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Wafer Sample f.t ns Tt Tq de 

(X 104cm2 /Vs) (X 1011cm-2) (ps) (ps) (A) 

C1127 - 18.48 2.52 6.85 0.41 -

C1335 edge 4.70 3.00 1.79 0.37 50 

C1335 middle 3.20 3.00 1.22 0.26 50 

C1335 centre 2.40 3.00 0.91 0.22 50 

C1349 edge 2.50 2.95 0.95 0.13 100 

C1349 middle 1.50 2.95 0.57 0.10 100 

C1349 centre 1.10 2.95 0.41 0.08 100 

Table 6.1: Sample characteristics for transport measurements in the [011] 

direction at 1.6 K. de is the thickness of GaAs capping layer on InAs dots at 

530°C. All samples were required illumination with a red LED to promote 

conduction. 

was deposited to form a surface Schottky gate enabling the 2DEG's carrier 

density to be changed. Standard low frequency lock-in techniques were used 

to measure the magnet'oresistance with a constant current of 100 nA passed 

between the source and drain. Table 6.1 shows a summary of the transport 

characteristics at 1.6 K. 

Magnetoresistance measurements show that the resistivity decreases as 

the In As dot density decreases. Figure 6.10 shows typical magnetoresist­

ance data for the three different regions of the wafers C1349 and C1335 

at T = 1.6 K. As each device has equivalent carrier densities the period 

of the SdH oscillations remains the same. Here the carrier densities have 

been determined as 2.95 X 1011cm-2 [figure 6.10(a)] and 3.00 x 1011cm-2 

[figure 6.10(b)]. For wafer C1349 in figure 6.10(a) the longitudinal resistivity 

at zero magnetic field increases as the density of InAs dots increases. Con­

sequently the mobility is higher in sample C134ge than in sample C1349c. 

However, the zero field resistance, and hence the mobilities, for the same 
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Figure 6.10: Compares the longitudinal resistivity of sample C1349 and 

C1335 at a carrier density of 2.95 x 1011 and 3.00 x 1011 cm-2 , respectively 

for three different part of the wafers C1349 and C1335: centre (solid lines), 

midway between centre and edge (dotted lines), and edge (broken lines) . 
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Figure 6.11: Electron mobility f.L as a function of carrier density ns at T = 

1.6 K. 

positions on the wafer are approximately twice as large in wafer C1335. The 

spin-splitting of the SdH oscillations also reflects the sample disorder. For 

wafer C1335 in figure 6.l0(b) the two spin-split peaks at /J = 3 (B = 4.3 T) 

are well resolved in sample C1335e. However as the sampling point moves 

towards the centre the increasing disorder (InAs dot density) causes a blur­

ring of the spin-splitting. Similar behaviour, albeit for lower mobilities, is 

observed in sample C1349. 

Figure 6.11 shows the transport life-time as a function of carrier density 

for samples C1335c, C1335m, C1335e, and C1127 at 1.6 K. The carrier 

densities were determined by low-field Hall measurements and were varied 

by applying a front gate voltage. The transport life-time in the reference 

sample C1127 is about 10 times larger than that of sample C1335 with InAs 

dots. This extreme reduction in transport life-time is caused by the inserted 
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InAs dots. For sample C1349, the transport behaviour is similar to C1335 

(see table 6.1). 
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Figure 6.12: Summary of the transport and quantum life-times from wafer 

C1349. The transport and quantum life-times are plotted as a function of 

the In As dot density. 

Using the SdH oscillation amplitudes we have determined the quantum 

life-times. The analysis for the quantum life-times is similar to that em­

ployed in section 4.3. Figure 6.12 shows both the transport and quantum 

life-times plotted against InAs dot density, where the InAs dot densities 

were determined from TEM images. The quantum life-time decreases as the 

InAs dot density increases and remains five times smaller than the trans­

port life-time. The ratio between the quantum and transport life-times is 

a result of the short range scattering due to the inserted InAs dots. For 

the high mobility 2DEGs formed on (311)B GaAs surfaces (section 4.3), the 
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ratio of transport to quantum life-time was observed to be greater, between 

10 and 70 [26J. This indicates that the dominant scattering mechanism 

involves long range scattering from remote ionised impurities. In contrast 

to the GaAs-AIGaAs heterojunction, the Si02/Si interface in MOSFETs is 

very rough, and the transport and quantum life-times are almost the same 

since interface roughness scattering is the predominant scattering mechan­

ism [27, 28, 29J. In our sample the transport to quantum life-time ratio 

lies between the values for high mobility GaAs-AIGaAs heterojunctions and 

MOSFETs. 

6.3.3 Anisotropic mobility 

2 C1335c 
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0.5 

/ ... ............. .. . 
.......... : .... : ... ~ /\ ........ 

[011]: \/ \ i 
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\./ ""'" 
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Magnetic Field (T) 

Figure 6.13: Pxx m~asured in the [011J and [Ol1J directions of wafer C1335c. 

Figure 6.13 shows typical magnetoresistance data for two orthogonal Hall 

bar orientations on sample C1335c at 1.6 K, at a carrier density of 3.0 x 

1011 cm-2 . From the zero-field resistance the mobilities are 3.06x 104 cm2/Vs 
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and 2.12 x 104 cm2/Vs in the [011] and [011] directions, respectively. This 

mobility anisotropy is caused by anisotropy in scattering from the InAs dots. 

The anisotropy in the InAs island formation is such that they are elong­

ated in the [011] direction at the initial stages « 1.6 MLs). Upon increasing 

the In As coverage above 1.61 MLs the InAs dots nucleate at the step edges. 

Therefore, InAs dots become linearly ordered along the [011] directions as 

may be observed in figure 6.2. This increases the electron scattering in this 

direction thereby modifying the mobility. 

6.4 Insulator-quantum Hall liquid transitions 

This section describes a study on the quantum Hall effect in the disordered 

2DEG formed in a GaAs well with inserted InAs dots. The strong, random 

disorder potential in such devices is provided by the InAs self-assembled 

dots. With these devices it is also possible to observe a transition between 

an insulating state and a quantum Hall liquid by increasing the magnetic 

field. The experimental :phase diagrams are determined for this transition by 

two methods: (i) the crossing points at which Pxx is virtually temperature 

independent (section 6.4.1), and (ii) the peaks in O"xx calculated from Pxx 

and Pxy (section 6.4.2). 

6.4.1 Temperature dependence 

Figure 6.14 shows Pxx as a function of magnetic field at different temper­

atures (20 mK ::; T ::; 580 mK) for sample C1335c (2.15 MLs InAs) . At 

Vg = -0.278 V [figure 6.14(a)], there are two temperature independent 

points, C2 and C*, in Pxx for transitions 0 --+ 2 --+ O. For a more detailed 

description of the identification of these states see section 5.5. The Pxx min­

imum at a magnetic field of B ~ 1.4 T correspond to the spin-degenerate 

filling factor v = 2. At Vg = -0.260 V [figure 6.14(b)]' we observe the 
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Figure 6.14: Pxx as a function of magnetic field at temperatures 20 mK :::; 

T :::; 580 mK for sample C1335 (2.15 MLs InAs). The dotted line in (b) 

shows Pxy at T = 297 mK. 

transitions between phases 0 -+ 2 -+ 1 -+ O. Although one can see a weak 

resistance minimum at 1/ = 4 (B ~ 0.7 T) the resistivity Pxx continually 

increases as T -+ 0 for this filling factor and all points below C2 and above 

Cl. For points between C2 and Cl the resistivity decreases as T -+ 0, the 

signature of a quantum Hall liquid. Additionally, Pxy has wide, well defined 

plateaus at 1/ = 1 and 1/ = 2. The characteristics of the quantum Hall trans­

itions are very similar to the results in section 5.5 for samples with inserted 
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Figure 6.15: (a) Pxx (solid lines) and Pxy (dotted lines) as a function of 

magnetic field for Vg = -0.260 V (b) a xx (solid lines) and a xy (dotted lines) 

calculated from the data of (a) by matrix conversion. 

In the following we consider the presence of delocalised states in the 2D EG 

for two extremes of applied magnetic field, low or very strong. For a strong 

magnetic field, such-that (WeT» 1), the Landau levels are well resolved. It 

is generally accepted that states between Landau levels are localised whilst 

states at the Landau level energies are delocalised. Through the renormal­

ised conductivity a xx (resistivity Pxx) the peaks in a xx are associated with 
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the delocalised states. The renormalised Hall conductivity a xy consists of 

a descending series of steps of height e2 / h (spin resolved Landau levels), 

with the plateaus at each conductance minimum. The magnetic fields at 

which the 2DEG states change from localised to delocalised are therefore 

identified by the ax x maxima for which axy is midway between plateaus on 

a downward step with increasing magnetic field. 

In the low field regime (WeT < 1) the Landau level structure is smeared 

by disorder broadening and the transport is expected to be classical. Weak 

oscillations will still be seen due to the remaining weak modulation of the 

density of states by the broadened Landau levels. The conductivities are 

given by: 

axx = n~:T (1 + (~eT)2) (6.1) 

nse
2
T ( WeT ) 

axy = -:;;;;- 1 + (weT)2 
(6.2) 

Additionally, in contrast to the high field limit, weak steps are now seen 

in a xy which increas~s with increasing magnetic field. This subject was 

first theoretically studied by Khmelnitskii [30] based upon measurements of 

delocalised states in the integer quantum Hall effect and was experimentally 

observed for the spin-degenerate state by Hughes et al. [31]. 

Figure 6.15(a) shows Pxx and Pxy obtained asa function of magnetic 

field at Vg = -0.260 V. This experimental data clearly illustrates predic­

tions of Khmelnitskii [30] once converted to a xx and axy [Figure 6.15(b)]. 

Ideally, with no disorder and at zero temperature, the Hall conductivity 

would show a sharp step from axy = 0 at low magnetic fields to axy = 2e2 /h 

(at 1/ = 2) before falling back to zero at high fields. With disorder and finite 

temperature the data clearly shows the low and strong field limits discussed 

previously. Prior to 1/ = 2 the Hall conductance increases whilst axy shows 

weak oscillations. At fields greater than 1/ = 2 a xy decreases in steps with 

associated a xx maxima. 
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Figure 6.16: a xx (solid lines) and a xy (dotted lines) as function of magnetic 

field for various gate voltages at 20 mK. The conductivities a xx and a xy are 

calculated from the resistivity Pxx and Pxy via the matrix relation. 
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In figure 6.16 we plot the magnetic field dependence of CYxx (solid lines) 

and CYxy (dotted lines) for a range of negative gate bias at 20 mK. At the 

most negative bias, Vg = -0.284 V [figure 6.16(a)J the peaks in CYxx have 

almost merged into a single feature . At Vg = -0.280 V [figure 6.16(b)J and 

Vg = -0.276 V [figure 6.16(c)J, CYxx has split into two peaks, the minimum 

between corresponding to the 1/ = 2 spin-degenerate quantum Hall state. 

By Vg = -0.272 V [figure 6.16(d)J one begins to see the development in 

CYxx at higher magnetic fields of the spin-polarised 1/ = 1 state whilst CYxy 

has a well quantised plateau 2e2 / h at 1/ = 2. At a bias of Vg = -0.264 V 

[figure 6.16(e)J we observe the maxima (delocalised states) in CYxx and strong 

quantised plateaus at 2e2 / hand e2 / h in CY xy' 

6.4.3 Experimental phase diagram 

The results of the experimental observations described in sections 6.4.1 and 

6.4.2 are used to determine the two phase diagrams in figure 6.17. Each 

phase diagram plots the gate voltage as a function of magnetic field for 

sample C1335c. 'Il'ansItion points on the phase boundaries in figure 6.17(a) 

were obtained from the temperature independent points in the Pxx data. 

As may be seen, all of the states are insulating at zero field. The second 

phase diagram utilises the fact that the peaks in CYxx are a signature for the 

delocalised states [32, 33J. Figure 6.17(b) shows the phase diagram which 

derived from the conductance peaks in CYxx at 20 mK. The exception being 

the closed triangle data points which were obtained at a temperature of 

1.2 K. 

Fogler and Shklovskii [34J have recently proposed that the collapse of 

spin splitting in the quantum Hall effect is due to the disorder induced 

broadening of Landau levels. This collapse is analogous to a ferromag­

netic/paramagnetic transition. They have also suggested that disorder and 

the exchange energy [figure 6.18(a)J correspond to temperature and mag-
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Figure 6.17: The phase diagram determined from (a) temperature independ­

ent points in Pxx traces and (b) peaks in a xx . Symbols indicate transitions 

from (i) 0 - 2 (solid squares), (ii) 2 - 0 (crosses) , (iii) 2 - 1 (open circles), 

(iv) 1 - 0 (solid cirdes), and (v) peaks in axx at 1.2 K (solid triangles). 
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(a) (b) 

o 
Disorder 

o Tc 
Temperature 

T 

Figure 6.18: (a) Exchange energy as a function of disorder. (b) Ferromag­

netic behaviour below critical temperature T c ' 

netisation [figure 6.18(b)J, respectively. Figure 6.17(b) shows the disorder 

induced collapse of spin splitting as well as temperature induced transition 

from ferromagnetic to paramagnetic state (solid triangles). 

The similarity of figures 6.17(a) and (b) show that the phase boundary 

can be identified either by analysing the temperature independent points in 

P xx , or from the peaks in O"xx at low temperatures « 300 mK) . 
. ~ 

6.5 Conclusions 

In summary, we have studied the effect of sublimation on the size and density 

of inserted InAs dots. The dot distributions are strongly dependent upon 

the thickness of the GaAs capping layer grown on top the InAs dots. Due to 

variations in growth across the wafer the density of InAs dots in the central 

part of the wafer is approximately twice that at the wafer edge. We also 

observe that the mobility increases with the InAs dot density, and therefore 

the disorder, decreases. The disorder caused by the In As dots resulted 

in different quantum life-times across the wafer surface and the life-time 

was found to be dependent upon the surface orientation. The preferential 

assembly ofInAs dots along step edges in the [011J direction is suggested as 
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the possible cause of the mobility anisotropy. 

The effects of disorder for these self-assembled InAs quantum dots is 

similar to that observed in random InAs fluctuations, as observed in chapter 

5. We mapped the experimental phase diagram using two methods, firstly 

the temperature independent Pxx points and secondly the maxima in O"xx. 
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Chapter 7 

Conclusions and Further 

Work 

7.1 Conclusions 

This thesis has described a number of experiments investigating the proper­

ties of n-type GaAs -=- AlxGal-xAs heterojunctions grown on (311)B GaAs 

substrates and GaAs quantum wells with InAs self-assembled quantum dots 

or dashes. The former provides information upon the mobility anisotropy of 

the (311)B surface whilst the latter enables an investigation of the insulator­

quantum Hall liquid transition with low temperatures and applied magnetic 

fields . 

The characteristics of high mobility 2DEGs grown on (311)B GaAs sub­

strates were detailed in chapter four using data from magnetoresistance 

experiments. The transport to quantum life-time ratio in this system was 

found to vary between 10 and 70, these values being typical of a high quality 

2DEG with mobility limited by remote ionized impurity scattering. The ob­

servation of an anisotropic mobility in the [233] and [01 I] orientations is due 

to surface corrugation of (311)B substrate in the GaAs-A1GaAs heterojunc­

tion. Although an anisotropic scattering was found at zero magnetic field, 
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the effective mass was shown to be isotropic using focusing experiments. 

In addition, the electron ballistic length was found to be between 2.2 and 

2.5 /-Lm. This length is between the mean free path and the length scale 

derived from the quantum life-time. 

In chapters five and six, samples with InAs monolayers inserted into a 

GaAs well were characterised by UHVSTM, AFM, TEM, and STEM. The 

density of InAs self-assembled quantum dots for samples with 2.15 MLs 

InAs was shown to be determined by a sublimation model. The InAs dots 

disappeared at growth temperatures above 580°C and their distribution was 

strongly dependent on the GaAs coverage over the InAs dots. For a GaAs 

coverage de = 10 A, InAs dashes were formed rather than dots and some 

InAs interdiffused into the GaAs. The InAs self-assembled dot density for 

GaAs capping layers with de = 100 A was about twice that with de = 50 A. 

The average InAs dot size also changed with de and was'" 360 A in width 

and 80 A in height for GaAs capping layers of de = 100 A and", 280 A in 

width and 40 A in height for GaAs capping layers of de = 50 A. 

When a reference' sample with no In As inserted was studied, the ratio 

of the transport to quantum life-time was found to be '" 16. This value 

is typical for a remotely doped GaAs-A1GaAs hetrostructure with mobil­

ity limited by long-range remote ionised impurity scattering. However, for 

samples with InAs dots or dashes in the GaAs well, the ratio was found to 

be '" 5, typical of short-range scattering. The transport properties of those 

samples with InAs dots or dashes are between typical parameters for high 

mobility GaAs-A1GaAs heterostructures and Si MOSFETs. 

We have investigated magnetically induced insulator-quantum Hall li­

quid transitions in devices with InAs monolayers inserted in the centre of 

the GaAs quantum well. Three different types of transitions were observed: 

(i) 0 --+ 2 --+ 0, This transition was observed in the GaAs 2DEG system, 

see references [1, 2, 3, 4J. (ii) 0 --+ 1 --+ 0, This transition was observed in a 

121 



Chapter: 7 Conclusions and Further Work 

high mobility GaAs 2DEG system in reference [5J and in GejSiGe quantum 

wells with two dimensional-hole gases [6J. (iii) 0 -7 2 -7 0 -7 1 -7 0, Sim­

ilar transitions, referred to as the camel back structure, were observed in 

high mobility Si MOSFETs [7J. We were also able to observe the transition 

o -7 2 -7 1 -7 0 together with each of the three transitions listed above. The 

major result of this thesis is the determination of the experimental phase 

diagram, including the spin-polarised Landau filling factor v = 1, in which 

the collapse of spin splitting in the quantum Hall effect was observed. The 

collapse of the spin-splitting is a result of the collapse of the exchange en­

ergy gap through disorder [8J. This behaviour is similar to the ferromagnetic 

transition with temperatures. 

7.2 Further work 

It has been generally believed that the transition between localised and de­

localised states in the integer quantum Hall effect should be observable as a 

decrease in the localisat ion length e determined from the longitudinal resist­

ance Pxx as a function of temperature and applied magnetic field strength. 

These transitions have attracted considerable interest both experimentally 

[9, 10, 3J and theoretically [11 , 12, 13, 14, 15J. The localisation length in a 

Landau level near to the Fermi energy should diverge like a power law in 

magnetic fields e = eo I B - B * I-V, where B* is the singular point (from 

the temperature independent fields in the Pxx data) and v is a localisation 

critical exponent. This exponent v can be found directly from the magnetic 

field induced transitions from an insulating state to quantum Hall liquid 

state through the Pxx traces. The localisation length can also be considered 

as simple activation '[16], Coulomb gap induced T 1/ 2 variable-range hopping 

[17, 18], or Mott's T 1/ 3 variable-range hopping [19, 15J. The value of v 

can also be determined through scaling theory which shows that the max­

imum in dpxy j dB between two adjacent quantum Hall plateaus diverges as 
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a power law in temperature (8pxy/8B)max ex T-J.L [9,10, 20], where J.L is a 

single critical exponent. The J.L is related to the localisation critical exponent 

v through the relation J.L = p/2v, where p is the temperature exponent of 

the inelastic scattering rate (i.e. l/Ti "" TP) and is an unknown value. The 

samples containing InAs mono layers in the GaAs well would be suitable for 

investigating the localisation length scale and the inelastic scattering expo­

nent p could then be calculated directly from both the localisation critical 

exponent v and the single critical exponent J.L. 
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Appendix A ' 

Mathematical expressions 

used in the calculation of the 

mobility of a 2DEG on a 

(311) surface 

The scattering processes considered in the following are remote ionised im­

purity and anisotropic interface roughness scattering. Fang-Howard wave­

functions are assumed at T = 0 K [1] and the relaxation time approximation 

is used. The mobility in the x-direction, for example, is given by 

(A.1) 

1 1 . 1 ---+--, 
TJotal Tremote T[ R,x 

(A.2) 

where the first term in the right hand side of equation A.2 is the scatter­

ing rate due to the remote ionised impurities and the second is due to the 
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interface roughness scattering. The scattering times are calculated in the 

following. 

A.I Fang-Howard wavefunction 

The Fang-Howard wavefunction is written as [2], 

(A.3) 

_ (12m*e2) 1/3 ( 11) 1/3 
b - !i2 N depl + 32Ns , 

Kaea 
(A.4) 

w here the hetero-interface is taken as the origin of the z-axis (direction 

normal to 2DEG). Then the form factor can be calculated analytically, 

F(q) = J d~ J dz' 1 J( z ) 121 J( z') 12 exp( -q 1 z - z' I) 

b(8b2 + 9bq + 3q2) 
8(b + q)3 

(A.5) 

(A.6) 

If an impurity is located away from the wavefunction, such that there 

is no spatial overlap between the impurity and wavefunction, the impurity 

form factor is given analytically, using the Fang-Howard wavefunction as, 

J F(q, Zimp ) J dz 1 J( z ) 12 exp( -q 1 Zimp - Z I) 

10
00 

dz 1 J( z ) 12 exp [-q(z - Zimp )] 

b3 

(b + q)3 exp(qZimp) 
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A.2 Scattering due to remote ionised impurities 

The life time due to i'emote ionized impurity scattering is given by, 

1 
(A.9) 

m*e
4 l' 27r lz ma x 

[F(q z · )] !i3 2 2 de dZimp ~t)p N( Zimp)(l - cose), 
87r /',;QcQ Q Zmin q q 

where q = 2kF ISin (~) I, (A.1Q) 

e2 
S(q) = 1 + -2 -F(q)IT(q), 

/',;cq 
m* 

IT(q) = 7r!i2' 

(A.ll) 

(A.12) 

Here q is the scattered wave-vector, F(q) the form factor from equa­

tion A.5, F(q, Zimp) the impurity form factor from equation A.7, N(Zimp) 

the impurity distribution, S(q) the screening function and IT(q) the polar-

isation function. 

When q, the scattered distribution, is uniform from Zmin to Zmax, and 

the origin of the z-axis is taken at the hetro-interface we can write that 

(A.13) 

A.3 Scattering due to anisotropic interface rough-

ness 

We assume a Gau~sian form of the correlations due to the anisotropic inter­

face roughness such that 

(A.14) 
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where L\ is the average displacement from the interface and Ax and Ay are 

the typical sizes of the islands at the interface in the x- and y-directions 

respectively. The Fourier component of equation A.14 is 

(lL\qI2) J dqxexp (iqxx - ~:) J dqyexp (i qyy - ~:) 

~ nAxAyexp ( - q;:; -q;:;) (A.15) 

Using equation A.15, the scattering rate, as given by Ando [2], is 

W(q= k -;2) = 

21f (A 2A A ) [Feff ] 2 ( q~A~ + q;A;) 
ti 1f u x Y S ( q ) exp 4 . (A.16) 

Here Fef f is the effective field, 

J 2 8u(z) e
2 (Ns ) 

Feff = dz I J(z) I ----a;- = 1);0100 2 + Ndepl . (A.17) 

The scattering time in the x-direction is then given by 

with 

(A.19) 

where the angles Ok and Ok' are defined relative to the x-axis. Substituting 

equation A.17 into equation 18, gives 
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1 
(A.20) 

AA Scattering due to isotropic interface rough-

ne ss 

In the case of isotropic interface roughness scattering, equation A.20 simpli­

fies to 

(A.21) 

A.5 Related 9uantities 

The depletion charge (Ndepl ) on the channel side of a high electron mobility 

transistor (HEMT) structure is given by 

(A.22) 

where ecPd is approximately the band gap of the channel material. The 

lowest subband in the heterojunction can be approximated by 

Eo = _ e It depl 96 s (3) 5/3 ( 2~ )2/3 N + 55 N 

2 r.ocovm* (Ndepl + gNs) 1/3 ' 
(A.23) 

Some other quantities related to band bending in heterostructures were 

presented by Stern [3]. 
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Appendix B 

Interference effects at low 

magnetic fields 

We have studied the anomalous negative magnetoresistance in both [011] and 

[233] directions as a function of temperature, and the results are summarized 

in figure B.l. We see that whilst the magnetoresistance in the [011] direction 

persists up to 35 K, in the [233] direction it is suppressed by 8 K. We also 

find the magnetoresistance has a B2 dependence at fields below 0.1 T. A 

small negative magnetoresistance can be associated with the suppression of 

weak localization, however, at fields less than 50 mT, weak localization is 

normally observed in low mobility 2DEGs at low temperature where the 

elastic mean free path is large [1]. These conditions are not consistent with 

our observations as the 2DEG mobility is very high (> 1 x 106 cm2 /Vs) and 

the negative magnetoresistance extends to fields above 0.1 T, and is observed 

at temperatures up to 35 K. The presence of a high field magnetoresistance 

has been seen in 2DEGs in the past and has been explained through electron­

electron interactions [2, 3]. 

The latter cause, due to electron-electron interactions, may be investig­

ated by considering the electron-electron interactions to give rise to a small 

perturbation on the conductivity tensor component O"xx. This in turn gives 
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Figure B.1: The magnetoresistance observed as a function of temperature, 

between 4 and 35 K in both the [233] and [011] directions for sample T104. 

rise to a parabolic perturbation in Pxx(B). The exact form for small r5axx 

with r5axx = 0 is given by: 

(B.1) 

Equation B.1 is derived from inverting the conductivity tensor with the per­

turbation to r5axx included: We take /-LE = WcTo, where Wc is the cyclotron 

frequency, TO the transport scattering time and the relation Pxy = wcToPxx 

is assumed. The B2 dependence can be obtained as a function of tem­

perature and direction by fitting a parabola to our results and applying 

equation B.l. Figure B.2 shows r5axx as a function of temperature. It can 

be seen that for both directions r5axx has a logarithmic dependence on tem­

perature, r5axx ex: f3log(T). However, there is a difference in gradient, f3 
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Figure B.2: The conductivity perturbation 8a derived from the magnetores­

istance as a function of temperature. Note that 8a is proportional to log(T) 

and that its magnitude depends on the direction of current flow. 

depending on the direction. The magnitude of the electron-electron interac­

tion is very small and it only causes a small perturbation on the resistivity. 

Our results show a very large magnetoresistance, which not only puts into 

question the validity of equation B.1 but suggests that it is unlikely that the 

observed magnetoresistance is due to electron-electron interactions. The 

magnetoresistance is more likely due to some kind of interference rather 

than an interaction effect. For example, Smith et al. [4] have reported a 

logarithmic dependence in conductivity perturbation for a one-dimensional 

superlattice imposed on a 2DEG. They explain this phenomenon as a form of 

localization caused by Bragg reflections within the superlattice, where elec­

tron half-wavelengths interfere to cause the magnetoresistance. It is possible 

that we observe a similar effect, and we might be seeing the manifestation 
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of a periodic interface roughness imposing a superlattice potential on the 

2DEG. 
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