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Abstract

In this paper, we derive the early-time asymptotics for fixed-frequency solutions ¢ to
the wave equation [1,¢¢ = 0 on a fixed Schwarzschild background (M > 0) arising
from the no incoming radiation condition on .# ~ and polynomially decaying data,
rgp ~ t~Vasr — —o0, on either a timelike boundary of constant area radius r > 2M
(I) or an ingoing null hypersurface (II). In case (I), we show that the asymptotic
expansion of d,(r¢¢) along outgoing null hypersurfaces near spacelike infinity i°
contains logarithmic terms at order 3=t log r. In contrast, in case (IT), we obtain that
the asymptotic expansion of 3, (r¢¢) near spacelike infinity i® contains logarithmic
terms already at order » 3 log r (unless £ = 1). These results suggest an alternative
approach to the study of late-time asymptotics near future timelike infinity i+ that
does not assume conformally smooth or compactly supported Cauchy data: In case
(I), our results indicate a logarithmically modified Price’s law for each £-mode. On
the other hand, the data of case (II) lead to much stronger deviations from Price’s
law. In particular, we conjecture that compactly supported scattering data on ¢~ and
#~ lead to solutions that exhibit the same late-time asymptotics on .# ™ for each £:

roel g+ ~ u=2asu — o0o.
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1 Introduction
1.1 Background and Motivation

In this paper, we study the early-time asymptotics, i.e. asymptotics near spatial infinity
i%, of solutions, localised on a single angular frequency £ = L, to the wave equation

Ogp o= =0 (1.1)

on the exterior of a fixed Schwarzschild (or a more general spherically symmetric)
background (.#);, gpr) under certain assumptions on data near past infinity. The most
important of these assumptions is the no incoming radiation condition on .# ~, stating
that the flux of the radiation field on past null infinity vanishes at late advanced times.
In addition, we will assume polynomially decaying (boundary) data on either a past-
complete timelike hypersurface, or a past-complete null hypersurface.

1.1.1 The Spherically Symmetric Mode

We initiated the study of such data in [12], where we constructed spherically sym-
metric solutions arising from the no incoming radiation condition, as a condition on
data on .# ", and polynomially decaying boundary data on a timelike hypersurface I'
terminating at i ~ (or polynomially decaying characteristic initial data on an ingoing
null hypersurface %j, terminating at .% ~).

The choice for these data, in turn, was motivated by an argument due to D.
Christodoulou [4] (based on the monumental proof of the stability of the Minkowski
spacetime [5]), which showed that the assumption of Sachs peeling [21, 22] and,
thus, of (conformally) smooth null infinity [19] is incompatible with the no incom-
ing radiation condition and the prediction of the quadrupole formula for N infalling
masses from i~. The latter predicts that the rate of change of gravitational energy
along .7 is given by ~ —1/|u|* near i®. Indeed, modelling gravitational radiation
by scalar radiation, we showed in [12] that the data described above lead to solutions
which not only agree with the prediction of the quadrupole approximation (namely
that r2(3,¢)?| s+ ~ |u|~* near i), but also have logarithmic terms in the asymp-
totic expansion of the spherically symmetric mode 9, (r¢q) as & is approached, thus
contradicting the statement of Sachs peeling that such expansions are analytic in 1/r.
More precisely, we obtained for the spherically symmetric mode ¢ that if the limit

lim  |ulrgg := &~ (1.2)
o0

Cinsu——

on initial data is non-zero (or, in the timelike case, if a similar condition on I" holds),
then it is, in fact, a conserved quantity along .# ~, and, for sufficiently large nega-
tive values of u, one obtains on each outgoing null hypersurface of constant u the
asymptotic expansion

logr — log |u|
3

3y (reo) (u, v) = —2M P~ + 007, (1.3)
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The Case Against Smooth Null Infinity IIl... Page 50of 117 12

In wide parts of the literature, it has been (and still is) assumed that physically rele-
vant spacetimes do possess a smooth null infinity and that, therefore, logarithms as in
(1.3) do not appear. The result of [12], in line with [5], thus further puts this assumption
in doubt. Furthermore, we showed in [13] that the failure of peeling manifested by
the early-time asymptotics (1.3) translates into logarithmic lafe-time asymptotics near
i+, providing evidence for the physical measurability of the failure of null infinity to
be smooth. We will return to the discussion of late-time asymptotics in section 1.3.

For more background on the history and relevance of peeling and smooth null
infinity, we refer the reader to the introduction of [12].

Finally, we note that the results from [12] were, in fact, obtained for the non-linear

Einstein-Scalar field system (G ., [g] = T,i{ [¢0]) under spherical symmetry and then,
a fortiori, carried over to the linear case (G ,,[g] = 0, Og¢pp = 0).

1.1.2 Higher £-Modes

Ultimately, we would like to develop an understanding of the situation for the Ein-
stein vacuum equations without symmetry assumptions (for which the spherically
symmetric Einstein-Scalar field system only served as a toy model) in order to close
the circle to Christodoulou’s original argument [4], which was an argument pertain-
ing to gravitational, not scalar, radiation. In particular, we would like to understand
the prediction of the quadrupole approximation, namely that the rate of gravitational
energy loss along .# * is given by —1/|u|* as u — —o0, dynamically, i.e. arising from
suitable scattering data, rather than imposing it on .#* as was done in [4]. In view of
the multipole structure of gravitational radiation, it thus seems to be necessary to first
understand the answer to the following question:

What are the early-time asymptotics for higher €-modes of solutions to the wave
equation Ug¢ = 0 on a fixed Schwarzschild background, arising from the no incoming
radiation condition, i.e., what is the analogue of (1.3) for £ > 0?

We shall provide a detailed answer to this question in this paper. Let us already

paraphrase two special cases of the main statements (which are summarised in sec-
tion 1.2). Statement 1) below corresponds to Theorems 1.3, 1.4, and Statement 2)
corresponds to Theorem 1.5.
1) Consider solutions ¢; to (1.1) arising from polynomially decaying data r*+'¢, ~
[tV as t — —o0 on a spherically symmetric timelike hypersurface I and the no
incoming radiation condition on .% ~. (See Figure 1.) Then, schematically, r¢¢| g+ ~
lu| =" along F+ as u — —oo, and the asymptotic expansion of d,(r¢¢) along
outgoing null hypersurfaces of constant u near spacelike infinity i° reads:

So(u) Se(u)

logr
Bu(rge) = S+ S 4 C

PERY;

+..., (1.4)

where C is a non-vanishing constant.

2) Alternatively, consider solutions ¢¢ to (1.1) arising from polynomially decaying
data r¢py ~ |u|~' as u — —oo on a null hypersurface € and the no incoming
radiation condition. (See Figure 2.) Then, schematically, r¢q| g+ ~ |u|~™nE+12) g¢
u — —o00,and the asymptotic expansion of d,(r¢¢) along outgoing null hypersurfaces
of constant u near spacelike infinity i® reads:
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12 Page60of117 L. M. A. Kehrberger

Fig.1 Schematic depiction of the data setup considered in 1): We consider polynomially decaying data on
a spherically symmetric timelike hypersurface I', and vanishing data on .# . The latter condition is to be
thought of as the no incoming radiation condition

o(u) logr
NESEELCEL S (15)
unless £ = 1, in which case we instead have that
o(u) 1(u) logr
0y (re) = frz +fr3 A (1.6)

In both cases, C is a generically non-vanishing constant.

By incorporating an rf-weight into the boundary data assumption (namely
rgelr ~ |t|71), we phrased statement 1) in such a way as to be independent
of the behaviour of the area radius r on I': Independently of whether r is constant
along T or divergent (e.g. r|r ~ |f]), the |¢|~'-decay of r**1¢ on I translates into
lu| =t~ decay of ¢ near .# ~, causing the logarithmic term in (1.4) to appear £ orders
later than in (1.5).

The difference between (1.5) and (1.6), on the other hand, is a manifestation of
certain cancellations that happen if r¢y ~ |u|~¢ on %,. Similar cancellations are
responsible for r¢, decaying faster on .# T than on %, in case 2). These cancellations,
together with the precise and more general versions of the above statements, will be
discussed in detail in section 1.2 below, see also Remark 1.4.

Let us finally remark that, even though higher £-modes thus decay slower than
the spherically symmetric mode near spacelike infinity, we still expect the leading-
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The Case Against Smooth Null Infinity IIl... Page 7 of 117 12

Fig.2 Schematic depiction of the data setup considered in 2): We consider polynomially decaying data on
a spherically symmetric ingoing null hypersurface %j,, and vanishing data on the part of .# ~ that lies to
the future of €,. The latter condition is to be thought of as the no incoming radiation condition

order asymptotics near future timelike infinity i ™ to be dominated by the spherically
symmetric mode in the two data setups described above, see also [13] and [3]. However,
in the case of smooth compactly supported scattering data on .# ~ and the past event
horizon 77—, it turns out that all ¢-modes can be expected to have the same decay
along # asi™ is approached. We will discuss this in detail in section 1.3, see already
Figures 3-5.

1.2 Summary of the Main Results

We now give a summary of the main theorems obtained in this paper. They are all stated
with respect to Eddington—Finkelstein double null coordinates (u, v) (3,7 = 1— 27M =
—ady,r). Let’s first focus on solutions to (1.1) supported on a single £ = 1-frequency.

1.2.1 TheCase £ = 1

Let I' C ) be a spherically symmetric, past-complete timelike hypersurface of
constant area radius function r = R > 2M.! Let £ = 1 and |[m| < 1, and prescribe
on I smooth boundary data for ¢y—1 = ¢; - Y1, that satisfy, as u — —oo,

! In fact, the theorem below also applies to spherically symmetric hypersurfaces I" on which r is allowed
to vary and, in particular, tend to infinity. We will show this in the main body of the paper.

@ Springer



12 Page8of117 L. M. A. Kehrberger

C
r2pilr — |7F| = Os(|u|~'7%) (1.7)

for some constant Cr and for some ¢ € (0, 1). Moreover, prescribe in a limiting sense
that

lim 3 (r¢)(w,v)=0, n=0,...,5 (1.8)
u—>—00

forall v € R. We interpret this as the condition of no incoming radiation from .# ~. We
then prove the following theorem, in its rough form (see Theorem 5.1 for the precise
version):

Theorem 1.1 Given smooth boundary data satisfying (1.7), there exists a unique
smooth (finite-energy) solution to (1.1) (restricted to the (1, m)-angular frequency)
in the domain of dependence of ' U .Z~ that restricts correctly to these data and sat-
isfies (1.8). Moreover, this solution satisfies along any spherically symmetric ingoing
null hypersurface:

lim r?8,(r¢1)(u, v) =0, (1.9)
lim 720, (-0, (ré1)) (u, v) = I}2[$], (1.10)

where 1 Eislt [@] is a constant which is non-vanishing as long as Cr is non-vanishing
and R/2M is sufficiently large, and we further have that

28, (r2 8, (rd1) (u, v) — I [11| = O (max(r™", [u] 7). (1.11)

In particular, r¢y decays like u2 towards 7.

The next theorem translates these results into logarithmic asymptotics along outgo-
ing null hypersurfaces in a neighbourhood of spacelike infinity. Let €}, be a spherically
symmetric, past-complete ingoing null hypersurface (e.g. v = 1). Prescribe on %j,
smooth data for ¢y—1 = ¢1 - Yy, that satisfy

lim r28,(r¢1) = C}’, (1.12)
u——00
28,20, (rd1)) — C2| = O(|u|™®), (1.13)

for some constants Cl(; ), Cl(f ) and for some & € (0, 1). Moreover, prescribe equation
(1.8) to hold in a limiting sense to the future of %, forn = 0, 1, 2. Then we have (see
Theorem 4.1 for the precise version):

Theorem 1.2 Given smooth data satisfying (1.12) and (1.13), there exists a unique
smooth solution to (1.1) (restricted to the (1, m)-angular frequency) in the domain
of dependence of €in U I~ that restricts correctly to these data and satisfies (1.8).
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The Case Against Smooth Null Infinity IIl... Page 9 of 117 12

Moreover, this solution satisfies, for sufficiently large negative values of u, the following
asymptotics as IV is approached along any outgoing spherically symmetric null
hypersurface:

oMl —2M [* F')du’

P20, d1) (. v) = — 0 — 2[" F'ydu! —

oo r
logr — log |u| _
2 1, log g

—am(c — 2MCi(n))r—2 +O0,

(1.14)
where F (u) is given by the limit of the radiation field r¢y on I,
2 &)
C. —2MC.:
F(u) := lim r¢(u,v) = —0— "7 4 5(|u|~27%). (1.15)
v—00 6|u|2

The asymptotics of r 1 near ¥+ can be obtained by integrating 9, (ré) from .#* and
combining (1.14) and (1.15). In particular, ifM(Ci(nz) - 2MCi(r})) # 0, then peeling
fails at future null infinity.

st

Theorem 1.2 applies to the solution of Theorem 1.1, with Ci(n] ) = 0and Ci(n2 V=1 fi 1 [P].
Remark 1.1 Let us already make the following observation: We recall from sec-
tion 1.1.1 that, in the spherically symmetric case (¢ = 0) studied in [12], the
initial u-decay of r¢y was transported all the way to ., that is, we had that
limy— o0 70 (t, v) ~ |u|~!. This fact was closely related to the approximate con-
servation law satisfied by 9, (r¢o).2 For £ = 1, we see that this is no longer the case:
The initial |u|~'-decay of r¢; translates into |u|~2-decay on .# .

This improvement in the u-decay on .# * can be traced back to certain cancellations
that happen if the |u|-decay of the data comes with a specific power: In fact, notice
from (1.15) that if Ci(nl) = 0, the u-decay of r¢; on .# T sees no improvement over its
initial decay. We will understand these cancellations in more generality in the theorems
below, see already equation (1.27) of Theorem 1.5 and the Remark 1.4. See also §4.4.3
for a schematic explanation of these cancellations.

1.2.2 The Case of General £ > 0

Let{ = L € Ng and |m| < L, let " be as in §1.2.1, and prescribe on I" smooth
boundary data for ¢py—; = ¢, - Y, that satisfy, as u tends to —oo,

c
rit e — ﬁ’ = Opya(u™'7) (1.16)

2 Recall that 3,3, (r¢g) = —2M (1 — 2. ’%.

@ Springer



12 Page 100f 117 L. M. A. Kehrberger

for some constant Cr and some ¢ € (0, 1), and prescribe again, in a limiting sense,
that for all v € R:

lim 0" (r¢p(u,v)) =0, n=0,...,L+4 (1.17)
u—>—0o0

Then we have (see Theorem 8.1 for the precise version):

Theorem 1.3 Given smooth boundary data satisfying (1.16), there exists a unique
smooth solution to (1.1) (restricted to the (L, m)-angular frequency) in the domain
of dependence of T' U ./~ that restricts correctly to these data and satisfies (1.17).
Moreover, this solution satisfies along any spherically symmetric ingoing null hyper-
surface:

lim (r20,)  / (r¢pp)(u, v) = 0, j=0,...,L, (1.18)
U——00

st

lim (20,) " rg) (. v) = 12 1], (1.19)

where I;isz [¢] is a constant which is non-vanishing as long as Cr is non-vanishing
and R/2M is sufficiently large, and we further have that

905 ) w, v) — 1P [$]] = O(max(r™, [u]~9)). (1.20)

In particular, r g decays like |u| =~ towards 7.

Remark 1.2 Theorem 1.3 also applies to boundary data on more general spherically
symmetric timelike hypersurfaces on which r is allowed to tend to infinity. See also
Theorems 6.1, 6.2.

Moreover, the proof can also be applied to any inverse polynomial rate for the
|u|-decay of the boundary data. In fact, if 7| — o0, one can more generally apply
it to growing polynomial rates, r“+¢; | ~ |u|~? for some p < 0, so long as the
quantity r¢y |r itself is decaying. This leads to some obvious changes in equations
(1.19), (1.20). (Schematically, if r“*'¢; |r ~ |u|~? along I, then r¢py ~ |u|~L=P
along hypersurfaces of constant v.)

Remark 1.3 Notice that the regularity required for the boundary data (Eq. (1.16)), when
restricted to L = 0, is higher than that of [12]. This is because, for general L > 0,
we need to work with certain energy estimates in order to obtain the sharp decay for
transversal derivatives on I', which is not necessary for the £ = 0-mode.

As before, the results of Theorem 1.3 translate into logarithmic asymptotics near
spacelike infinity: Prescribe on %j, smooth data for ¢y—; = ¢, - Y1, that satisfy

lim (r29,)"/ (r¢p) (u, v) =0, j=0,....L, (1.21)
20" rn) w, v) — 0 = O(u ) (1.22)
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for some constant Ci(nL’O) and some ¢ € (0, 1), and further prescribe equation (1.17)

to hold in the future of %, forn =0, ..., L + 1. We prove the following theorem in
its rough form (see Theorem 9.1 for the precise version):

Theorem 1.4 Given smooth data satisfying (1.21) and (1.22), there exists a unique
smooth solution to (1.1) (restricted to the (L, m)-angular frequency) in the domain
of dependence of €in U #~ that restricts correctly to these data and satisfies (1.17).
Moreover, this solution satisfies, for sufficiently large negative values of u, the following
asymptotics as SV is approached along any outgoing spherically symmetric null
hypersurface:

L6y 1™ g ogr — log )
(u _ ogr —log|u L
P20y v) =y T + = s +or "t h

i=0

(1.23)

(L) _
where the fl.(L) are smooth functions of u which satisfy f;(u) = IfIiL*" +O(Ju|~LFi=#)

future, k’%r
"

or some explicit numerical constants (L), and I,_ is an explicit constant

. P i =L P

(L,0) I
.In

in

which can be expressed as a non-vanishing numerical multiple of M and C
addition, we have that

1~ (L.0)
. _ *~in —L—1-¢
Jim rgr () = S + 0™, (1.24)

Now, while Theorem 1.3 generalises Theorem 1.1 in every sense, Theorem 1.4 does
not fully generalise Theorem 1.2 since it excludes initial data that satisfy

lim [r20,15 7 (r¢pp) = CLLIFD (1.25)
U—>—0o0
. . (L)) (L,1) - L.
for j =0, ..., L and non-vanishing constants G If only C,.,” "’ is non-vanishing,

then, in fact, the above theorem remains valid, albeit with some modifications to
logr

f ,
the f;(u#) and to the constant / ziz r [¢]. More generally, however, we have the
following:
Instead of (1.21), (1.22), prescribe on %}, that

Cin
rpP

rép(u, 1) — =0,(r r7% (1.26)

for some ¢ € (0, 1], a constant Cj, # 0, and for some p € Ny (p = 0 is per-
mitted). Moreover, assume the no incoming radiation condition (1.17) to hold for
n=1,...,L+ 1. Then we have (see Theorem 10.1 for the precise version):
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Theorem 1.5 Given smooth data satisfying (1.26), there exists a unique smooth
solution to (1.1) (restricted to the (L, m)-angular frequency) in the domain of depen-
dence of Gin U I~ that restricts correctly to these data and satisfies (1.17). Define
ro := |u| — 2M log |u|. Then the limit of the radiation field satisfies

O(rg "), if p<Landp #0,
C(L, p)-Cinrg "+ Oy "), ifp>Lorp=0,
(1.27)

vlggordmu, v)=Fu) = {

for some smooth function F (1) and some non-vanishing numerical constant C(L, p).

Moreover, if p < L, this solution satisfies, for sufficiently large negative values of
u, the following asymptotics as #+ is approached along any outgoing spherically
symmetric null hypersurface:

p—1 .(L,p) future,r2+P—L

: 1 1 —1

r29,(répr) (u, v) = Z J; : w) + =L [¢]dogr — log u) +0 ] ,
i rpP rpP

i=0
(1.28)

where the fi(L’p) are smooth functions which satisfy fl.(L’p) = ﬁ(r()_p+i+l_8) ifi <
p— 1, and fl.(L’p) = ,31»(L’p) + ﬁ(ro_s) for some constant ,Bi(L’p) ifi = p—1

future,r2+P—L . .. .
I,-, [¢] is a non-vanishing constant which depends on p, L, Ci, and M.

On the other hand, if p > L, then

max(L,p—1)

(L,p)
P, v) = Y Ji .(”)+ﬁ( logr ) (1.29)

i rmax(L+1,p)
i=0

where the f,-(L’p) are smooth functions which satisfy fi(L’p) = ﬁ’(r()_p+i+1_8) ifp=1L
and i < L — 1, and which satisfy fl.(L’p) = IBi(L’p)rO_’H”Jrl + ﬁ(ro_p'H_S)fW some

constants ,Bl-(L’p) otherwise (i.e.if p=L=i,p=L=i+1,0rifp > L)
Some remarks are in order.

Remark 1.4 Notice the different behaviour in the cases p < L, p = L and p > L in
Theorem 1.5. We want to direct the reader’s attention to the following points:

— Equation (1.27) shows that if 0 # p < L, then there is a cancellation and
limy_, 5o (r¢pp ) (u, v) decays faster in u than r¢y, (u, 1). See §4.4.3 for a schematic
explanation of these cancellations. Such cancellations do not happen if p = 0 of
p > L. Moreover, they can be viewed as Minkowskian behaviour, i.e., they can
already be seen if M = 0. In fact, in the course of the proof of Theorem 1.5, we will
derive simple and effective expressions for solutions of [y, = 0 on Minkowski
arising from the no incoming radiation condition and initial datar ¢y (u, 1) = C/rP
(see Proposition 10.4).
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— In view of (1.29), we see that “the first logarithmic term” in the expansion of
r23,(r¢pr) appears at order r—?~!logr unless p = L, in which case it appears
one order later. In particular, it never appears at order r ! log r.

Remark 1.5 The proof of Theorem 1.5 can be generalised to positive non-integer p
in (1.26) (and even to certain negative p). However, if p ¢ {1,..., L}, we expect
no cancellations of the type above to occur. On the other hand, if we assume, for
instance, that r¢y (u, 1) ~ r~? logr initially, then the same cancellations occur in the
range p € {l,...L}, and one will obtain that r¢p| s+ ~ |u|" P if p € {1,...,L}
andr¢r| s+ ~ |u|~? log |u| otherwise. This observation will be of relevance in future
work.

Remark 1.6 All of the above theorems make crucial use of certain approximate con-
servation laws. These are generalisations of the Minkowskian identities

0 (220200 rg0) =0, 0 (220700 ) =0,

and have been used in a very similar context in the recent [3], see also [15]. See already
section 3.4 and section 7 for a discussion and derivation of these in the cases £ < 1,
£ > 0, respectively. The reason why we stated Theorems 1.4 and 1.5 separately is
that the former can be proved in a rather simple way using the second conservation
law, i.e. by propagating the initial decay for (+28,)**! (r¢¢) in v, whereas, in order to
prove Theorem 1.5, we will need to use the conservation law in the u-direction.

Remark 1.7 The constants Ig":tzre’f [¢] appearing in the above theorems are modified

Newman—Penrose constants. These are closely related to the approximate conservation
laws mentioned before. We will discuss this further in the next section.

Remark 1.8 One can generalise all of the above theorems to hold on more general
spherically symmetric spacetimes such as the Reissner—Nordstrom spacetimes in the
full physical range of charge parameters |e¢| < M. In the extremal case |e| = M, one
can moreover apply the well-known conformal “mirror” isometry to obtain results on
the asymptotics near the future event horizon 21, see section 2.2.2 of [12].

1.3 Future Applications: Late-Time Asymptotics and the Role of the Modified
Newman-Penrose Constants

The approximate conservation laws mentioned in Remarks 1.6, 1.7 are closely related
to the ¢-th order Newman—Penrose constants Iy[¢] defined on future and past null
infinity, respectively (see also the original [17, 18], and, more tailored to our context,
[2, 3] and section 7 of the present paper). In fact, these £-th order Newman—Penrose
constants play an important role in the study of both early-time asymptotics (near
i%) and late-time asymptotics (near i+) of fixed-¢ solutions to the wave equation on
Schwarzschild.

While the question of early-time asymptotics has not been investigated much else-
where, the study of late-time asymptotics has been an active field for decades. The
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most prominent result in this line of research is the so-called Price’s law [10, 20],
see also [14]. Price’s law states that smooth, compactly supported data on a Cauchy
hypersurface (i.e. data with trivial early-time asymptotics) for fixed angular frequency
solutions ¢¢—=; = Yrm@Lm to the wave equation (1.1) generically lead to the fol-
lowing asymptotics near future timelike infinity i T (we suppress the m-index in the
following):

—2—L —2L-3 —2L-3
ropl g+ ~u s L lr=constant ™~ T , dLlp+ ~ v (1.30)

along future null infinity, hypersurfaces of constant r, and the event horizon %,
respectively. This statement has been satisfactorily proved in the recent works [1-3],
see also [11] and [15]. (For earlier rigorous works on pointwise upper bounds (not
asymptotics), see [8, 9] as well as [16].) We also refer the reader to these papers for
more general background and motivation for the study of late-time asymptotics.

The question of late-time asymptotics for compactly supported Cauchy data
has thus been completely understood. Similar results have been obtained for non-
compactly supported data, but in that case, it has typically been assumed that the data
are conformally smooth. However, if one’s motivation for studying late-time asymp-
totics comes from gravitational wave astronomy (i.e. the hope that some devices will
eventually be able to measure these asymptotics), then the assumption of smooth com-
pactly supported (or conformally smooth) data on a Cauchy hypersurface becomes
questionable — as long as one accepts the general framework of an isolated system.
For, if one assumes that the gravitational waves emitting system under consideration
has existed for all times, then it will certainly have radiated for all times: Thus, a
spacetime describing this system cannot be expected to contain Cauchy hypersurfaces
with compact radiation content. On the other hand, the data considered in [12] and the
present paper have a clear physical motivation® and, thus, seem like a more reasonable
starting point for the question of physically relevant late-time asymptotics.

Motivated by this, we shall now discuss consequences that our results from sec-
tion 1.2 have on late-time asymptotics. It turns out that one can gain a simple, intuitive
understanding of these in terms of the aforementioned Newman—Penrose constants.

1.3.1 The Timelike Case: A Logarithmically Modified Price’s Law for All £

Let’s assume that we have a spherically symmetric timelike hypersurface I" that has
constant area radius near i~ and terminates at s#*. (Note that, if we chose T to
terminate at i 7, then we would have to essentially prescribe the late-time asymptotics
as boundary data on I". On the other hand, if we choose I to terminate at .7 +, then it
will turn out that the leading-order late-time asymptotics are completely determined
by the data’s behaviour near i . In particular, they do not depend on the extension of
the data towards .72 ".) Consider first the spherically symmetric mode, and prescribe
smooth data for it which, near past timelike infinity i —, behave like r¢g = Clu |_1 +
O(lu|~17¢), and which smoothly extend to the future event horizon .7 *; and impose

3 In addition to the remarks at the beginning of the paper, see also sections 1 and 2.1 of [12] for a more
detailed discussion of the physical motivation.
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the no incoming radiation condition on .# ~. Then the results of [12] show?* that the
past Newman—Penrose constant exists and is conserved along .% ~:

gl = 1ir900r23u(r¢0)7so. (1.31)

Moreover, we showed that the finiteness of the past N-P constant, together with
the no incoming radiation condition, implies that, even though the future Newman—
Penrose constant vanishes (limy_ oo 729, (r¢o) = 0), alogarithmically modified future
Newman-Penrose constant exists and is conserved along .# *:

future, ]°g3r 3

Iy " [¢]:= lim ﬁampo) —2MI}2[6] # 0. (1.32)

vV—>00

In [13], we then applied slight adaptations of the methods of [2] to show that
this logarithmically modified Newman—Penrose constant completely determines the
leading-order late-time asymptotics near i :

1 f oy logu

reo(u, 00) = 2 Iy " lpl— +0W™), (1.33)
future, 102" 1

Go(u, vr(u)) = —1Z e [cb]o% +0G), (1.34)
1 future, lo%’ 1

B0, v) =312y " Bl + O, (1.35)

along .#*, hypersurfaces of constant R, and 7%, respectively.” In particular, the
leading-order late-time behaviour is independent of the extension of the data towards
T and only depends on the behaviour of the data near i ~. We called this a loga-
rithmically modified Price’s law for the £ = 0-mode.

Consider now the £ = 1-case. If we assume data as in Theorem 1.1 and smoothly
extend them to 5# T, then we obtain that the past N—P constant of order £ = 1 exists
and is conserved along .% ~:

Ipast j[¢] o liglmrzau(rZBM(r¢1) + Mr¢y) = EIPOO r2au(r28u(r¢1)) # 0.
(1.36)

It then follows from Theorem 1.2 that the decay encoded in (1.36) (namely, r¢; ~
u~?), along with the no incoming radiation condition, implies that the future N—P con-
stant vanishes, but that a logarithmically modified future Newman—Penrose constant
of order £ = 1 exists and is conserved along .# T (see also Theorem 4.2 in §4.4):

4 In fact, we only showed in [12] that limy,—s oo |u|r¢g is finite. However, it follows directly from
Lemma 5.1 therein that limy—s _oo [ulrg¢g = limy— —co [u2T(rdg) = limy—s _oo 284 (r¢p), since
R (reo) < r 2L Alternatively, one can also refer to Thm. 1.3 of the present paper.

5 Notice that the (u, v)-gauge used in this paper is related to that of [13] by (u, v) = (u/2,v'/2).
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Fig.3 Schematic depiction of the situation of §1.3.1: Given smooth data for r¢, on I' which decay like 1/¢
near i, the solution decays like u=t1 near 7~ by Thm. 1.3 and has finite logarithmically modified N-P
constant on .#+ by Thm. 1.4. The depicted late-time behaviour near i+ should follow from the methods
of [3] and should be independent of the data’s extension towards .72+

future, logr 3

Loy I81= Jim a9 — Mrgn = 4AMIZIGL - (137)

One should then be able to combine the results above with those of Angelopoulos—
Aretakis—Gajic [3], with adaptations exactly as in [13] (which combined the results
of [12] and [1, 2]), in order to obtain near i *:

logu

réiu,00) = Cr—5-+ Ow™), (1.38)
1

911 vR (W) = Cr—g™+ 0, (139)
I

91(00,v) = Cr—= + O™, (1.40)

where C1, C are given by numerical multiples of gkfl’fumre [¢]. In particular, these
constants C1, C should be independent of the extension of the data towards 57 +.
Thus, we would obtain a logarithmically modified Price’s law for £ = 1 (cf. §4.4.2).

In fact, we expect the same structure to hold in the case of general £ = L. The
data of Theorem 1.3 lead to solutions which have finite L-th order past N-P constant
and, by Theorem 1.4 (see also Theorem 9.1), have a finite logarithmically modified
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. logr

L-th order future N—P constant / éitzre’ r [¢], see §7 for the definition of these. In
other words, Theorems 1.3 and 1.4 prove the precise analogues of (1.36) and (1.37)
for general £ = L. In view of the remarks above, one should then be able to recover a
logarithmically modified Price’s law for each € from this. See Figure 3.

What would be more difficult, however, is to show such a statement for fixed, finite
regularity of ¢, instead of assuming smoothness or regularity that is dependent on L.
We therefore make the following conjecture:

Conjecture 1 Prescribe data for ¢ on T that have sufficient but fixed, finite regularity
and which satisfy rt¢,; ~ t~' as t — —oo for all £. Moreover, prescribe the no
incoming radiation condition on . ~. Then there exists an £y € N, increasing with
the prescribed regularity of the data, such that, for all £ < £y, the £-modes ¢, of the
corresponding solution will exhibit the following late-time asymptotics near i+ :

roy Lﬂ‘*’ ~ M—Z—Z logu, D¢lr=constant ~ '(_22_3 log T, o)) |._%”+ ~ U_2£_3 logv.
(141)

Moreover, the projection onto higher £ > £o-modes ¢¢~ ¢, satisfies the upper bounds

2ty —209—3—
r¢€>€o|f+ =0(u 0 5)’ ¢K>Zo|r=constant =0(t 0 8)7

bo=to| o+ = O@W™20737%) (1.42)

for some ¢ > 0. If the data are chosen to be smooth, then £y can be chosen to be co.

See also the comments in §9.5.

A proof of the above conjecture would require revisiting the proof of Thm. 1.3 since,
as stated, Thm. 1.3 requires boundary data regularity increasing in angular frequency
L. However, if one imposes fixed, finite regularity, it should still be possible to extract
weaker decay (compared to that of Thm. 1.3) from the methods of the proof that is
consistent with (1.42). On the other hand, once these modifications are understood,
one should be able to directly apply the methods of [3], with modifications as in [13],
to prove the conjecture.

It would also be interesting to find a definitive answer to the question whether or
not the rate (1.42) can be improved without assuming additional regularity.

We finally note that, on the one hand, if the 1/7-decay on initial data is replaced
by any integrable decay rate, then the logarithms in (1.41) would disappear and we
would expect the usual Price’s law tails. On the other hand, if one considers a timelike
hypersurface I" on whichr|r — coasu — —o0, say, r|r(u) ~ |u|, and only imposes
rgelr ~ |t|7Y, then the expected modifications to Price’s law are much more severe
and exactly as in the null case with p = 1. We will discuss this latter case now.

1.3.2 The Null Case: More Severe Deviations from Price’s Law

In contrast to the timelike case, it turns out that the data considered in Theorem 1.2,
which were posed for the £ = 1-mode on an ingoing null hypersurface (r¢1lg, ~

Ci(n1 ) lu| ™), generally lead to a non-vanishing future Newman—Penrose constant
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L] = lim r20, (20, (rg1) — Mrepy) # 0 (1.43)

if Ci(ri) # 0, cf. Theorem 4.2. In this case, one recovers the following late-time asymp-
totics (provided that one smoothly extends the data to Z1):

roil g+ ~u 2, b1lr=r ~ T4, D1l ~ v, (1.44)

with the leading-order asymptotics only depending on Iéf“:“]“e[m. These late-time
asymptotics are one power worse than the Price’s law decay (1.30) for compactly
supported data and have also been derived in [3].6

In the case of general £ > 1, however, the situation is more subtle: The data
considered in Theorem 1.5, i.e. r¢pp (u, 1) ~ |u| =P, lead, for p < L # 0, to solutions
where the usual Newman—Penrose constant is infinite, / quztire[qb] = 1im r29,®;, = oo,
where @, is defined in section 7, Eq. (7.8). Instead, the following (L — p)-modified
Newman—Penrose constant remains finite and conserved along null infinity (see also
Thm. 10.1):

I;ggre,r27L+p [¢] := lim r2—L+[73Uq>L #+0. (1.45)

vV—>00

With the decay encoded in (1.45), which is L — p powers worse than in the case of
finite unmodified N-P constant, we expect that one can further modify the methods of
[3] to then derive late-time asymptotics near i ™ which are L — p + 1 powers slower
than the Price’s law decay (1.30) and which do not depend on the data’s extension
towards # " (see Figure 4), provided that the solution is smooth. Cf. the comments
in §10.9.

Analogously to Conjecture 1, we also make the following conjecture for the finite
regularity problem:

Conjecture2 Let 1 < p € N, and prescribe data for ¢ on €, that have sufficient but
fixed, finite regularity and which satisfy r¢pp ~ |u|=P asu — —oo for all £. Moreover,
prescribe the no incoming radiation condition on .9 ~. Then, forall £ > p > 0,” the £-
modes ¢y of the corresponding solution will exhibit the following late-time asymptotics
near it along 9 :

réel g+ ~uP7 (1.46)

Moreover, there exists an £y € N, increasing with the prescribed regularity of the data,
such that, away from Z, and for some & > 0,

6 In fact, the authors of [3] first derived late-time asymptotics for data with 1 ef‘;“l’re [¢] # 0, and then
showed that solutions ¢ arising from smooth compactly supported data can generically be written as time
derivatives of solutions ¢T that satisfy / Zf“:“l‘re [¢T] # 0. They then showed that time derivatives decay one
power faster, which proved Price’s law.

7 For ¢ = p — 1, one would obtain a logarithmically modified Price’s law (1.41), and, for £ < p — 1, one
would generically obtain the usual Price’s law behaviour (1.30).
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Fig. 4 Schematic depiction of the situation of §1.3.2: Given data for r¢py on €, which decay like 1/u”
near .# ~, the solution has finite (£ — p)-modified N—P constant (see (1.45)) on .# T by Thm. 1.5, provided
that p < £. We also depicted the conjectured late-time behaviour near i +

¢/Z|r=c0nstunl ~ T—l—p—Z’ (bKL%”* ~ v—Z—p—Z’ for all € € {P, ceey Z0}, (147)
Go=tolr=constant = OT OTPTIE) @y g | v = O(u~ 0P8y, (1.48)

If the data are chosen to be smooth, then £y can be chosen to be 0.

Remarkably, if one takes p = 1in (1.26), then the asymptotics (1.46), (1.47) for £ > 1
would still be a logarithm faster than the ones for £ = 0, (1.33)—(1.35), despite the
decay of 9, (r¢¢) towards spatial infinity being slower for £ > 0 than for £ = 0.

We note that even if one is willing to assume smoothness, then the modifications to
[3] needed to prove (1.47) are different than those of [13], as one now has to deal with
a difference in integer powers in decay. (In [13], we treated non-integer modifications
in decay.) We expect that one should be able to use time derivatives, rather than time
integrals, of our solutions to reduce to the cases treated in [3], and then integrate the
asymptotics of these time derivatives from i T to obtain the asymptotics of the original
solution. (This would be the opposite procedure of that described in footnote 6.)

In contrast, the fixed, finite regularity problem, i.e. a proof of Conjecture 2, would
require much more elaborate modifications. In fact, since we conjecture the precise
late-time asymptotics for all € in (1.46), one would now also have to modify the
methods of [3] since the procedure outlined in the previous paragraph would, again,
require regularity that is increasing in £. We also want to point out that, since the
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conjectured asymptotics (1.46) along . are independent of £, an understanding of
the fixed, finite regularity problem would be all the more important for applications!

1.3.3 Compactly Supported Scattering Data on .77~ and . ~

One final natural configuration of data we want to consider is the case of smooth,
compactly supported scattering data on .# ~ and the past event horizon .7~ . In order
to apply our results, we can, without loss of generality, assume that the data on 7~
are vanishing (this can be achieved by restricting to sufficiently large negative values
of u). Similarly, we can assume, without loss of generality, that the data on ¢~ are
supported in v; < v < 1. If we then integrate the wave equation satisfied by the
radiation field r ¢, namely

M\ [—L(L+ 1) oM
00y (repr) = (1 — 7) (r—2”¢L — r—37¢L) , (1.49)

from v = vy to v = 1, we obtain that, generically, 9, (r¢o) (u, 1) ~ r~3if L = 0 and
3u(ror)(u, 1) ~r=2if L > 1. More precisely, one can derive from (1.49) that if the
data on ¥~ are given by r¢ (—o0, v) =: G(v), then

1

P ), 1) = —L(L + 1)/ Gydv+ 6¢—Y. ifL >0,
1

P (o), 1) = —2M/ G dv+ 6¢-). ifL=0,.

See also §2.2 and §6 of [12] for a detailed discussion of this restricted to the spheri-
cally symmetric mode. Thus, since the integrals above are non-vanishing for generic
scattering data G, one can show that Theorem 1.5 applies, with (generically) p = 2 if
L=0andwithp =1if L > 1.

The results of Theorem 1.5 then show that if L = 0, then limy_, o 739, (r¢po) < o0,

. . future, 2~ L+1 . . c g
whereas if L > 1, then, generically, /,_; [¢] is finite and non-vanishing.

Therefore, if L = 0, one obtains the following late-time asymptotics near i [3]:

rgolsr ~u"2 Golrmr ~ T, ol ~v 7. (1.50)

On the other hand, if L > 0, then, since p = 1, Conjecture 2 would imply that,
generically,

roLlgr ~u"2 grl=r ~ T L3 prler ~ v (1.51)

We are thus led to a third conjecture (see Figure 5):

Conjecture 3 Consider compactly supported scattering data on 7~ and 9~ for
(1.1), supported on all angular frequencies, with sufficient but finite regularity. Then
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Fig.5 Given compactly supported scattering data for r¢y on .7~ and .# —, the solution generically decays
like 1/u near .# — (away from the support of the data) unless £ = 0. It thus has finite (£ — 1)-modified N-P
constant (see (1.45)) on .#+ by Thm. 1.5. We also depicted the conjectured late-time asymptotics for all
=0

there exists an £y € N, increasing with the prescribed regularity of the data, such that,
away from Z, and for some & > 0,

@elr=constant ~ r—l—p—2’ ¢Z|¢%”+ ~ U—E—p—2’ forall€ €{0,..., Lo}, (1.52)

¢E>Zo|r:constant = ﬁ(r—eo—P—Z—S)’ ¢Z>Eo|%+ = ﬁ(v—io—p—Z—s). (153)
On the other hand, along future null infinity ., we have the asymptotic expression

14

rglor =Y Com Yom(® $)u~> + o(u™?) (1.54)

(=0 m=—¢

for some constants Cy,, which can be computed explicitly from the scattering data on
I~ and which are generically non-zero.

The asymptotics (1.54) would be in stark contrast to the usual expectation that the
asymptotic behaviour on .# T, i.e. the physically measurable behaviour, is dominated
by low frequencies. It would therefore also be interesting to find the precise form of
the constants Cy,, to see how much each frequency contributes. We leave this, as well
as the resolution of Conjectures 1-3, to future work.
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1.4 Structure and Guide to Reading the Paper

This paper is structured as follows: We first recall the family of Schwarzschild space-
times and recall some geometric preliminaries in §2. We then recall relevant results
on the wave equation on a Schwarzschild background in §3.

The rest of the paper is divided into two parts: In part I, which comprises sections 4—
6, we focus solely on the £ = 1-case. This part is written with an emphasis on being
instructive and providing intuition for the main results and some (but not all) of the
methods used to prove them, which might otherwise be camouflaged by the large
amount of inductions in the case of general £. In part II, which comprises sections 7—
10, we then develop a more systematic approach for the case of general £.

Part I is structured as follows: In §4, we treat the case of data on an ingoing null
hypersurface and prove Theorem 1.2. In §5, we then treat the case of boundary data
on a timelike hypersurface I" of constant area radius and prove Theorem 1.1. We shall
explain how to lift the restriction to constant area radii and treat boundary data on
more general spherically symmetric hypersurfaces in §6.

Part I1 is structured as follows: In §7, we derive the higher-order approximate con-
servation laws for general £-modes and the associated higher-order Newman—Penrose
constants. Equipped with these, we then consider the case of boundary data on a hyper-
surface I" of constant area radius and prove Theorem 1.3 in §8. The generalisation
to more general I" proceeds similarly to the one in §6 and is left to the reader. The
last two sections, §9 and §10, again concern data on a null hypersurface. In §9, we
consider the fast initial decay implied by Thm. 1.3 and prove Theorem 1.4. Section 10
then generalises these results to slowly decaying data (using different methods) and
contains the proof of Theorem 1.5. Various inductive proofs of statements made in
part IT are deferred to the appendix A.

Depending on the reader’s taste, she can either begin with a thorough reading of
part I and then skim through §7-§9 of part II and carefully read §10, which introduces
an approach not presented in part I.

Alternatively, she can skip directly to part IT and occasionally refer back to part I for
details, e.g. on the treatment of boundary data on a timelike hypersurface of varying
area radius in §6.

In any case, an effort was made to make each section of the paper as self-contained
as possible.

2 Geometric Preliminaries
2.1 The Schwarzschild Spacetime Manifold

The (exterior of the) Schwarzschild family of spacetimes (A, gpr), M > 0,8 is
given by the family of manifolds

My =R x M, 00) x S?,

8 For M = 0, one recovers the Minkowski spacetime, to which all the results of the paper apply as well.
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covered by the coordinate chart (v, 7,0, ¢), withv € R, r € (2M, 00), 0 € (0, )
and ¢ € (0, 27), where (6, ) denote the standard spherical coordinates on S?, and
by the family of metrics

gu = —D(r)dv? + 2dvdr + r2(d6? + sin? 6 dp?), 2.1)
where
oM
Dir)=1-"—. (2.2)
r

Upon introducing the tortoise coordinate r* as
r
r*(r) := R +/ D'ty dr’ (2.3)
R

for some R > 2M, and defining
ui=v—r-, 2.4)

one obtains a double null covering (u, v, 0, ¢) of Ay, with u € (0o, 00), v €
(—00, 00). In these coordinates, the metric takes the form

gm = —4D(r) dudv + r*(d6* + sin® 0 dg?). (2.5)

Throughout the remainder of this paper, we will always work within this (u, v)-
coordinate system.

From the definitions (2.3), (2.4), it follows that 9, = —d,r = D and that, for
sufficiently large values of r:

[r—(—u)+2Mlogr| = 0(1). 2.6)

The estimate (2.6) will be used frequently throughout the paper.

The vector field T = 9, + 9, is a Killing vector field, the static Killing vector field
of the Schwarzschild spacetime, which equips (.#3s, gar) with a time orientation.

While the metric (2.5) in double null coordinates (#, v) becomes singular near
u = oo, we see from the form (2.1) that one can smoothly extend (.#ys, gp) to
and beyond “u = 00” in (v, r)-coordinates. The set “u = 00” is referred to as
HT, or future event horizon, and the region beyond it as the black hole region of
the Schwarzschild spacetime. Similarly, one can extend (.#y;, g)) to and beyond
“v = —00” (denoted 77°~) by working in coordinates (u, r).

One the other hand, we will often consider functions f € C°°(.#};) such that
the e.g. the limit limy_, o f(u, v, 6, ) exists and is continuous in u, # and @. In
these cases, we will interpret the limit as living on the abstract set {u, v = o0, 8, ¢},
which we well refer to as future null infinity or .# . Similarly, past null infinity .% ~
corresponds to the set of points {y = —o0, v, 6, ¢}. One can think of these sets as
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being attached to .# as boundaries, but the differentiable structure of this extension
plays no role in this paper. See Figure 6.
We introduce two null foliations of ., : A foliation by ingoing null hypersurfaces

Co=v = My N{v ="V}, 2.7
and a foliation by outgoing null hypersurfaces
Cu=y = My N{u=U}. (2.8)

We will often just write 6y instead of 6,—y, and, similarly, ¢y instead of €=y . It
will always be clear from the context whether we refer to ingoing or outgoing null
hypersurfaces. Moreover, if f : R — (2M, 00) is a smooth function of u, we shall
denote by I' f the following timelike hypersurface:

Uy =y {v=ror,(w} (2.9)
where vr () is defined via

vr, (W) —u = 2r*(f ().

In the special case where f(u) = R > 2M is a constant, we simply write I'y = I'g
and ry (u) = vr(u).

In the sequel, we will drop the subscript M in .#; and g, and we will frequently
quotient out the spheres for a given spherically symmetric subset of .# without writing
it (for instance, we will denote the set of all points (u, v) s.t. (4, v, 6, ¢) € I'gr by g,
t00).

2.2 The Divergence Theorem

Let & be any simply connected subset of .# with piecewise smooth boundary 9 2. If
J is a smooth 1-form, then we have by the divergence theorem:

/divJ:/ J -nyg (2.10)
9 09

Here, ny4 is the normal to 92, and integration over the canonical volume form is
implied. If 0 Z contains null pieces, then there is no canonical choice of volume form
or normal on these. In this case, we shall choose the product of volume form and normal
in such a way that the divergence theorem (2.10) applies (using Stokes’ Theorem). For
instance, if A is the region bounded by I'r N {11 < u < uz}, 6,, N{vr(u1) < v < 2},
Gu, N {vr(U2) < v < w2} and 6, N {u1 < u < uy}, then we have

/ r2d(u+v)dQJ-(8u—av)+/ r2dvdQJ -9,
FrN{uy <u<us}

Cuy Mvr (1) =v=v)}
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1'7:_

Fig. 6 Depiction of the Schwarzschild manifold .. Also depicted is the region A in which we apply the
divergence theorem (2.11)

=/ r2dudQJ -9, + / r2dvdQ J - 9,
G, M1 <u=us} Cuy MR (U2) <v=02}

—/ 2Dr? du dvdQdivJ, 2.11)
A

where d2 = sinf df dg is the volume form of the unit sphere. See Figure 6 for a
depiction of this region.

2.3 Frequently Appearing Integrals

We conclude this section with a computation of an integral that makes frequent appear-
ances in this paper:

Lemma2.1 Let N, N' € Nwith N > N’ + 1. Then

wopN N N’ —k N/+1 .
(N -1 /_oo |u’|N du’ = |u|N*1 Z |u|N 1—k l—[ (1 tow ))

(2.12)
Proof The proof is straight-forward, but nevertheless provided in the appendix A.1. 0O
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3 Generalities on the Wave Equation
In this section, we collect some important facts about the wave equation
O¢¢p := V'V, =0 3.1

on a Schwarzschild background, where V denotes the Levi—Civita connection of g.

3.1 Existence and Uniqueness

We recall the following two standard existence results:

Proposition 3.1 (Existence for characteristic initial data) Let f € C*°(%,, N{u; <
u <uz})and h € C®(6,, N{v1 < v < v2}) be two smooth functions satisfying the
usual corner condition. Then there exists a unique smooth function ¢ : A N {v; <
v<uv,u <u<uy}— Rsuchthat

¢|(5u1 Nur<u<uz} = /s ¢|%7ulﬂ{v1§v§v2} =h,

and
U0 =0.

Proposition 3.2 (Existence for mixed characteristic/boundary data) Let f € C*°(I'gN
{ur < u < uz}) and h € C®(6,, N{vgr(u1) < v < v2}) be two smooth functions
satisfying the usual corner condition. Then there exists a unique smooth function
¢ MN{u <u<up,vr(u) <v < vy} = R such that

lrentui<u<uz) = [ ¢|(Ioﬂu1ﬂ{v1e(u1)§v§v2} =h,

and

Oe¢p = 0.

3.2 The Basic Energy Currents

We define, with respect to any coordinate basis, and for any smooth scalar field f €
C° (M), the following energy momentum tensor:

1
Tynlf1 =8 [0 f = 5 8un0* 0

Moreover, if V is any smooth vector field on ., we define the energy current J " [ £]
according to

JV1¢) == TIp1(V, ).
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With the divergence theorem (2.10) in mind, we compute

div/V[f1=K"[f1+ &V If], (3.2)

where
KY[f1:=TV,V,, (3.3)
EVIfl:=V(HOgf. (3.4)

Note that KV[f] vanishes if V is Killing (in view of the symmetry of T), whereas
&V f] vanishes if f is a solution to the wave equation. Thus, K V[ f] measures the
failure of V to be Killing and &V [ f] measures the failure of f to solve the wave
equation.

3.3 Decomposition into Spherical Harmonics

One can decompose any smooth function f : .# — R into its projections onto
spherical harmonics,

(0.¢]
f=> fe=e,
=0
such that
m=t'
Je=o @, 0,0,0) = D" fom(, v)Yen®,¢),
m=—

where the Y, are the spherical harmonics. These form a complete basis on L*(S?) of
orthogonal eigenfunctions to the spherical Laplacian Ag, with eigenvalues —¢/(¢/41).
In particular, in view of the spherical symmetry of the Schwarzschild spacetime, if ¢
solves Llg¢p = 0, so does ¢y—:

Dg(P =0 = Dg(ﬁg:L =0

for any L > 0. In the sequel, we will frequently suppress the m-index of ¢g, (u, v)
and just write ¢, instead.
Finally, we recall the Poincaré inequality on the sphere:

Lemma3.1 Let L > 0, and let fi>; € C%(S?) be supported only on £-modes with
¢ > L. Then

1 1
[ rrans-py [ fer boserin= gy [ Woseten
§? s? s?
(3.5)
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3.4 The Commuted Wave Equations and the Higher-Order Newman-Penrose
Constants

In the double null coordinates (2.5), the wave operator [, acting on any scalar function
f takes the form

iy f 1

1 1
Oof =—=p=+-0f = -0/ + Zhaf. (3-6)

Hence, if ¢ solves the wave equation [1,¢ = 0, then we obtain the following wave
equation for the radiation field r ¢ (recall that 0,r = D = —d,r):

2M D
3

D
040y (r) = r—2AS2 (r¢) — re. (3.7

Notice that if we restrict to the spherically symmetric mode r¢¢—o, this gives rise to
the approximate conservation law

2MD
0udu(reo) = ——3—r¢o. (3-8)

This equation (3.8) is closely related to the existence of conserved quantities along
null infinity, the so-called the Newman—Penrose constants

LG 1)) = Jim 28, (ro) (u. v), (3.9)
P19 () i= lim_ r29,(r¢o) (. v). (3.10)

which, under suitable assumptions on ¢, remain conserved along . +, 7, respec-
tively. Equation (3.8) (or rather, the non-linear analogue thereof) played a crucial role
in proving our results from [12] and is, in fact, ubiquitous in the studies of asymptotics
for the wave equation on Schwarzschild backgrounds, see e.g. [6], [2].

However, for higher £-modes, the approximate conservation law (3.8) is no longer
available, and the RHS of 0,9, (r¢¢—1 ) has a bad r’z-weight. This difficulty appears
already in the Minkowski spacetime, i.e. for M = 0. There, it can be resolved by
commuting with (r29,)%, (r%9,)¢, respectively. Indeed, if M = 0, one has the following
precise conservation laws:

0u(r 2?0 D () = 0,
022 20,) D (rpr)) = 0.
One can find generalisations of these conservation laws in Schwarzschild. This is done
in §7 of the paper. For now, we believe it to be more instructive to only explain what

happens to the £ = 1-modes. If we naively commute the wave equation for £ = 1,
namely
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2D M
0,0y (rep1) = —r—2r¢1 1+ - ) (3.11)
with 29, then we find

2
3, (r 20,20, (rep))) = _tomp P 2MDﬂ (1 + —M> . (312)

7S

We see that the top-order term in (3.12) comes with a good r ~>-weight. Moreover, the
problematic ~*-weight multiplying ¢ can be removed by subtracting Mr¢, in the
following way:

0u(r 20,020, (rdn) — Mrn)) = —12MDM 6M2D ’¢1. (3.13)
Similarly, for # and v interchanged, we obtain
00020, (20, (r1))) = —10M D" r(’d’l) 2up™4! (1 + 47M> (3.14)
and
r20, (r¢>1) réi

3 (r 20, (r29,(rd1) + Mrgy)) = —12MD—" + 6M%D 5 (3.15)

V

The approximate conservation laws (3.13), (3.15) give rise to the following higher-
order Newman—Penrose constants:

I 1p1) = lim_ 20,28, (ré1) — Mrén)(u, v), (3.16)
IP2191w) = lim r29,(28,(rd1) + Mrep) (u, ), (3.17)

which, under suitable assumptions on ¢, remain conserved along .# ¥, .# ™, respec-
tively. Equations (3.13) and (3.15) will play a similar role in the asymptotic analysis
of the £ = 1-mode as equation (3.8) did in the analysis of [12].

3.5 Notational Conventions

We use the notation that f ~ g (or f < g) if there exists a uniform constant C > 0
such that C~'g < f < Cg (or f < Cg). Similarly, we use the convention that
f = O(g) if there exists a uniform constant C > 0 such that | f| < Cg.If f and g are
functions depending on a single variable x, and if k € N, we also say that f = O (g)
if there exist uniform constants C; > 0 such that |8’f| < Cj 18] g| for all j < k.
Finally, we use the usual algebra of constants (C + D =C = C D...).
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Partl: Thecase{ = 1.

In this part of the paper, we focus solely on the analysis of the £ = 1-modes. The aim
of this part is to give some intuition for the decay rates and the methods used to prove
them. The confident reader may wish to skip directly to the discussion of general £ in
Part I1.

We first treat the case of data on an ingoing null hypersurface and prove Theorem 1.2
in §4. We then treat the case of boundary data on a timelike hypersurface of constant
area radius r and prove Theorem 1.1 in §5. Finally, we explain how to generalise to
the case of boundary data on timelike hypersurfaces on which r is allowed to vary in
§6.

Throughout Part I, ¢ will always denote a solution to [J¢ = 0 which is localised
on an (€, m)-frequency with £ = 1, |m| < 1 fixed. We use the notation from §3.3, that
is, we write ¢ = ¢e—1 = @1 (1, V) - Y1,,(0, 9).

4 Data on an Ingoing Null Hypersurface %, -1
In this section, we consider solutions ¢ arising from polynomially decaying data on
an ingoing null hypersurface 4,—; and from vanishing data on .# ~, and we show

asymptotic estimates near spatial infinity for these. In particular, this section contains
the proof of Theorem 1.2 from the introduction.

4.1 Initial Data Assumptions and the Main Theorem (Theorem 4.1)

Prescribe smooth characteristic/scattering data for the wave equation (1.1) restricted
to (1, m) which satisfy on €,—;

P20, r)u, 1) = ) + 0¢, .1
P28, (20, rp1))w, 1) = C2 + () (4.2)

for some 1 € (0, 1), and which moreover satisfy for all v > 1:

lim ) (r¢)(u,v) =0 4.3)
u—>—0o0
for n = 0, 1,2. We interpret this latter assumption as the no incoming radiation

condition.
The main result of this section then is:

Theorem 4.1 By standard scattering theory [7], there exists a unique smooth scatter-
ing solution ¢y - Yy, in A4 N {v > 1} attaining these data. Let Uy be a sufficiently
large negative number. Then, for all (u, v) € Z := (—o0, Up] x [1, 00), the outgoing
derivative of r@1 satisfies, for fixed values of u, the following asymptotic expansion
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as S is approached:

omcd —2M [*_ F')du’

P20, (r) (. v) = — € —2 / Flu'ydu' -
—0o0

,
logr — log |u| _
—am(c? - 2Mci<n“)% + 00,
4.4)
where F(u) is given by the limit of the radiation field r¢ on .9+
2 ()]
C. —2MC.
F(u) := lim r¢y(u,v) = —0— """ 4 G(|u|~27"). (4.5)
v—>00 6|u|2

In particular, lfM(C(z) - 2MC(1)) = 0, then peeling fails at future null infinity.

Remark 4.1 The methods of our proof can also directly be applied to data which only
have

r20,rdp)(u, 1) = CP + 0177

forn € (0, 1). In that case, one would, schematically, obtain 9, (r¢1) = L ‘(”) + == fZ(”) +

O3,
In order to prove the theorem, we shall first establish the asymptotics of r¢;, using

equations (3.11) and (3.15), in §4.2, and then establish the asymptotics of 9, (r¢1),
using (3.11) and (3.13), in §4.3. We shall make some important comments in §4.4.

4.2 Asymptotics for r¢h,

We recall from §3.4 the two wave equations

2D M
0y 0y (roy) = ——2}’451 (1 + _> (4.6)
r r
and

2
3, (r 20, (r20,(r¢n))) = —IOMDL(SWI) ZMDm ( + 7M> - @D

r

The reason that we here choose to work with (4.7) rather than (3.15) is that, in view
of the no incoming radiation condition, the bad r~*-weight multiplying r¢; in (4.7)
is not a problem (since r¢ itself will decay).

Throughout the rest of §4, Uy will be a sufficiently large negative number (the
largeness depending only on data), and & will be as in Thm. 4.1.
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4.2.1 A Weighted Energy Estimate and Almost-Sharp Decay for r ¢,

We first prove almost-sharp decay using an energy estimate:
Proposition 4.1 Define the following energies:

uz 2D M
E(E“I’”ﬂ(v) = / |u|? ((au(r¢1))2 + (V¢1)2r—2 (1 + 7)) (u, v) du,

ui

E([Ivl’”ﬂ(u) = /

V1

v

2 ) ,2D M
|| <(3v(r¢1)) t e 7 (1 + 7)) (u, v) dv.

Then the following energy inequality holds for all v; > vy > 1, ¢ > 0 and for
0>Uy>up>uj:

E () + EPVwg) < EY ORI + ERY ). (4.8)

Proof Multiply the wave equation (4.6) with 27 (r¢) (recall that T = 9, + 9,) to
obtain:

2D(ré1)? M
0=3d, ((8v(r¢1))2) + 0y ((8u(r¢1))2) +7 <% <1 + 7)) :

This would already lead to the standard energy estimate, but we can exploit a certain
monotonicity to obtain a weighted energy estimate: For this, we multiply the above
expression with |¢#|? and recall that u < O:

2
0=10 (lul"(au(nzn))2 4 2Pl g (1 N ﬂ))
r r
q 2
s <|u|'f<av(r¢1>)2 4 2T (1 + g))

2
qlut! ((av<r¢1)>2 + w(r;fl) <1 + %)) .

Finally, integrating this in # and v using the fundamental theorem of calculus gives

Eg () + B ) = Ey ) + EP )
I 2D(r¢n)? M
[ [ ((am«m))z 4 2oy (1 + —>> dudv.
V] Uy r r
4.9
O

Remark 4.2 A similar result holds for any fixed angular frequency solution. Moreover,
in view of Lemma 3.5, the above proof also works for any ¢ supported on angular
frequencies ¢ > L, for some L > 1.
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From this weighted L?-estimate, we can already derive almost-sharp pointwise decay:

Corollary 1 There is a constant C depending only on data such that, throughout 9:

C C
[ré1(u, v)| < —, 10 (rép1)| = —5. (4.10)
ul |ul
Moreover, we have that, for all v > 1:
. 2 — ~
lim r0,(r¢1)(u,v) = Cj,". 4.11)
u—>—00

Proof We consider the energy estimate above with ¢ = 2 and let (u, v) € Z. Then

ré1(u,v) = / o (ré) (', v) du’

= </u |u/|_2du/>2 <f“ |u/|2(au(l’¢l))2(u, U)du’)z

Y N (oo . (Lol s e

< / W2 du’ ) (ESU )+ im B0 ) < —

— 00 u'——00 |u|
(4.12)

for some constant C solely determined by initial data. Here, we used the no incoming
radiation condition (4.3) in the first step, Cauchy—Schwarz in the second step, and
the energy estimate in the third step. In the last estimate, we then inserted the initial
data assumptions9 (4.1) and used that lim,,/_, _ E%l’”](u/ ) = 0. To show this latter
statement, consider first the energy estimate with ¢ = 0 to obtain a bound of the form
o1 < r_%. Then, insert this bound into (4.6) to obtain 9, (r¢;) < r_%, and repeat the
argument with, say, ¢ = 1/2, and iterate.

Plugging the bound (4.12) into the wave equation (4.6) and integrating from initial
data v = 1, we moreover obtain that

C
18, r )| < —5.
u
and that, in fact, the limit of |u |28u (r¢1) remains constant along .# ~. O

4.2.2 Asymptotics for 8,(r¢1) and r ¢,

We now make the decay from Corollary 1 sharp:

9 Recall that, in view of (2.6), r(1, u) = |u| + O(log |ul).
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Proposition 4.2 There is a constant C depending only on data such that r ¢\ satisfies
the following asymptotic expansion throughout 9:

o) clV ¢l —amcl c ¢ “4.13)
r u,v)y— —— — < —. .
: 6lul? 1 rlul
In particular, we have
@ (1
Y —2MC|
lim 7y (u, v) = —2———— 4 G(Ju|>7). (4.14)
v—>00 6|u|

Proof We integrate the approximate conservation law (4.7) from v = 1:

r 28, (3, (rp)) (u, v) = 128, (P28, (rp)) (u, 1)

N f“ —10M D3, (ré1) " 2M Dré; (1 + aM (u, V) dv'.
| 3 r4 r
(4.15)

Using that 9, = D and plugging in the initial data assumption (4.2) as well as the
almost sharp bounds obtained in Corollary 1, we obtain

2
3 (r? 3, (rdp1) (u, v) < T (4.16)
from which, in turn, we obtain via integrating that
2 2
r 3 (re1) — hm r 314("451)‘ /4d < —, 4.17)
oo |u’| |ul

where the last inequality can be seen by recalling that » ~ v — u, or by an appli-
cation of Lemma 2.1, see also Eq. (4.20) below. Now, by Corollary 1, we have
limy— —oo 720, (rép1) = Ci(nl). Thus, integrating once more in u and using that r¢,
vanishes on .# ~, we obtain that

1) — _
rgr — CLr 7 <l

This estimate provides us with the leading-order behaviour of r¢; in r. To also
understand the leading-order u-decay of r¢, we insert our improved bounds back
into equation (4.15):

@ (1) N
& v —10MC! 2MC
r_zau(rzau(r¢l))(u, v) = mn +/ n
1

in —4—n
e = S A+ O(fu T,
(4.18)
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Hence, by again converting the v-integration into r-integration using d,r = D,

2 [¢)) (1)
C. 2MC. 2MC,
(o)) = r* [ 2 — =0 4 T ) 4 0|7, (4.19)
|ue] Jue] I
Integrating this from past null infinity, we again encounter the integral [ o | I ’
which we compute via Lemma 2.1 with N’ =2 and N = 4.
2 rk )
f |u|4 | (e + O(Jul™). (4.20)

We therefore obtain the following estimate for 9, (r¢1):

clV e _oamcd /1 1
u(rgn)(u, v) = B 4 A (o p e ) O [u ).
3 lul® ~ ulPr o |ulr?
(4.21)
In particular, we thus get that
2 (1
C.  —2MC,
lim 3, (ré1) (u, v) = 21— 4 G(|ju| 7). (4.22)
v—>00 3|ul3
Integrating once more in u finishes the proof of the proposition. O

4.3 Asymptotics for 8, (r¢p1) and Proof of Thm. 4.1
Equipped with an asymptotic expression for r¢1, we can now compute the asymp-
totics of 9, (r¢1). We first derive the leading-order asymptotics of 9, (7¢1) up to order

o 3), using only the wave equation (4.6), and then determine the next-to-leading-
order asymptotics up to @' (r~*log r) using the commuted equation (3.12).

4.3.1 Leading-Order Asymptotics of 8, (r¢h1)

Plugging the asymptotics (4.13) of r¢; into the wave equation (4.6) and integrating
the latter from past null infinity, we obtain

()
001, v) = =5+ O ul ™). (4.23)

In order to find the & (r_2|u|_1)-term, we commute the wave equation with r2,
2 M
0u(rody(r¢1)) = =2Drdy(r¢1) — 2D | ré + 7r¢1 ; (4.24)
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to find, upon integrating, that

(2) Q)
C~ —2MC.
P20, (rg1)(u, v) = —C{P) — Zin — =i

3ul

1 —u)—1 1 1
o (loglv—w ~loglul +-),  @25)

v lu|tn

where we used Eq. (2.6) and the fact that
u 1 u 1 1 —u)—1
/ W~ [ = g w Zloglul o0
—oo (', V) |u] —oo (v —u)[u’| v

In fact, the ¢ (logr)-terms in (4.25) do not appear: By writing r¢; as'® r¢; =
lim g+ r¢) — fvoo dy(r¢1) in Eq. (4.24), we can improve the asymptotic estimate
(4.25) to

u
r28,(rg) (u, v) = —CLV — 2/ lim ré1 ', v)du' + O ).
o VOO

This cancellation is related to the one that gives rise to the approximate conservation
law (3.13). In the above, we used (see also Eq. (4.49) of [12]) that

/‘” log(v — u’) — log || ' < /“ log(v — u’) — log |u'| Q' < 71_2 1 < l
o0 vr oo v(v —u') 6 v—u"r
(4.27)
We summarise our findings in
Proposition 4.3 We have the following asymptotics throughout 9:
lim g+ 729, (1) (u) _
B v) = —"—— + 007, (4.28)
li 29
r¢1 (u’ v) _ el}lgrqjl(u) _ mg+r v(r¢l)(u) + ﬁ(r72), (429)
7 r

where lim g+ r¢1(u) is given by (4.14), and where

u
. 2 (D :
lvlargr d(re)w) = —Cy, —2/ l}rgrlrdn(u’)

—00

Y —2mcy)

=_cW _ 4 o(u~""). 4.30
n 3] + O(|u| ) (4.30)

10 We write (lim -+ f)() = limy—oo £ (u, v).
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4.3.2 Next-to-Leading-Order Asymptotics for 8, (r¢;) (Proof of Thm. 4.1)

Proof of Theorem 4.1 Equipped with the leading-order asymptotics for 9, (r¢;) and
r¢1, we now find the asymptotic behaviour of 9, (r%9, (r¢1)) using the commuted
wave equation

2
8u(r_28u(r28v(r¢1))) = —IOMD—r BU(Sr(bl) r¢1 ( am
r

—2MD— 1+ —) . (431
r r

By the no incoming radiation condition (4.3) and the fundamental theorem of calculus,
we have

u 2
r_23v(r28v(r¢1))(u, v) = / 10M Dr=0,(r¢1) _ 2M Dr¢, (1 n 4M> '

o rd ré
(4.32)
Plugging the asymptotics from Prop. 4.3 into the above, we obtain that
P28, (9, (rd1)) (u, v)
_ /” _ 8M D lim g+ rzav(rqﬁl)(u/) B 2M D lim g+ répy (u') A + ﬁ(riS).
NS rd r4
(4.33)
Evaluating the integrals in a similar way to (4.26), we thus find
() M
C.~7 —2MC,
P20, (0, r¢) = 2M Gy — M=
u
log(1 —v/u 1 1
+o(leed v —+-). (4.34)
v w1

Notice that the &-terms in (4.34) all integrate to ¢'(1/r) when multiplied by 1/r (cf.
(4.27)).

To find the next-to-leading-order logarithmic terms, we commute the approximate
conservation law (4.31) with r*:

3 (r28,(r28,(r¢n))) = —47Drzav<r2av(r¢1))
10M D

2 aM
roy(r¢py) — 2M Dr ¢ 1~|—7 .

Integrating this from past null infinity and plugging in (as in (4.33)) the asymptotics
for r23, (r29,(r¢1)), r2d,(ré1) and r¢; from (4.34) and Prop. 4.3, respectively, we
find:

29y (r2 9y (rep1) (u, v)
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@ M
“ 12MD Cy” —2MC;
= 2MCi(nl) +/ n n

_ . 1 / —1
Ty 3] 2Mel}r2r¢1(u)du +00 )

+o0™h.
(4.35)

(1 v 2) (1), log(v — u) — log |u|
=2MC;" —2M /_OO Lim réy du’ +4M(Cy7 —2MCy ) .

We can now fix u and integrate the above in v from .# T to obtain for 9, (r¢;):

lim g+ 728, (r? 9, (rh1)) (u)

r20,(rg) . v) =lim r23,(r¢1) () —

loa(v — 1) — log [ul (436)
og(v —u) — 1og |\u
r
where
2 2 N u

. . /

lim 28, (20, (r¢1) () = 2MCyy) —2M /_Oo lm 1 0
This concludes the proof of Theorem 4.1. -

4.4 Comments
4.4.1 The Newman-Penrose Constant Itf”=“1"e[¢]

Itis instructive to also write down the asymptotics of the quantity related to the higher-
order Newman—Penrose constant / l}ti“fre [¢] (recall the definition (3.16)):

Theorem 4.2 Let Uy be a sufficiently large negative number. Then, throughout 9 =
(—o0, Up] x[1, 00), the outgoing derivative of the combination r2 0y (rgp1)—Mry sat-
isfies, for fixed values of u, the following asymptotic expansion as #+ is approached:

23,28, (rg1) — Mrepy) = 3MC) +4M (Y —2mc)) +O0h.

In particular, Ig‘;“l“e[(p](u) = 3MCi(nl) is conserved along I . (4.37)

logr — log |u|
r

4.4.2 The Case Ci(n” = 0: A Logarithmically Modified Price’s Law

Notice that if Cl(n1 ) = 0, then / gi“]‘re [¢] = 0. However, one can still define a conserved
quantity along future null infinity in this case, namely

future, 1227 3

Iy 7 [$lw) == lim r—au(rzau(rdn) — Mré1)(u, v), (4.38)
v—o0 logr

which, in our case, is given by 4M Ci(nz). In particular, by using similar methods to
the ones from [13], which combined the results of [12] and [2], one can thus obtain

@ Springer



The Case Against Smooth Null Infinity IIl... Page 39 of 117 12

that the late time asymptotics of the £ = 1-mode, if one smoothly extends the data to
T, have logarithmic corrections at leading order. In particular, one can obtain that
rg1(u, 00) = Cu>logu+0(u™3) along .#+, and that 9,¢; (o0, v) = C'v > log v+
O (v™>) along the event horizon .77+, where the constants C and C’ can be expressed
explicitly in terms of Cl(f ),

In order to show this, one needs to combine the results of the present paper with
those of the recent [3] and make modifications to [3] similar to those in [13], see the
discussion of §1.3.

4.4.3 Discussion of the Cancellations of Remark 1.4 and the Case of General ¢

Recall the cancellations discussed for general £ in Remark 1.4. Let us here give some
intuition for them, restricting, of course, to the case £ = 1.

Theorem 4.1 shows that, if r¢; ~ 1/|u| initially, this translates to r¢)| s+ ~ u~> on
null infinity. We found this "cancellation" somewhat tacitly, namely by transporting
decay for the commuted quantity r29,(r*d, (r¢p1)) along .# . It is maybe easiest to
explain why this approach produces no cancellations for p € (0, 1) or p € (1,2): If
p € (1, 2), then the estimate (4.16) becomes worse, not better, since the initial data
term of (4.15) now decays slower. On the other hand, if p € (0, 1), then (4.17) fails,
as the limit lim 29, (r¢1) diverges. In fact, this shows that the proof of the present
section fails for p < 1.

There also is a more direct way of understanding the cancellation for p = 1: In
view of the estimate (4.23), we have that, schematically,

v v _cW
r¢<u7v>=r¢><u,1>+/ av<r¢>>dv’=r¢(u,1>+/ L
1 1 re(u, v')
&) 1 (1) 1)
= CL CL _ Ciﬂ — Cin
[ue] r lu| r

where we used that r(u, 1) ~ |u|. From this point of view, it is clear that such can-
cellations only happen if r¢py ~ 1/|u|? for p = 1. Our more systematic approach
of §10, in which we analyse general ¢-modes, will understand the cancellations of
Remark 1.4 in a generalised form of the above computation. Indeed, in §10, we will
avoid using the conservation law in the v-direction entirely, and instead only use the
conservation law in the u-direction: Instead of propagating decay for (r29,)tH! (r¢pe)
in v and then integrating this £ + 1 times from .# ~ , we will directly obtain an estimate
for (r29,)*! (rép¢) by integrating from .#~ in u, and then integrate this estimate ¢
times from v = 1, carefully analysing at each step the initial data contributions. In
particular, this approach will also allow for slower decay in the initial data. See already
§10.3 for a more detailed overview of the approach for general £.
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5 Boundary Data on a Timelike Hypersurface I'g

Having obtained asymptotic estimates for solutions arising from polynomially decay-
ing initial data on an ingoing null hypersurface in the previous section, we now want
to obtain similar estimates for solutions arising from polynomially decaying boundary
data on a timelike hypersurface T g. The main result of this section is the proof of
Theorem 1.1.

In contrast to the previous section, we here need to construct our solutions at the
same time as we prove estimates on them.

We use the notation from §3.3, that is, we write ¢ = ¢p—1 = ¢1(u, v) - Y1, (0, @).

5.1 Overview of the Ideas and Structure of the Section

Let us briefly recall the approach that we followed in our treatment of the £ = 0-
mode in [12]: Given polynomially decaying boundary data on I'g, we first considered
a sequence of compactly supported boundary data that would approach the original
boundary data. This allowed us to use the method of continuity, i.e. bootstrap argu-
ments. We then assumed decay for r¢g, and improved it by essentially integrating
the wave equation (3.8) first in u and then in v (from I'g) and exploiting 2M /R as a
"small" parameter. In fact, we also showed that one can avoid exploiting smallness in
2M /R using a Gronwall argument.

If we want to follow a similar approach for £ = 1, it is not sufficient to consider the
uncommuted wave equation (3.11) in view of its non-integrable  ~2-weight. Instead, it
seems more appropriate to use the approximate conservation law (3.13) and bootstrap
decay on the combination

@ :=r29,(r¢1) — Mro.

The first and main difficulty then becomes apparent: ®|r, is not given by boundary
data (we prescribe boundary data tangent to I'). One way of overcoming this diffi-
culty is to exploit certain cancellations in the wave equation; this however requires
one to have knowledge on the T -derivative of r¢. Alternatively, one can estimate
r29,(rén)|r r using an energy estimate which only uses "a square root" of the boot-
strapped decay of r29, (r¢1). We will make use of both of these approaches, the former
for lower-order derivatives 29, T" (r¢1) (where we have room to make assumptions
on T"*1(r¢1)), and the latter for the top-order derivative r23,TN(r¢1), n < N.In
fact, using only the latter approach is sufficient, but we find it instructive to also include
the former as it since it highlights the importance of commuting with 7'. In the more
systematic approach of the discussion of general £ in §8, we will, however, exclusively
use the latter approach.

Equipped with a boundary estimate on ®, we can then hope to close the bootstrap
argument by simply integrating (3.13) first in # and then in v, and exploiting 2M /R
as a small parameter. In fact, as in the £ = O-case, one can avoid this smallness
assumption. The only additional subtlety here is that, in order to estimate the RHS
of (3.13), we need to control r¢; and 9, (r¢1), which is not directly provided by a
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bootstrap assumption on the combination ®. We will deal with this by estimating
r¢1 against the integral over 9, (r¢1) from I'g, and either just exploiting smallness in
2M /R or using a more elaborate Gronwall argument.
Structure We first state our initial boundary data assumptions for ¢1, as well as the
main theorem, in §5.2.1. Then, in order to gain access to the method of continuity, we
smoothly cut-off the boundary data in §5.2.2. These will lead to finite solutions gbfk)
in the sense of Proposition 3.2. Using bootstrap methods as outlined above, we can
then estimate r29, 7" (r¢§k)) and T" (rqbfk)) in §5.3.

In order to later show that Theorem 4.1 can be applied (i.e. to show that the limit
limy, - oo (r28,)2(r¢1) (u, v) exists), we will also need to show some auxiliary esti-
mates on the differences 29, T" (rd)(k) |u|T(r¢>§k)). This is done in §5.4.

In §5.5, we finally show that the finite solutions q)fk) tend to a limiting solution and
show that Theorem 4.1 can be applied to it, thus proving Theorem 1.1. We make some
closing comments in §5.6.

5.2 The Setup
5.2.1 The Initial/Boundary Data and the Main Theorem (Theorem 5.1)

Throughout the rest of this section, we shall assume that R > 2M is a constant. In
particular, T = 9, + 9, will be tangent to I'gr. We then prescribe smooth boundary
data ¢31 onT'g = A N{v = vg(u)} that satisfy, foru < Uy < 0and |Up| sufficiently
large, the upper bounds

Cr
D n=0.1... N+l G
n Cil;le ,
r (r¢>1 |“|T(V¢l))‘ = Raptiee n=0,...,N +1 (5.2)

r T
for some positive constants Cy, Cy .,

also satisfy the following lower bound:

¢ €(0,1)and N, N’ > 0 integers, and which

cr
0 5.3
r <r¢>1>\_2R| 7> (5.3)
Moreover, we demand, in a limiting sense, that, for all v,
lim 8)(r¢1)m,v) =0, n=1,...,N+1. 5.4)
u—>—00

Then the main result of this section is

Theorem 5.1 Let R > 2M be a constant. Then there exists a unique solution ¢ to Eq.
(3.11) in Dry, := A N {v = vr(u)} that restricts correctly to ¢1 on I'g, ¢1lr, = &1,
and that satisfies (5.4). Moreover, if Uy is a sufficiently large negative number, then
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there exists a constant C = C(2M /R, Cil;), depending only on data, such that ¢,
obeys the following bounds throughout Zr, N {u < Up}:

[P, 7" g0 )| < n=0. N, G5
|u|"+1

!T”(rrm)(u,v)}sm'%max(r—l,mrl), n=0,..,N—1. (56

Finally, if N > 4 and N' > 2, then we have, along any ingoing null hypersurface &,,
that

P, (rén) , v) = O "), 5.7

r20u(r?0u(rg))w, v) = C + O~ + Jul ™), (5.8)

where C is a constant that is non-vanishing if R /2M is sufficiently large. In particular,
¢1 satisfies the assumptions of Theorem 4.1 with CI(I} ) — 0, Ci(f) =Cande =n.

Remark 5.1 Let us already draw the reader’s attention to the fact that the data above
lead to solutions with Ci(nl) = 0 (cf. (4.1)). In view of the comments in §4.4.2, this
suggests that the data considered here lead to a logarithmically modified Price’s law

nearit.

Remark 5.2 Instead of considering data with qAﬁl ~ |u|~', we can also consider data
with ¢ ~ |u|~P for p > 0and derive a similar result with some obvious modifications.

Remark 5.3 It may be instructive for the reader to keep the following solution to (3.11)
in the case M = 0 in mind:

aal+l—21+1 (5.9)
CUN2u2 T e ) T r2 2l Julr ) ’

5.2.2 Cutting of the Data and Replacing .# ~ with %,—_x
As mentioned before, in order to appeal to bootstrap arguments, we need to work in
compact regions. We therefore need to cut the boundary data off and then recover

the original data using a limiting argument. Let (xx(#))ren be a sequence of positive
smooth cut-off functions such that

_1,u
Xk = 0. u

and cut off the highest-order derivative: y; - TV +l q@ We then have

—k+1,
—k,

IN IV

u u
f TN o = Ty — / (Tx)(TVg1) = TNy + 6 - OGN,
—00 —00
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where 6 equals 1 on {# > —k} and 0 elsewhere. Similarly, we obtain inductively that

f . f IV = TN G+ 6 - 00N,
~——
n times
N+1 times
——
In particular, if we denote / / x TN “cbl as qb(k) then the bounds (5.1), (5.2)

imply, for sufficiently large negative values of u and for some constant C; =
C{,(N,N'):

(k) n’Cr
‘ <¢ ))_R|M|"+l’ n=01,..,N+1
(5.10)
® ®) Cin o
in,e / . ,
‘ <¢ — |u |T(’”¢ ))’_W-i-cmé’k Rk”"‘l’ n=0,1,...,N +1

(5.11)

Notice that, in the second line above, we lose some decay due to the 6i-term arising
from the cut-off. Since we will take the limit & — o0 in the end, this only poses a
minor difficulty.

Throughout the next two sections (§5.3 and §5.4), we shall assume initial/boundary
data satisfying the estimates (5.10) and (5.11) and moreover satisfying

$1(u=—k,v) =0 (5.12)

for all v > vr(—k). We shall denote the unique solutions to these initial/boundary
value problems as q&(k) For the next two sections, we shall drop the superscript (k),

only to reinstate it in §5.5, where we will show that the solutions d)fk) tend towards a
limiting solution.

5.3 Estimates for 8,7 (r¢p1) and " (r¢p1)

Let Uy be a sufficiently large negative number, and let $1 be smooth data on T'g,
supported on I'g N {—k < u} and satisfying (5.10). By Prop. 3.2, there exists a unique
smooth solution ¢; throughout Zr, N {—k < u} such that ¢1(—k, v) = 0O for all
v > vr(—k) and such that ¢ |1, = qAb] . We will now derive the following uniform-in-
k estimates on this solution ¢ :

Proposition 5.1 Let ¢ be the solution as described above, and let N > 1. Then, if
|Ug| is sufficiently large, there exists a constant C = C(2M /R, C o) (in particular, this
constant does not depend on k), which can be chosen to be mdependent of R/2M for
large enough R /2M, such that the following estimates hold throughout Zr, N{—k <
u < Up}:
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C
r29,T" (répy) (u, v)‘ < T n=0,1,...,N, (5.13)

c
T (rd1) (u, V)| §Wmax(r_l,|u|_l>, n=0,1,...,N—1. (5.14)

Proof The proof is divided into the sections §5.3.1-§5.3.5. In §5.3.1-§5.3.4, we
present a bootstrap argument and exploit 2M /R as a small parameter to improve

the bootstrap assumptions. An overview over this bootstrap argument will be given in
§5.3.1.

We will then explain how to lift the smallness assumption on 2M /R by partially
replacing the bootstrap argument with a Gronwall-type argument in §5.3.5.

5.3.1 The Bootstrap Assumptions

Let {Cé"s), n=1,...,N}and {C](Sms)¢ m=0,. — 1} be two sets of sufficiently
large positive constants. We shall make the followmg bootstrap assumptions on ¢ :

(n)
20,7 g1 (. v)| < wrE (BS(n)

forn=1,..., N, and

(m)
|Tm(r¢1)(u,v)| < qu%max (r_l’ |u|_1> (BS’(m))

form=0,...,N—1.

We now define A to be the subset of all (u,v) € X = {(u,v)] —k < u <
Uy, vr(u) < v} such that, for all (1/,v") € X withu’ < u and v/ < v, (BS(n)) and
(BS’(m)) hold foralln =1,...,N,m =0, ..., N — 1, respectively.

By compactness and contlnulty, A is non- empty if the constants Can) , Cy (m)
chosen sufficiently large. Moreover, A is trivially closed in X. We shall show that A
is also open by improving each of the bootstrap assumptions within A.

We shall first improve the bootstrap assumptions for the lower-order 7 -derivatives
(n < N — 2) by explicitly exploiting the precise behaviour for higher T -derivatives
in §5.3.2 in order for the reader to get a clear intuition for the origin of the assumed
rates. In §5.3.3, we will then improve the bootstrap assumption away from the top-
order derivative (n < N — 1), where we no longer have the sharp decay for TV (r¢)
available. Finally, in §5.3.4, we will improve the bootstrap assumptions for the top-
order derivatives.

Since the approach of §5.3.4 applies to derivatives of any order, the reader can
in principle skip §5.3.2-§5.3.3, which are included for pedagogical reasons, and go
directly to §5.3.4. In fact, §5.3.4 only requires the bootstrap assumptions (BS(n)) (and
not (BS’(m))). In particular, when going through §5.3.2—§5.3.3, the reader can focus
on the arguments without having to pay close attention to the bootstrap constants.
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5.3.2 Closing Away from the Top-Order Derivativesj < N — 2

The idea is to exploit the fact that, for M =0, ¢1 = 1/ rZisa stationary solution. In
particular, we expect d, (r2¢1) to have some cancellations (see (5.17)), and r29, (r¢r1)
to remain approximately conserved in u and v (see (5.19)). (We remind the reader of
the example solution (5.9).)

Proposition 5.2 Let 0 < j < N — 2. Then, for sufficiently large values of R/2M and
|Uo|, and if the ratios C](gjs) é / CBJS+¢1>’ C](SJS) / CBJSJFQ:) are chosen large enough, we have
throughout A that, in fact,

()

1 C
P eon v < 588y (5.15)
c¥)
‘Tj(r(j)l)(u U)‘ =3 ]|3]S+di max (rfl, |u|*1). (5.16)

Proof Fix j < N — 2 and assume (BS’(m)) for m = j, j 4+ 1. Motivated by the
comment above, we compute

DT 8M D
) = LG SR, (5.17)

Commuting with T/, plugging in the bootstrap assumptions, and integrating (5.17)
from u = —k, we find (recall that 9,r = —D):

(.i+1) ) (j+1 )
r72Tja (r2¢ )(u v)) /‘rxz(u) C SMCBS,(Z) < CBS ¢ 2MCBS,¢
v PR o (=) r*|u|f+2 Pl T 22 T A

(5.18)

Here, we denoted r, (1) as the unique » such that *(r) = v — u. Now, we similarly
compute

3, (r29,(rd1)) = —2D3, (r*¢1) — 6DMﬂ (5.19)

Commuting again with T/, plugging in the bound (5.18) for 779, (r2¢;) from above,
and integrating (5.19) in u, we then find:

(j+D () ()
r() Cy ro) 4MC, 6MC
2 i BS.¢ BS.¢ BS.¢
reo, T/ (r u,v‘</ du / ' '

W0 )| = ro(—ky |uli+2 " ro(—ky PRl 2wl

(+D ()
csts omMcyy, 520,
T+ Dupt! rlulit! '

For large enough R and Cy ) s/ C](gjsfq; ), this proves the first part of the proposition.
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Moreover, inserting (5.20) back into (5.18) and writing 9, (r2¢1) = roy(ro1) +
Dr¢, we obtain

D |11

IA

. 1 .
T70,0%0)| + - [PTT 0,090

G+D ) G+D () (5.21)
Ces. 2MCgg Crs. 10MCyg

T2l T2 P2l oA Drfu T 2l

This proves the second part of the proposition for large enough R and
cY¥) ot O
85,9/ CBS.0 -

5.3.3 Closing Away from the Top-Order Derivativesj = N — 1

In the previous proof, we crucially needed the sharp decay of T7/*!(r¢1), which we
no longer have access to if j + 1 = N. We therefore proceed differently now. We will
use the approximate conservation law (3.13). In fact, since we still have sharp decay
for T/ (r¢y), it will suffice to consider (the 7-commuted)

2
20,20 0) = —10M DT oy p L (1 + 4—M) (522
r r r

since, as long as we have the extrar-decay of T/ (r¢1), the bad r ~#-weight multiplying
T/ (r¢;) poses no problem.

Proposition 5.3 Let 0 < j < N — 1. Then, for sufficiently large values of R/2M and

|Uo|, and if C]gjg and Cl(gjg’ o are chosen large enough, we have throughout A that, in
fact,

()

; 1 C
2 BS
‘r 0T/ (rép1)(u, v)‘ < 2T (5.23)
()
. 1 CBS’¢ . .
‘Tj(r(ﬁ])(l/l, U)’ < EW max (r , |I/l| ) . (524)

Proof Fix j < N — 1 and assume (BS(n)) forn = j, j + 1 and (BS’(m)) form = j.
The idea is to integrate (5.22) twice, first from u = —k and then from I"g. In doing so,
we will pick up the boundary term 277 (ré1) | > Which is not given by data. We will
therefore estimate this boundary term by using the (7-commuted) Eq. (5.17): First,
note that, by integrating the bound (BS(n)) for n = j 4+ 1 from I'g, we have

. +1
G+ Dk oty
R|u|/+1 R|u|./+1'

T/ i) (u, v)| < (5.25)
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Hence, by integrating equation (5.17) from u = —k, we obtain
: . r G+ ()
iR enw. )| < [ e ha . FH
T Jr=h r?Rluli+? r3|ulit]

and, consequentially,

. j+1 ()
2+ DICE + G 2M Gy
R|u|f+2 r|u|j+1 :

2T 9,(r¢y) + Dr - T-/'<r¢1>( <r

Evaluating this bound on I'g and applying the triangle inequality gives

T () . r (+D
2T oD, < (1- 2_M ]!Cin + 2MC1.33’¢ + G+ l)lcir} + Cgs
R| — R |u|]+1 R|u|1+1 |u|1+2

(5.26)

Notice that, for sufficiently large |Up|, the last term becomes subleading. Moreover,
if 2M /R is suitably small, the first term, in fact, dominates.

Equipped with this estimate for the boundary term, we can now integrate (the 7/ -
commuted) approximate conservation law (5.22), first from u = —k:

r20,(r20, T (rgn)) (u, v)

u 2 J J
:/ —10MDM —2MDL4¢1) <1 + 4_M> du’

—k r5 r r

; )
nw jomcy)  2MC 4M
5/ BS B5.¢ (1 + >dr.

—ry (k) r5|u|j+1 r5|u|j+1 r

We thus obtain:

3 (20, T (rgn))| <

omcs)  MCY, 16M 527
4r2|y i+l 2r2|y|it! SR )’ '

Finally, integrating (5.27) from I'g, and estimating the boundary term via (5.26), we
obtain

. () . j+1
JiCh  PMCrsy G+ Dich + e

2 J

(5.28)
+D7'(R)

omcs)  MCY, |, lom
ARl " 2R]uli+! 5R

(The factor D! comes from substituting dv with dr in the integral.) If Up and R/2M
are sufficiently large, and if Cé’s) is chosen suitably large relative to j !Cil;, then the
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)
c
RHS can be shown to be smaller than ~—25—. We thus recover the first statement of

2|u| Jj+I-
the proposition.
In order to show the second statement, we exploit the fact that we have also obtained
an estimate on r29,(r29,T/ (r¢1)) and use the following identity (which follows
directly from the wave equation (3.11)):

— zr—?Tf(rqbl) (1 + g) =TI 3,8,(r¢1) = —32T7 (re) + 3,77 (rgpy).

(5.29)

The last term of the equation above is controlled by the bootstrap assumption (BS(n))
for n = j + 1. For the other term, we can write:

. 1 . 2D :
T (rgn) = —0, (120,77 (r)) = ==0,T7 (r ).
We therefore can estimate 7'/ (r¢1) as follows:

M .
2D (1 + 7) (T-’(r¢1)‘ <

0, (20,7 ) )|

2D .
+= 2T/ ren)|. (5.30)
P

P20, (rn)| +

Finally, plugging in the estimates (5.27), (5.28), as well as the assumption (BS(n)) for
n = j 4+ 1, into the estimate (5.30) shows that if Uy and R/2M are sufficiently large,

and if C](Sjs), ® is chosen suitably large relative to j!Cil:1 /2, then the RHS is smaller than
899
2r|uli+1?

1

thus proving the proposition. ! O

5.3.4 Closing the Top-Order Derivativej = N

In the previous proof, we used the sharp u-decay of 7/ tL(réy) (see (5.26)), combined
with equation (5.17), to estimate the boundary term r29, T/ (r¢1)Iry on I'g. At the
highest order in derivatives, we can no longer do this. Instead, we will estimate the
boundary term using an energy estimate. This energy estimate will be wasteful in terms
of r-decay, but sharp in terms of u-decay and, therefore, useful on I'r. Moreover, it
only requires a "square root" of the bootstrap estimate on 23,7/ (r¢) and, thus,
allows for improvement.

Another difference to the previous section will be that, since we can no longer
assume the sharp decay of 777! (r¢;), we will have to work with the approximate
conservation law (3.13) instead of (5.22). (Recall that the former has a better r-
weight multiplying 77 (r¢1).) This will give us an estimate on 77/ & = r29,T7 (r¢p;) —

11 Notice that the last term on the RHS of (5.30) is the reason why we need the max (ril, \ulfl) in

(BS’(m)) rather than just #~1. This only becomes relevant near .% +.
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MT/(r¢). As mentioned in the introduction to this section, we will simply exploit
the largeness in R/2M to estimate r29,T/ (r¢1) in terms of T/ ®.

Proposition 5.4 Let0 < j < N. Then, for sufficiently large values of R/2M and |Uy|,
and if C];JS) is chosen large enough, we have throughout A that, in fact,

20 i 1 Cgy
rd, T/ (ré)(u, v)| < 2 T (5.31)

Proof Fix j < N and assume (BS(n)) forn = j. ‘
Recall the definition (3.2). Since T is Killing and 7/ ¢y solves the wave equation,
we have

divJ [T ¢p—1] = 0. (5.32)
We want to apply the divergence theorem to this identity. We recall the notation

¢e=1 = ¢1 - Yim, and denote by Y the covariant derivative on the unit sphere. We
compute

)

Ti7j 8 — (T T 2P i
JAT! pe=11- 0y = T[T/ po=1 (T, 8,) = (0, T’ pe=1)" + = Ve T/ =1

’

T (Tidy1]- 8y = T[T/ T i)+ 2 iy |’
T AT pe=1]- 8y = TIT  $e=1 [T, 90) = (BT pe=1)" + -5 VT dpo=1

T o] - By — By) = TIT et T, 8y — 3y) = T/ ey - (3 — 3) T o1

Let now (1, v) € A. Then, applying the divergence theorem as in (2.11) to (5.32), we
obtain

/ P2 du’ dQJTIT gpen] - 0,

CoN{—k=<u'<u} (5.33)

< / P2 +0)dQ I TIT gomr] - (8, — By).
CrN{—k<u’<u}

Doing the integrals over the sphere, using that # + v = 2u + r*(R) along I'g, and
plugging in the expressions for the fluxes from above, we obtain

[ (P@urion>+ Dirig ) vy an
—k (5.34)

5/ (2r2Tf+1¢1 (T — 28U)Tj¢1) (', +r*(R)) du.
CrN{—k<u’<u}

Observe that we can estimate the right-hand side of (5.34) by using the boundary data
assumption (5.10) for T/ +1¢1 and the bootstrap assumption (BS(n)) with n = j for
WT/¢r.
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On the other hand, the left-hand side of (5.34) controls /7 qub, as can be seen
by applying first the fundamental theorem of calculus and then the Cauchy—Schwarz
inequality:

. o 3/ (u N2 3
‘Tj¢l(u» U)‘ =< (/kmdu/)z </kr2 <3uTl¢1> (M/, U)dl/l/)z .

Applying the energy identity (5.34) to the above estimate gives

Dr(Ti )’ < /

'r

. . : 2D .
21T )| <|Tf+1<r¢1)| +200uT7 (rgp) + — T (r¢1)|> du’

. . () .
</ 2(]+1?!C1I;1 2(J+1?!Ci1;1 ZCB’S 2D 2Jz¢i§1 ,
' R|u’|/+2 R|u/|J+2 R2|u’|/+1 R R|u’|/+1

; 1
N2 N2 0 ~0)
< m (4D(]') (Cin) + 2]!CinCBS) +0 (WTRZ) .

=A

Plugging this bound!? into the wave equation (3.11) and integrating (3.11) from u =
—k results in the following bound on the boundary term 9,7/ (r¢1)|r:

2J/AD 1<1+M)d WA 1+ M

u =< - .
3/2 - R2|u|j+l M
-

L e
R§|u|]+lr‘ r

(5.35)
In fact, we see that the estimate on the boundary term closes by itself!

Having obtained a bound on the boundary term, we can proceed as in the previous
proof. We insert the bootstrap estimate (BS(n)) for n = j and the estimate

)
CBS
R|u|j+1

jlck

J
IT7(rg)| < Rlupi+1

+ (5.36)

implied by it into the approximate conservation law (3.13) to find (recall ® =
r20,(r¢n) — Mren):

: () ()
20,7 b, )] < “6M*D jICL +Cgs 12MD Cgy
v ’ — ) s R|u’|j+1 A

r A0 ) (5.37)
3m2 jick + ¢y 3mcy)
— 2r4  Rlu)/t! riul/tt

12 We from now on ignore the & (Ju| =2/ =3)-term, for it can be easily absorbed into the slightly wasteful
estimates we make at each step by choosing Uy large enough.
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Multiplying the above estimate by r2, integrating from I'g and using the bound (5.35)
to estimate the boundary term, we thus obtain

M ST T () ()
Tl < 4JA 14+ 5% N Mj\ch L ! 3M? JICL + Cgs 3MCRY
= |u|j+1 /71 _ 2_M7 R|u|j+1 1— ZTM 2 R2|u|j+1 R|u|j+1
R
(5.38)

Importantly, Cl(gjs) in the above estimate is either multiplied by decaying R-weights, or
appears sublinearly inside a square root (in A).
We can now combine (5.38) with (5.36) and write

[r28,T7 (rgn)| < T/ ®| + M|T (répy)| (5.39)

to close the bootstrap assumption, provided that R and C](3js) are chosen large
enough. O

In order to close the entire bootstrap argument, one can now first apply Propo-
sition 5.4 to j = N, then apply Proposition 5.3 to j = N — 1 and, finally, apply
Proposition 5.2 to all j < N — 2. One thus obtains that A is open and hence closes the
bootstrap argument. In particular, we have established the proof of Proposition 5.1.

More systematically, one could instead make only the bootstrap assumptions
(BS(n)) (without assuming (BS’(m))), apply Proposition 5.4 to all j < N in order
to close the bootstrap argument, and then use the identity (5.29) in order to obtain the
remaining estimates for 7'/ (r¢1). This will be the approach followed in section 8. O

5.3.5 Removing the Smallness Assumption on 2M/R.

In the proofs of the previous sections §5.3.2—-§5.3.4, we exclusively followed continuity
methods, which required us to exploit 2M /R as a small parameter at various steps.
It turns out that one can partially replace the continuity argument with a Gronwall
argument to remove all smallness assumptions on 2M /R. Let us briefly sketch how
this works.

Let ¢ denote the finite solution as described in the beginning of §5.3. First, we
remark that the proof of Proposition 5.4 shows that one can obtain an estimate of the
form

. c .
10,77 (rép) | < —=lul J-1 (5.40)

N

without requiring largeness in R (this can be obtained by assuming a bootstrap estimate

on r29,T7 (ré) Ir, and improving it using the energy estimate, cf. (5.35)).
Equipped with this boundary term estimate, one can then obtain an estimate on

r29, T/(rd)) throughout Zr, N {u > —k} as follows: Let (1, v) in Zr, N {u > —k}.
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For simpler notation, set j = 0. Then, by the fundamental theorem of calculus,

v u 2
9
1B (u, v) — D, vrRw))| < / P, v’)/ 12M0w - 6MZD%
vgr(u) —k r
', vy du’ dv. (5.41)

Recalling the definition of & = r28U (ré1) — Mr¢q, estimating the Mr¢1-term against
the integral over d,(r¢) from I', and applying Tonelli in the inequality above, we
obtain:

v 2
[r=0y (rg1)
M=

P20, @ )] < [r20, (), v ()| + (. v') 4

u v
+ / / r2(u,v)
—k Jug(u)

We now also write the r ¢ -term in the double integral as an integral over 9, (r¢) from
I" and pull out the relevant suprema:

vR (u)

2
3
12MDw _ 6M20@ ', vy dv' du'.
r r

(5.42)

R e G0

,/d/
2 (u,v")dv

128y (rd1) (u, v)| <

a0, vp)| + [

vR ()

L / SUPy w0 17200 FED W V) SUPy ey ury v 17200 r) (' )] .
—k r2u, vp g (u) r2u', vR () '
(5.43)

We already control the boundary term on the RHS. If we now fix # and just regard the
last two integrals on the RHS as some monotonically increasing function of v, we can
apply Gronwall’s inequality in the v-direction to obtain that

2000, )| = € (|00 1), v (@)

N / SUPy c[og (). 0] 200 (rd ) (', V)] du/>_
—k

r2w', vy (1)
(5.44)

Finally, we take the supremum in v, SUp,/cp,,(u).v)> ©0 the RHS and apply another
Gronwall inequality, this time in «. This then shows that

sup  [r23,(rd1) (u, v)] < C [r20, (rep) (u, vr ()|, (5.45)

v'elvg (u),v]

and thus shows (5.5) forn = 0.
Clearly, this approach requires no smallness assumption on 2M /R other than R >
2M. Nevertheless, in hopes of simplifying the presentation, we will keep exploiting
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2M /R as a small parameter throughout the remainder of the paper (i.e. §5.4 and §8).
However, as the argument above shows, these smallness assumptions can always be
lifted if one only wants to show upper bounds. The only times where we really need
2M /R as a small parameter is when we show lower bounds on r¢; etc., see already
§5.5.2.

5.4 Estimates for 8, T (r¢p1 — |u|T(r¢1))

The results obtained thus far are sufficient to show the first two estimates of Theo-
rem 5.1. In fact, not much modification is needed to also show certain lower bounds.
However, something different needs to be done in order to establish the existence of
the limit limy,—, oo 729}, (rzau (r¢1)) (i.e. to prove Eq. (5.8)). A crucial ingredient for
this is to prove decay estimates for the differences T7@,(rép1) — |uld, T (r¢y)) (the
reader may wish to already have a look at §5.5.2 to understand the role played by these
quantities).

Therefore, let from now on ¢ be as described in the beginning of §5.3, but with the
additional assumption that also the lower bound (5.11) holds on the boundary data.
We will now establish the following uniform decay estimates:

Proposition 5.5 Let ¢ be the solution described above, and let 1 < N' < N + 2.
Then, if |Uy| is sufficiently large, there exists a constant C = C(2M /R, Cii Cil;l’s) (in
particular, this constant does not depend on k), which can be chosen independent of R
for large enough R, such that the following estimates hold throughout Zr, N {—k <

u < Up}:

C
’ 1’

C
2T, (réy — u|T (ré1))| < T O n=0,...,N'. (546)

Proof The proof will be very similar to the proof of Proposition 5.1. We will again
treat 2M /R as a small parameter, keeping in mind that this restriction can lifted as in
§5.3.5. O

5.4.1 The Bootstrap Assumptions

Let {Cl(ans), Hs0=1... N '} be a set of sufficiently large positive constants, and let A
be defined as in 5.3.1, with the additional requirement that also

Ciy Cis
r2T"0, (réy — [uT (rén))| < WW@ + 0 Tt (BS”(n))
holds forn =0, ..., N’. We shall improve these estimates in the following. Note that

we only assume estimates on the 9, -derivatives, so we can just use the method of the
proof of Proposition 5.4 with some adaptations. The crucial observation is that, while
the differences 7" (¢ — |u|T ¢1) do not solve the wave equation, the error term is of
the form 3, 7"+ (r¢1), over which we already have sharp control by Proposition 5.1.
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5.4.2 Improving the Bootstrap Assumptions

Proposition 5.6 Let j € {0,..., N'} for N' < N + 2. Then, for sufficiently large
values of R/2M and |Uy|, and if C](gjs)’ o 18 chosen large enough, we have throughout
A that, in fact,

() ()
; 1 Cgs 1 Cgs
r2T79, (rén — [u|T(ré1)| < EW 30 Tt

(5.47)

Proof We shall only need to assume (BS”(n)) for n = j and, in addition, the results
of Proposition 5.1. We shall follow the structure of the proof of Proposition 5.4.

First, we require an estimate of r2TJ dy(r¢1 — |u|T (r¢p1)) on the boundary I'g.
Recall that, in the previous proof, we obtained such an estimate by using an energy
estimate to obtain a bound on /7 T/ ¢; with sharp decay in u, and by then using the
wave equation to convert this into a bound for 8,7/ (r¢1) on I'g. Proceeding along the
same lines for the differences under consideration, we are led to consider the current
JT[TI(¢1 — |u|T¢p1)]. The divergence of this current is no longer vanishing. Instead,
we have!3

divyT [Tf (@1 — |u|T¢1)] =0, (Tf (¢ — |u|T¢1)> T (Tj (@1 — |u|T¢1))

= _ia,,Tf“(rqs]) . lT-’“ (rén — [ulT (rén)) ,
Dr r
(5.48)

where we used the formula (3.6) for ;. Using the estimates from Proposition 5.1 and
the fact that j +2 < N’ +2 < N, we can thus bound divJ T as follows:

C2

‘diVJT [Tf' (# — |u|T¢1)]‘ 2 g (5.49)

Applying the divergence theorem, in the form of (2.11), to the current J7, and doing
the integrals over the sphere, we then arrive at (compare to Eq. (5.34))

u ) 2
/ 2 (8,771 — 11 Tgn)) du’
—k
S/r (—k }2r2Tj+l(¢l — W |Td1) - 20y — )T/ (¢1 — || Th1) du’ (5.50)
RO{—k=<u'<u

u v
+/ / 2 ‘div]T [Tj(qbl — |u’|T¢>1)”du’dv’.
—k Jog (')

13 We abuse notation and write be=1 = 1.
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We have already estimated the terms inside the bulk term in (5.49). Indeed, we can
see that the contribution to the RHS of the estimate (5.50) above is subleading:

u v
; C
2 ‘ o1l / ’ 1./
re|divJ [T (1 — [u'|Top)]|du dV' < —5— (5.51)
/—k /vk(u) ! ! R?|u|?i+3

for some constant C. On the other hand, we can estimate the boundary term in (5.50)
by plugging in the boundary data assumptions (5.11) forn = j, j+1 and the bootstrap
assumption (BS”(n)) for n = j. This gives:

/ 27217 (g — W\ T ) - 28y — TVTY (p1 — |/ IT 1) dud’
I'rO{—k<u'<u}

r
</ o Cne Ci
- CrN{—k<u’<u} R|u/|2+j+8 RkJ+2
. i Cl(ajs)"g + CI(BJS)’S + 22 + L Cil;l’g =+ C]rr; du/
R2 |u/|j+1+e kit R |u/| R|M/|1+j+s RkJ+!1

8 I ol (W) r o 1 1 ? -1
SF maX(Cin,a’ Cin) (CBS,s + maX(Cin,e’ Cin)) kil + |u|j+1+5 ~(L+0(ul™).

We thus find, using the fundamental theorem of calculus, Cauchy—Schwarz and the
energy estimate (5.50) above, that

. VA 1 1
/ J _
DF|T (¢1 |M|T¢l)| =< R% (kj+1 |u|j+l+8

)(1 + O(ul"1)), (5.52)

where A’ is a constant which, importantly, only depends linearly on C](SJS) .- We now
use the wave equation (3.11) in order to derive an estimate for the d,-derivative on the

boundary. We compute from (3.11) that

j 2D M\ i j+
0udy (T (ré1 — |ulT (r¢1))) = 7 1+ - (T (r¢1 — [ulT(ré1))) + 0T/ (rép).
(5.53)
Note that we control the error term 9,7/ +1(r¢1) by Proposition 5.1; in fact, it is

subleading in terms of u-decay. Integrating (5.53) from u = —k, and plugging in the
estimate (5.52), we find that (see also (5.35))

7 M
0T 1 — TGy < YA 1+ 3 < !

R? oM
VIi—= %

We have thus established an estimate on the boundary term. Now, in order to improve
the bootstrap assumption, we want to appeal to the approximate conservation law

1 _1
Gt s ) 0+ 0,

(5.54)
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(3.13). We compute that

3 (r_zavTj(CI) — |u|T<D)) — 25,7/ 0

6M2D 12M (5.55)

. D, .
3 (T7(ré1 — ulT (ré1))) — 5 WT/ (rgr — lulT (ré1)).

Again, we control the error term r*za,, T/t by Proposition 5.1; in fact, it has more
u-decay than the other terms:

-2 j+1
reo, T o) < ——.
| v |_ r4|u|1+2

Converting some of the additional |u|-decay present in 3, 7/%!® into r-decay,

N E P
Ir=o,T ¢|—r576|u|j+1+8’

for some suitable 1 > § > ¢, and repeating the computations leading to (5.38), we
thus find

/AT M r r
7i @ —irey < A 3w (L] Mone | Mo
= "R2 /1 Y kJ+1 |u|]+1+s R\u|]+1+5 RkJ+1
R
+ 1 3M= Cine BS.e + BS.e 1 + 1 +ﬁ(|u|7j7176)
1-2\ 2 R2 R L T it -

(5.56)

Importantly, C](gj;q)’ . in the above estimate appears either multiplied by decaying R-

weights or sublinearly inside a square root (in A”). Therefore, if R/2M and Cl(gjs)y .

are sufficiently large, we can improve the bootstrap assumption (and thus prove the
proposition) by again writing

P90, 1 = Wl T G| < [T/ (@ = Wl T®)| + M|TT g1 = TG
(5.57)

m}

This concludes the proof of Proposition 5.5.

5.5 Proof of Thm. 5.1

Recall from §5.2.2 the definition of the sequence of solutions ¢}k), each arising from
data satisfying (5.10), (5.11) and (5.12). We have shown sharp, uniform-in-k decay
for these solutions in Propositions 5.1 and 5.5.
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We will now smoothly extend these solutions to the zero solution for u < —k
and show that they converge uniformly to a pointwise limit ¢; as k — —oo, which
therefore still satisfies the uniform bounds of Propositions 5.1 and 5.5.

5.5.1 Sending ¢y——_x = &~
Proposition 5.7 Let {¢§k)}keN be the sequence of solutions described in §5.2.2

extended with the zero solution for u < —k. This sequence {¢§k)}keN tends to a
uniform limit ¢y as k — oo,

: (k) —
klggo gy — ¢71||CN(@rR) =0. (5.58)

In fact, this limiting solution is the unique smooth solution that restricts correctly
to the data of §5.2.1, and it satisfies, throughout Zr, N {u < Uy}, and for suffi-
ciently large negative values of Uy, the following bounds for some constant C =
CQ2M/R,CL Cil;’s) which can be chosen independent of R for large enough R:

mn’

C
[P o v < n=01... N, (559

c L
\T”(r¢1)(u,v)|§|u|7+lmax(r Ul 1), n=0,1,....N—=1. (560

Moreover, if N' < N + 2, we also have

c
P2T"8, (répy — |u|T(r¢1))) < T n=0,1,...,N" (5.61)

Proof We show that the sequence is Cauchy. Let § > 0 arbitrary. We need to show
that there exists K € N such that

16 = & llen gy, < 8 (5.62)

forall n, k > K. This is done by splitting Zr,, into three regions: u < —n, —n < u <
—k 4+ 1 and —k + 1 < u, where we assumed without loss of generality that n > k.

In the first region, u < —n, both solutions vanish, so there is nothing to show.

Notice that, by linearity, the difference A¢; := qbg") — ¢§k) is itself a solution to
the wave equation (3.11), with vanishing data on u = —n and compactly supported
boundary dataon I'r N{—n < u < —k+ 1}. We can therefore simply apply the results
of Proposition 5.1 to A¢; in the second region, —n < u < —k + 1, and obtain, for
some constant C, that

C
k 1
161" = 611l e¥ g n(enzuz—ki1y < T (5.63)
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In the third region'¥, —k + 1 < u, we apply the energy estimate (5.34) to the
difference A¢q:

u
/ r2(3,T/ Ap1)? + D|T A¢p | du’

—n

< 2P T/ Ay - (20, — THT' Agpy du'.

/I‘Rﬂ{ngu’§k+l}

Here, we used that the boundary data for A¢; are compactly supportedinu < —k+1.
We can now estimate the integral over I'g by plugging in the boundary data assump-
tions for the T/ A¢;-terms and by plugging in the previously obtained estimate (5.63)
for the terms 8, T/ A¢;. We thus find that

1 2
ITT A (u, v)]| < </_n r]_zdu’>2 (/_ r2(0,T7 Ay (u, “))zd”/)2 = %/d%

for some constant C > 0. From these estimates on 7"/ A¢1, we can obt'ain estimate;s on
9y T/ A¢; by simply integrating (3.11) from u = —k + 1 (where 8,7/ A¢; < k=i=h.
This shows that there exists a constant C» such that

k G
||¢§n) - ‘7’1( >||CN(@rRﬂ{uz—k+l}) = s (5.64)

Combining (5.63) and (5.64) shows that (5.62) holds for all » > k > K provided that
K > %.

We have thus established the uniform convergence of the sequence {¢§k)}. In view
of the uniformity of the convergence, the bounds from Propositions 5.1 and 5.5 carry
over to the limiting solution, thus proving the estimates (5.59)—(5.61). Moreover, the
methods of the proof show that this is the unique solution that has vanishing energy
flux on .# ~ and satisfies the assumptions of §5.2.1. This concludes the proof. O

5.5.2 The Limit Iimu_)_oo,v=con5tant rzau (I’zau(l’(P))

Finally, we establish that the limiting solution constructed above satisfies (5.8). For
this, we will also need to assume the lower bound (5.3) on data.

Proposition 5.8 Consider the solution of Proposition 5.7, and assume in addition that
N >4 and N' > 2, as well as the lower bound on data (5.3). Then the following limit
exists, is independent of v, and is non-vanishing so long as Cil; is non-vanishing and
R/2M is sufficiently large:

lim 2, (ﬂau réy (u, v))) —C 0. (5.65)

u——00

14 In fact, the approach for the third region can be used in all of 2.
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Moreover, we have that limy_, — oo 123, (r¢1) (u, v) = 0 and

P20 (rPu0gr e v)) = lim 120, (120,91, v)) = Omax(ul =, ™).

(5.66)
Proof We first establish the existence of the limit
lim |u>r?0,T(ré)(u, v) =: Zv) (5.67)
u—>—00

by computing

3 (U220, T (rp1)) = —2\ulr?9,T (répy) + |ul*r?0, T*(repn) — [u*0,(r28,T (r 1)),

=0(ul~1-%) =002
(5.68)

where we bounded the first two terms using (5.61), and the third term by plugging in
the bounds (5.59), (5.60) into the approximate conservation law (3.13) and integrating
in u (see also (5.27)). In fact, the bound on the last term also shows that £ (v) is
independent of v, £ (v) = .Z. We have thus shown that

u*r?0,T(r¢1) — Lim_|ul*r*0,T (r¢1) = O(max(lu| =, r7").  (5.69)
u——0o0

We now show that . is non-vanishing by using the lower bound (5.3): We have
from (the T-commuted) equation (5.17) that

2
r29,T(r*¢1) = / DI7rn) _ 8MDT<r¢1)du <

c 3
— . + O(u|3r 2.

ru)?

Evaluating the above on I'g gives

MC 3
R8T (1) + DRT 1l < s + Oul R,

= Rjul?

which, if R is chosen large enough (recall that the constant C in the estimates above
can be chosen independently of R if R is large enough), can be chosen to be less than
r

4|C;‘|‘2 . This results in the following lower bound on I'g:

r

Cin
= G (5.70)

2T o0

Using once more the estimate on 1|23y (P23, T (rép1)) ~ r—2 and integrating it from
I"'g shows that, if R is chosen suitably large, we in fact have
r
in

> 1
~ 8lul?

20, T0¢)lr

(5.71)
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In summary, we have thus established that lim,_, _ lu|2r20,T (r¢1) (u, v) =
ZLw)y=22 #0.
Finally, in order to relate .Z to the limit of r29, (r2a, (r¢1)) in question, we write

P20 (r2 0, (rgn)) = r*T2(ry) — r2oy (2T (ré1)) — r2du (r2 8, (rd1))
= r*T2(r¢y) — rayT (r¢1) — 2Dr3T (rpy)
+2Dr23, (r2¢1) + 6M Dr? ¢y, (5.72)

where we used Eq. (5.19) in the last line. Notice that the last term decays like |u|™!,
whereas the other terms do not decay. We now express the limits of each of the other
terms in terms of .Z.

Computing lim,_, _oo |ul/*1'rT7 (ré1). Observe that (5.61) implies that

1
lim |u|?r?0,T(rén) = = lim |ul’r?8,T>(ré1)
U——00 2 u——00

lim |u>T7r?0, T/ (rg)

I 424 13 _ — _
_guglzloolulravT (r‘bl)—"'_(j_‘_l)!uafoo
(5.73)

for all j < N’. Now, use the wave equation (3.11) to write
i M 2 j+1 2027
—=2DT/(r¢) | 14+ — ) =r"0, T/ (r¢1) —r=9;T' (rep1)
r
=20, T/ 1) +2Drd, T/ (rdp1) — 3, (20, T (r1)).
The last term decays faster than the others, and we conclude that

2 lim a7 rgr) = lim [ul 29,7 (rg)
u——0o0 u——00

: : (5.74)
+2 lim [|u)/T'20,T7 (r¢).
u—>—00

Plugging (5.73) into the expression above, and setting j = 1, 2, respectively, we thus
obtain

lim |ul>rT(r¢y) = —%(2.2 +29)=-2%, (5.75)
U——00
1
lim |ulrT?(r¢y) = —5(6.,2” +2.29)=-52. (5.76)
u—>—00

Computing limy,_, _ r29, (r2¢1). In order to compute the limit of r29, (r2¢>1 ), We use
equation (5.17) to write
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r29,(r’¢)) =

_ 4 / lim,, . oo |u|*rT (r¢)

r3|u)?

r4/ DTr(;¢1) _8MDGey)

4

du+ O(ul™" +riul79),

from which we conclude, using (2.6), that
. 2 2 L 2 1
lim r<0,(r“¢py) = — lim |u|“rT(r¢)) = —=Z. (5.77)
U——00 4 u——o0 2

Finally, inserting the identities (5.75), (5.76) and (5.77) back into (5.72), we find
that

lim r20,(r?0,(r¢1)) = 5.9 — L +2-2.4 — %Z =-3%. (578
Uu—>—0o0

This proves equation (5.65). Estimate (5.66) as well as the vanishing of lim,_, _
23, (r¢) follow similarly. o

Combining the previous two propositions, Propositions 5.7 and 5.8, proves Theo-
rem 5.1.

5.6 A Comment on the Stationary Solution

We have already remarked in §4.4 that we expect the vanishing of limy,_, _ o 728, (r¢1)
to lead to late-time asymptotics with logarithmic terms appearing at leading order if the
data on I' are smoothly extended to .7+ (for instance, we would have r¢1| 7+ (1) ~
l(;%" as u — 00). In other words, we expect our choice of polynomially decaying
boundary data to lead to a logarithmically modified Price’s law for £ = 1.

Note that the limit lim,_, oo 729, (r¢1) would not vanish if we included the sta-
tionary solution, that is to say: if we added a constant to our initial data. Using the
structure of equations15 (5.17), (5.19) presented in the proof of Proposition 5.2, or
other methods, it is indeed not difficult to see that the stationary solution behaves like
B(rd1) ~ =du(repn) ~r>.

On the other hand, we see that if we prescribe decaying data on I' g, then the solution
will behave, roughly speaking, like the stationary solution multiplied by that decay.
Now, since the stationary solution for higher £-modes will decay fasterin £, r¢pp ~ r—¢
(see eqns. (5.79), (5.80)), we thus expect that if we prescribe decaying boundary data
for higher ¢-modes, then the corresponding solution will decay increasingly faster

15 For the sake of completeness, we mention here that these equations are special cases of

_ LD 2MD(L + 1)?
8oyt rgL)) = T (L) — r(Liﬁ)rm, (5.79)
3t a,rr)) = —(L + DD, (L - rgr) — (1+ L(L + 1))2MDrE2r¢, . (5.80)
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towards . —, and (r23,)’ (r¢,) will vanish to higher and higher orders. We will build
on this intuition and make it precise in §8.

6 Boundary Data on a Timelike Hypersurface I’y

In the previous section, we showed how to construct solutions and prove sharp decay in
the case of polynomially decaying boundary data on hypersurfaces of constant r = R.
We now outline how to generalise to spherically symmetric hypersurfaces on which r
is allowed to vary. In fact, not much modification will be needed.

6.1 The Setup

For the sake of notational simplicity, we restrict our attention to spherically symmetric
hypersurfaces I' y C ./ that have timelike generators that are given by!®

|u|*

T® =9, + By, s> 0. 6.1)

Tl = " T =™
Notice that we normalised 7@ such that 7T®u = 1.

Since the cases s > 1 and s < 1 are quite different, we shall treat them separately.
Let’s first consider the case s > 1:

6.2 The Case Where r|r, Attains a Finite Limit (s > 1):
6.2.1 Initial/Boundary Data Assumptions and the Main Theorem

Let I' y be as described above, and let s > 1. We then prescribe smooth boundary data
(]31 for ¢1 on I' y which satisfy, for u < Up < 0 and |Uy| sufficiently large:

. n!Cy,
\UMVOmﬂerﬁy n=0,1,....N+1, (62

. . C
T~ WITOCP)| < B n=0 N EL (63

for some positive constants Cil;l, Cil:l o> € €(0,1)and for N, N " > 1 positive integers.

Moreover, we demand, in a limiting sense, that, for all v

lim 3)(r¢1)(w,v) =0, n=1,...N+ 1L (6.4)
u——0o0

Then we obtain, as in the previous section:

16 The proofs presented below also directly apply to slightly more general spherically symmetric timelike
generators, e.g. TG ~ T — [y, with fg ~ |u| ™5, or TG ~ T — fs log |u|dy etc.
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Theorem 6.1 Let N > 4 and N’ > 2. Then there exists a unique solution ¢ to Eq.
(3.11)in Dr, = A N{v = vr(u)} which restricts correctly to ¢1 only, ¢1lr, = 451,
and which satisfies (6.4).

Moreover, the estimates from Theorem 5.1 apply to this solution, with C # 0 being
non-zero provided that a lower bound on data is specified and that R /2 M is sufficiently
large.

6.2.2 Outline of the Proof

As the proof only requires small modifications to the proof of Theorem 5.1, we will
only give an outline. There are two closely related ways one can go about this: One
can either work with the generators of I' ¢, i.e. replace all T’s from the proof of
Theorem 5.1 with 7¢)’s, and estimate the resulting error terms (which would always
exhibit faster decay than the other terms) — this was the approach of [12]. Alternatively,
one can continue working with 7 and exploit the fact that the difference of, say,

T(r¢)) — TO(rgy) = IJ‘:"Ll — 0y (r¢1) decays faster than either of the terms on the
left-hand side as long as s > 1. Thus, an estimate on 7 (r¢) immediately gives control

on T (r¢;) and vice versa.!” We shall follow the second approach:

Proof of Theorem 6.1 First, we cut off the data as in section 5.2.2. We then introduce
the set of bootstrap assumptions as in section 5.3.1 (with the only modification that the
set X defined below Eq. (BS’(m)) now contains all v > ur (u)). The proof of Propo-
sition 5.2 remains unchanged. The proof of Proposition 5.3 requires the modification
that, now, it isn’t 7/ (r¢;) which on I'f is given by data, but (T )/ (r¢;). However,
this can easily be dealt with by writing

|

T(rér) =T (rg)) + lb‘—,av(rdm 6.5)
ol

(and similarly for 77), and then plugging in the bootstrap assumption for 9, (r¢1),
using the fact that, because s > 1, the 9,(r¢1)-term has more u-decay than the
T (r¢py)-term. It can thus be absorbed into the latter for large enough |Up|.

Let’s now move to the proof of Proposition 5.4. Applying the divergence theorem
gives (we denote the induced volume element on I' y by r2 dir ;d€2)

/ r2du’ dQLIT [T ¢yi] - 0s
GyN{—k<u'<u}

5 r j |u/|—s
< redir dQUT [T o=t ] - |00 — O + =0 ),
I pN{—k<u’<u} ‘ 1+ fu']

which implies (cf. (5.34))

(6.6)

17 Note that this is no longer true if s < 1.
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u . .
/r2<8qu¢1>2+D|Tf¢1|2du/
—k

< f P2 (770 (T = 2007
[ pN{—k=<u'<u}
|ul|—S ) 2 2D . 5 ,
— (773 — (T’ du'. 6.7
+1+|u/|—5 (T79y1)” + r2( é1) u (6.7)

As before, we can now write Tj(r¢1)|rf = (T(S))j(r¢1)|rf + O(u|~7~%) to find
that

u
/r2<aqu¢1>2+D|Tf¢1|2du’5 / —2r2 (1) *1gy -20,T ¢y )
—k

I rN{—k<u'<u}

+O(u' 1727375 du.
From here, we arrive at the analogue of the estimate (5.38). We can thus prove the
analogue of Proposition 5.4.

In a similar fashion, one can then follow the steps of sections 5.4 and 5.5 to conclude
the proof of Theorem 6.1. O

6.3 The Case Where r|, Diverges (s < 1):

There are two main differences in the case s < 1. On the one hand, if we write, as
above,

: |u|™*
T(re) =TV 0d) +———— du(réy), (6.8)
N‘urzr—l ~|u|*1r*2

then we immediately see that, on I' s, where r ~ |u|1’s if s # 1, both terms on the
RHS can be expected to have the same decay.'® This means that we have to be more
careful in estimating the boundary terms in the energy estimate. On the other hand,
since now r|r tends to infinity, it will be much more straight-forward to show the
existence of the limit lim,,_, _ o |u |2r28UT(rq§1).

6.3.1 Initial/Boundary Data Assumptions and the Main Theorem

Let I'  be as described in section 6.1, and let s < 1. We prescribe smooth boundary
data qASl for ¢1 on I y which satisfy, for u < Uy < 0 and |Uy| sufficiently large:

r

n!C, o
hmﬂ = O(lu|™"7175), n=0,....5 (6.9)

(TY (1) —

I8 Notice that if s = 1, the second term on the RHS decays faster by log_2 lul.
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for some positive constant Cil;. Moreover, we demand, in a limiting sense, that, for
all v

lim 3 (r¢)w,v)=0 n=1,...5. (6.10)
U——00

Then we obtain, as in the previous section:

Theorem 6.2 There exists a unique solution ¢ to Eq. (3.11) in Ir, = M4 N {v >

vr, (u)} which restricts correctly to q31 only, ¢ilr, = (]31, and which satisfies (6.10).

Moreover, if Uy is a sufficiently large negative number, then there exists a con-
stant C = C (Cil;) (depending only on data) such that ¢ obeys the following bounds
throughout .@rf N{u < Up}:

C
20, T" (rép1) (u, )| < ——., n=0,....4 (610
|u|"+

C
e vl < g max (L) e=0.0030 61

Finally, along any ingoing null hypersurface ,, we have

r29,(rg1)u, v) = O(ul™), (6.13)

C+O(ul™), ifs<l,

. . : (6.14)
C+ O(og " |u]), ifs =1,

P29, (28, (r¢n)) (u, v) = i

where C = 3Ci1;1 is determined explicitly by initial data, and &' = min(g, s, 1 — s).

Remark 6.1 We remark that, in the case s = 1, the fact that the & (log_l |u])-term in
(6.14) is non-integrable means that Theorem 4.1 cannot be applied directly. Since this
is a very specific issue, we make no attempts to fix it in this presentation.

6.3.2 Outline of the Proof

Proof As before, only a sketch of the proof will be provided.

We cut the data off as before. Let us first show (6.11) for n = 0:
Proof of (6.11) for n = 0: We follow the proof of Proposition 5.4. We first need to
acquire an estimate for d,(r¢1) on I' y. We assume as a bootstrap assumption that

P20, < B8 6.15)

ul
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for a suitable constant Cgs. We recall from the energy estimate (6.7):

/ r2(3.61)* + Dlgy|* du’

< f 2 (T - (T —23,)¢ +WL (a¢)2+2—D¢>2 du’
~ 1 v)P1 1+|u,|_s v@P1 rz 1
I pN{—k<u’'<u}

(6.16)

Note that the (3, ¢ )>-terms in the above are potentially dangerous since they could lead
toa Cés -term, which would make it impossible to improve the bootstrap assumption.
However, upon writing again

|u|—Y
T =T® — 001, 6.17
¢1 ¢+ T = w1 (6.17)

we find that that the (3,¢1)>-terms, in fact, appear with a benign sign:

2 _ _ 22D 5V a
/F K <T¢>1-<T 20061 + {1 ((avam +5 ¢>1)) du

2 2 u'|~* 2 ) lu'|7* 2D , ,
- T — — L (3,1)* — 2001 T AL T2 )d
./r,-r (( é1) T |u’|—5( v1) w1 T 1 + T 2 ¢7 ) du

' ) 142/~ lu'|~% 2D
- 2((T9bV2 42196 T ——¢?
_/Ffr (( O0° + 20TV b1 e+ T e

|u/|—2S (8
(I+ /| )2
< / z(wﬁf ()’ ci2<ciE+CBs><1 1) <c£,>2>
. 1
Ly

~ A OS] ) S P

2

+r wp1)? du’

r6|u/|2+25 >

where we used the boundary data assumption and the bootstrap assumption in the
last estimate. Using now the fact that |u|'™ < rifs # 1 (or log|u| < rifs = 1),
as well as the fundamental theorem of calculus and the Cauchy—Schwarz inequality,
combined with the energy estimate (6.16), we obtain that

2 < Cifr;(cil; + CBS)

rér S (6.18)

e, lul?
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Importantly, Cgs does not appear quadratically in the above estimate. Plugging this
bound into the wave equation (3.11) and integrating in u, we obtain that

VCs + CasC, 6.19)

20,00l | S E

Having obtained a bound for the boundary term, we can now, as in the proof of
Proposition 5.4, use the approximate conservation law (3.13) to close the bootstrap
argument for 9, (r¢;). Indeed, we can obtain a bound for @ (similarly to how we
obtained (5.38)) and then use the fact that, by integrating the bootstrap assumption
from I" 7, we have

Cil; + Cgs

I lul

lrénl < (6.20)

In view of log|u| < r|r,, this decays faster than 728, (r¢1). Therefore, the bound
for ® immediately translates into a bound for 23, (r¢;). This closes the bootstrap
argument.

Proof of (6.11) for n > 0: Having proved (6.11) for n = 0, we now outline the
proof for n > 0. In fact, the only thing that changes is that, in the energy equality
(6.16), we now need to express Tj¢1 in terms of (T(S))j¢1 for j > 1, which leads to
more "error" terms. For instance, we have

u —S u —S
T°¢1 = (TW) ¢ + 2#&)% +T ("—u_) 1

-2
||~

2
TEPESE 0,¢1. (6.21)
We have already obtained estimates for the last two terms. Moreover, we can estimate
the first term above from the boundary data assumptions, and the second one via a
bootstrap assumption on 9,7 (r¢1). Plugging these estimates into (6.7) for j = 2 then
improves the bootstrap assumption.

We leave the cases j > 2 to the reader. (Notice that when e.g. expressing T4¢ in
terms of (7®))*¢,, there will also be, for instance, a term containing 83 ¢1. We can
estimate this by simply commuting the wave equation twice with 9, and appealing to
the proof of (6.11) for n = 0. The other terms can be dealt with similarly.)

Proof of (6.12): We can obtain the estimates (6.12) for n < 3 by using the wave
equation as in (5.29) and the already obtained bounds (6.11).
Proof of (6.13) The proof of (6.13) is straight-forward. We simply write:

P2, (rn) = r’T (réy) — r’d,(ren). (6.22)

Proof of (6.14): Finally, we prove (6.14). As in the proof of Proposition 5.8, we will
first compute the limit lim,,_, _ oo |u|?r28,T (r¢1).
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In view of the approximate conservation law (3.13) and the fact that r|r, tends to
infinity, we have that

lim |ul*r?0,T(rg1)(u,v) = lim |ul*r?3,T (rép1)(u, vr, ().  (6.23)
u——00 u——00 .

We estimate 9,7 (r¢1)|r, as follows. Integrating the 7-commuted (5.17), we obtain
that

r 1
r2,T(rg1) +r’Th1 = O (W + rW) : (6.24)
from which we read off that
o 1 , s =1,
WP 9 ) = ~Ch+ (lﬂg'”o Lo o ©»
Tul® + |u|175 + W) , S <1,

and, in particular, that

Z = lm |ul*r?8,T (r¢n)(u,v) = —Ci. (6.26)
u—>—00
Here, we used that
2 2 (s) /.2 lu]™* 2
rTor=TE ¢1) =T ¢1) + ———— 0, ¢1)
1+ |u|=

and the fact that, in view of (5.17), the second term above decays faster than the first.
Similarly, we find that

lim w20, T7 (rgp) (u, v) = —j1CE (6.27)
u—>—00

for j < 3. We can now compute, exactly as in the proof of Proposition 5.8, the
expressions (5.75), (5.76) and (5.77), from which it follows, using the identity (5.72),
that

lim 729, (r*8,(r¢n))(u, v) = —3.2 = 3CL. (6.28)
u——00
This concludes the proof. O

Part ll: Generalising to all £ > 0.
Having understood the case £ = 1 in detail in the previous sections §4-§6, we now

want to analyse the general case. As explained in §1.4, this second part of the paper
can be understood mostly independently of part I.

@ Springer



The Case Against Smooth Null Infinity IIl... Page 69 of 117 12

As a zeroth step, we need to establish higher £-analogues of the approximate con-
servation laws (3.13), (3.15). This is achieved in §7. We then treat the case of timelike
boundary data in §8, restricting the presentation however to cases of hypersurfaces of
constant area radius. Then, we treat the case of characteristic initial data in §9 and §10.

The sections §8 and §9 are similar in spirit to §5 and §4, respectively. (The reasons
for the reversed order of the sections are solely of presentational, not of mathematical
nature.) On the other hand, §10 follows a different mathematical structure than §4:
While the methods of §4 and §9 can only treat data that decay like r¢p < lu| ¢, the
approach of §10 allows us to also treat slowly decaying (and even growing) initial
data.

7 The Higher-Order Newman-Penrose Constants

In this section, we derive higher-order conservation laws and define the Newman—
Penrose constants associated with them.

7.1 Generalising the Approximate Conservation Law (3.13)

In order to generalise the approximate conservation law in u (3.13), we first require a
general formula for commutations of the wave equation with [r28,1V:

Proposition 7.1 Let ¢ be a smooth solution to Ug¢p = O, and let N > 0. Then ¢
satisfies

il ) =~ 5,20,V )

N
D i 2M .
+j§07_2(2M)] <a§v + b;-vﬁgz — Cj.\] . T) [VZBU]N i (r), 7.1

where the constants aj-v , b;v and cjy are given explicitly by

a;.Vz(21—1)<]j>+(2/+2—2)(1;’:21), (7.2)

b = (N ) (1.3)
J

3-2() o (12)

and we use the convention that (1;]) =0ifj > N.
Proof A proof is given in the appendix A.2. O

Notice that, in particular, a(I)V = N(N +1) and b(l)V = 1. Hence, if we restrict to
solutions supported on the £ = L-angular frequencies, and consider (7.1) for N = L,

@ Springer



12 Page700f117 L. M. A. Kehrberger

there will be a cancellation in the highest-order derivatives. One can then iteratively
subtract (7.1) for N < L, multiplied with a suitable constant, to obtain an approximate
conservation law. This is done in

Corollary 2 Let ¢ = Z\m|5L OLm - Yim be a smooth solution to Ug¢p = 0 supported
on the angular frequencies £ = L > 0. In what follows, we shall suppress the m-index.
Let N > 0, and define, for j < N,

alti=al —bY L+ 1), (75

and let {xl.(L) Jo<i<L be a set of constants with xéL) = 1. Then ¢ satisfies

Budy ([rza 1L<r¢L>+Z(2M)’ P zav]“(rm))

i=1

L .
= 2D 0t ) — Y My 20D
r r

i=1

+Z 2(2M)J[rzav 1= ](1’¢L)Z< Batt — Pl ZTM) (7.6)

d[r?,1 " (repr)

Proof This is a straight-forward computation. O

Definition 7.1 (The generalised higher-order future Newman—Penrose constant) Let
¢ be as in Corollary 2, and define the constants xl.(L) for 1 <i < L as follows:

L ~L—k, L
x,-“:=—~LlLZL . @.7)

~L—i,L

This is well-defined since a,, # Ofori > 0and since xéL) = 1. We further denote

L
@p = [0, rpr) + Y @MY x P19, gy, (1.8)
i=1

and define, for any smooth function f(r) = o(r3), the generalised higher-order
Newman—Penrose constant according to

L2 [910) = Tim [, 01, v). (1.9)

Corollary 3 The quantity ®;, defined above satisfies the following approximate con-
servation law:
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L
— D j =i
0u(r 00 = ) M) ()
j=0

j
2(j + 1)xj+1 l.‘“cJL . (7.10)

i=0
Here, we used the notation that xl-(L) =0fori > L.

In particular, under suitable assumptions on ¢, the generalised higher-order N-P con-
stant defined above is conserved along .#

future f[¢]( ) = tuture f[¢] (7.11)

Remark 7.1 It is helpful to keep in mind that the quantity 9,,®; can always be written
as

9 ®r = 0 p1(r2pady (.. pLdy(rér) ... ), (7.12)

where the p; are polynomials in 1 /7. Intuitively, this indicates that one should typically
be able torecover an estimate for ¢, from @ by simply integrating L times. However,
we will never need to make use of the form (7.12) in this paper.

7.2 Generalising the Approximate Conservation Law (3.15)
We follow a similar procedure to derive approximate conservation laws in the 9,-

direction. We have

Proposition 7.2 Let ¢ be a smooth solution to Ug¢p = 0, and let N > 0. Then ¢
satisfies

0¥ o) = 220 0,120, rg)

N
D . 2M .
+2 5em) (c_zjV +b Ae —cf - 7) [Fa,0V " rg).  (7.13)
j=0

wherea =(— l)fa bN = (— l)be andc = (—l)jcj.v.
Proof The proof follows along the same steps as the one of Proposition 7.1. See the

appendix A.2 for details. O

Definition 7.2 (The generalised higher-order past Newman—Penrose constant) Let ¢
be as in Corollary 2, let dN L._ = (- 1)/51N L letx(L) =1, and define, for 1 <i < L,

(L) _ ~L k,L (L)
5" = P al b (7.14)
a
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We then denote

= [r?0,1" <r¢L)+Z(2M)' o0 e, (7.15)

i=1

and, moreover, define for any smooth function f(r) = o(r°) the generalised higher-
order Newman—Penrose constant according to

120 191w = tim 3,8, (u,v). (7.16)

Corollary 4 The quantity ®; defined above satisfies the following approximate con-
servation law:

L
B D » _ .
0 au®y) = 3y @M P90 ) (—2(1 +Dxl) - § xf“; )

j=0

(7.17)

Here, we used the notation that L@) =0fori > L.

In particular, under suitable assumptions on &, the generalised higher-order N-P
constant defined above is conserved along . ~:

1P 191wy = 175 [41. (7.18)

8 Boundary Data on a Timelike Hypersurface I'g

Equipped with the approximate conservation laws (7.10), (7.17), we now generalise
the results of §5. More precisely, we construct higher £-mode solutions to (1.1) (and
derive estimates for them) that arise from polynomially decaying boundary data on a
timelike hypersurface I of constant area radius » = R and the no incoming radiation
condition. In particular, the present section contains the proof of Theorem 1.3. The
generalisation to boundary data on hypersurfaces on which r is allowed to vary then
proceeds as in §6 and is left to the reader.

Throughout the rest of this section, we shall assume that R > 2M is a constant
and that ¢ is a solution to (1.1) supported on a single angular frequency (L, m), with
[m| < L and L > 0. In the usual abuse of notation of §3.3, we omit the m-index, that
is, we write ¢ = ¢r Yrm = dr.Ym.
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8.1 Initial/Boundary Data Assumptions

We prescribe smooth boundary data ¢ASL onT'g = .y N {v = vr(u)} that satisfy, for
u < Uy < 0 and |Uy| sufficiently large, the following upper bounds:

» nCr
T (r¢L)’_RL—|n+], n=0,1,....,N+1, (81
n Cil;e ’
T (”¢L—|M|T(V¢L))‘ < RELpuprite’ n=0,....,N +1 (8.2)

FCF

for some positive constants C;, in,e”

also satisfy the lower bound

g € (0,1)and N, N’ > 0 integers, and which

l"
T0é0)| 2 W >0 (8.3)
Moreover, we demand, in a limiting sense, that, for all v,
lim 8, (r¢p)(u,v) =0, n=1,...N+1. (8.4)
U—>—00

This latter condition is to be thought of as the no incoming radiation condition.

8.2 The Main Theorem (Theorem 8.1)

The main result of this section is

Theorem 8.1 Let R > 2M. Then there exists a unique solutton ér - Yim to Eq. (] 1)
in Ir, = M N{v > vg(u)} that restricts correctly to ¢L YimonTR, ¢rlr, = ¢L,
and that satisfies (8.4).

Moreover, if Uy is a sufficiently large negative number; then there exists a constant
C =CQ2M/R, Cm, L), depending only on data, such that ¢ obeys the following
bounds throughout Ir, N {u < Up}:

P20, T (repy) | < min(r, fuf)~ ™0 UGN =D (8.5)

C
“u |1+1
forall j =—1,...,Landforalli =0,...,N, andf := max(J, 0).

Finally, if N —2 > N’ > L+ 1, then we have along any ingoing null hypersurface
Gy:

(r20,15 7 (répr) (u, v) = O(r~'77), j=0,...,L, (8.6)
P20 rgpr) @, v) = C+ O™ + [ul™) (8.7)

for some constant C which can be shown to be non-vanishing if R/2M is sufficiently
large.
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Remark 8.1 A similar result holds true for more general timelike hypersurfaces I'
(on which, in particular, » is allowed to tend to infinity) as discussed in §6. We leave
the proof to the interested reader.

8.3 Overview of the proof
We shall first give an overview over the proof of Theorem 8.1.

I In afirst step, we construct a sequence of smooth compactly supported data qgék)

as in §5.2.2, which lead to solutions qb(Lk) in the sense of Prop. 3.2. The purpose
of this is that we will then be able to use the method of continuity (i.e. bootstrap

arguments) on these finite solutions ¢(k) .
I We then assume (in the form of a bootstrap assumption) that the estimate

P28, (ré\ ) Iy

will imply that

=z LC Bls| m holds on I'g. An application of an energy estimate
29, (rqﬁ(k))‘ < C'(data) - 25
tion. From this, we then inductively integrate equation (7.1) to obtain estimates

S and, thus, improve this assump-

for the boundary terms ‘[r28U]L J (r¢><k))|rR ,j =0, ... L. The same estimates

hold upon commuting with 7.

IIT In a third step, we assume decay on [r28U]L(r¢(k)) and integrate the approx-
imate conservation law (7.10) in # and in v (the integration in v from I'g
outwards is why we need the estimates on the boundary terms from step II)
to improve this decay, exploiting 2M /R as a small parameter. (We recall from
§5.3.5 that any smallness assumptions on 2M /R can be recovered by replacing
the bootstrap argument with a Gronwall argument.) Integrating this estimate for
[r28,] (r¢(k)) then j times from 'k and also commuting with T establishes
the following estimates:

C ax (7
[r28 ]L ii (rd)(k)) = |l+1R—mdx(1,0) (8.8)

fori =0,...,N,j=—1,0,..., L,and for C # C(k) a constant.

IV In a fourth step, we adapt the methods of steps II and III as in §5.4 to obtain
estimates on the boundary terms [r29,]X =/ T (rqb(k) |u|T(r¢>I(‘k) ))Iry and, from
these, establish the auxiliary estimates (modulo corrections arising from the cut-
off terms, cf. (8.31)):

C R
[r 25 ]L Ji (r(b(k) |u|T(r¢(k))>‘ = |l+1+£R max(j,0) (8.9)

fori=0,...,N'and j = —1,0,...,L
V In a fifth step, we show, as in §5.5, that the solutions ¢£k) tend uniformly to a
limiting solution ¢;,, which still satisfies the estimates (8.8) and (8.9) above.
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VI In a sixth step, we use the estimate (8.8), together with the identities

N
> <a§v — L(L+ Db} — ZTM) P2, IV I T (rgpr)

j=0

P28,V T (rpr)

= PV T gy 4 ZPEED

8T ) (8.10)

implied by (7.1), to obtain the improved estimates (8.5), i.e. to convert the R-
weights of (8.8) into r-weights, using an "upwards-downwards induction".

VII In a seventh step, we use equation (8.10) to obtain a lower bound for
(720,15 T (répz)|r on T, provided that the lower bound (8.3) for T'(r¢r)|r on

data is specified. Using the estimate (8.8) with j = —1, we can then obtain
a global lower bound for [rzav]LT(rdu), provided that R/2M is sufficiently
large.

Furthermore, and independently of this lower bound, we can use the auxiliary
estimate (8.9) to show that the following limit exists and is independent of v:

lim 2[5 T (rpr) (u, v) =: Z. (8.11)

By the lower bounds obtained before, this limit is non-vanishing.
VIII Finally, we prove (8.6) and (8.7) by writing

P20, rpr) = [T — r28,05 ' (rg1), (8.12)

and by expressing each term in the expansion of the above expression in terms
of .Z, using the relations (8.9) and (8.10).

8.4 Proof of Theorem 8.1

We now prove Theorem 8.1, following the structure outlined above. The proof will be
self-contained, with the exceptions of steps IV and V, for which we will refer to §5
for details.

Proof Throughout this proof, C shall denote a constant that depends only on C il;w C il;’ o
2M/R,M, N, N’, L (and, in particular, not on k) and can be bounded independently
of R for sufficiently large R. Moreover, C is allowed to vary from line to line. We will
also assume Uy to be sufficiently large, where this largeness, again, only depends on
data, i.e. on C.
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Step I: Cutting off the data

We let (xx(u))ren be a sequence of smooth cut-off functions such that

w0 1, u>—-k+1,
u) =
Xk 0, u=<—k,

and cut-off the the highest-order derivative: w TN +1 ¢§L. ‘We then define, as in §5.2.2,
¢(k) to be the N + 1-th T-integral of i TN+1<13L from —oo. Then q’;g() satisfies the
following bounds:

k
T"(r¢”))_RL—|;+1, n=0.1, N1,
(8.13)
ct cr
k ,
" (18— WITCH)| = G + €O g =01 N L
(8.14)

where 0y equals 1 if u > —k, and O otherwise.

The boundary data <£(Lk), combined with the no incoming radiation condition (8.4),
lead to unique solutions qb(Lk) , which vanish identically for # < —k, and which solve the
finite initial/boundary value problem (in the sense of Prop. 3.2) where é(Lk) is specified
on ', and where r¢(k) =0on {u = —k}.

In steps II-IV below, we will show uniform-in-k estimates on these solutions d)(k)

temporarily dropping the superscript (k) and denoting them simply by ¢r. We will
re-instate this superscript in step V, where we will show that the solutions ¢2k) tend to
a limiting solution as k — —oo.

Step Il: Estimates on the boundary terms

Claim 1 Let Uy be a sufficiently large negative number. Then there exist constants B®
such that

B®

20,7 o) | @, v ) < e (8.15)

fori =0,...,N and forallu < U.

Proof We fix i < N, and assume (8.15) with BY¥) sufficiently large as a bootstrap
assumption.

Recall the definition of the energy current (3.2). We apply the divergence theorem
in the form (2.11) to the identity (we abuse notation and omit the Y7,,)

divJ [Tl ] =0 (8.16)
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as in equation (5.34) in order to obtain
u S \2
/ r2 <8uT’¢1) ', v) du/
—k

. 2 . .
< / 272 ((T'“m‘ +2 )T'+1¢L . aleqsLD ', vr () dud.
I'rN{—k<u'<u}
(8.17)

We estimate, on I"g:

. . B® (i + Dck
L L n
WI'(réL) — DT ¢L| < REFL—T | [i+1  RLHT |y i+1”

roTIgL| =

(In the above, we used the bootstrap assumption (8.15) and the boundary data assump-
tion (8.13).) We thus obtain that

/;’:{ r? (BuTjdn)z ', v)du’

2 .
- 2 R? (i +2)ck NGhs 2)1Ch (BY + (i + D))
- I RO{—k<u’<u) ) RL+1|u|i+2 + R2L+1|u|2i+3

(', vy (u')) du’

B
=C- R2L+T |y |2i+2

for some constant C as described in the beginning of the proof. We now apply the
fundamental theorem of calculus and the Cauchy—Schwarz inequality to obtain

; “ : 1 v CB®
Tiutw = [ 8T v = S
—k VDr  RLtz|y)i+!
Inserting this bound into (7.1) with N = 0, and integrating the latter from u = —k,
we find that

0,7 ()|, vrg )

« JCBD 2\ D CVBD
<[ (e ) Dar < 2P sy
—k RL+7|M/|i+1 r r2 REH [ufi+

This improves the bootstrap assumption (8.15), provided that B is chosen sufficiently
large. O
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Claim 2 Let Uy be a sufficiently large negative number. Then there exists a constant
C such that

(20,1577 (rpr)| (u, v () < _c (8.19)
v LI Ure i) = Rijulit! :

fori=0,...,Nand j =0,...,L — 1, and for allu < U.

Proof In the proof of the previous claim, we have in fact shown that (cf. (8.18))

) C
WT' (rop)| w,v) < ————— (8.20)
! RL+%ﬁ|u|i+l
for all v > vr, (1). Let us assume inductively that
. r_%+n
0P8, T 0| (0, 0) = — - —— 8:21)
RL+7|u|i+1

for some fixed n < max(L — 2, 1) and for all u < Uy, v > vr, (1), noting that we
have already established the case n = 0. We then insert this inductive assumption into
(7.1) with N = n + 1 and integrate the latter in « to find

200,120, 1 T g | ()

XD critn Crit
= DI S s Ly T S B
kT R +§|u/|z+l r R +§|u|z+l
so (8.21) holds for n 4 1 as well. Evaluating on I'g completes the proof. O

Step lll: The main estimates

Claim 3 Let Uy be a sufficiently large negative number. There exists a constant C such
that

28,05 T (repr) | (u, v) < R~ max (.0 (8.22)

|u|i+1
fori=0,...,N, j=-1,0,..., L, and for allu < Uy, v > vr, ().

Proof In order to simplify the presentation, we will additionally assume that R/2M
is sufficiently large. This largeness assumption can be lifted by replacing bootstrap
argument below by a Gronwall argument as in §5.3.5.

Let us fix i < N. We make the following bootstrap assumption:

(@)

) C
[r29,5 T (repr) | (u, v) < lul?jl, (8.23)
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where ng is a constant to be specified later. Notice that, by integrating this up to L

times from I", estimating at each step the boundary term by (8.19), this implies

(i)
o c+cC
2 L—jpi BS
0 I g @ v) < 2t (8.24)
for j = 0,..., L. In particular, if R and C]g’g are chosen sufficiently large, then we
have
120,05 ()|, v) =2 L] (w, 0), (8.25)

where we recall the definition (7.8) of ®7. We now plug the bounds (8.24) into the
approximate conservation law (7.10) and integrate the latter in u from u = —k to
obtain that

c.cil

—2L i
r 3UT (DL (M, U) < W

(8.26)

We then integrate this bound in v from T, estimating the boundary term T'®/ |,
using (8.15), to obtain that

. c-c
14
‘T @L‘(u, U)SW‘i‘W. (8.27)
Finally, we can choose R and ng large enough such that
) ) cW
P29u15 T (ro)| < 2T @1 < S22 (8.28)

2|Li|i+l

This improves the bootstrap assumption (8.23) and thus proves (8.22) for j = 0. The
result for j > 0 then follows in view of the estimates (8.24), and the result for j = —1
follows from (8.26). O

Step IV: The auxiliary estimates

Asinthe £ = I-case (cf. §5.4), we will need some auxiliary estimates in order to later
be able to show that certain quantities attain limits on .# ~. These auxiliary estimates

will be estimates on the differences [r29,]= T (rqbzk) — |u|T(rq>(Lk))>. As in step I,
we first need estimates on the boundary terms:

Claim 4 Let Uy be a sufficiently large negative number, and let N' < N — 2. Then
there exists a constant C such that
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C
Riki+1
(8.29)

20 1L—jpi ¢
[r0,]" T (rop — |ulT(repp))| (u, vrp (1)) < W + O -

fori =0,....,N' and j =0,..., L, and for allu < Uj.

Proof The proof for the case j = L — 1 is similar to that of Claim 1: We first assume
(8.29) (with j = L — 1) as a bootstrap assumption. The main difference to the proof
of Claim 1 is that we then apply the divergence theorem to

divJ T[T (1, — [ulTpr)] = Og(T' (¢ — |u|T¢L)> ST(T'(¢1, — |u|T 1))

1
— ——a TH (repr) - T’+1(r¢L — u|T (répr)),

rather than to divJ7[T?¢;] = 0. (Here, we used the expression (3.6) for Ug.) This
gives rise to a non-trivial bulk term. However, the estimates we established in Claim 3
provide sufficient bounds for this term.

Using the fundamental theorem of calculus and the Cauchy—Schwarz inequality,
one then obtains an estimate on (cf. (5.52))

. C 1 1
VT (L — lulT¢L) = 2L+1 (| |i+1+e ki+l> :

In order to translate this into an es'timate on 3, T (r¢pr — |u|T (r¢r)), we consider the
wave equation satisfied by 9,0, T (r¢p — |u|T (r¢pr)),

D 2M .
QT (repr — lulT (rdp)) = —— <L(L +D+ —) T'(rér — ulT (r¢r))
§Cr_L_1\u|_’_2

——
+ 3T ror), (8.30)

where we again note that the error term 3,7 *! (r¢; ) can be bounded by the previous
estimates (Claim 3), and integrate in u. This improves the bootstrap assumption.
The general case j < L —1 then follows as in the proof of Claim 2, noting that, when
considering the wave equations for 9,9, [r20,)/ T! (r¢pp — |u|T (r¢pr)), the error terms
compared to (7.1) will always be given by 0, [r28,)/ Ti+1(r</>L), which we already
control by Claim 3. See also the proof of Proposition 5.5 for more details. O

Having obtained estimates on the boundary terms, we can now prove:

Claim 5 Let Uy be a sufficiently large negative number;, and let N' < N — 2. Then
there exists a constant C such that

20 1L *) (k) c 1 1
P20 T g — T o) o) < s (|M|i+1+s +ki+1>

(8.31)

@ Springer



The Case Against Smooth Null Infinity IIl... Page 81 0f 117 12

fori=0,...,N, j=—1,0,..., L, and for allu < Uy, v > vr,(u).

Proof The proof is similar to that of Claim 3, with the main modifications being that
we now use Claim 4 in order to estimate the boundary terms. Furthermore, instead of
the approximate conservation law (7.10), we now consider the equations

§Cr*21‘*2|u|*i*2

—l
G Lo, TH( @y — u|T®p)) = r Lo, T @,
L i1 J
DQM)IT i . L L) L—i
+ 2 o P T L — T (rg) 2 + D = DBt
j=0 i=0

(8.32)

in which we again control the error terms 229, T7'*!®; by Claim 3. Indeed, they
decay faster near I'g (that is, they have more u-decay).!” See the proof of Proposi-
tion 5.5 for more details. m|

Step V: Taking the limit k — oo

So far, we have proved uniform-in-k estimates on the sequence of solutions ¢£k) (whose
elements vanish on u < —k) constructed in Step I. We now show that these solutions
converge uniformly to another solution ¢y, :

Claim 6 The sequence {q)zk)}keN tends to a uniform limit ¢ as k — 00,
lim |16y — ¢rllen gy ) =0 (8.33)
koo | PL CN(Drg) : :

In fact, this limiting solution is the unique smooth solution that restricts correctly to

the data of §8.1, and it satisfies for all u < Uy and v > vr, (u), for sufficiently large
negative values of Uy, the following bounds for some constant C':

120,07 )| ) = g RTPUO (8.34)

|u|i+l

fori =0,...,Nand j = —1,0, ..., L. Furthermore, if N' < N — 2, then we also
have

o C i
Pl T o — T )| @) < Cm RO 835)

fori=0,...,N and j = —1,0,..., L.

Proof The proof proceeds, mutatis mutandis, as the proof of Proposition 5.7. O

19 Notice, however, that they do nor decay faster near .# . It is for this reason that the R-weights in (8.31)
cannot directly be upgraded to r-weights.
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Step VI: Proving sharp decay for [r28,1*7 T/ (r¢b,) (Proof of (8.5))

Claim 7 Let Uy be a sufficiently large negative number. There exists a constant C such
that the solution ¢, from Claim 6 satisfies

o C e
[P0, T (rr) | (u, v) < T i uly= MR OANTD(8.36)
u
forall j = —1,...,L,i = 0,...,N, and for all u < Uy, v > vr,(u). Here,
7 :=max(j, 0).
Proof We will prove this inductively by showing the following lemma:

Lemma 8.1 Letn < L. Then there exists a constant C such that
20 —ji c . —min(j+1,N—i)
[r=0,]" ' T"(r¢r)| (u,v) < Wmln(h |ul) I (8.37)

forall j =0,...,n, foralli =0,...N, and for allu < Up, v > vry(u).

Indeed, once this lemma is shown for n = L — 1, then (8.36) follows in view of
Claim 3 (which already provides the sharp estimates forn = L, L + 1). O

Proof of Lemma 8.1 We first show (8.37) for n = 0. We derive from (7.1) with N = 0
that
D_,; M 2pi i+1
_r_zT (rer) { L(L+1) + - )= =0, T (répp) + 0, T (ror)

1 20 i 2D, i+1
= —r—zav(r T (ror)) + TavT (rer) + 0T (ror). (8.38)

We can assume, without loss of generality, thati < N, as (8.37) follows directly from
(8.22)if i = N.If i < N, then we can insert the estimates from (8.22) into (8.38) to
find that

C n C
r|u|i+1 |M|i+2'

1T (rpr)| < IR (8.39)

This establishes (8.37) for n = 0.

Let us now assume that (8.37) holds for some fixed n < L — 1. We shall show

that it then also holds for n + 1. We derive from (7.1) the following generalisation of
(8.38):

oM .
D <ag+‘ — L+ 1) = ! —) (P20, 1" T (repr)
r

n
. M o
=-> @emy*'p (aj?ill — VL + 1) — cj.j}7> [r20,1" T (repr)
j=0
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2DOED 2, 127 ) — 10T ).

(8.40)

+[r29,1" T (o) +

Notice that, since n + 1 < L, the difference a6’+1 — bg“ L(L + 1) is non-zero. There-
fore, estimating the terms in the second line of (8.40) using the induction assumption,
and the terms in the third line of (8.40) using (8.22) (keeping in mind thatn+3 < L41
and assuming as before that i < N), we obtain

i C . )
[rzav]"+lTl(r¢L) < ||T+lmin(r’ |u|)—mm(1,N—l)
u

C C C

< 1 —min(l,N—i)
|uli+2 + rlulitl + P2lu) L = JufiH] min(r, |ul) . (8.41)

+

This establishes (8.37) for n + 1, restricted to j = 0. For j > 0, we use another
induction, this time going down in derivatives:

Sublemma 1 There exists a constant C such that
24 u+l—jpi ¢ . —min(1+j,N—i)
[r=0y] T'(r¢p)| (u,v) < Wmm(“ ul) ' (8.42)

forall j =0,...,n+1,and forall u < Uy, v > vry ().

Proof of Sublemma 1 ‘We have already established (8.42) for j = 0. Let us now assume
that it holds for j < n fixed. We shall show that (8.42) then also holds for j + 1. We
can restrict to i < N — (j + 2) since the result would be trivial otherwise. Using
(8.40), we obtain the estimate (writingn + 1 — (j + 1) =n — j):

n—j—1

e C . o SN
P20, T rpr) < ) T min Ju) minE2 N =)
k=0
+| |i+2 min(}", |u|)—min(j+l,N—(i+l)) I |i+1 min(r, |u|)—min(j+1,N—i))’
u u r

(8.43)

where we used the induction assumption (8.37) to estimate the first term on the RHS.
This establishes (8.42) for j + 1 and, thus, proves the sublemma. O

Sublemma 1 proves (8.37) for n 4+ 1 and, hence, completes the proof of Lemma 8.1. O

Step VII: The limit £ = limy_, _oo |u|?[r?0,1'T(r¢py)

Throughout the rest of the proof, we shall assume that N —2 > N’ > L + 1, and that
¢, denotes the solution from Claim 6.
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Claim 8 The limit £ (v) := limy_s_oo [u|*[r20,15T (rpr) (u, v) exists and is inde-
pendent of v. Moreover, along any ingoing null hypersurfaces of constant v,

P[P0 T (repr) u, v) — L = O~ + |u]~%). (8.44)

In fact, if the lower bound (8.3) is assumed, and if R /2M is chosen large enough, then
£ #0.
Proof We show that the limit exists by computing
3u(lulP[r*8,] T (ré1))
= 20ul[r*0,) T (r¢r) + lul’[r? 3,1 T> (rg) — [ul8,[r*0,1" T (r¢1) -

<Clu|~1—* <Cr-2

(8.45)

|—1—£
2

The first two terms together can be bounded by |u in view of estimate (8.35)
from Claim 6. The third term can be bounded by r~~ in view of estimate (8.36) from
Claim 7. This establishes the existence of the limit .#(v). The independence of v
follows directly from the bound on the third term.

It is left to show that this limit is not zero. For this, we will also need to establish
a lower bound for |u|2[r281,]LT(r¢L) on ['g. First, we observe that, in view of the
identity (8.38), we have, on I'g, that

‘RL “Trér)(L(L + 1)) + 2REP20,1T (rgr)| < + (8.46)

~ulP T R
Thus, if R and |Up| are chosen sufficiently large, we have, as a consequence of the
lower bound (8.3):

r

Cin
POT 0| (o) 2 s (3:47)

Similarly, we can now show inductively, using (8.40) instead of (8.38), that, say,

r

(20,057 )| vy ) = 5 (848)
v s Ul'g = 2L—j IR )

for j =0,..., L — 1, provided that R is chosen sufficiently large.zo
Using the lower bound above for j = 0 and then integrating the bound (8.36) for
Jj = —1 from I'g, one obtains, provided that R is chosen sufficiently large,

28,15 T (repr) | ( )>C—5‘ (8.49)
"oy r¢L u,v —2L+2|u|2 .

20 Notice that this leads to an extremely wasteful lower bound on R. One can improve this using a different
approach, or just not show the lower bound. We do not analyse this issue any further.
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for all v > vr,(u), u < Up. This shows that £ # 0 and thus completes the proof.
(Notice that this approach only works for the highest-order v-derivative (i.e. for j =
0).) O
We now show that various different limits can be computed from this limit.

Lemma 8.2 The following limits exist and satisfy the relations

lim |u)" 7 (F20,0F T (rpr) = 20 (8.50)
u—>—00

fori=0,...,N' +1land j =0, ..., L, provided thati + j < N' + 1, where £"-))
are rational multiples of £ .

Proof We will first show (8.50) for j = 0. Indeed, we have (00 = (1.0 —
and, in view of the estimates (8.35) from Claim 6, we have the relations

1
lim |ul[r?0,0°T(répr) = = lim  [ulP[r?8,15T*(r¢r)
u——00 2 u——00
1
=2 i u|*[r?0,15 T3 (ro1)
u—s—00
1 . .
== — lim |u""[20,0 T (r¢r),  (8.51)
il u——o0

provided that i < N’ + 1. We thus have established that, for all i < N’ + 1:
200 =1 2. (8.52)

We now prove (8.50) inductively in j. Without loss of generality, we may assume
that L > 0. We assume that we have already established (8.50) for (i, j), for some
fixed j < L and foralli < N’ 4+ 1 — j. We then show that (8.50) also holds for
(i, j+ 1), provided thati + j +1 < N’ + 1: Indeed, ifi + j < N’, we can appeal to
equation (8.40) (with n + 1 replaced by L — j — 1) to obtain

(ag 7 =TT L@ ) lim P 29,0 T )
U—>—00
= lim |u)? P20, T T (rgpr) + 2(L — )
u—>—00
im_ |ul**r/ [r20,)F I T (repy ), (8.53)
u—>—00

where we used (8.36) to estimate the lower-order derivatives [r29,]1¢=/=2 % fork > 0.
We have thus established that

1

L—j—1 L—j—1
L) — by

i+

(2D w21 - L) .54
L(L+1)

forall0 <i < N +1—(j+1),0 <j < L. (Notice that, in this range of indices,

aé A bé s (L+1) # 0.) Weleave it to the reader to derive explicit expressions
for .27 from the recurrence relations above. O
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Step VIII: The limit limy_, oo [r2841" " (rb1) (Proof of (8.6) and (8.7))

Claim 9 The limit limu_>_oo[r28u]L+l‘((¢L) =C # 0 exists and can be computed
explicitly in terms of the constants 7). Moreover, we have along any ingoing null
hypersurface of constant v:

(28" (rgr) (u, v) = O(minGr, u) ™' ™), j=0.....L, (855
29,05 ) (u, v) = C+ O™ + ul ™). (8.56)
Proof We will prove this by writing 9, = T — 9, and using the following lemma:

Lemma 8.3 Let f be a smooth function, and let n € N. Then

n k—1
r20,)" f = (F*T — r?0,)" f = ];H)"—k (’Z) (;O "+ ﬁ(l))"(rznk—f)
[r?0,1" % f (8.57)

for some constants Oti(n’k).

Proof A proof is provided in the Appendix A.3. O
Indeed, applying this lemma with n = L — j for j > 0 immediately proves (8.55)

upon inserting the bounds (8.36) from Claim 7. On the other hand, applying the lemma
with n = L + 1 and recalling Lemma 8.2, we find

L+1 L +1 k—1
. 2 L+1 _ L+1—k (L+1,k) k—i,L+1—k) __ /~
lim_[r%9,] (r¢L)_k§0(—1) ( . )200@ k=i )= ¢
= 1=

(8.58)

since we assumed that N’ > L + 1. Equation (8.56) then follows similarly.

Finally, we need to show that C # 0. Instead of explicitly computing the sum above,
we proceed by contradiction: Suppose that (8.56) holds with C = 0. Then, in view of
(8.55), we have that, say, on v = 1, répy (u, 1) = O(|lu|~L~17%). Inductively inserting
this estimate into (7.10) and integrating in u (cf. Proposition 10.1), this implies that
[(r20,15 (rep) (u, v) = O(Ju|~'~#), which would imply that . = 0, a contradiction.
O

This concludes the proof of Theorem 8.1. O

9 Data on an Ingoing Null Hypersurface %, -1 |
Having obtained an understanding of solutions arising from timelike boundary data in
the previous section, we now aim to understand solutions arising from polynomially

decaying initial data on an ingoing null hypersurface. We will, in the present section,
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focus on initial data which decay as predicted by Theorem 8.1 of the previous section.
While the present section completely generalises the methods of §4 and contains a
proof of Theorem 1.4, it requires fast initial decay on the data (depending on £).
The case of more slowly decaying data will thus need to be treated differently and is
discussed in §10.

Throughout this section, we shall again assume that ¢ is a solution to (1.1), supported
on a single angular frequency (L, m) with |[m| < L. In the usual abuse of notation, we
omit the m-index, that is, we write ¢ = ¢, - Yim = é1 - Yim.

9.1 Initial Data Assumptions

Prescribe smooth characteristic/scattering data for (1.1), restricted to the angular fre-
quency (L, m), that satisfy on €=

lim 20,05 gy, 1) = 7, i=1,...,L, ©.1)
U——00
P90 o), 1) = i + 667) 9.2)

for some ¢ € (0, 1), where the CI(HL ) are constants, and which moreover satisfy for
allv > 1:

lim 8 (r¢pp)(u,v) =0 9.3)
u——00
forn =0, ..., L+ 1. We interpret this latter assumption as the no incoming radiation

condition.

9.2 The Main Theorem (Theorem 9.1)

Motivated by the previous Theorem 8.1, we will only consider the case where C 1(nL D =
0 for i > O for now. The other cases, and further generalisations that do not require
conformal regularity on the initial data, will be treated in §10, as they have to be dealt
with in a different way. Let us mention, however, that the proof of the present section
still works if additionally C{“ # 0.

Theorem 9.1 By standard scattering theory [7], there exists a unique smooth scatter-
ing solution ¢, - Yi,, in A N {v > 1} attaining the data of §9.1.

Let Uy be a sufficiently large negative number. Assume moreover that C i(nL D=0 for
alli =1, ..., L and that C(L’O) # 0. Then, for all u < Uy, the limit of the radiation

in

field on future null infinity is given by

1~ (L.0)
: _ “~in —L—1—¢
Jim (¢ v) = S+ O, (9.4)
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and, throughout 9 = (—o0, Up] X [1, 00), the outgoing derivative of r¢r satisfies,
for fixed values of u, the following asymptotic expansion as # is approached:

L (@) L *
;7w (=D*M - B* logr — log |u| 3L
dy(ror)(u, v) = ;_0 e T D =) + 075, (9.5
® : o G
Here, the ;™ (u) are smooth functions of u which satisfy f; (u) = W
illu

2M(-Dtaftpt
L!u|
and B* = Z(ZxEL) —cé) /3(()1“). The constants /31-(1‘) are given explicitly by the formulae®!

O(u|~LH=8) fori < Landfi(L)(u) = +O0(ul"""8) fori =L,

L—i—1

LicHY g -
) _ =% ! [] (af —b6LAL + 1) = (=D
k=0

. (L,0)
L —ic

i T L+ L QL+ 1)!
9.6)
Moreover, the quantity @ defined in Eq. (7.8) has the expansion
M - B*(logr — log |u
0, = LT ZRelD | 5, ©.7)

73

and, in particular, the logarithmically modified Newman—Penrose constant is finite
and conserved:

future, 287 3
1

—L 3 [¢1(w) := lim r—8v<DL(u, v) =M -B* #£0. 9.8)
v—oo logr

Remark 9.1 The first two statements of the above theorem, (9.4) and (9.5), still apply
if one lifts the restriction Ci(rf"l) = 0, albeit with different constants and with dif-
ferent fl.(L) (u). See also Remark 9.2. In particular, we again have a cancellation if
r¢r ~ 1/|u| initially: The initial ||~ -decay translates into |u| L~ !-decay on .7+,
Equations (9.7) and (9.8), on the other hand change, change: The leading-order decay
behaviour of 9, & is now given by ~ r%, and, in particular, the usual Newman—Penrose
constant

I2elp] = lim r29, P (u, v) 9.9)

will be finite, generically non-vanishing, and conserved along future null infinity. If

one also allows Ci(nL’i) # 0 fori > 1, then the modifications to Theorem 9.1 will be

more severe, see already Theorem 10.1.

21 Forthe readers convenience, we recall that&lL’L = —Lz,thathEL) = —L,andthatcé = 142L(L+1).

Finally, we recall that a](g — bgL(L + 1) =k(k + 1) — L(L + 1). All these constants have been defined in
§7.
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Overview of the proof

We will prove the theorem in two steps. First, we will obtain an asymptotic estimate
for r¢p; (which will, in particular, imply (9.4)) by integrating (7.13) in v from data
and then integrating the result L + 1 times in u from .# .

Then, we will use this estimate to get the leading-order decay of 9, (r¢.) by inte-
grating equation (7.1) with N = 0. Once this is achieved, we will inductively obtain
leading-order asymptotics for (29, )" (r¢y ) using the corresponding (7.1), from which
we can, in turn, deduce higher-order asymptotics for d, (r¢r ). This will prove (9.5).
Equation (9.7) then follows in a similar fashion from the approximate conservation
law (7.10).

9.3 Asymptotics for r¢p;

Proposition 9.1 There exists a constant C depending only on data such that r¢p,
satisfies the following asymptotic expansion throughout 9:

oy HG” | c 9.10)

PO T L F )T | T R T e '
In particular, we have

lim r¢r(u, v) = L—!+ﬁ(|u|_L_l_5) (9.11)

voo TNV Q2L + 1)lu|L+! ’ '

Proof By applying the weighted energy estimate of Proposition 4.1 (whose proof still
works for higher £-modes), we obtain the decay estimate (cf. Corollary 1):

Irepp(u, v)| < Clu| 57! 9.12)

for some constant C depending only on initial data.

By inserting this estimate into Eq. (7.13) with N = 0 and integrating the latter
from v = 1, we then obtain that |9, (r¢r)| < Clu|~%~2. Similarly, by inductively
integrating Eq. (7.13) for higher N < L from v = 1, we find that

2n
120,)" (r)| < Cmﬁm' 9.13)

We can plug these estimates into (7.13) with N = L,

SVZLlLl‘72L71
_ 2MD ——
2L, (r2E 8,20,  (ror)) = —gér—3 20,15 (ror)
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ANy)) . . oM
+j§ S @MY [0 ) - (c_z,L- — b - 9,47) S CAT))

2L-2,|-2L
Sr2b=2ul

and integrate in v from v = 1 to find that

r2L

<
=C |u|2L+2+a :

r2L
|u |2L+2

r2 0,1 (L) (u, v) — CL0 (9.15)

Essentially, we can now integrate (9.15) L + 1 times from .#~ to improve the
bootstrap assumption. For this, we first apply Lemma 2.1 with N/ = 2L, N = 2L +2
to (9.15) (and divide by ) to obtain that

cLo 2(L—1) 2L 2(L—1)—k 2(L-1)
0200 g v = e 4 Y | < O
Jul — Jul Jul

2L +1

(9.16)
Here, we used that the boundary term vanishes,?2

lim_[r*0,1" (rép) (u, v) = 0.

. . . 2(L—1)—k
Notice that the terms inside the sum Z,%il decay faster near .# * than the W-term

inside (9.16). Therefore, inductively applying the above procedure L more times>?,

one obtains

1 c0 c c

— < .
r¢L(u, U) (2L+ 1)(L+ 1) |M|L+1 - |M|L+1+€ + V|M|L

9.17)

This proves the proposition. O

Remark 9.2 We stated in Remark 9.1 that parts of Theorem 9.1 still apply if one
assumes that also Ci(nL’l) = 1imu%,oo[r28u]L(r¢L) # 0. Let us explain the modifica-
tions to the proof above needed to see this: First, one needs to replace the [u| L~ ! -decay
in (9.12) with |u| L-decay. This then leads to the RHS’s of (9.13) and (9.14) to
decay one power in u slower. However, this still produces the same leading-order
decay of d, [r28u]L(r¢L) in (9.15). Upon integrating this from .#~, one picks up
the limit Ci(nL D limu_>_oo[r28u]L(r¢L) and obtains an asymptotic estimate for
[r29,]1- (r¢pr) near .# ~. One can then, as was done in §4, insert this asymptotic esti-
mate for [r29, 1" (r¢ 1) back into (9.14) and proceed with the rest of the proof as above.

22 In the general case, Ci(nL’i) # 0, these boundary terms would of course not vanish.

23 Notice that the Z%i 1-sum in (9.16) also contains the terms ﬁ r‘i‘z and r%‘u‘ The latter two are not

of the form of Lemma 2.1, but can simply be estimated against the former.
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In view of the boundary term coming from lim[r29,]~ (r¢r), one then obtains, instead
of (9.10),

sy - U HCCT G €
r u, — — < .
L (2L+l)!|u|L+1 rL |u|L+1+s

for some C’(Ci(nL’])), C”(Ci(nL’l)) which depend only on M, L and Ci(nL’l).
The proof of the asymptotics for 9, (r¢r ), presented in the next section, remains
largely unchanged. See also §4 for details.

9.4 Asymptotics for 8, (r¢p;) and Proof of Theorem 9.1

Proof of Theorem 9.1 Having obtained the asymptotics for r¢;, along ., we can now
compute the asymptotics of 9, (r¢ ). For the sake of notational simplicity, we restrict
to L # 0 for now, the case L = 0 is recovered in (9.31).

We first compute the leading-order asymptotics by integrating the wave equation
(7.1) with N = 0,

D 2M
0u0y(répr) = ) (L(L + 1+ 7) ror 9.19)

from past null infinity (where 9, (r¢1 ) vanishes by assumption (9.3)) and by plugging
in the estimate (9.10). This yields, after also commuting (9.19) with r2,

(L.0)
(L+ D! Cy,
QL+ 1! |ult

c n c
B e

r29,(répr) (u, v) + (9.20)

where, from now on, C will be a constant which depends only on data and which is
allowed to vary from line to line. More precisely, by writing r¢ (u, v) = r¢p (u, 00) —
fvoo 9y (rép)(u, v) dv’ in (9.19), we can write

r28v(rq§L)(u, v)+L(L+1) [” vlinéo(rqj)(”/» v)du’

< —F——7. (921
< o 02D

Let us now make the following induction assumption. Let n > 1. Then we assume
that forall L > i > n:

w

[r29,0" " (repr) — s

- C . C
— |u|i+1+a r|u|i

(9.22)

for some non-vanishing constants ,Bi(L) € Q. Since we have already established that

(L,0)
(L) — L!Cin

this holds true for n = L with ;" = QLo it suffices to show that (9.22) also
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holds for n — 1 > 1, provided that it holds for n. Therefore, we now consider (7.1)
withN =L —n>0:
& (”_2“"”%["28”1“"(m))

‘ D(2M ) 2 e L- a2M
- n>Z (28,15 (ro) (a7 — b "L(L+1)— T .

i=n

(9.23)

Plugging in the induction assumption (9.22) for the terms on the RHS and then integrat-
ing (9.23) gives that 9, [r29,1X " (r¢r) is of order &' (r ~2|u|~"). Moreover, commuting
now (9.23) with r2(L==1) e obtain that

Sr’llulf”

2L — (n—1)D
r

3 (2, [r 8,1 F " (rgr)) = — 20,8, 5 " (rpr)

+ZD(2M)’ P29, (rgr) ( b (L4 1) — ZTM) . (9.24)
= <lu -1
from which, in turn, we recover, by again integrating from .# —, that
(20,05 D (rgpy ) — /T(Ll,)l < |u|§+8 r|uT;’_l , (9.25)
with 8, (& )1 given by
npH = gL (ag—" — BEL(L + 1)) £0. (9.26)

This proves (9.22) for all n > 1 and, thus, that (9.25) holds for all n > 2. In fact, it
is easy to see that (9.25) also holds for n = 1, with the »~!|u|™"*!-term on the RHS
replaced by log(1 — v/u)/v (cf. (4.20)).

In order to get a similar estimate to (9.25) for n = 0, we recall the crucial cancella-
tionin (7.10) for N = L (namely a(])‘ — b{)‘L(L + 1) = 0). We are thus led to consider,
in a very similar fashion to the above, the equation

1 D ,2M

au(r_ZLaU[rzav]L(r¢L)) — _7_2 e T[r28U]L(V¢L)
L
DeM -
Z O 20,1 )
<aiL WL A1) — CiLZ_M) .27
r
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The first term on the RHS is bounded by Cr—2L=3)4) 1, whereas the other terms in
the sum are bounded by Cr~2L=2|u|~2. More precisely, we have

_ 2M D
3 (r Lo, [r2 0,1  (rdr)) = —mcéﬂém

2MD
r2L+2|u|2

logl — %
—’—ﬁ <r2L2|u|25 + r2L3L> . (928)
v

(alL bl + 1)) gL

Integrating this from .# ~ then yields that

(20,07 rgr) (. v) = 2|7M (af —ptLe+n) "

1 logl—-2%
+0 <|M|]8 + - + %) , (9.29)

where, in the two asymptotic equalities above, we made use of the integral estimates
(4.26) and (4.27). In order to find the logarithmic next-to leading order asymptotics,
we insert the estimates above into the approximate conservation law (7.10):

L
D . .
3y (r*9,®1) = QL +2)Drd, @ + Y =M (29,17 (repr)
r
j=0

j
20+ Dl =Y x| (9.30)
i=0

From this, we then obtain, in a similar way to how we proved the estimates above,
that

log(v — u) — 1
0,0, (u, v) = 2M2x(E) — chypb 8L~ ~log ]
v

+00™ Y. 931

Notice that the difference foL) — ¢ is non-vanishing for all L(> 0) since xl(L) —%

and ¢ =14+ 2L(L +1).

Comparing equations (9.29) and (9.31) then gives us the next-to-leading-order
asymptotics for [rZBU]L“(r(bL) since, fori > 0, the terms [rZBU]L_i(rqSL) contained
in ®; do not contain logarithmic terms at next-to-leading order, which can be seen by
integrating (9.29) i times from .# .

Finally, the statement (9.5) follows by simply integrating these asymptotics L times
from .# ™ and using (9.22) for the arising boundary terms on .# .

This concludes the proof of Theorem 9.1. O
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9.5 Comments
9.5.1 A Logarithmically Modified Price’s Law at All Orders

We expect Theorem 9.1 (and, in particular, Eq. (9.8)) to imply a logarithmically
modified Price’s law for the ¢ = _L—mode (see also the remarks in §4.4). However,
Theorem 9.1 only applies if Ci(nL’l) = 0 for all i > 0. This assumption, in turn, is
motivated by the results of the previous §8 (Eq. (8.6) from Theorem 8.1). Therefore,
although the general situation (Ci(nL h) # 0) might (and will) be quite different, we
can expect that the data considered in §8, i.e. data on a timelike boundary data which
decay like r¢p¢ ~ |t|~! near i~ and which are smoothly extended to ", lead to a
logarithmically modified Price’s law, for each £. To be concrete, the expected decay
rates would then be

rérlgr ~u"F 2 logu, ¢rlp+r ~v 3 logu (9.32)

near i *. Moreover, the leading-order asymptotics should be independent of the exten-
sion of the data towards # 1. As has been discussed in §1.3, the proof of the above
expectation should follow by combining the results of this paper with those of [3],
similarly to how [13] combined the results of [12] with those of [1, 2], so long as
sufficient regularity (depending on L) is assumed. The fixed-regularity problem, on
the other hand, seems much more difficult, cf. Conjecture 1.

9.5.2 The Case (" # 0

Notably, the proof presented in this section cannot be directly applied to the case
Cl(nL i) # 0 for i > 1, since one would encounter several difficulties related to the
quantities (r29,)" (r¢). (Notice already that the limits lim,_, _oo[r?8,]' (rér) grow
like v'=! fori = 1,---, L, and like vt~ fori = L + 1.) Furthermore, working
with the quantity [r2d, 157! (r¢1) requires strong conformal regularity assumptions.
In the next section, we shall therefore obtain asymptotics for much more general
data by working only with the quantities [r2d,] (r¢) and not using the approximate
conservation law in v (7.17) at all.

10 Data on an Ingoing Null Hypersurface %, -1 Il

In this final section, we present a different approach towards obtaining the early-time
asymptotics of 9, (r¢pr) of solutions ¢ arising from polynomially decaying initial
data on a null hypersurface 4,=1, without requiring any conformal regularity and/or
fast decay on initial data. In particular, this section contains the proof of Theorem 1.5
from the introduction and can also treat the cases C i(If"l) # 0 from the previous section.

Throughout this section, we shall again assume that ¢ is a solution to (1.1), supported
on a single angular frequency (L, m) with [m| < L. In the usual abuse of notation, we
omit the m-index, that is, we write ¢ = ¢, - Y = &ér1 - Yim.
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10.1 Initial Data Assumptions

Prescribe smooth characteristic/scattering data for (1.1), restricted to the angular fre-
quency (L, m), that satisfy on €=

=01(r 7% (10.1)

for some ¢ € (0, 1], a constant Cj, > 0 and for some p € Ny, and which moreover
satisfy

Er_rlOo o (répr)(u, v) =0 (10.2)

forallv > landforalln=1,...,L + 1. ‘
Notice that if p = 1 in (10.1), then this includes the cases Ci(nL’l) # 0 from §9.

10.2 The Main Theorem (Theorem 10.1)

Theorem 10.1 By standard scattering theory [7], there exists a unique smooth scat-
tering solution ¢r - Yi,, in A N {v > 1} attaining the data of §10.1.

Let Uy be a sufficiently large negative number, let 9 = (—o00, Up] X [1, 00), and
letrg :=r(u, 1) = |lu| —2M log |u| + O(1). Then the following statements hold for
all (u,v) € 9:

a) We have that:

ﬁ(”oipie), ifp<Landp #0
Co-Cinrg '+ Oy "%, ifp>Lorp=0,
(10.3)

Jim rep(u,v) = Fu) =

for some smooth function F(u) and some explicit, non-vanishing constant Cy =
Co(L, p).

b) Moreover, the outgoing derivative of the radiation field 0,(r¢r) satisfies the
following asymptotic expansionif p < L:

—1 (L p)
( ) M-C1(10 r —log lul) + Caro
r20,(ré1)(u, v) = Z i~
-

=0

1—¢
+ﬁ('”' ) (10.4)

rpP

where the fi(L’p) are smooth functions of order fl.(l"") = ﬁ(r()_p+l+1_8

oroforderfi(L‘p) = C3L’p’i +O0(ry*)ifi=p—1.

)lfl<p_l!
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On the other hand, if p > L, then

L

fl-(L’p)(u) logr
oo =Y I o <;»L+1> , (105)

i=0

where the fl.(L’p) are smooth functions of order fi(l"p) = ﬁ(ro_p+'+l_8) ifp=Land
i < L —1, and which are given by fi(L’p) = C3L’p’lr(;p+lJrl + ﬁ(rofpﬂfs) otherwise
(ilie.ifp=L=iifp=L=i+1,0rifp> L)

In each case, we have explicit, non-vanishing expressions for the constants
Cq, C, C3L’p” that depend only on L, p, i, Ciy (and not on M ).

¢) Finally, i f p < L, then the following limit exists, is non-vanishing, and is inde-
pendent of u:

lim 2L, & (u, v) = 119 4] £ 0, (10.6)

V—>00

1f p = L + 1, then the following limit exists, is non-vanishing, and is independent

of u:

3 future, 108"

WP, v)=1,_, " [¢p]#0. (10.7)

lim
v—oo logr

If p>L+1,thend, &y =0 (r=3), and all modified Newman—Penrose constants
vanish on 7.
.. . future,r2+L=r
In each case, we have explicit expressions for the constants 1,_; [#],

future, 128"

I,_; r [¢]. These depend only on L, p, M, Ciy.
All explicit expressions for constants are listed in the proof of this theorem on
page 97.

Remark 10.1 Notice that we often expressed u-decay in terms of rg rather than u in
order to compactly express logarithmic contributions: For instance, if ¢ = 1, and if we
express decay directly in terms of u, then we have an additional &'(ju|~?~!log |u|)-
contribution in the second line of (10.3).

Remark 10.2 The faster decay in (10.3) for p < L can be traced back to certain
cancellations. These already happen for M = 0. In fact, we will, in the course of
the proof, derive effective expressions for exact solutions to the wave equation on
Minkowski which have datar¢y (u, 1) = Cin/r? and satisfy the no incoming radiation
condition (10.2). (See Proposition 10.4.)

Remark 10.3 If also the next-to-leading-order behaviour on initial data is specified

in (10.1), we can upgrade the &-symbols in (10.3) etc. to precise asymptotics, see
Corollary 5.
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Remark 10.4 With a bit more effort, one can extend the analysis of the proof (using
for instance time integrals as was done in [12]) to show that (10.5) can be improved
to

max (L,p—1)

(L.p)
r20,(ropr) (u, v) = Z fi '(”) +ﬁ( logr )

i ymax(L+1,p)
i=0

Notice that "the first logarithmic term" of the expansion of 29, (¢ ) never appears
at order r L log r: It either appears at order » ~L~ log r or at order r ~£*+ log r, with
i > 0.In this sense, there is a cancellation happening at L = p. In particular, if p = 1,
then the expansion of 3, (r¢.) contains a logarithmic term at order » ~> log r for all
L # 1 (including L = 0), whereas the first logarithmic term for L = 1 only appears
at order r *logr.

Remark 10.5 Using the methods of the proof, one can show a very similar result if one
assumes more generally that 0 < p € R. (In fact, one should also be able to consider
a certain range of positive p!) In this case, however, the cancellation (10.3) in general
no longer appears; it seems to be a special property of p € {1, ..., L}.

10.3 Overview of the Proof

In contrast to the proof of §9, we will, in this section, only use the approximate
conservation law (7.10) and obtain an asymptotic estimate for [r29,1' (reépr) directly
from data. For this, we will first need to compute [r29,1V (r¢r) for N < L on data,
i.e. on v = 1, by inductively integrating the relevant equation (7.1). This is done
in Proposition 10.1 in §10.4. We then make a bootstrap assumption on the decay of
[r29,1F (r¢1) and improve it using (7.10). Once we have obtained a sharp estimate on
[r20,]E (r¢p) in this way (Proposition 10.2 in §10.5), we can then inductively integrate
from v = 1 to obtain a sharp estimate for [r29, ]~ (r¢) (Proposition 10.3 in §10.6).
In doing so, we pick up an "initial data term" with each integration. These data terms
will all be of the same order, so there might be cancellations. We will understand
these cancellations in Proposition 10.4 in §10.7. The results are then summarised in
Corollary 5. Finally, the proof of Theorem 10.1 is given in §10.8.

The disadvantage of this more direct approach to the asymptotics of 9, -derivatives
of r¢ is that we gain no direct information on the asymptotics of d,-derivatives. On
the other hand, this should also be seen as an advantage since this approach requires
no assumption on the conformal regularity of the initial data on v = 1.

10.4 Computing Transversal Derivatives on Data

Inserting the initial data bound (10.1) into the wave equation (7.1) with N = 0, and
integrating from u = —oo, where 9, (r¢1) vanishes by the no incoming radiation
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condition (10.2), we obtain that on v = 1

L(L +1)Cin < Cplre (10.8)

Ov(ror) + W <

for some constant C. In turn, inserting this estimate into (7.1) with N = 1, one obtains
an estimate for [rzav]z(rqu). Proceeding inductively, one obtains the following
Proposition 10.1 Let ¢1 be as in Theorem 10.1. Then we have on v = 1 that

2,0V (rgpr) = Clag vt M7 + GNP for N=0,... L —1,
(10.9)

(23,15 (rr) = Cpog prirt ™7 + O FP7%). (10.10)

Here, we defined the constants

N
. p!Cin i i
Cla ! = W T4 o1 .E)(a(g —byL(L+1)), N=0,...,L—1, (10.11)
. M L L L
Coarn =71 (=l Cuaap + @F = BELL + DCag ) . (10.12)
Proof Inductively integrate equation (7.1). O

10.5 Precise Leading-Order Behaviour of [r28,]" (r¢h;)
Equipped with the initial data estimates (10.9), we now prove
Proposition 10.2 Let ¢1 be as in Theorem 10.1. Then we have

[r28,15 (repr) (u, v)

= 120,1E ), 1) + 2MCpg o (20 — clyy L P LD F 1+ )

(2L +2)!
L—1—
T+ o+ %), L>p+1,
logr — log|u| + O(1), L=p+1, (10.13)
O(|u|E=1-1), L<p+l1.

If L = p, then we can write more precisely:

(28,15 (ropr) (u, v) = [r28,15 (rpr) (u, 1)
ext — b W

+ ZMC[I'ZBU]L ( 2L + 2 .xl

)r01 + O(lu|717%).
(10.14)
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Notice that if L < p + 1, then the second line of (10.13) decays faster than the first
line, whereas if L > p + 1, the second line determines the leading-order »-behaviour.
In principle, we can also compute the case L < p more precisely, but since it has
already been dealt with in §9, we choose not to. Suffice it to say that if L < p, then
there will also be a logarithmic term at order (logr — log |u)/rPY'=L, and if L = p,
there will be a logarithmic term at order (logr — log [u)/r?+>~L. Cf. Remark 10.4.

Proof We will prove the proposition by first making a bootstrap assumption to obtain
a preliminary estimate on [r29,1% (r¢p1) (see (10.22)), and then using this preliminary
estimate to obtain the sharp leading-order decay. O

10.5.1 A Preliminary Estimate

We can deduce from the energy estimate from Proposition 4.1 that [r¢r| < Clu|™?
for some constant C solely determined by initial data. Cf. Corollary 1. (This is the
reason why we also assumed decay on the first derivative in (10.1).) By repeating the
calculations done in §10.4, we can then derive from |r¢pr| < Clu|~P the estimates

20,V ropr) (u, v) < CrVN T u| 7P + O N TP (10.15)

for N =0,..., L — 1 and another constant C.
Consider now the set X of all V > 1 such that the bootstrap assumption

28,15 répr) | (u, v) < Cps max(r==7, ulF=P) (10.16)

holds for all 1 < v < V and for some suitably chosen constant Cgs. The max above
distinguishes between the cases of growth (L — p > 0) and decay (L — p < 0). For
easier readability, we will suppose for the next few lines that L > p. This assumption
will be removed in (10.22). In view of the estimate (10.15), this set is non-empty
provided that Cgg is sufficiently large, and it suffices to improve the assumption
(10.16) within X to deduce that X = (1, 00). Indeed, if we assume that supy v is
finite and improve estimate (10.16) within X, then (10.15) shows that supy v + §
would still be in X for sufficiently small § by continuity. (Here, we used that the RHS
of (10.15) can be written as C(V) - max(rVt!1=7 |u|N+1=P) for some continuous
function C(V).)

Let us therefore improve the bound (10.16) inside X: First, note that (10.16) implies
that

([rzau]"’(rm)‘ (u,v) < Cps max(r¥ =P [ulN=P). (10.17)

for N =0,..., L, where we also used (10.9). Recall now equation (7.10):

L J
_ D . . . .
B0 @L) =Y o @MY 0,05 () (zu +x = x,f“cf-_;).
i=0

j=0

(10.18)
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As aconsequence of (10.17) and the bootstrap assumption (10.16), the RHS is bounded
by r—L3-p:

B 2M D a4 Css
00720, 00)| S 3y - Cos + 00T (10.19)

~ pLA3+p°

We integrate this bound in u from .#~, where r2£9,®; = 0 by the no incoming
radiation condition (10.2). This yields

(10.20)

We now recall the definition of ®; from (7.8) and estimate the difference 0, ®; —
3, [r20,1E (r¢1) using once more the bootstrap assumption, resulting in the bound

0,201 (r )| S Casrt 277, (1021)
Finally, we integrate the bound above from v = 1,

120,05 G gu) @, v) = 20,1 rpL)w, 1)

CBsrL_l_p, L>1+p,
< { Cpslogr —loglul), L=1+ p, (10.22)
Caslul"~'177, L<1+p,

which, combined with the initial data bound (10.9), improves the bootstrap assumption.
(The third case in (10.22) follows from considerations similar to the above.) However,
we can already read off from (10.22) that, unless L < 1 + p, it is actually the RHS
of (10.22) that determines the leading-order r-behaviour of [r28v]L(r¢>L), whereas
the data term on the LHS only determines the leading-order u-behaviour. We will
understand the precise behaviour of the RHS in the next section.

10.5.2 Precise Leading-Order Behaviour of [r2d, 1" (r¢b;)

We again restrict to p < L for simpler notation, the only major difference if p > L is
explained in Remark 10.6. We will also assume for simplicity that ¢ < 1, leaving the
case ¢ = 1 to the reader.

In order to find the precise leading-order behaviour of [r29,1¢ (r¢r), we repeat the
previous steps, with the difference that we now use the improved estimate*

(23,15 (repr) — Cppag e lul* 7| < Cr==17P (81 py1(logr — log Jul) + 1)
+ Clu|=P¢, (10.23)

24 The |u|E~P~¢ term in the RHS above needs to be replaced by |u|E~1=Plog|u| if & = 1 because

r ~ |lu| —2M log |u| on v = 1. This can be fixed by replacing lu|L=P with ré_p.
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implied by (10.22) and (10.9), instead of the preliminary estimate (10.16). Similarly,
we improve the estimate (10.17) to

[(F20,1N (répr)| < ClulN=P + CrVN='=Plogr —logu| + 1) (10.24)
forall N =0, ..., L — 1. Inserting these two bounds into (7.10), we obtain

d(r o, op) =

L L _
303 (2 1 = xg"ef) - Cpag e lul™r

+O (r_L_4_p(log r—loglul + 1) + r_zL_3|u|L_p_€> .
(10.25)

Integrating the above in u gives

“ 2MD
r2lo,op =f @xi" = xgPek) - Cpag ! |1FP du + (2P,
—00

F2L+3
(10.26)
On the LHS of (10.26), we have
_ B Ci2p 1L |u|L_p
r2E0,00 = 20, 1r20,0 (g + 20 S
L-1-p L—p—e
r + logr + |u|

+0 ( TR . (10.27)

In order to estimate the RHS of (10.26), we recall that x( )

integral using the following

= 1, and compute the

Lemma 10.1 Let N, N’ € Nwith N > N’ + 1. Then

’ N’
u |u/|N |N —k N’—}—l NN
(N—1)[w o d”/ZZmN”H —i—ﬁ(r ).
(10.28)

Proof The proof proceeds almost identically to the proof of Lemma 2.1. Alternatively,
one can also compute the integral directly by writing |u’| = r + v + €(logr). This
latter approach is also useful for N’ ¢ N. O

Remark 10.6 When considering the case p > L, then the lemma above slightly
changes (i.e. for N’ < 0). While it is trivial to obtain the lu|L—1=P -decay claimed
in (10.13), one can also obtain a more precise statement: In fact, if N’ < 0, then the
above integral is precisely the one that gave rise to the logarithmic terms in the previ-
ous sections §4 and §9 (see, for instance, Eq. (4.26)). In particular, if N > 0 > N’, the
integrals of (10.28) will lead to logarithmic terms at order (logr — log |u|)/r’V =N -1,
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Applying Lemma 10.1 (with N' = L — p and N = 2L — 3) to (10.26), we obtain

(L —p)! 1
QL +2)---(L+2+p) rkt2+r

<1+ﬁ(|“| +—g>> (10.29)
r r

where we used that |u|9/r? < 1 for any ¢ > 0. Finally, using (10.27) to write
0y P ~ av[rzav]L(rm), and integrating from v = 1, we obtain, if L > 1 + p,

r 2,01 = 2MCppag 1 2x(P — )

(28,15 (répr) (u, v)

= 28,1 (rep) (u, 1) + 2MCppay o (20 — )(L —pUL+1+ p)!

(L—1—-p)2L +2)!

L1p (1 +o ('“' _>) . (10.30)
r r

On the other hand, if L = 1 4+ p, then we obtain

(23,15 (repr) (u, v)
[r d ] (r¢r)(u, 1) +2MC,23 L(2.x 0) 2L 12

-(logr —loglul) + O(1) (10.31)

where we used that log r (u, 1) = log |u| + O(u|™).

The case L < 1+ p follows in much the same way. The only difference is that one
now also needs to take the second term on the RHS of (10.27) into account since it will
give a contribution of the same order as the 2L 0y, @ -term. For the latter, one can
derive an estimate similar to (10.29). This concludes the proof of Proposition 10.2. O

10.6 Precise Leading-Order Behaviour of [28,]*~/(r¢p;)

Proposition 10.3 Let ¢1 be as in Theorem 10.1, and let O < j < L. Then we have
forj<L—-1—p

(28,1577 (repr) (u, v)

L—2—p— UL —p)(L+1+p)
= datag_j +2MCyy 0 261 — ey G Dt I s 2

Q2L +2)!

L1 (1 + o (":' n ;)) (10.32)

On the other hand, if j = L — 1 — p, we have
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(28,17 (rép) (u, v) = data, 1
(L—p)(L+1+ p)!
QL +2)!

F2MCpay 1 2x\P — ) - (log r — log |ul) + €(1).

(10.33)

Finally, if j > L — 1 — p, we have

(28,157 (rep) (u, v) = datag —; + O(Ju| I TETI7P), (10.34)

Moreover; ifalso p < L — 1, then [r>8,1* 7/ (r¢ 1) possesses an asymptotic expansion
in powers of 1/r up to r~ItL=P with a logarithmic term appearing at order

(L—p!L+p+D! (—1)/~L71=n logr —log |ul
(L—p—DIQRL+2)!'(j—(L—1—=p))! ri-L=1=p) ~

2MCpog, e 2x( — k)

(10.35)
In the above, the expression datay _; is shorthand for
datar—j := [r*3,1" 7/ (rér) (u, 1)
J r(u,v) r@2) 1 Ly dr 2o L)t |
Z : Fy -+ dry 12001 T ) (u, .
) Dr r(u,1) Dr(l)
iintegrals
(10.36)

Remark 10.7 Notice that (10.35) only holds for p < L — 1. Indeed, we already know
from the results of §9 (or §4 for L = 1) that if p = L, then the first logarithmic term

. . 2 L—i . logr — log |ul
in the expansion of [r<d,]~~/ (r¢) will appear at order Ry g s Forp > L,
r
logr — log |u|

in contrast, one can show the first logarithmic term will appear at — i)
(L1
although we won’t show this here. (Again, we have in fact already shown this for

p =L+ 1in §9.) In this sense, there is a cancellation happening at p = L.
Proof We simply need to integrate (10.30) (or, in general, the bound (10.13)) j times

from v = 1, using at each step the initial data bounds (10.9). If j < L — 1 — p, one
obtains inductively that

(28,1577 (repr) (u, v)

= 20,05 rg ), 1>+Z /

r(u,v) (i) 1

3 -
(u,1) (1) r(u,l) Dr(i—l)

o] L
/ —dry - i1 drgy 20,05 (e ), 1)
r,1) Dry,
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(L—p)L+1+p)-rkt=r=i
(L—1-p)---(L—1—p—j)-QL+2)!

-<1—|—ﬁ(m+l€>>. (10.37)
r r

Here, the terms in the second line come from integrating the initial data contributions
(divided by 2) in the estimates for [r29,]- =/ (r¢ ). Notice that all these terms have
the same leading-order u-decay, so there might be cancellations between them. We
will return to this in §10.7. For now, we simply leave them as they are and write them
as datay ;.

From (10.37), one deduces thatif j =L —1—p

F2M Cpay e 2x{P — )

(28,17 (répr) (u, v) = data i

w p, L=—pNL+1+p)!

(10.38)

Assuming that L — 1 — p > 0, we finally integrate (10.38) again from v = 1 (and
write j/ := j — (L — 1 — p)) to obtain that, forall L> j > L—1—p

[r28,15 7/ (rép1) (u, v) = datay_

L— p)!(L D! (=17 [logr —1lo
+2MCppag 2P — )( PIL+p+ D! (= /) gr—| g lul
L—p-DICL+2)! j! ri
+0(lul ™), (10.39)
where we inductively used that, for any ¢ > 0,
1)/’(” V) 1ogr—log|u| _ logr —log|u| 1 1
@ w,1) B ra=1 lujg=t  ra=l”

Notice that, for j > L — 1 — p, in contrast to (10.37) and (10.38), the leading-order
r-decay of [rzav]p+l_j (r¢r) is no longer determined by the second line of (10.39),
but by the first line, namely the initial data terms. (If j = L — p, the second line still
provides the next-to-leading-order behaviour in r.) To nevertheless prove the fourth
claim (10.35) of the proposition, one can simply obtain an analogue of (10.39) by
integrating the estimate (10.38) j times from future null infinity, rather than from
v = 1. This concludes the proof. O

Setting j = L in the above, we get

L r(u,v) 1 r@2) 1
ror(u,v) =roép(u, 1) + / / drepy - - -
éL éL Z vy DrZ, ) DA, )

i logr — log |ul| 1
2
dr(i)[r av]l(r¢L)(M, 1)+ 7 <T) + 0 <|M|P+1> . (1040)
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In view of (10.9), the above estimate shows that r¢; = Clu|~? + O~ u|~P*1)
for some constant C, however, this constant C might potentially be zero. Indeed, we
already know that this is what happens in the case L = 1 = p (discussed in §4), to
which, in fact, (10.40) applies. (Recall that we showed that r¢p; ~ 1/r + 1/[u|? if
r¢1 ~ 1/|u| initially.) We discuss these potential cancellations now.

10.7 Cancellations in the Initial Data Contributions

We now analyse the v = 1-contributions data; —; in the first (and second) line(s) of
(10.37)—(10.39) in more detail. Define r (u, 1) = ro(u). We will prove the following

Proposition 10.4 Let0 < j < L. The expression datay _; defined in (10.36) evaluates
25
to

j n

i r(u, 1) p—i_

dataz—; = Cinrg "> Sppijm (r(u v)) + Oy, (1041)
n=0 ’

wherethe S, j n are constants that are computed explicitly in Eq. (10.53). They never
vanish if p > L. However, if p < L, then they vanish if and only if L — p+n+1 <
Jj=<L.

Remark 10.8 The computations required for the proof of the above are completely

Minkowskian. This is to be understood in the sense that the M-dependence of (10.41)
is entirely contained in the & (rOL “P77%) term. In fact, the above proposition provides

us with exact solutions to the linear wave equation on Minkowski that arise from initial
data répr (u, 1) = Cinry ? and the no incoming radiation condition (10.2).

Proof We first require an expression for the integrals in data; _ ;. For this, we prove

Lemma 10.2 Letk € N. Then

/rw) : /m) L dry---d : (—1 : )k (10.42)
— ... —drqy - -drgy = — — . .
rah) Ty Jdran g M O \r@. ) rv)

k integrals

Proof The proof is deferred to the Appendix A.4. O

Equipped with this lemma, we can write the data contributions in the estimates of
Proposition 10.3, namely

J r(u,v) 1 rQ2) 1 5 Leiti
data;_; = Z/ DrZ / D2 drepy -+ - dry[r=oy] I (o) (u, 1),
i=0 r(u,l) 0) r(u,l) 1)

(10.43)

25 Note that since we express u-decay in terms of r(, (10.41) holds for all ¢ < 1. Cf. footnote 24.
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as follows, writing from now on r = r(u, v) and ro = r(u, 1) and estimating the
D~'-terms against 1 + O (ry "):

J i
data, =3+ (l - 3) o g 1) - (14 06 ).

= i'!\ro r
(10.44)
We now insert the estimates (10.9) to write this as
L— ]+l 1 i
—L(L+1 1 1
dataLj_Z P ( (L _1
l'(L+p—]+z)' ro r
CmrL P (14 005)), (10.45)
where we used that bl(j = 1. By noting that
—L(L+D=ktk+1)—L(L+1)=—(L+k+1D(L—k),
we can further express the product as
L—j+i—1 .
(2L — L)
[] @ -L@+1)= (—nypmt GL o O
LI(j —1i)!
k=0
QL — j+10)!
— (b GEZTEDN 6 46
(j—0!
This yields
J L—j+i S i
D=/ pl2L — 11 1
dataL—jZZ(. ) p.( . J.+.l) (———)
= iIL+p—j+DIG—D!' \ro r
Cinry P (14 00 )) (10.47)
A cancellation at leading-order, i.e. at order rOL —p=i , takes place if the sum
j o 0L i)
S bt PEEZT D yieip umL, p, )
iNL+p—j+DI(—D!
(10.48)

vanishes. To understand when this happens, we prove the following

Lemma10.3 LetO < j < L.Ifp > L or p =0, then sum(L, p, j) never vanishes.
If0 < p < L, then sum(L, p, j) vanishes ifand only if j e {L —p+1,...,L}.
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More precisely, if p > L, then

p—L integrals

1 Xp—L X2 (1 =x Jj
sum(L, p, j) :/ / / x12L /udm... dxp_r_1dx,_p,
0o Jo 0

Jj!
(10.49)
which is manifestly positive. On the other hand, if p < L, then
o L — 2L — j)!
L—p—j) L+p)

where we use the convention that (Z) =0ifk <0<n.

In fact, equation (10.50) also applies to p > L if we define in the standard way
(L7) = I,

p—J J

Proof The proof is deferred to the appendix A.S. Notice, however, that one can make
certain soft statements without having to do any computations. For instance, if we
consider the case p = 1 and suppose there are no cancellations for j = L, then we
would obtain from (10.40) an estimate of the form r¢y = C/|u| + O(1/r + 1/|u|?).
Inserting this into the wave equation (7.1) with N = 0 would then give that 0,,(r¢pr.) ~
logr/ r2, a contradiction to the estimate (10.39) for j = L — 1. Thus, there has to be
a cancellation at j = 1; in other words, sum(L, 1, 1) = 0. However, we here choose
to calculate the sums explicitly. O

Lemma 10.3 provides us with an understanding of cancellations at leading-order, i.e.

at order r(I)‘ s Similarly, we can understand cancellations at higher order in (10.47),

L—p—j+n _ S .
say at order r, p=itr . —n by considering the corresponding sum

/ j i QL — j +1)! ,
g(_l)n (2)(_1#7‘]% in(L fz(a —J Ji i)!l(i' = GO ptsun(L p .

(10.51)

Understanding this sum is straight-forward: We have

‘ UG l. QL —j +i)!
S“m“"”f’mé““ (n)(_l) ML+ p—j+01G 0!

L, i QL —j +i)!
Eg(_l) (i —m)WL+p—j+DIj—i)

1 QL — j+i+n)
==Y (D' —
nl = IL+p—j+i+nl(j—i—n)!
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and thus
. 1 .
sum(L, p, j,n) = —sum(L, p, j —n), (10.52)
n:

where we set sum(L, p, j) = 0if j < 0. In particular, in view of Lemma 10.3 above,
we obtain that if j > n and p > L, no cancellations occur. On the other hand, if
j = nand p < L, then cancellations occurif andonlyif L —p+n+1<j < L and
j—n>1.

This concludes the proof of Proposition 10.4, with the constants Sy , j . being
given by

pl
Stpjm = (=DE T Esum(L, p. j —n), (10.53)

e n!
where sum(L, p, j — n) is computed explicitly in Lemma 10.3. O

10.8 Summary and Proof of Theorem 10.1

We can roughly (and schematically) summarise the results obtained so far as

u|E=P=, ifL<porj=L—-p=>0,
‘ L=p=j (|y|~¢ -, ifL> dj>L~- 1
01 Gy vy ~ 1T T, Lz pand = L= p
logr —log |u| + |ul, ifL>pandj=L—p—1,
pL=l=r=i 4 |y|t=P=i, ifL>pand0<j<L—p—1.
(10.54)

The first case follows from estimate (10.34) from Proposition 10.3 and the fact that
there are no cancellations in the data term datay _ ; in view of Proposition 10.4. The
leading-order behaviour is thus entirely determined by the data.

In contrast, the second case follows from (10.34) from Proposition 10.3 and the fact
that there are cancellations in the data term datay, _ ; in view of Proposition 10.4. Notice
moreover that if ¢ < 1, then the leading-order behaviour will only have contributions
from the data. (To see this, one needs to repeat the calculations of Proposition 10.1,
taking into account also the subleading terms.) If ¢ = 1, then there will, in addition, be
contributions from the &-terms in (10.34). Note that, if desired, all of these contribu-
tions can be computed explicitly by following the steps above but without discarding
the subleading terms.

The third case follows from (10.33) from Proposition 10.3, with the |u|-term coming
again from the data contribution datay — ;, which contains no cancellations in view of
Proposition 10.4.

The fourth case follows in the same way from (10.32) from Proposition 10.3, with
the |u|L~P~/-term coming again from the data contribution data; _ j» which contains
no cancellations in view of Proposition 10.4.

More precisely, we have the following
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Corollary 5 Let ¢1 and 2 be as in Theorem 10.1, and recall that ro := r(u, 1) =
lu| —2M log |u| + (1), as well as the constants St p, j » defined in (10.53).

1.) If L < pandj >0, orif j = L — p > 0, then we have throughout 9:

[P20,05 7/ (ré) = CinSppjio - g " (1 + Oulr™" + |u7%)). (10.55)

2.) If L > pandj > L — p + 1, then we have throughout 9:

[P20,05 T (rgr) = Oy P + 06 P (10.56)
Indeed, if we suppose instead of (10.1) that
Ir¢p — Cinr P + Cin.er P~°| < Cr=P~¢ (10.57)
for some constants C, Ciy ¢ and for some 0 < ¢ < 1 < &/, then we have

[FZBU]L—j(r¢L) — C‘ . rOL*P*JI*é‘ + ﬁ(|u|L—P—j—1) + ﬁ(r—1|u|L—p—j+l)
(10.58)
for some constant C = C~'(L, D, Jj,& M, Cin, Cin ) which we can compute explic-

itly.
3.) IfL > pandj = L — p — 1, then we have throughout 9:

(729,17 (rpr) = C} - (logr —log|ul) + CinS.p.L—p—1.0 - 70
+0(|u|'™*), (10.59)

with the constant C| being given by

PML-p(L+T+p)
Q2L +2)Q2L+1)

Ci =Dt amex™ — by Ci.  (10.60)

4.) If L > pand0 < j < L — p — 2, then we have throughout 9:

(20,157 (repp) = Cy - rE 1P 4 CinSpp o e P+ O(lu| PP

+ OGE27P ), (10.61)
with the constant C}, being given by C, = (L —2 —p — j)!- C}.

Proof The proof is obtained by combining the results of Propositions 10.1-10.4 in
the manner described above (below (10.54)). Notice that we expressed the constant
C[r2avJL appearing in (10.32) and (10.33) (and defined in (10.11)) as C[r2avJL =

(—DL fL'ff,;; - Cin, which follows from (10.46). O
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Proof of Theorem 10.1

Proof of Theorem 10.1 Part a) of the theorem follows directly from Corollary 5, with
Co given by Co = S1p,1.0-

The first part of b) follows by dividing (10.59) by r2, integrating from .#*, and
repeating the procedure p — 1 terms. The boundary terms lim,,_, oo [728, 15777 (u, v)
we pick up with each integration are estimated via (10.55) or (10.56), thus giving rise
to the functions fi(L’p ) and their leading-order behaviour. This proves (10.4), with the
constants C1, Cy given by

(=D?

Y
MC[Z—Ci, Cr = St
p!

TSL’p’L_p_LO - Cin. (10.62)

The second part of b) follows similarly: We take (10.55) with j = 0 and integrate
L — 1 times from ., using at each step either (10.55) or (10.56) to estimate the
boundary terms on .# . This alone only gives an expansion of 729, (r¢) up to r! L.
The higher-order behaviour can be obtained by also taking into account the estimate
for 9, [rzav]L(r¢>L) implied by the estimates (10.27) and (10.29). One can obtain
expressions for the constants C3L "P" in much the same way as for Cy, C», using also
(10.27) and (10.29) fori = L.

Finally, part ¢) of Theorem 10.1 follows by (in the case p = L+1 aslightly modified
version of) (10.29). We have for p < L (recall C,25 11 = (=Dt Pl Cin):

(L+p)!
Igfe,r%p% [91=2MCprza, . (QxEL) - cé) 2L + 2)(L -_(é))—!k 2+ p) (10:69)
andfor p =L + 1:
future, 25" oL
I,_, (@] =2MC25 10 2x17 — ¢). (10.64)
This concludes the proof of Theorem 10.1. O

10.9 Comments: More Severe Modifications to Price’s Law

We have already discussed in detail in §9.5 that we expect to obtain a logarithmically
modified Price’s law for each ¢ provided that one smoothly extends the data to the
event horizon and that p = L + 1 in (10.1), which, in turn, is the decay predicted by
the results of §8. On the other hand, in view of equation (10.6), one can expect that the
modification to Price’s law is much more severe for p < L > 0: Indeed, we expect
that if p < L, then one obtains asymptotics near i ™ that are L — p + 1 powers worse
than in the case of smooth compactly supported data, i.e., we expect that

—L=2+(L—p+1) _ ,,~1-p —2L—=3+(L—p+1) _ ~L—p-2

(10.65)

ropLl g+ ~u s QL+ ~ v
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near iT. The reader should compare this to the behaviour of the £ = 0-mode for
r=1

reol g+ ~u"2logu, ol e+ = v >logu, (10.66)

which was proved in [13].
We again refer the reader to §1.3 and Conjecture 2 therein for a more detailed
discussion.
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Appendix

This appendix contains various proofs which have been omitted in the main body of
the paper.

A.1 Proof of Lemma 2.1

Proof The result clearly holds N = 2. Let us now assume that (2.12) holds for a fixed
N and forall N < N — 1. Then it also holds for N + 1 and for any N’ < N. Indeed,

u rN’ , u rN/ N/rN/fl 2M /
N - |u/|N+l du = . o |M/|N + |u/|N 1-— T du’, (A.1)

and we can apply the induction assumption to the second term on the RHS to obtain
the result (after some standard shifting of indices). O
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A.2 Proofs of Propositions 7.1 and 7.2

Proof of Proposition 7.1 We prove (7.1) by induction, noting that it is true for N = 0
with ag =0, =1= c8. Assume now that (7.1) holds for a fixed N. We have

0,020,179 = 0, (0,0,0%0,1V (1) ) + 0, (—2r2 : Bav[rzav]’v(r@)
r
= 0, (r20,0,r%0,1Y ) 2D, 1r20,0% (g + (1 - 4—M>
r r
—lz)[rzau]"’ Hre). (A2)

Using the induction hypothesis, we compute the first term on the RHS according
to

0 (0u0020.,1Y 9))
= —2N3d, <r228v[r28v]N (r¢)>
r

N
> DeM) (<af; + b7 B = cj - @) [r28,]% 7 ()

j=0
—2ND 2ND 4M
= ——alr (1 - 7) [r*0," rg)
N DMy N N 2MY\ 5, Nt
+Zr—2<a;’+bj4&§2_cj‘7)[r W™ T (re)
j=0
N .
DQM)I+! 2M 2M ,
+Z—( 2) < +bY Ao —cff - ——te —cj-V) [r20,1N 7/ (r)
=0 r r
—2ND

= 3 [r2 8,1V L rg)

N+1
DM o
+Z¥<<a, (e +a) + O+ b)) e — (cy+zc;v_1).7>
j=1
r20,)V 1 (r¢)

D 2M
+ = ((aév +2N) = b Ag2 — (¢ +4N) - 7) (20,11 (). (A3)
where we defined a] bN cN:=0forj> N.
Plugging the above equatlon back into (A.2), we thus obtain

2D(N + 1)

B[, 1V rp) = — A[r?a, 1V r )
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N+1 M
et i, N+l N+1 _ NA4T 24 (N+1—j
+Z_O”2(2M) (aj + b g — = )[r 3] re),

J
(A4)
with

™ =al oN+ 1), By =8, = ran+1),  (AS5)

and the additional relations

aj.V'H = a;-v + a;-v_l + cj-v_l, (A.6)
bj,V+1 = ij + bj.\’_l, (A7)
Nt =l +ac . (A.8)

This proves equation (7.1).
To find the explicit expressions for aj.v ,bY and cjy , we need to solve the recurrence
relations above. From (A.5), we read off that

all = N(N +1), bY =1, Y =1+2N(N+1)

for all N > 0. From this and (A.7), we can then read off that b;v = (IJV) forall N > 0
and 0 < j < N. Similarly, by writing 57 =27 cj.V , we find from (A.8) that

N N +1
6;1\/:('>_|_4-(._’_ ).
/ J j+2

Finally, plugging in the expression for cj.v into (A.6), one finds
: N ; N+1
N +2
a’ =2 =D )+ @/ —2(' )
;= )<] ) ( ) i+2
This completes the proof of Proposition 7.1. O

Proof of Proposition 7.2 The proof follows along the same lines as the previous one,
with the difference that one now obtains the linear system

M =a) +2N+ 1, by =b), M= AN+, (A9
and the additional relations

4 =4y 74— Ej-n 2j 72j-r & =& T

(A.10)

a/y+1 N N N Q?f‘l’l — bN —bN N+] N —2CN
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One can relate this to the previous system (A.5)—(A.8) by writing éjv = (=1)/ l_)iv
etc. O

A.3 Proof of Lemma 8.3
Proof Equation (8.57) clearly holds for n = 0. Assume that it holds for a fixed n. We
shall show that it also holds for n + 1. Letting [, -] denote the usual commutator, we

have

28" f = (°T — r?8,)(r°T — r?8,)" f

n k—1
=Y (=1t (Z) (Z a0 + ﬁ(l))i(rZT)k“f) [r20,1" f
k=0

i=0
n k—1
+ ) (= (") (Z o+ ﬁ(l))"(rzT)k") (20,1 g
k=0 k i=0
n n k—1 .
_ 1=k k[ 2 i 2gk—i 20 m—k
> (k) (g“i (120, ¢+ 1) 2T) ]) 20,17 f
(A.11)
by commuting 29, past the other terms. We now write
(128, -+ 0 2T £
. . . _ (A.12)
= [0, ¢+ O | 2T f + ¢+ 0 [P0, 2TV 1,
and compute
[r28v, o+ ﬁ(l))i] f=iDr o0 f, (A.13)

as well as

[Vzavv (rzT)k_i] f=®&-=10 [rzav, VZT] T = (k= D2Dr(r* T f,
(A.14)

where we used that [V, V'] = n[ V1, V2]V2’171,Which holds trueif [[ V], V2], Vo] = 0.

Plugging the above identities back into (A.11), one then recovers (8.57) for n 4+ 1 in
a standard way. This gives rise to recurrence relations for the al.("’k), which can be
solved explicitly. We leave this to the interested reader.

Alternatively, we could have used the non-commutative binomial theorem to write
n n k
(T =r?8)" f = (k) (2T +0%9,,1) (=200 7 f, (A5
k=0
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and computed the commutators directly. O

A.4 Proof of Lemma 10.2

Proof Let us inductively assume that

! /"‘(2) ! d -d ! (1 1>k (A.16)
e — - arq) - rky =7\ ——— .
n Ty I ) kKt\ro 7

for any r > r¢ > 0. This holds true for k = 1. Going from & to k 4 1, we have
/ / /’<2>1d i d) /’11(1 1>kd/
——drg rgo dr’ = —_ == r.
ro r ro (1) - “ 2 k! r!
(A.17)

We write x = 1/r and xo = 1/rg in the integral above to obtain

T/ 1V | 1
—— === d’=—1k+1f— "~ xo)dx' = ok
/ro r k! (ro r/) r=e o o (k + 1)!(x0 x)

(A.18)
for any » > rp > 0. This concludes the proof. O
A.5 Proof of Lemma 10.3
Proof For convenience, we recall the definition
J L.
. 2L — !
sum(L, p, j) = Y~y LTI HDL (A.19)

iWL+p—j+DIG—i)!

i=
We begin with the crucial observation that if p = L and j > 1, then

J | 4
Z‘( >< U= —(1-1i =0,
1 j!

1
sum(L, L, j) = Z(— ) ;
. (A.20)

l'(J
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The idea is to interpret the above sum as a function of some variable x evaluated at
x = 1: Consider, for instance, the case where p = L — 1. Then

J

=Yy R A sy
sum(L, L 1,])—;( 1) G —i) T dx o 12( D l!(]—l)!x
S P ’Z( D
dx|,_, l'(] 0!
ey & <X2Lju>.
dx x=1 ‘]'

(A21)

Similarly, if p = L — k for some k > 0, then we obtain inductively that

<x2L_-/ (x;—‘l)/> . (A.22)
x=1 :

We then compute the k-th derivative above using the Leibniz rule:

A (o =D K\ QL — jyLeimn (x — 1)i=k=m

k
sum(L, L —k, j) = (— 1)/d—

where we use the convention that o ) = 0 for all n € NT. In particular, upon
evaluating the expression (A.23) at x = 1, we get

<x2L_j(x—.1)/> :Xk:(k> eL—pt_ ., - :< k ) QL= )
x=1 J! =\ QL= j—n) ’ k—j)QL—=k)!

(A.24)

dk
dxk

which proves the second formula (10.50) of the proposition.
On the other hand, if p = L + 1, we integrate the corresponding sum (instead of
differentiating):

1
i(j—0DCL+1—j+1D)

j
sum(L, L + 1, j) = Z(—l)"

1 .
/ Z(— U g, / =i =90,
il(j —l)' 0 Jj!

(A.25)

which is manifestly positive. Equation (10.49) then follows inductively. O
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