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Towards automatically generating supply chain maps from
natural language text

Pascal Wichmann

Supply chains have become increasingly global, complex, and multi-tiered. Consequently,
companies have been gradually losing visibility of their supply network topology, that is, the
structure formed by supply chain participants and their inter-dependencies across multiple
tiers. This is a problem for firms as information about their extended supply chains is a
valuable input when making supply chain decisions, such as how to improve their efficiency,
resilience, or sustainability. Supply chain mapping, whereby information about the supply
network structure is collected and visualised, is often cited in the literature to be key to
addressing the problem. Yet the challenge of acquiring the necessary information remains
largely unaddressed.

This thesis aims to tackle this challenge by presenting an approach for automatically
generating basic supply chain maps from unstructured, natural language text by using ma-
chine learning methods. The focus of this research is on automatically extracting individual
buyer-supplier (“who supplies whom”) relations, a pre-requisite for automating the creation
of supply chain maps from text. Such text might be sourced from openly available documents,
such as news articles obtained from the Web, or alternatively from privately acquired docu-
ments. This thesis focusses mainly on the former although the results provided apply equally
to the latter. A classifier for buyer-supplier relations was obtained in two steps: Firstly, a
reference dataset (“corpus”) was created by having human annotators assign a “label” to each
pair of organisational named entities in each given sentence of the dataset. Labels indicate the
type of relation between these two organisations expressed in this sentence. Secondly, a clas-
sifier was designed and trained on the dataset. A selection of different classifier architectures
were tested and compared against each other. A further part of this research extends the scope
from extracting individual buyer-supplier relations to the end-to-end processing pipeline
in which a collection of text documents is converted into a basic supply chain map. The
end-to-end approach, including a pre-trained classifier, was validated on a large, unlabelled
and previously unseen real-world dataset.

The approach proposed in this study shall be understood as a first step towards the vision
of automating supply chain mapping from text. It is not yet an equivalent substitute for
manual research. It could, however, provide an initial (partial) supply chain map or help with
checking existing supply chain maps for completeness. The effectiveness of any automated
approach to supply chain mapping is clearly dependent on obtaining sufficiently rich data to
work with in the first place. For example, in an experiment using openly available Web data



only, it was possible to extract 229 distinct Boeing suppliers. Assuming a total number of
13,000 Boeing suppliers, this would correspond to 1.8% of Boeing’s suppliers, albeit some
of the key ones.

A central contribution of this work is a method to automatically extract individual
buyer-supplier relations from text. Using the proposed method, questions regarding the
achievable level of agreement among the human annotators (“inter-annotator agreement”),
the classification performance on the reference dataset, as well as the achieved performance
on large unlabelled datasets could be addressed. A further contribution is the identification of
challenges in developing an end-to-end approach for automating the complete supply chain
mapping process as well as a conceptual framework for such an approach.
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Chapter 1

Introduction

The purpose of this chapter is to provide the motivation behind this research into automated
supply chain mapping from text and outline the problem that this thesis will address. This
chapter will also present the research aim, research questions, and overall structure of this
thesis.

1.1 Problem background and motivation

Modern products, such as cars or aircraft, can be made of millions of parts1. These parts are
often sourced from many suppliers which are spread across the world, as shown in the case
of a BMW 3 Series in Figure 1.1.

As substantial parts of a company’s value creation are outsourced to suppliers who
in turn outsource to their suppliers, supply chains are becoming increasingly multi-tiered,
complex, and geographically distributed (Christopher and Peck, 2004). As a result, companies
gradually lose visibility of the topology of their supply network. Knowledge that relates to
the supply chain structure, including all supply chain participants and their inter-relations
across different tiers, shall henceforth be referred to as structural supply chain visibility.
This does not include dynamic or behavioural aspects of supply chain visibility, such as
the current condition of goods in transit or current inventory levels. Companies know their
direct suppliers and customers, but knowledge of sub-tier suppliers tends to be limited.
Indeed, a study found that “40% of companies who sourced only in the UK, and almost
20% who sourced globally, had no supply chain information beyond their direct suppliers”
(Achilles Group, 2013)2, that is the identity of sub-tier suppliers remained unknown in those

1A Boeing 747-8, as an extreme example, consists of about 6 million parts (Lufthansa, 2018).
2The study was commissioned by Achilles, a provider of supply chain management solutions, and conducted

by IFF Research
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Fig. 1.1 Small selection of known suppliers of the BMW 3 Series; reprinted with permission
from Automotive News Europe (Clark, 2013)

cases. Figure 1.2 illustrates this conceptually for the case of a fictitious Original Equipment
Manufacturer (OEM).

OEM

Supplier

Supplier

Supplier

Supplier

Supplier

Supplier

Supplier

Supplier

Supplier

Supplier

Tier 3 Tier 2 Tier1 OEM

Visibility horizon of the OEM

Fig. 1.2 Conceptual illustration of limited structural supply chain visibility

There are solutions for collaborating companies to exchange real-time information about
the location and condition of goods in transit, inventory levels, or other dynamic aspects
of supply chain performance. For instance, companies can agree to use track-and-trace
technology based on RFID or other IoT solutions. However, these technologies are not
designed to discover unknown suppliers and reveal their inter-relations. As such, they cannot
address the lack of structural supply chain visibility.

The reason why structural supply chain visibility cannot easily be achieved is a combi-
nation of multiple factors. One major reason is the “proprietary nature of each supplier’s
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relationships with its partners” (Sheffi, 2005). Indeed, suppliers have an incentive not to
disclose their own supply network to their customers, especially if they run the risk of being
cut out as the middleman or losing bargaining power. That said, suppliers can be contractually
obliged by the OEM to disclose their own suppliers. However, it is difficult for the OEM to
verify that this information is correct or complete3. The difficulty of obtaining the required
data is exacerbated by the fact that supply chains are dynamic (Lambert and Cooper, 2000),
that is suppliers and inter-relations can change over time. To understand why poor structural
supply chain visibility is a problem, one can think of a supply network as a “network of
dependencies on suppliers”. As such, the performance of a company’s supply chain is crucial
to its operations. More generally, information about its extended supply chain structure
is a valuable input to various decision-making processes of a firm, such as managing the
efficiency, resilience, and sustainability of its supply chain. Furthermore, a loss of visibility
also corresponds to a loss of control over the extended supply chain.

In particular, management of supply chain risk without visibility of the supply network
poses a problem to a company. As another consequence of the emergence of longer, geo-
graphically distributed supply chains, companies are now also exposed to more risks and a
wider range of risks. For instance, a German car manufacturer can now experience a parts
shortage because of a tsunami in Japan4. Disruptions at a sub-tier supplier can propagate
through a supply network. This ripple effect can halt the production lines of downstream
companies which never knew that the disrupted sub-tier supplier was a part of their network.
In a special report on global supply chains, The Economist notes in July 2019: “In terms of
the risks, most MNCs [multinational companies] do not know who supplies the supplier to
their supplier, but they might be held hostage if that distant vendor cannot fulfil its obliga-
tions. The dangers are occasionally brought to light by external shocks. Sometimes these
are delivered by natural disasters. In the wake of the Japanese tsunami in 2011, a global
semiconductor giant tried to map its vulnerabilities to third- and fourth-tier vendors; it took
a team of 100 executives more than a year to work out which firms were in its extended
supplier networks.” (TheEconomist, 2019).

Because a company’s performance increasingly depends on the performance of its supply
network and “individual businesses no longer compete as solely autonomous entities, but
rather as supply chains” (Lambert and Cooper, 2000), ignorance about one’s extended supply
chain can easily lead to ignorance about one’s competitiveness. Studies show that the share
of supply chain disruptions that originate at suppliers further upstream than direct suppliers
can be as high as 50% (Business Continuity Institute, 2014; KPMG International & The

3A situation known as information asymmetry in management and organisation theory, e.g. see Vining and
Weimer (1988)

4See the case of the Xirallic shortage in 2011, described in Section 4.2.3
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Economist Intelligence Unit, 2013). Furthermore, they also show that suppliers critical to
continued operations can be located anywhere in a multi-tiered network and do not have
to correspond to large sales volumes (Yan et al., 2015) or a large value of the individual
component5. Knowledge of the supply chain structure would enable a company to better
detect and mitigate risks in advance as well as to more quickly and appropriately react to
risk events. A simple example scenario would be a situation in which all of a company’s
direct suppliers depend on the same sub-tier supplier. In this case, the risk associated with the
potential single point of failure at the sub-tier supplier is obscured. Should a company instead
have this knowledge, it could mitigate the risk by increasing inventory levels, demanding
suppliers to diversify their supplier base, or sourcing substitute parts from different suppliers.

Supply chain mapping, whereby information about supply chain participants and their
inter-dependencies across multiple tiers is collected and visualised, is often cited in literature
as a means of addressing the problem of limited supply chain visibility. Various tools exist for
visualising buyer-supplier relations. Yet the actual issue of acquiring the required information
in the first place remains largely unaddressed (Farris, 2010).

Even though data that can readily be used for supply chain mapping is still scarce, we
live in an age of an ever-increasing availability of massive amounts of data. Vast amounts
of data have become abundantly available at low cost via the Web. E.g. the Common
Crawl6 project maintains a freely accessible repository of archived websites. Despite the
efforts to provide humanity’s collective knowledge in structured format7, publicly available
ontologies8 have hardly been populated with information about buyer-supplier relations.
Because relevant information is not generally available in a structured format yet, natural
language text appears to be the next most promising source data format to address the
problem of limited supply chain visibility. Natural language text is promising for a variety
of reasons: A large proportion of published human communication is in text form and
text documents. For example, news articles and blog posts contain valuable information
about buyer-supplier relations. Furthermore, text in natural language generally adheres
to grammatical rules and contains words with known meanings for a given context. But
since the text documents are typically unstructured, that is running text in natural language
instead of in tables with a known data schema, extracting information from it is a challenging
problem. Thanks to advances in Machine Learning, in particular Deep Learning, and Natural

5“[...] some of the lowest-cost items, from minor suppliers, can cause the biggest and costliest disruptions.
[...] In many cases [...] companies have alternative suppliers and ample inventories for big-ticket parts but no
such backstops for bits and pieces whose absence nevertheless could halt production.” (Hagerty, 2013)

6http://commoncrawl.org/; last accessed: 2019-05-21
7E.g. data in a fixed schema, such as database tables, or ontologies
8E.g. dbpedia (https://wiki.dbpedia.org/) or wikidata (https://www.wikidata.org)

http://commoncrawl.org/
https://wiki.dbpedia.org/
https://www.wikidata.org
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Language Processing, the extraction of information can now be automated (e.g. Wu and
Weld (2010), Zeng et al. (2014)).

A solution that would automate the generation of supply chain maps from text documents
could have many beneficiaries and use cases. Companies could be enabled to better protect
themselves from parts shortages, to avoid damages to their reputation or even legal risks from
depending on undesirable sub-tier suppliers, or to make their supply chains more sustainable
or more efficient. Government agencies could profit from having a better overview of how
whole industries depend on each other or on other countries. Insurance companies, too, may
have an interest in better understanding their customers’ exposure to supply chain risk.

The overall aim of this study is to examine the extent to which supply chain maps can
be automatically generated from unstructured9, openly available10, natural language11 text,
such as news articles, and how this can be achieved. The main focus of this study is the
extraction of individual buyer-supplier relations, which are a prerequisite for the creation
of supply chain maps. The findings of this study will help companies to discover and better
monitor their extended supply chain structure.

Figure 1.3 illustrates the conceptual model of the research problem. Variations of this
model will be used throughout this thesis to illustrate different aspects of this study. As
depicted, the research scope is the automated end-to-end generation of supply chain maps
from unstructured text. In the context of this research study, “automated” shall refer to the
fact that the designated tasks do not have to be carried out by a human but are carried out by
a computer program. The term shall not imply that the approach can fully replace human
research skills in supply chain mapping. The research focus is the automated extraction
of individual buyer-supplier relations. A generated supply chain map, in turn, may assist
companies with decision-making processes, such as ones concerning the management of
supply chain risks, supply chain efficiency or supply chain sustainability. Despite being
shown in separation in Figure 1.3, the management domains are evidently intertwined: for
instance, an unsustainable supplier may quickly turn into a supply risk. The ellipsis in the
illustration shall indicate that further use cases of supply chain maps exist12.

9The term unstructured is used here to clarify that information shall be extracted from the text itself without
the need for additional metadata or specific arrangements of the text, such as tables.

10Openly available text includes text extracted from publicly accessible Web pages or news archives. This
does not represent a a technical limitation. The same approach could also be applied to privately held text
repositories.

11A natural language is a language that naturally evolved among humans, such as English – as opposed to
constructed languages, such as programming code.

12See Section 4.3 for an overview of use cases for supply chain maps.
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Fig. 1.3 Conceptual model of the research problem

Because supply chain maps are a crucial input to a variety of management processes,
instead of focussing on a single use case, this study aims to address the basic information
needs that typical supply chain mapping use cases have in common: the identification of
supply chain participants and their inter-relations.

This research builds upon a large body of existing academic work in the NLP domain
regarding the extraction of entities and their relations from text. Researchers have also used
macro-economic data to map how different industries depend on each other (input-output
analysis). However, to the author’s knowledge, no tools or methods have been proposed to
address the issue of automatically generating supply chain maps from text in a comprehensive
manner.

The approach proposed and tested in this study shall be understood as a first attempt at
systematising and automating supply chain mapping from text. At least at the stage presented
in this thesis, it is not an equivalent substitute for manual research. But it could, for example,
provide an initial supply chain map or help with checking existing supply chain maps for
completeness. Furthermore, the effectiveness of any automated approach to supply chain
mapping is dependent on obtaining sufficiently rich data to work with in the first place. That
said, it is possible to improve the performance further, e.g. by increasing the size of the
training data or by inferring relations from multiple statements.

The next section presents the research questions that this study will aim to answer to
address this gap.

1.2 Research questions

This section presents an overview of the research questions that this study will aim to
answer. A more detailed break-down and discussion of the research questions can be found
in Chapter 3. The above discussion has demonstrated a need for an approach to automatically
generate supply chain maps from unstructured text. A prerequisite for automated supply
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chain mapping from text is the ability to automatically extract individual buyer-supplier
relations from text. The extraction of individual buyer-supplier relations shall be considered
first and in separation, before the broader problem is addressed.
Following the structure presented above, the research questions are as follows:

Research Question 1 (RQ1):

To what extent and how can the extraction of buyer-supplier relations from unstructured
text be automated?

Research Question 1 is quantitative and technical in nature and deals with the extraction of
individual buyer-supplier relations from unstructured text.

Research Question 2 then addresses the overall problem by widening the scope from the
extraction of buyer-supplier relations to the end-to-end process of generating useful supply
chain maps from text.

Research Question 2 (RQ2):

What are the challenges in developing a suitable end-to-end approach for automating
the generation of supply chain maps from unstructured text?

Research Question 2 is qualitative in nature and aims to identify and discuss the challenges
that are likely to arise during the development of an end-to-end approach to automating
supply chain mapping from text. These challenges may be a result of the characteristics of
supply chains or the limited information quality of the input text document. An example of
such a challenge is the extraction of indirect buyer-supplier relations, such as the extraction
of relations to sub-tier suppliers.

Figure 1.4 locates the research questions within the conceptual model of the research
problem.

Automated generation of supply chain maps from unstructured text

Automated extraction of individual buyer-supplier 
relations from unstructured text

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain 
map

RQ1: To what extent and how can the extraction of buyer-
supplier relations from unstructured text be automated?

RQ2: What are challenges in developing a suitable end-to-end approach 
for automating the generation of supply chain maps from unstructured text?

Fig. 1.4 Research questions located within the conceptual model of the research problem

Regarding the scope of this research study, the following caveats should be carefully
considered.
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Important caveats

1. Automated: The term “automated” shall refer to the fact that the designated
repeated tasks do not have to be carried out by a human but are intended to be
carried out by a computer program with little or no human intervention. The term
shall not imply that the proposed approach can fully replace human research skills
in supply chain mapping, is complete or that its implementations are error-free
and could not benefit from manual corrections or complementary manual work. It
shall also not imply that, for example, the initial acquisition of training data is not
the result of manual work. Since large quantities of text have to be processed, it is
important to design a scalable end-to-end approach that does not rely on repeated
manual processing steps. The term “partial automation” is avoided as it could
be confused with an approach that contained designated and repeated manual
processing steps, such as having to manually detect company names.

2. End-to-end: In this context, the term “end-to-end” shall refer to a process that
consumes natural language text (one end) and outputs a basic supply chain map
(the other end). The process described in this research cannot possibly address
the information needs of all supply chain mapping use cases but will focus on the
basic common ones.

3. Limited data availability: Even if this process was fully automated and worked
perfectly well, this would not mean that 100% of any company’s supply chain could
be reconstructed. Among other factors, this heavily depends on the availability
of text documents containing the required information. For smaller companies,
suitable text data may not be openly available if at all. Even for larger companies,
only a small fraction of the supply chain may be described in publicly or privately
available text documents. To understand how much of a company’s supply chain
can be reconstructed, one first needs to design and apply an automated approach
that can process vast amounts of data.

A detailed discussion of the research problem and the methodology can be found in
Chapter 3. In the next section, the organisation of the thesis is presented.

1.3 Organisation of the thesis

This thesis consists of eight chapters as shown in Figure 1.5. A summary of each of the
following chapters describing their main aims is provided below.
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Fig. 1.5 Organisation of the thesis

Chapter 2: Research Background This chapter provides a review of the literature in the
field of this study. The aim of this chapter is to provide the academic background for (i) the
problem domain, that is the concepts of supply chain and structural supply chain visibility,
and (ii) the solution domain for the research problem, that is Machine Learning and Natural
Language Processing. In a final section of this chapter (iii), academic work at the intersection
of both is discussed.

Chapter 3: Research Gap This chapter summarises the research gap from the literature
review and the key issues of the industrial practice. This provides the justification for the
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research scope, research focus and the research questions that are defined subsequently.
Finally, the research approach is discussed.

Chapter 4: Rationale for improving structural supply chain visibility This chapter
provides an industrial perspective on the problem of limited visibility of the supply chain
structure. The aim is to establish that structural supply chain visibility is limited in practice
and to provide a rationale for improving it.

Chapter 5: Automating the extraction of buyer-supplier relations from text This
chapter focusses on the core problem of improving structural supply chain visibility: the need
for a means of extracting individual buyer-supplier relations from a given piece of text. The
aim of this chapter is to analyse this problem, develop a suitable approach for addressing it
and to design options of how to evaluate the performance. To establish a ground truth, a text
corpus containing buyer-supplier information has to be created and labelled by humans. Only
then the classification performance of different algorithms can be determined and Machine
Learning classifiers be trained.

Chapter 6: Challenges in automating the end-to-end supply chain mapping process
This chapter broadens the scope to examine what is required for the automation of the entire
process of generating supply chain maps from text. The aim of this chapter is to address the
challenges in automating the end-to-end process, such as the challenge to correctly identify a
company’s tier in a supply chain. A challenge may be discussed even if a solution cannot be
designed or implemented within the scope of this research.

Chapter 7: Case examples for industrial validation This chapter examines industrial
supply chain mapping cases. In particular, it provides performance metrics for the corpus
creation, relation classification and their use in the application of a trained model to previously
unseen data. Furthermore, to validate the applicability and usefulness of the proposed
approach, the approach is applied to a large, previously unseen dataset of industry news
scraped from the internet. The approach is also specifically analysed for an automotive
manufacturer and an aerospace manufacturer. By applying the approach to a large, previously
unseen dataset, some preliminary conclusions about data availability and data sparsity can be
drawn. Some of the challenges identified in the previous chapter are addressed and remaining
ones are illustrated using concrete examples from the data.
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Chapter 8: Conclusions and future research Finally, the last chapter concludes this
research by summarising the key results and findings. Furthermore, the limitation of the
proposed approaches and a recommendation for future work are discussed.

The role of chapters 4, 5, and 6 The chapters 4, 5, and 6 of this thesis have been designed
to follow a specific logic, as shown in Figure 1.6.

Understanding the rationale for improving structural supply chain visibility
(Research to underpin the industrial motivation of this thesis)

Automated generation of supply chain maps from unstructured text
(Research scope & Research question RQ2)

Automated extraction of individual buyer-supplier relations
from unstructured text
(Research focus & Research question RQ1)

Ch. 4

Ch. 6

Ch. 5

Fig. 1.6 Role of chapters 4, 5, and 6

Chapter 4 provides the rationale for improving structural supply chain visibility from the
point of view of the industrial practice. The chapter aims to provide a better understanding
of the underlying reasons for the need of understanding supply chain structures, summarises
findings and provides arguments that underpin the motivation of this thesis. It also looks
at the problem from a wider angle by providing insights into existing options of increasing
structural supply chain visibility and by hypothesising about potential beneficiaries. Because
this chapter goes beyond merely providing the industrial background and offers new insights,
it has been placed after the research gap and approach.

Chapter 5 represents the core chapter of this thesis and focusses on a single aspect and
necessary building block of an approach that aims to automatically extract supply chains maps
from text: the extraction of individual buyer-supplier relations. This chapter corresponds to
the research focus and proposes an appropriate methodology.

Chapter 6 then widens the scope again and examines which other tasks and processes are
relevant for an end-to-end automation of supply chain mapping from text. This chapter can
be regarded as a detailed gap analysis between the achieved extraction of individual relations
and the larger vision of automating the overall process of supply chain mapping from text.
Findings from Chapter 5, the shortcomings and achievements of the proposed approach, are
required to produce a more comprehensive picture of automated supply chain mapping from
text.
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Appendix Additional content can be found in the Appendix of this thesis. Further supple-
mentary material, such as code examples and technical details, has been made available in an
online repository13.

13https://github.com/pwichmann/phd_thesis

https://github.com/pwichmann/phd_thesis


Chapter 2

Research background

2.1 Introduction

The previous chapter introduced the research problem and overall aim of this study: to
examine to what extent and how supply chain maps can be automatically generated from
unstructured, natural language text. The purpose of this chapter is to provide the relevant
academic background required to understand this research, to identify existing methods that
have been used to solve similar problems, and to identify the research gap. This chapter
focusses on the academic literature, whereas aspects of the industrial practice can be found
in Chapter 4. The literature review is split into three parts, as depicted in Figure 2.1. The
first part contains the review related to the problem space, such as supply chain concepts.
The second part refers to prior academic work related to the solution space, such as Machine
Learning and Natural Language Processing. The third part summarises known prior work at
the intersection of problem space and solution space, such as academic work on automatically
generating supply chain maps from unstructured text1. The domain of network science has
been omitted in this review of the relevant academic background since the focus of this
research at this early stage is on correctly extracting networks of buyer-supplier relations –
and not yet on analysing the resulting graphs or using them to infer statements.

1Two papers have been produced on the research presented in this thesis. In Wichmann et al. (2018), the
idea of automatically generating supply chain maps from natural language text was first introduced and its
challenges discussed. For the experiments in this paper, manually pre-defined lexico-syntactic patterns were
used to extract relations. In Wichmann et al. (2020), the focus is on automated classification of buyer-supplier
relations by creating a text corpus and using it to train and test a Deep Learning classifier.
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Problem space
• Supply chain and related concepts
• Structural supply chain visibility

1

Solution space
• Machine Learning
• Natural Language Processing

2

Prior work at the intersection of 
problem and solution space
• Generation of networks from text
• Generation of supply chain maps

3

Fig. 2.1 The literature review is split into three sections: (1) problem space, (2) solution
space, and (3) prior work at the intersection of problem and solution space

The conclusion of the academic background can be found at the beginning of Chapter 4
where the research gap is derived in combination with the key issues from the review of the
industrial practice.

2.2 Supply chain and related concepts

2.2.1 Supply chain

The term supply chain can be misleading since it is rarely used in the strict sense of a “chain
of businesses with one-to-one, business-to-business relationships, but a network of multiple
businesses and relationships” (Lambert and Cooper, 2000, p.65). Within the context of this
thesis, the terms supply chain and supply networks will be used synonymously and shall
always imply a network structure.

Since supply chains are networks, they consist of nodes – the members of the supply
chains, typically organisations – and directed links – often conceptualised as “process links”
(Lambert and Cooper, 2000) of various kinds2 or as “flows of products, services, finances,
and/or information from a source to a customer” (Mentzer et al., 2001). The notion of flows
is interesting since it provokes the question to what extent a supply chain map should also be
capable of representing monetary or informational flows.

The combination of nodes and links give the network its structural dimensions. The
horizontal structure refers to the number of tiers across the supply chain. A company’s
horizontal position refers to the position within the supply chain which can be near the
initial source of supply or closer to the ultimate customer. The vertical structure refers to the
number of suppliers or customers represented within each tier (Lambert and Cooper, 2000).

2Lambert and Cooper (2000) distinguish four different types of process links: managed process links,
monitored process links, not-managed process links, and non-member process links.
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The term “upstream” is used to denote the direction towards to original supplier whereas
“downstream” refers to the direction towards the ultimate customer. A supply chain for a
particular company typically does not include the company’s competitors (unless they also
play the role of suppliers or customers). Another characteristic is the supply chain’s scope
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Fig. 2.2 Illustration of a typical supply chain structure for a focal company; source: author,
adapted from Lambert and Cooper (2000)

and level of detail one would like to consider. For example, the highest level of complexity
that Mentzer et al. (2001) considered is the “ultimate supply chain” which incorporates all
the organisations involved from the ultimate supplier to the ultimate customer including
supporting organisations such as third party logistics providers or market research firms.

Supply chain networks are not static. Depending on existing regulatory restrictions,
the availability of alternative suppliers, the standardisation of products and other company-
specific and industry-specific factors, supply chains can be highly dynamic, with companies
frequently switching between multiple alternative suppliers. This generally makes it difficult
to know the supply chain structure at any given point in time.

It is noteworthy that supply chain networks represent flows between companies and,
hence, dependencies. This is substantially different from the structure of, for example,
communication networks where the links may indicate possible alternative pathways (but
not dependencies). This difference easily leads to confusion when (e.g. resilience-related)
findings from one domain are to be applied to the other. If supply networks are depicted
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with directed flows, these flows tend to indicate the direction for the provision of goods and
services to the buyer. Yet, financial and informational flows often have the opposite direction:
from the buyer to the supplier.

Distinction between supply chain and related concepts The terms supply chain, supply
network, logistics network, value chain and value stream sound similar and can easily be
confused. The term “value stream” is only of relevance in so far as the concept of value
stream mapping can have some similarity to supply chain mapping. A discussion of these
concepts and their differences can be found in the Supplementary Material3.

2.2.2 Supply chain risk

Supply chain risk and vulnerability

Even though there is no generally accepted definition of risk, a prominent one from classical
decision theory is “variation in the distribution of possible outcomes, their likelihoods, and
their subjective values” (March and Shapira, 1987). In other words, the uncertainty about
future events gives rise to risk. Risk can be quantified as the multiplicative product of the
probability of the event occurring and the resulting, undesirable impact (e.g. a monetary loss)
should the event occur (Kenett and Raanan, 2011): Risk = Probability · Impact.

Broadly speaking, supply chain risks are related to mismatches of demand and supply,
and hence to disruptions of the flows between organisations. Jüttner (2005) stresses the
relatedness of supply chain risks and flows between organisations: “Risk in the supply
chain centres around the disruption of ‘flows’ between organisations. These flows relate to
information, materials, products and money. They are not independent of each other but are
clearly connected”. Supply chain risks, by definition, extend “beyond the boundaries of the
single firm and, moreover, the boundary-spanning flows can become a source of supply chain
risks” (Jüttner, 2005).

Supply chain risks arise from fluctuations in the performance of the supply chain either
in the upstream or the downstream operations. The general term supply chain risk is often
imprecisely used as a synonym to supply risk, the latter of which explicitly refers to risks that
may delay or disrupt the supply of goods and services in the desired quantity and quality. But
in fact supply chain risks also include demand-side risks, such as disruptions in the outbound
logistics or changes in the preference of customers. Some types of risks can be considered
supply chain risks but do not immediately relate to disrupted flows: Reputation risks and
legal risks, e.g. resulting from using suppliers with unethical practices, may arise with only

3https://github.com/pwichmann/phd_thesis

https://github.com/pwichmann/phd_thesis
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an indirect impact on supply or demand. Since supply chains are networks, supply chain risks
are transmitted, and risk events can propagate through the network (Waters, 2011). Given that
there is rarely a single cause for a risk event, but a complex causal chain from initial cause to
final impact, a classification of risks by their source or effect is therefore likely to be tenuous
and easy to criticise. Tang and Tomlin (2008) distinguish and define six main types of supply
chain risks: supply risks, process risks, demand risks, intellectual property risk, behavioural
risk, and political/social risks. An alternative, more comprehensive categorisation of supply
chain risks and risk drivers can be found in Chopra and Sodhi (2004). Yet a another different
categorisation of risks is based on the degree to which a risk is within the control of the firm:
Christopher and Peck (2004) distinguish risks that are within the firm (either process- or
control-related), that are external to the firm but internal to the supply chain network (either
demand- or supply-related), and those that are external to the network (environmental risks).

It is noteworthy that supply chain risks can arise on very different abstraction levels, as
illustrated by Figure 2.3. A single machine breakdown or warehouse fire may interrupt the
local flow of parts between production sites at specific geo-locations. Power outages, port
strikes, or a damaged submarine communications cable may disrupt an entire infrastructure,
like power, IT, or transportation networks. Lawsuits or bankruptcies are risks to the network
of legal entities an organisation consists of. The market environment and political risks, such
as regulations or embargoes, impact companies on a regional, national or even global level.

Fig. 2.3 Layers of supply chain risk; adapted from Berbner (2017, p.66)

A supply chain’s risk exposure determines its vulnerability. Supply chain vulnerability
can be defined as “an exposure to serious disturbance arising from supply chain risks and
affecting the supply chain’s ability to effectively serve the end customer market” (Jüttner,
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2005). A discussion of the term supply chain resilience in this context can be found in the
Supplementary Material.

2.2.3 Supply chain risk management

The purpose of this section is to provide a brief summary of supply chain risk management
and to establish that there are different stages of the risk management process with different
objectives. This background may help with the subsequent discussion of the usefulness of
structural supply chain visibility at different stages of the supply chain risk management
process.

Generic risk management process

The question about how to deal with risk has been addressed in risk management research
and generic risk management processes have been proposed. The generic risk management
process typically includes steps for the identification, assessment, treatment, and monitoring
of risks. Figure 2.4 shows a more clearly defined risk management process according to the
ISO 31000 family of standards for risk management. This standard also proposes generic
risk treatment strategies such as risk sharing.

Communication 
and consultation

Establishing the context

Risk identification

Risk analysis

Risk evaluation

Risk treatment

Monitoring 
and review

Risk assessment

Fig. 2.4 Risk management framework according to ISO 31000:2009; adapted from the
corresponding figure in the ISO standard

General tactics to reduce risk

One can distinguish two main tactics to reduce risk, such as the risk of supply chain disrup-
tions (Tomlin, 2006):



2.2 Supply chain and related concepts 19

• A mitigation action is what is done prior to the occurrence of the risk event. And,
hence, the costs of the action are incurred irrespective of whether the risk event occurs.
The purpose of mitigation is to reduce the probability of the risk event and/or its
potential impact.

• A contingency action is taken after the risk event has occurred (and hence the costs
are incurred only if the event actually has happened). Since the incident has already
occurred, the purpose of contingency is only to reduce its impact.

Based on the above definition of risk, actions to manage risk can either attempt to reduce
the probability of the event or to reduce the impact in case the event happens. Arguably, a
further characteristic of risk is lead time – that is the time between the occurrence of the
incident and its detection or prediction (Sheffi, 2005). Hence, risk management actions could
also attempt to increase the lead time to enlarge the set of available mitigation or contingency
options.

Examples of measures to address supply chain risk

A wide range of mitigation and contingency measures have been identified and discussed in
the literature. It is essential to understand that these mechanisms are generally associated
with a cost; otherwise, they would be in general use already.

Tang (2006b) provides a comprehensive and systematic overview of general tactical and
strategic plans to address supply chain risks. Tang identifies four different main approaches
(supply management, product management, demand management, and information manage-
ment) and presents a range of specific mechanisms for each approach. Chopra and Sodhi
(2004) also present a range of approaches to mitigate supply chain risk. Examples of specific
mitigation measures are, for example, having multiple (redundant) suppliers (Tang, 2006b) to
reduce the dependency on any single supplier or spreading multiple suppliers across multiple
countries to reduce exposure to risk on a country-level (Tang, 2006b). Examples of specific
contingency measures are, for example, demand-side management to shift demand from a
disrupted product to one that is available, e.g. by adjusting prices, so that no demand-supply
mismatch occurs. Tang (2006a) provides the example of Dell offering special price incentives
to shift demand to computers that utilised components from countries that were not disrupted
after an earthquake hit Taiwan in 1999.
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2.3 Structural supply chain visibility

2.3.1 Supply chain visibility in general

In academic literature, the term supply chain visibility (or sometimes also called supply chain
transparency) has been defined inconsistently. Table 2.1 provides an overview of selected
definitions; for a more comprehensive overview, the reader may be referred to Goh et al.
(2009), Francis (2008), Caridi et al. (2010) and Barratt and Oke (2007).

Table 2.1 Overview of selected definitions of supply chain visibility

Reference Definition

Fawcett
and Mag-
nan (2002)

No explicit definition provided; aspects that were examined as part of supply chain
visibility: existence of a supply chain map and visibility of sub-tier suppliers and/or
customers; existence of process maps

Christopher
and Peck
(2004)

“Put very simply, supply chain visibility is the ability to see from one end of the pipeline to
the other. Visibility implies a clear view of upstream and downstream inventories, demand
and supply conditions, and production and purchasing schedules for example. It also
implies internal visibility with clear lines of communications and agreement on ‘one set
of numbers”’; the authors distinguish “supply chain understanding” and define it as “an
understanding of the network that connects the business to its suppliers and their suppliers
and to its downstream customers”

Francis
(2008)

“the identity, location and status of entities transiting the supply chain, captured in timely
messages about events, along with the planned and actual dates/times for these events.”
In this context, an entity moving though the supply chain can be an item, a shipment, a
vehicle etc.

Jüttner
and Mak-
lan (2011)

“the extent to which actors within the supply chain have access to or share timely informa-
tion about supply chain operations, other actors and management which they consider as
being key or useful to their operations”

The term supply chain visibility is often used to refer to the identity, location or current
status of ordered goods in transit – especially in the context of RFID track-and-trace technol-
ogy. Other definitions also include the sharing of operational information, such as inventory
levels. Again other definitions also explicitly include knowledge about sub-tier suppliers,
their inter-dependencies and the process flows across company boundaries in a multi-tiered
supply chain, such as Fawcett and Magnan (2002).
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Within the scope of this study, the broad definition of supply chain visibility by Jüttner
and Maklan (2011) is adopted. The notion of supply chain visibility shall also include
what Christopher and Peck (2004) call “supply chain understanding” and define as “an
understanding of the network that connects the business to its suppliers and their suppliers
and to its downstream customers”. It would appear counter-intuitive to assign the label
“perfect visibility” to a supply chain in which all suppliers (and their inter-dependencies) on
the various tiers remained unknown.

2.3.2 Definition of structural supply chain visibility

For the context of this study, structural supply chain visibility shall be defined as those
aspects of supply chain visibility that correspond to knowing the supply chain participants
and their inter-relations across multiple tiers, that is the supply network topology. The term
is introduced to distinguish structural properties from more dynamic or operational ones that
are commonly associated with the term supply chain visibility and relate to knowledge of the
real-time performance of the supply network. Figure 2.5 aims to depict aspects of structural
supply chain visibility as a subset of the overall concept of supply chain visibility.

• Real-time location tracking and
  condition monitoring of goods in
  transit
• Real-time inventory levels
• …

• Identity of supply chain participants
  (beyond just direct suppliers)
• Inter-relations between participants

Supply chain visibility Structural supply chain visibility

Fig. 2.5 Structural supply chain visibility as part of the broader term supply chain visibility

2.3.3 Importance of structural supply chain visibility

In academia, the importance of knowing the extended supply chain structure has been
discussed and established from various different perspectives, such as supply risk or corporate
social responsibility (CSR). On an abstract level, the value of knowing the supply chain
structure can be viewed from a value of information (cf. Howard (1966)) perspective.
This section shall summarise relevant academic work that provides evidence regarding the
importance of structural supply chain visibility specifically with respect to supply risk.
Beyond this section, additional evidence for the importance of structural supply chain
visibility can be found in other parts of this thesis:
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• Section 2.3.4 of this thesis where the work by Farris (2010) is discussed in the context
of strategic supply chain mapping.

• Chapter 4 which offers an industrial perspective on the rationale for improving struc-
tural supply chain visibility. It provides further evidence drawn from case studies and
interviews and also summarises potential beneficiaries and use cases.

Since a supply chain structure is the network of dependencies that exposes a company to
supply chain risks in the first place and through which risks propagate, knowledge of that
structure can help with managing supply chain risks. The existence of risk is the reason
why supply chains or operations in general need to be resilient and why inventory can be
regarded as a surrogate for information (“replacing inventory with information” (Mangan
et al., 2008)).

In the literature, there is ample evidence for the importance of structural supply chain
visibility for supply chain risk management. Basole and Bellamy (2014) examine the link
between structural supply chain visibility and risk management and find that “structural
visibility into the lower tiers of the supply network has a significant mitigating impact on
cascading risks” and that “enhanced visibility is an important and perhaps essential capability
for effective supply chain risk identification and mitigation. Supply chain managers must
therefore move beyond a simplified dyadic or triadic view to a more holistic approach when
developing risk identification and mitigation strategies”. Examples of obscured risk include
suppliers depending on the same sub-tier supplier or high-risk sub-tier suppliers.

Yan et al. (2015) introduce the idea of a “nexus supplier”. Contrary to the intuition
that strategic, direct suppliers are the critical ones due to their direct and large impact on
a buying firm’s profit and risk position, a nexus supplier could be located in any (sub-)tier
of the supply chain, does not have to relate to a large sales volume, but has a potentially
large impact on the buying firm if it was disrupted. The existence and identity of such a
nexus supplier on a sub-tier could only be revealed with better visibility into the supply
chain structure. The network structure also determines how risk events propagate through the
network and if they get absorbed or even amplified (Jüttner et al., 2003). An early detection
of and response to risk events would require knowledge about which events are relevant to a
company’s supply chain. For this, too, knowledge of the supply chain structure is necessary.
Kim et al. (2014) use graph theory to investigate the importance of supply chain structure
for its resilience. The authors ask the question how the supply network structure influences
disruptions, and how one can assess the resilience of supply network structures. Their results
“indicate that [the] network structure significantly determines the likelihood of disruption”,
and that “different structural relationships among network entities have different levels of
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resilience” (Kim et al., 2014). Gardner and Cooper (2003) state that “[t]here are examples of
companies that found a critical component or raw material supplier that was in danger of
going out of business [...], was the only supplier of a critical component [...], or dumped toxic
waste improperly [..]. Quickly identifying sole or critical suppliers more than one tier up can
suggest further investigation and monitoring for supply chain bottlenecks.” Christopher and
Peck (2004) state that a “fundamental pre-requisite for improved supply chain resilience is
an understanding of the network that connects the business to its suppliers and their suppliers
and to its downstream customers. Mapping tools can help in the identification of ‘pinch
points’ and ‘critical paths”’.

2.3.4 Supply chain mapping

Definition Supply chain mapping aims to address the problem of limited supply chain
visibility – in particular the visibility of the supply chain structure. Gardner and Cooper
(2003) define supply chain maps as “a representation of the linkages and members of a supply
chain along with some information about the overall nature of the entire map”. This basic
definition is adopted in this thesis and shall be further refined by the following observations.

Since supply chain maps serve a mostly tactical or strategic purpose, the scope and
level of detail can vary from one to another. They range from a geographic vulnerability
map which “simply depicts which supplier of what parts are located in each area of the
world” (Sheffi, 2005) to maps that incorporate the “connectedness of the supply chain to
help understand interdependencies” (Sheffi, 2005). “Such a supply chain map highlights the
flow of parts out of given regions, depicting who is involved and the plants in other parts of
the world that are dependent on them. Such a map can become a tool for understanding the
extent to which a flood in Brazil will affect production in Singapore or sales in Germany.”
(Sheffi, 2005, p.32-33). Gardner and Cooper distinguish a strategic supply chain map “by
its direct tie-in to corporate strategy. This type of map can be either an integral part of the
strategic planning process or a tool for implementing the supply chain strategy. Supply chain
maps come in a number of shapes and styles. The focus could be on a particular use or user,
on a theme such as a type of value added, or generic, covering all aspects of supply chain
structure. The maps can depict organizations, flows, facilities, and/or processes” (Gardner
and Cooper, 2003).

The term supply chain map has the following two connotations: Most importantly, it
suggests a visual representation of the supplier dependencies. It may also allude to an
explicitly spatial, geographical depiction of a supply chain. From a risk management
perspective, the geographical aspect can be important since disruptions are often linked to
geolocations (natural disasters, country risk etc.). Gardner and Cooper (2003) note that
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“[w]hile cartographers might insist that a true map has spatial relationships depicted, for a
supply chain map this information could be present or absent”.

The minimal set of elements of a supply chain map is composed of the companies (nodes
of the network) and their inter-relations (arcs of the network). Further basic elements of
supply chain maps include additional information about the companies (e.g. company key
information, including its geographical location) and about the relations (e.g. the type of
goods or services provided, or the end-product to which the provided goods or services
contribute, or the time period during which this relation existed).

Gardner and Cooper (2003) show numerous examples of supply chain maps found in
literature, such as the one shown in Figure 2.6 from Fine (1999). By choosing possible
combinations from their table of supply chain map attributes, Gardner and Cooper (2003) also
provide sample maps for hypothetical supply chains, such as the one shown in Figure 2.7.

Fig. 2.6 Example of a supply chain map, from Fine (1999), showing individual plants

Even though supply chain mapping addresses the problem of supply chain transparency,
the technique itself (if solely seen as a visualisation technique) does not help with acquiring
the necessary information (cf. Gardner and Cooper (2003), Farris (2010)). The main
challenge for any supply chain mapping project is an obvious one: unavailability of data
beyond the first tier. Indeed, obtaining the required information is challenging. In one of
the few academic papers addressing how the necessary data can be acquired, Farris (2010)
noticed that “the first obstacle in developing a strategic supply chain mapping procedure was
the ability to obtain actual data spanning the supply chain”.

Benefits and applications of supply chain maps Gardner and Cooper (2003) identify a
wide range of potential benefits of supply chain mapping for a firm. These go beyond just
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Fig. 2.7 Sample map for a hypothetical supply chain, from Gardner and Cooper (2003)

improving structural supply chain visibility for a firm. Gardner and Cooper (2003) consider
a supply chain map “a communication tool to reach across firms, functions, and corporate
units”. Farris (2010) build upon the work by Gardner and Cooper (2003) and provide an
overview of “strategic areas of interest” for Tier 1 to Tier 2 relationships that could be revealed
by a supply chain map that goes beyond just direct suppliers. As depicted by Figure 2.8,
use cases of strategic supply chain maps go far beyond supply risk management or even
just an upstream perspective. For instance, by understanding “your customer’s customer”,
one may be able to design better or alternative sales channels. Moreover, by structuring
the use cases in a 2-by-2 matrix, two perspectives are highlighted that are otherwise less
obvious: There can also be value in understanding “your customer’s other suppliers” and
”your suppliers’ other customers”. These important perspectives may be easily missed in a
classical supply chain mindset. Numerous papers report on the application of supply chain
mapping to specific scenarios. E.g. Choi and Hong (2002) provide supply chain mapping
case studies in the automotive industry. The supply chain maps were limited to the centre
console assembly of three different product lines. The data was collected manually through
interviews, from documents provided by the automotive companies, and via observations
during a plant tour. Choi and Hong (2002) compare the three resulting supply network
structures from the points of view of formalisation, centralisation, and complexity. Another
example of a manual supply chain mapping exercise is a report by the US Geological Survey.
This report “uses the supply chain of tantalum (Ta) to investigate the complexity of mineral
and metal supply chains in general and show how they can be mapped” (Soto-Viruet et al.,
2013).
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Fig. 2.8 Strategic areas of interest for Tier 1 to Tier 2 relationships, from Farris (2010)

2.4 Machine Learning

The concept of Machine Learning is relevant to this research for several reasons. The domain
of Natural Language Processing (NLP) has been increasingly revolutionised by the advances
in Machine Learning, and in particular Deep Learning. What had been painstakingly hand-
crafted rules before is now increasingly replaced by learning from the data itself. Existing
methods of Machine Learning and NLP inform the methodology of this research and the
chosen research approach.

2.4.1 Definition

In 1959, Arthur Samuel defined Machine Learning as the “field of study that gives computers
the ability to learn without being explicitly programmed”. Tom Mitchell’s definition from
1997 of what it means for a computer program to learn is more technical: It is “said to
learn to perform a task T from experience E, if its performance at task T, as measured by a
performance metric P, improves with experience E over time” (Mitchell, 1997).
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2.4.2 Types of machine learning

Today, one can arguably distinguish three main types of machine learning: supervised
learning, unsupervised learning, and reinforcement learning (Murphy, 2012). For the context
of this study, supervised learning is of particular importance.

Supervised learning In supervised learning, the objective during a training phase is to
learn a mapping from provided inputs (called features) to provided outputs (called response
variables or labels). Labels often have to be obtained from humans that annotate data.
Labelled data (i.e. data comprising features and correct labels) is sometimes also referred to
as gold-standard data. After the training phase, this learned mapping can be applied to predict
the response variable for previously unseen inputs, as shown in Figure 2.9. If the response
variable is a discrete value (like the brand of a car), the problem is called classification. On
the other hand, if the response variable is continuous (like the price of a share), the problem
is called regression (cf. Chollet (2017)).

The trade-off between too little and too much training as well as between a too simplistic
and an overly complex model is called the “bias-variance trade-off”. A model can be “overfit”
to the data such that the model works very well on the training data but does not generalise
to unseen data. In this case, the model has been fit to the noise in the training data. In order
to examine how well a model generalises, the model is not trained on all the labelled data.
Instead, the data is split into partitions: a training dataset and the test dataset. Sometimes, a
third partition (called validation dataset) is used to fine-tune hyper-parameters of the model.

Raw data
(training 
partition)

Labels

Feature 
extraction

Model
training

Feature matrix

Trained
model

Model
testing

Training 
the model

Applying the 
model to unseen 
data to obtain a 
single prediction

Raw data
(new data)

Feature 
extraction

Prediction
(using trained model)

Feature vector

Predicted
label

Fig. 2.9 Generic pipeline for a supervised learning task

Unsupervised learning As labels often have to be provided by human annotators, the
label acquisition can be costly, and may introduce undesirable biases. Unsupervised learning
works without the need for labels but addresses different types of problems. In unsupervised
learning, only the inputs are given and the objective is to find interesting patterns (like groups
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of similar items or anomalies in a list of financial transactions) in the data or otherwise
describe or summarise the data, e.g. in form of dimensionality reduction or clustering (cf.
Chollet (2017, p. 94)). The spectrum between fully unsupervised and fully supervised
learning is called semi-supervised learning, where the learner is trained on a combination of
labelled and unlabelled data in the attempt to leverage the advantages of both.

Reinforcement learning In reinforcement learning, an agent can observe and interact with
the environment. Without being provided with an explicit description of how to achieve an
objective, the agent is taught by receiving a delayed reward signal. The agent then attempts
to maximise the expected reward (cf. Chollet (2017, p. 95)).

2.4.3 Deep Learning and selected algorithms

Neural networks

Neural networks, or artificial neural networks (ANN), are a family of machine learning
algorithms that are loosely inspired by the biological brain. Each unit in a neural network
“resembles a neuron in the sense that it receives input from many other units and computes its
own activation value” (Goodfellow et al., 2016). Neural networks are composed of stacked
layers, and those layers between the input layer and the output layer are called hidden layers.

Deep learning

The number of layers in a neural network determines the depth of the model. And it is this
terminology that gave rise to the name “deep learning” which refers to neural networks with
at least one, but commonly dozens if not hundreds of hidden layers. The width of the model
refers to the number of units in a particular layer, whereas the size of the model refers to the
overall number of units in the model. Neural networks form weighted linear combinations
of the non-linear activation function of each unit. The “universal approximation theorem”
states that a feed-forward neural network with a single hidden layer containing a finite
(but potentially very large) number of neurons can approximate any continuous function
arbitrarily well (e.g. see Hornik (1991)). Weights of the neural network are updated using
the backpropagation algorithm which successively minimises the error between predicted
output and provided label. Comprehensive introductions to deep learning can be found in
Chollet (2017) and Goodfellow et al. (2016).
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Selected deep learning network architectures

A wide variety of Deep Learning model architectures have been developed in recent years. In
the following, a selection of neural network designs shall be summarised that are relevant for
the problem at hand. Figure 2.10 shall illustrate conceptually how the following architectures
inter-relate.

Neural network architectures
(selection; not exhaustive)

Feed-forward neural networks
(No loops in network architecture)

Multi-Layer Perceptron (MLP) 
or Deep Feed-Forward (DFF)

Convolutional Neural Networks (CNN)

Recurrent Neural Networks (RNN)
(Loops in network architecture)

Simple RNN 
(each unit has internal state)

RNN with Long Short-Term Memory units (LSTM)

RNN with Gated Recurrent Units (GRU)

unidirectional
or

bidirectional

Fig. 2.10 Selection of relevant neural network architectures

Feed-forward neural network A feed-forward neural network is the simplest form of
a neural network. The name refers to the fact that the connections between the nodes in
the network do not form a cycle. A feed-forward neural network with an input layer, an
output layer and at least one hidden layer is often called a multi-layered perceptron (MLP);
networks with multiple hidden layers are commonly referred to as “deep”, such as in “deep
feed-forward” (DFF) network (e.g. Goodfellow et al. (2016, p. 163)).

Convolutional neural network (CNN) A specific type of feed-forward multi-layer neural
network are convolutional neural networks (commonly abbreviated as CNN or convnets).
A CNN typically consists of stacks of convolution layers and pooling layers. Convolution
layers look at local spatial patterns in an input tensor, whereas the pooling layers spatially
downsample the data. A fully-connected layer at the end of the CNN then allows for a
classification or regression. CNNs are not suited for all types of tasks but work well for
data with spatial relations, such as the “grid-like topology” (Goodfellow et al., 2016, p. 163)
provided by the grid of pixels in an image. CNNs can also be used for text classification: A
1-dimensional convolving filter (1D CNN) can be applied to a text sequence to detect specific
word sequences (‘ngrams’). Jacovi et al. (2018) provide a summary of the use of CNNs for
text classification.
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Recurrent neural network (RNN) Recurrent neural networks (commonly abbreviated
as RNN) (cf. Goodfellow et al. (2016, p. 368)), as opposed to feed-forward neural network,
contain loops. This way, they allow the behaviour of neurons not just to be determined by
activations in previous hidden layers but also by activations at earlier times or even a neuron’s
own activation at an earlier time. RNNs are particularly suited to sequential data, such as
time series data, speech or text sequences, since they can consider the order of the sequence
for a prediction task.

Long short-term memory (LSTM) networks Long short-term memory (LSTM) networks
are a type of RNN that contains LSTM units. LSTM units were introduced in 1997 by
Hochreiter and Schmidhuber (1997) and address the problem of the vanishing gradient:
“Learning to store information over extended time intervals by recurrent backpropagation
takes a very long time, mostly because of insufficient, decaying error backflow” (Hochreiter
and Schmidhuber, 1997). Long short-term memory units are added to the network structure
and allow the network to learn much faster by storing information. LSTM units are composed
of input gate, output gate and forget gate. Each of these gates can be thought of as a “neuron”
in a feed-forward network, producing an activation at a time step t.

Gated Recurrent Units (GRU) (Cho et al. (2014) and Chung et al. (2014)) have a similar
function as LSTM units. They tend to be computationally less expensive but also with less
representational power compared to LSTM (Chollet, 2017, p.215).

Bidirectional RNNs The idea of RNNs in general is that with respect to sequential data
and specific tasks at hand, the order of the data can matter and would need to be considered
by the network. Interestingly, for some types of sequential inputs, models perform similarly
well if the data is read “anti-chronologically”. However, because these RNNs trained on
the reversed sequence learn a different representation, it is useful to combine the outputs
of RNNs trained on the normal and the reversed sequence (Chollet, 2017). Such network
architectures are called bidirectional RNNs, and bidirectional versions also exist for RNN
sub-types (e.g. B(i)LSTM (Graves and Schmidhuber, 2005)).

Attention and transformers Recent developments, such as Google’s attention-based
transformers (Vaswani et al., 2017), were not considered within the scope of this thesis.
Large-scale unsupervised language models, such as GPT-2 (Radford et al., 2019) and its
successors, could at least help with identifying relations.
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2.4.4 Metrics of labelling consistency

Whenever labels are acquired from human annotators in the domain of Machine Learning,
the question arises to what extent these labels are correct. Since the true label is not known in
advance, strategies to assess the correctness are based on redundant labelling and metrics of
consistency. Labelling consistency is then used as a proxy for the achieved labelling quality.
The labelling consistency can be measured across annotators (inter-annotator agreement)
or for a specific annotator across redundant labelling tasks (intra-annotator agreement). A
wide range of metrics for inter- or intra-annotator agreement have been designed, such
as Cohen’s Kappa (κ) (Cohen, 1960) or Fleiss’ Kappa (Fleiss, 1971). A more detailed
discussion including the relevant formula as well as worked examples can be found in the
Supplementary Material4.

2.5 Natural language processing

The domain of natural language processing (NLP) provides the tools used within this research
to extract organisations and their relations. Thus, this section shall summarise relevant key
concepts and prior work. This section is structured along the following four main objectives:

• Define NLP

• Introduce the concept of information retrieval and the key metrics of precision, recall
and F-score which will later be used to measure how well an algorithm is able to detect
buyer-supplier relations

• Introduce the concept of information extraction and, in particular, the sub-tasks named
entity recognition and relation extraction

• Introduce vectorisation as a way to convert text into numeric vectors that can be fed
into machine learning algorithms

2.5.1 Definition

Natural Language Processing (NLP) is a sub-field of Artificial Intelligence and an “area
of research and application that explores how computers can be used to understand and
manipulate natural language text or speech to do useful things” (Chowdhury, 2005). Because
of the complexity of natural language resulting in an intractable number of possibilities to

4https://github.com/pwichmann/phd_thesis

https://github.com/pwichmann/phd_thesis
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be realistically captured by rule-based programming techniques, modern NLP methods rely
on Machine Learning. There are several common tasks in NLP, such as automatic machine
translation of natural language, natural language understanding, and question answering.

2.5.2 Information retrieval

Information retrieval (IR) can be defined as “finding material (usually documents) of an
unstructured nature (usually text) that satisfies an information need from within large collec-
tions (usually stored on computers)” (Manning et al., 2009). A typical example use case of
information retrieval is a Web search but the activity of information retrieval predates the
Web and was already relevant for library catalogues. The effectiveness of an IR system (that
is the quality of its search results) is typically measured in recall and precision. Precision
refers to the fraction of the returned results that are relevant to the information need, while
recall refers to the fraction of the relevant documents in the collection that were returned by
the system (Manning et al., 2009). Figure 2.11 illustrates their inter-relation. The formulae
for precision and recall use a set notation with vertical bars on each side indicating the
cardinality of a set.

relevant retrieved

precision =
relevant documents ∩ retrieved documents

retrieved documents

recall =
relevant documents ∩ retrieved documents

relevant documents

all documents

Fig. 2.11 Conceptual illustration of recall and precision; based on Manning et al. (2009)

Given the trade-off between recall and precision, the so-called F measure, the harmonic
mean of both metrics, is commonly used to combine both in a single metric:

Fβ = (1+β
2) · precision · recall

(β 2 ·precision)+ recall
(2.1)

The parameter β in above formula specifies the weight assigned to recall and precision.
More specifically, the formula places β times as much importance to recall as precision. In
the case of an equal weighting of recall and precision (β = 1), the F measure is referred to as
F1 score:
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F1 = 2 · precision · recall
precision+ recall

(2.2)

2.5.3 Information extraction

The task of information extraction (IE) can be defined as identifying “a predefined set of
concepts in a specific domain, ignoring other irrelevant information, where a domain consists
of a corpus of texts together with a clearly specified information need. In other words, IE
is about deriving structured factual information from unstructured text.” (Piskorski and
Yangarber, 2013). Information extraction is different from information retrieval: Whereas the
goal of information retrieval typically is to return a list of documents selected and ranked
by their relevance, the objective of information extraction is to “extract from the documents
salient facts [...] in order to build more meaningful, rich representations of their semantic
content” (Piskorski and Yangarber, 2013). The term Open (domain) Information Extraction,
or Open IE for short and introduced by Banko et al. (2007), refers to an “extraction paradigm
where the system makes a single data-driven pass over its corpus and extracts a large set of
relational tuples without requiring any human input” (Banko et al., 2007). The idea is to
extract all types of relations instead a small set of explicitly pre-specified relations. Generally,
Open IE systems perform well when the objective is to extract general knowledge of an
a-priori unknown domain from text. If there is a closed domain of interest, specialised
systems will still tend to outperform Open IE systems. Typical tasks within the domain of
information extraction are (Piskorski and Yangarber, 2013):

• Named Entity Recognition (NER): The detection and classification of predefined
types of named entities, such as organisations or persons

• Co-reference Resolution (CO): The detection and resolution of multiple (co-referring)
mentions of the same entity in the text, e.g. a pronoun used in a following sentence

• Relation(ship) Extraction (RE): The detection and classification of predefined rela-
tionships between entities in a given text, such as “LocatedIn”

• Event Extraction (EE): The detection of events in free text and the extraction of
detailed and structured information about them (which might involve the recognition
of multiple entities and possibly various relations between them)

Data mining and Web mining

Data mining is inconsistently defined and definitions range from activities of exploratory
data analysis to a comprehensive process of knowledge discovery. Van Wel and Royakkers
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(2004) define data mining as “the process of extracting previously unknown information
from (usually large quantities of) data, which can, in the right context, lead to knowledge”
(Van Wel and Royakkers, 2004). Based on above definition, Web mining is “the whole of data
mining and related techniques that are used to automatically discover and extract information
from web documents and services” (Van Wel and Royakkers, 2004).

2.5.4 Named entity recognition

Named Entity Recognition (NER) is the task of detecting and classifying named entities.
Named entities are phrases that contain the names of persons, organisations, locations, times
and quantities. An important feature for the detection of named entities is the capitalisation
of the word. To improve the performance of NER systems, a pre-defined list of known named
entities, called gazetteer, can be used. On common datasets, such as the Conll-03 (4 classes5),
modern NER taggers6 achieve an F1 score of more than 90%. On datasets with an extended
set of classes, such as Ontonotes 5.07 with 11 named entity classes and further 7 classes for
times and quantities, current NER systems achieve F1 scores of more than 85%8.

There are a few important caveats with respect to the performance of NER systems: (1)
The performance of NER systems is dependent on the class (e.g. person, location, organ-
isation). Averaged F1 scores may obscure poor performance for the class of organisations
which is most relevant for this research. (2) NER systems often heavily rely on the capi-
talisation of the named entity. If the whole text sequence is written in lower or upper case
(e.g. in headlines) and the NER system has been trained on text with different formatting,
the detection becomes more difficult. (3) Current NER systems still do not appear to make
full use of the wider context of a text sequence to disambiguate concepts. The context is
important because the mention “Woodward” may refer to a company (Woodward, Inc.), a
city (Woodward, Oklahoma) or a person (Bob Woodward). Especially family names are
often also used as company names. The context, such as the verb used in combination with
the mention, may indicate which class of named entity is present.

5Persons, locations, organisations and names of miscellaneous entities
6E.g. Flair (https://github.com/zalandoresearch/flair; last accessed: 2019-03-30), Spacy

(https://spacy.io/usage/facts-figures#benchmarks; last accessed: 2019-03-30)
7https://catalog.ldc.upenn.edu/docs/LDC2013T19/OntoNotes-Release-5.0.pdf;

last accessed: 2019-03-30
8https://github.com/sebastianruder/NLP-progress/blob/master/named_entity_

recognition.md; last accessed: 2019-03-30

https://github.com/zalandoresearch/flair
https://spacy.io/usage/facts-figures#benchmarks
https://catalog.ldc.upenn.edu/docs/LDC2013T19/OntoNotes-Release-5.0.pdf
https://github.com/sebastianruder/NLP-progress/blob/master/named_entity_recognition.md
https://github.com/sebastianruder/NLP-progress/blob/master/named_entity_recognition.md
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2.5.5 Named entity disambiguation

The same name can refer to different entities in different contexts. For instance, the mention
“Delta” may refer to at least the following companies, Delta Airlines or Delta Faucet, depend-
ing on the context. Moreover, the same entity can be referred to by different names, such
as “Toyota”, “Toyota Motor Corporation”, “Toyota Jidosha KK”. Thus, there is a need to
map mentions to the corresponding unique entity. Named entity disambiguation (NED) is
the “problem of establishing these mappings between the mentions and the actual entities”
(Hoffart et al., 2011). Ironically, the same problem (or slight variations thereof) is also known
under different names, i.a. entity name disambiguation, named entity resolution, named entity
linking, named entity normalisation or named entity grounding. An example for a system
that performs NED is AIDA (Yosef et al., 2011), which leverages the YAGO knowledge base
to disambiguate mentions based on the textual context they appear in.

The overall process of recognising mentions in unstructured texts and disambiguating
them by mapping them to unique entities stored in a knowledge base is sometimes also
referred to as Named Entity Recognition and Disambiguation (NERD). While the two tasks
have often been performed sequentially, there have been more recent attempts to perform
both tasks jointly (e.g. see Luo et al. (2015)).

2.5.6 Relation extraction

Definition

Relation Extraction is the task of detecting and classifying relations between entities from
unstructured text. Commonly, the process consists of named entity recognition, followed
by a relation classification. For binary (dyadic) relations, the relation between each pair
of named entities is classified. The output of the relation extraction would then be a set of
triples, each consisting of first entity, second entity, and the identified relation type.

Relation extraction methods

Relation extraction methods are not necessarily mutually exclusive but can be used in combi-
nation (in parallel or in sequence). The following general approaches for relation extraction
can be distinguished: (a) Pattern-based, (b) Bootstrapping, (c) Supervised (learning), (d)
Distant supervision, (e) Unsupervised.

(a) Pattern-based Before the rise of Machine Learning, the common way to extract
relations was using pre-defined lexico-syntactic patterns, also referred to as Hearst (Hearst,
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1992) patterns named after the author who first popularised the method. Using stemming
or lemmatisation, the patterns can be generalised so that patterns do not need to be created
for each possible verb inflection. The advantage of this method are the high precision (that
is, results returned by well-defined patterns tend to be correct) and the ease at which the
method can be understood. The obvious downside is the effort required to manually define
the patterns, and the generally low recall. Furthermore, it is difficult to come up with any
quantitative rationale why some patterns are used and others are not since inclusion/exclusion
criteria are not learned from the data.

(b) Bootstrapping Bootstrapping (Mintz et al., 2009) is the iterative process of starting a
relation extraction process with a few seeds, such as confirmed tuples of entities in a specific
relation. These seeds can then be used to extract a new set of patterns from a large text
corpus. These new patterns can then be used to extract more instances, which can in turn be
used to identify more patterns, and so on. Despite being more efficient than pattern-based
approaches, and being able to learn patterns from the data, the downside of this approach is
the semantic drift. Without supervision, the corrective mechanism is missing to prevent the
algorithm from slowly starting to return false positives resulting in low precision.

(c) Supervised Supervised relation extraction consists of first hand-labelling sentences in a
corpus with respect to the presence of entities and relations between them (cf. Mintz et al.
(2009)). A supervised classifier can then be trained given a pair of entities, the provided label,
and a wide range of features extracted from each sentence. The advantage of a supervised
approach over a pattern-based approach is that it can learn the patterns from the data itself
and without any manual effort. This way supervised learning is much more capable at
dealing with the large number of possible ways a relation can be expressed in a language.
The classification performance can always be improved by adding further annotated data to
the training set. Features for the classification process can be extracted automatically and
feature weights can be learned. Supervised classifiers also output a probability score that
can be taken into consideration. Supervised relation extraction suffers from the obvious
disadvantage that labelling is costly and labelled training data is therefore often limited in
quantity. To learn a pattern from the data itself, a large number of positive and negative
examples are required. Furthermore, a general problem of supervised methods is the bias
that can be introduced by the chosen text corpus or the labelling process.

(d) Distant supervision Distant supervision was first introduced by Mintz et al. (2009).
Distant supervision attempts to address the problem that labelled data is difficult to obtain.
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The idea of distant supervision is to leverage a database of known relations between entities
and a database of documents containing those entities. This way, distant supervision combines
a supervised approach (database of known relations between entities) with an unsupervised
one (database of unstructured text). The basic assumption of distant supervision is that
“if two entities participate in a relation, any sentence that contain those two entities might
express that relation” (Mintz et al., 2009).

(e) Unsupervised Unsupervised relation extraction methods do not require labels and use
named entities and the text itself as input. Examples of unsupervised methods are based on
statistical co-occurrence (i.e. entities that are frequently named in the same context have some
form of relation) or attempt to extract and simplify the text between entities (e.g. Shinyama
and Sekine (2006), Banko et al. (2007)). The advantage of unsupervised methods is that
they do not require costly labels and no biases are introduced by a labelling process. When
using only unsupervised methods, however, relations cannot be classified, just clustered.
In particular, simple co-occurrence would not be sufficient to derive the directionality of a
relation.

2.5.7 Vectorisation and word embeddings

Machine Learning algorithms generally expect numeric tensors as input. In order to use a
sequence of text as input to a Machine Learning algorithm, it first needs to be converted into
numeric tensors. This is typically done in two steps:

1. Tokenisation: the text is broken down into tokens, e.g. individual words

2. Vectorisation: each unique text token is converted into a numeric vector

The overall process is depicted in Figure 2.12 and explained in the following sections.

Tokenisation
Convert text sequence

into a collection (list or set) of tokens

Vectorisation
Convert each token

into a numeric vector

Individual characters

Individual words

Individual n-grams

or

or

…

…

One-hot encoding

Word embeddings

Text sequence 
(e.g. a single sentence)

Collection of
numeric vectors

(i.e. a numeric tensor)

Fig. 2.12 Converting text into numerical tensors through tokenisation and vectorisation
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Tokenisation

Tokenisation is the process of segmenting a text sequence into smaller text chunks. Commonly
used tokens for Machine Learning are individual characters, individual words, or individual
n-grams9 of words or characters.

Vectorisation

Vectorisation is the process of converting a text token into a numeric vector. Commonly used
vectorisation methods are one-hot encoding or (word) embeddings (Chollet, 2017, p. 180).

One-hot encoding One-hot encoding refers to the process of assigning every unique word
to a unique integer index. The vector for a word i then becomes a binary vector of size N
where N is the size of the vocabulary. The vector only has the value 1 in entry i but is zero
for all other entries (Chollet, 2017, p. 181). The obvious problem with one-hot encoding
is that the resulting vectors are very high-dimensional (same dimension as the number of
unique words in the vocabulary) and sparse (mostly consisting of zeros). Another downside
is that words lose their meaning once they are encoded. Distances between vectors also do
not correspond to semantic distances between the encoded words.

(Word) embeddings Similar to one-hot encoding, word embeddings are vectors that
represent unique words. However, word embeddings are real-valued, low-dimensional, and
dense vectors. Furthermore, the remarkable property of word embeddings is that these
vectors are able to encapsulate semantic relationships between different words. For example,
geometric distances correspond to semantic distances (e.g. synonyms are encoded by similar
vectors) and directions in the geometric space are meaningful (e.g. from the ‘male’ to the
‘female’ version of a concept, or from the singular to the plural form of a concept).

Word embeddings are learned from the data: They are either learned anew as part of
the task at hand using an embedding layer of a neural network, or they are re-used as pre-
trained word embeddings that were obtained in another task. The basic idea for obtaining
word embeddings is to train a Deep Learning classifier on a large number of text sequences
where a single word has been removed and needs to be guessed based on the context.
The assumption underlying the techniques that convert text into word embeddings is the
distributional hypothesis (Harris, 1954) which suggests that words occurring in the same
context tend to have similar meanings. The context for each word is its nearby words.

9N-grams are all overlapping groups of n or less consecutive words or characters that can be generated from
an input text; for the case n = 2, the n-gram is called a bigram.
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In 2013, a team at Google led by Tomas Mikolov published an approach and toolkit
for the efficient learning of word embeddings, called word2vec (Mikolov et al., 2013), that
popularised the concept of using word embeddings. Another subsequently developed method
is GloVe10 (Pennington et al., 2014).

These methods have been applied to large datasets, such as news archives and website
archives, and the results have been made available as pre-trained word embeddings. The
advantage of these pre-trained word embeddings is that they have been trained on large-scale
datasets, and the large computational effort has already been invested. One example are
the Word2Vec Google News11 word embeddings that were trained on parts of the Google
News dataset (about 100 billion words) and consist of 300-dimensional vectors for 3 million
words and phrases. One of the available GloVe word embeddings dataset was trained on 840
billion tokens obtained from a Common Crawl dataset, and resulted in a vocabulary size of
2.2 million where each word was mapped onto a 300-dimensional word embedding vector.
Subsequently, word embeddings have also been created for languages other than English,
such as Facebook’s fastText12 that was trained on Wikipedia articles.

Young et al. (2017) summarise the recent development as follows: “For decades, machine
learning approaches targeting NLP problems have been based on shallow models [...] trained
on very high dimensional and sparse features. In the last few years, neural networks based
on dense vector representations have been producing superior results on various NLP tasks.
This trend is sparked by the success of word embeddings and deep learning methods. Deep
learning enables multi-level automatic feature representation learning. In contrast, traditional
machine learning based NLP systems liaise heavily on hand-crafted features. Such hand-
crafted features are time-consuming and often incomplete”.

2.6 Automated generation of networks or supply chain
maps from text

This section summarises work at the intersection of both the problem domain and the solution
domain. The focus is on the automated generation of networks or graphs, such as supply
networks, from text. Figure 2.13 provides a indicative and subjective positioning of selected
prior academic work with respect to the research presented in this thesis. This landscape
shows how prior work compares to the problem domain of the thesis (supply chain mapping)

10Global Vectors for Word Representation; https://nlp.stanford.edu/projects/glove/; last
accessed: 2019-03-30

11https://code.google.com/archive/p/word2vec/; last accessed: 2019-03-30
12https://github.com/facebookresearch/fastText; last accessed: 2019-03-30

https://nlp.stanford.edu/projects/glove/
https://code.google.com/archive/p/word2vec/
https://github.com/facebookresearch/fastText
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and the proposed solution space (automated relation extraction from text). The literature is
discussed in the context of key themes arising in this field.

Similarity of the problem
compared to this research

Similarity of the solution
compared to this research

Yamamoto 
et al. (2017)

Pyysalo et 
al. (2018) - 

LION

Farris 
(2017)

Open IE
and general 

ontology 
learning

Mitchell et 
al. (2018)

HIGH

LOW

LOW HIGH

Montreuil et 
al. (2009)

Fig. 2.13 Indicative positioning of this research in the landscape of a selection of most closely
related prior work.

Company relation extraction from unstructured text A recent paper by Yamamoto
et al. (2017) attempts to extract company relations from text but only focusses on extracting
cooperative13 versus competitive relations using distant supervision and manual labels. A
resulting map showing the network of collaborative versus competitive company relations
is depicted by Figure 2.14. Company roles were labelled manually; only the cooperative
or competitive relations were extracted automatically. Within cooperative relations, the
length of the edge indicates different sub-types: joint ventures were depicted with a shorter
edge, indicating close cooperation. Buyer-supplier relations (“supply-demand” relations)
were depicted with a longer edge. The paper does not clarify if this sub-categorisation
was performed manually or automatically; the methodology section of the paper appears to
suggest this was not done automatically.

While the classification into cooperative versus competitive relations may seem to also
be helpful with the extraction buyer-supplier relationships, it actually is not: Competitive
clues include terms like “sues”, “lawsuit” or “loses”. Because buyers and suppliers not
uncommonly happen to have legal disputes, these clues can be misleading for the purpose of
supply chain mapping. Furthermore, the directionality of relations was not considered.

13The paper uses both terms “cooperative” and “collaborative” interchangeably.
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Fig. 2.14 Network of collaborative vs. competitive company relations; source: Yamamoto
et al. (2017))

Concept of a supply chain mapping tool Montreuil et al. (2009) present the concept of
a tool, dubbed “Supply Web Mapper”, which “is a visualisation, mining, and assessment
application allowing analysts or decision-makers to explore in a summarised and efficient
way the Supply Web created through the interactions of multiple organizations”. The tool
would allow “a visual mining of a Supply Web by exploiting available partner’s databases
while protecting their confidentiality”. The work is conceptual in nature and assumes data
being “supplied by inter organizational information systems” rather than being extracted
from text documents.

Mapping supply chains on an industry-level using macro-economic data (input-output
analysis) Input-output models (see Christ (1955) for a review) are an established14 tech-
nique in economics and are quantitative models that represent the interdependencies between
different industries as well as regional or national economies. An example of a network
visualisation resulting from an input-output analysis is shown in Figure 2.15. This map shows
interdependencies between national motor vehicle clusters. Each box contains the name of a
country. Arrows between these boxes point in the direction of payments, whereas goods flow
in the opposite direction. Numbers indicate the percentage of imports that is imported from a
particular source country.

14The economist Leontief (1936) is generally credited for the idea; the original idea can be attributed to
Francois Quesnay and his Tableau Economique (1759)
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Fig. 2.15 Example of an input-output analysis: Interdependencies between national motor
vehicle clusters 1995; cutout of the map by Wixted (2006)

Farris (2010) attempts to address the problem of finding actual data for use specifically in
strategic supply chain mapping by using economic input-output data (input-output analysis).
This data was then converted into macro industry supply chain maps. Figure 2.16 shows
a plastics and rubber products industry supply chain macro map by Farris (2010). The
nodes are represented by different geometric shapes depending on whether industries are
suppliers or customers (or both) with respect to the focal industry (triangle). The nodes stand
for industries (not companies) and their names correspond to bureau of economic analysis
identifier codes. Arcs indicate the financial flows related to the buying (dashed arcs) and
selling (solid arcs) of goods and services. Percentages indicate the share of total purchase
spend (dashed arcs) or sales revenue (solid arcs).

The process of generating the maps was manual and the input-output analysis based on
macro-economic data generally does not allow for any maps on a company-level. However,
these maps could provide a useful additional top-down perspective for supply chain maps on
company-level.

Ontologies and ontology learning An ontology is “an explicit specification of conceptual-
ization” (Gruber, 1995) for the purpose of sharing and reusing knowledge among software
entities. “Ontologies serve as metadata schemas, providing a controlled vocabulary of con-
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Fig. 2.16 Industry supply chain macro map; source: Farris (2010)

cepts, each with explicitly defined and machine-processable semantics.” (Maedche and Staab,
2001). Ontologies are used in the context of the Semantic Web and Linked (Open) Data.
The technical standard maintained by the W3C is the Resource Description Framework
(RDF15) which relies on triples to form large graphs. These triples commonly take the form
of Subject-Predicate-Object or Subject-Property-Value. An simple example of such a triple
would be “ex:cat rdfs:subClassOf ex:animal”. These structures can be defined in an RDF
Schema (RDFS) or using the Web Ontology Language (OWL16) as an extensible knowledge
representation data model. Populated data graphs can then be queried using languages such
as SPARQL17. Such queries can follow long chains of predicates or properties (predicate
paths / property paths18). Once a data graph has been built for buyer-supplier relations, it
could be queried this way to check if a company is an Nth-tier supplier to another company.

Ontologies have already been designed to store information about organisations and
various Linked Open Vocabularies (LOV) offer specifications for organisations and even
their inter-relations. E.g. the W3C19 offers an ontology for the concept of an organisation.
To store which companies stand in some relation to another company, the relation “linkedTo”
is offered. The specification even mentions supply chain relations as an example of which

15https://www.w3.org/RDF/; last accessed: 2019-07-31
16https://www.w3.org/TR/owl2-overview/; last accessed: 2019-07-31
17https://www.w3.org/TR/rdf-sparql-query/; last accessed: 2019-07-31
18https://www.w3.org/TR/sparql11-query/#propertypaths; last accessed: 2019-07-31
19https://www.w3.org; last accessed: 2019-07-31

https://www.w3.org/RDF/
https://www.w3.org/TR/owl2-overview/
https://www.w3.org/TR/rdf-sparql-query/
https://www.w3.org/TR/sparql11-query/#propertypaths
https://www.w3.org
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relations may be describes this way: “Indicates an arbitrary relationship between two or-
ganizations. Specializations of this can be used to, for example, denote funding or supply
chain relationships.”20. Schema.org21 provides a wide-ranging vocabulary covering entities
and relations. The vocabulary covers specifications for the concept “Organization”22 as well
as “Corporation”23. The definition of a corporation also includes the Legal Entity Identifier
(LEI24), which can be used to uniquely identify a company and to determine ownership
relations between legal entities. Other ontologies have been designed to store and manage
information about contracts and contractual relationships25. Web Data Commons26 is a
project that aims to extract “extract structured data from the Common Crawl, the largest web
corpus available to the public”. The project does not analyse sentences in natural language
but instead collects embedded Linked Data, which news organisations sometimes include in
their articles. In summary, ontologies, the concept of Linked Data and related technologies
could be relevant for various reasons:

• Machine-understandable knowledge representation data model

• Existing querying options for data graphs

• Potential to integrate data from other data sources (either buyer-supplier relations if
they have been collected or other relevant information, such as company’s alternative
names or associated brand names and products)

• Potential to reuse outputs of the supply chain data graph in other applications

However, existing ontologies have not been populated with sufficient data at the right
level of granularity to be useful for supply chain mapping at this point. But they already
provide a basic data structure to store and manage such information that can be further
extended. The idea of ontology learning proposed by Maedche and Staab (2001) involves
the use of Machine Learning techniques to (semi-)automatically construct ontologies and,
thus, to acquire knowledge – typically from text sources. Buitelaar et al. (2005) organise the
aspects of ontology development in form of a layer cake of increasingly complex subtasks,
as illustrated in Figure 2.17.

20https://www.w3.org/ns/org; last accessed: 2019-07-31
21https://schema.org; last accessed: 2019-07-31
22https://schema.org/Organization; last accessed: 2019-07-31
23https://schema.org/Corporation; last accessed: 2019-07-31
24https://www.gleif.org/en/about-lei/introducing-the-legal-entity-identifier-lei;

last accessed: 2019-07-31
25E.g. Open Contracting Data Standard (OCDS): https://standard.open-contracting.org/

latest/en/schema/reference/; last accessed: 2019-07-31
26http://webdatacommons.org/; last accessed: 2019-07-31

https://www.w3.org/ns/org
https://schema.org
https://schema.org/Organization
https://schema.org/Corporation
https://www.gleif.org/en/about-lei/introducing-the-legal-entity-identifier-lei
https://standard.open-contracting.org/latest/en/schema/reference/
https://standard.open-contracting.org/latest/en/schema/reference/
http://webdatacommons.org/
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Terms

Synonyms

Concepts

Concept hierarchies

Relations

Rules

disease, illness, hospital

{disease, illness}

DISEASE:=<I,E,L>

is_a(DOCTOR, PERSON)

cure(dom:DOCTOR, range:DISEASE)

∀x,y(married(x,y) ⇒ love(x,y))

Fig. 2.17 Ontology layer cake (illustration adapted from Buitelaar et al. (2005))

Dong et al. (2014) cluster the literature on automatic knowledge base construction27 into
4 groups:

1. Approaches which are built on Wikipedia infoboxes and other (already) structured data
sources (e.g. YAGO28 , DBPedia29, and Freebase30)

2. Approaches which use open information (schema-less) extraction techniques applied
to the entire web (e.g. OLLIE31 by the University of Washington)

3. Approaches which extract information from the entire web, but use a fixed ontology /
schema (e.g. NELL32 of the “Read The Web” project by Carnegie Mellon University)

4. Approaches which construct taxonomies (is-a hierarchies) as opposed to general
knowledge bases with multiple types of predicates (e.g. Probase33)

The “Knowledge Vault” proposed by Dong et al. (2014) extracts information from the
entire Web but fuses together facts extracted from text with prior knowledge derived from the
Freebase graph. Biemann (2005) provides a comprehensive overview of the different methods
of ontology learning, in particular from unstructured text. Not surprisingly, they are similar
to the methods of relation extraction and include Hearst patterns, supervised (classification)
and unsupervised Machine Learning techniques. Mitchell et al. (2018) define a never-ending
learning paradigm for machine learning, and present the Never-Ending Language Learner

27It appears that the popularity of the term ontology has decreased over the last years, and similar work
is now referred to as the automated creation of knowledge bases or knowledge graphs while still using the
identical underlying concepts and technologies known from ontologies.

28https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
research/yago-naga/yago/; last accessed: 2019-04-25

29https://wiki.dbpedia.org/; last accessed: 2019-04-25
30Now deprecated; https://developers.google.com/freebase/; last accessed: 2019-04-25
31https://knowitall.github.io/ollie/; last accessed: 2019-04-25
32http://rtw.ml.cmu.edu/rtw/; last accessed: 2019-04-25
33http://haixun.olidu.com/probase/index.htm; last accessed: 2019-04-25

https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
https://wiki.dbpedia.org/
https://developers.google.com/freebase/
https://knowitall.github.io/ollie/
http://rtw.ml.cmu.edu/rtw/
http://haixun.olidu.com/probase/index.htm
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(NELL). The system has been learning to read the Web 24 hours per day since January 2010,
and acquired a vast knowledge base with 120mn diverse, confidence-weighted beliefs (e.g.
servedWith(tea,biscuits)). The authors state that NELL has also learned to reason over its
knowledge base to infer new beliefs – based on those beliefs it already has. And NELL has “a
primitive but already-useful ability to extend its representation by suggesting new relational
predicates (e.g., RiverFlowsThroughCity(x,y)) between existing categories (e.g., river, city).”.
The system was, however, given an initial ontology, some initial labelled examples, and some
feedback through occasional interactions with humans.

Fig. 2.18 NELL knowledge fragment; from Mitchell et al. (2018)

The proposed method and system is related to automated supply chain mapping in the
sense that a knowledge graph can be generated by the collection of semantic triples34 (two
concepts linked by a relational predicate). As opposed to a domain-specific ontology, like one
for supply chain mapping, the ontology created by NELL holds common, general knowledge.
Ontologies, such as DBpedia35, contain relations that are potentially relevant from a supply
chain mapping perspective. The class “Organisation”36 provides properties such as the
location, the product or the parent organisation. While the data structure of ontologies like
DBpedia could in principle store buyer-supplier relations, such information was not available
in tests37. Fu et al. (2009) propose a technical concept for an ontology-based supply chain

34E.g. see the atomic data entity in the Resource Description Framework (RDF), a common data model for
ontologies; https://www.w3.org/TR/rdf11-concepts/; last accessed: 2019-03-30

35http://wiki.dbpedia.org/services-resources/ontology; last accessed: 2019-03-30
36http://dbpedia.org/ontology/Organisation; last accessed: 2019-03-30
37E.g. see the entry for a large company, such as BMW (http://dbpedia.org/page/BMW; last accessed:

2019-04-12)

https://www.w3.org/TR/rdf11-concepts/
http://wiki.dbpedia.org/services-resources/ontology
http://dbpedia.org/ontology/Organisation
http://dbpedia.org/page/BMW
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information management system. However, the system is not designed to discover the supply
chain structure or extract this information from natural language text.

Mining graphs of co-occurrences from biomedical texts The LION Literature-Based
Discovery (LBD) project38 (Pyysalo et al., 2018) uses statistical co-occurrence to extract
relations from bio-medical texts and visualise them as an interactive network. Even though
the problem domain is unrelated to the research problem at hand, the solution is similar: A
network of relations is automatically generated from natural language text. The purpose of
the proposed method and tool is to facilitate the discovery of new knowledge from scientific
papers in the bio-medical domain. Because the system uses co-occurrence only, relations are
not classified (or directional).

Fig. 2.19 Project LION: Extracting relations from biomedical text (Screenshot taken from
http://lbd.lionproject.net)

The identified research gap as well as the research approach will be summarised in the
following chapter.

38http://lbd.lionproject.net; last accessed: 2019-02-24

http://lbd.lionproject.net
http://lbd.lionproject.net




Chapter 3

Research gap & research approach

3.1 Introduction

The previous chapters outlined the industrial motivation (Chapter 1) and provided the nec-
essary academic background (Chapter 2). The purpose of this chapter is to present the
research gap, to derive a research scope, and to develop an appropriate approach to address
the research questions.

This chapter is structured as follows: The first section summarises the research gap from
the Research Background chapter. The research gap provides the academic motivation for
this work as it documents the novelty of the research. Based on these findings, the research
scope is derived in the next section and further narrowed down to the research focus in a
subsequent section. Next, the research questions are presented as well as the arguments
underpinning the decisions. Lastly, the research approach is outlined.

Research Scope

Research Focus

Research Questions

Research MethodologyAcademic Background

(Chapter 2)
Research gap

(novelty)

Introduction

(Chapter 1)

Industrial

motivation

(relevance)

Fig. 3.1 Structure of Chapter 3: The research scope is derived from the research gap and
industrial motivation and then narrowed down to the research focus.
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3.2 Research gap from literature review

The literature review in Chapter 2 summarised prior academic work in the problem space
(supply chain management and structural supply chain visibility), the solution space (machine
learning and natural language processing), and prior academic work at the intersection of
both.

Section 2.3 distinguished structural aspects of supply chain visibility from more dynamic,
operational ones. Previous research not only indicates that a company is impacted by its
extended supply chain structure, it also suggests that knowledge of the structure (“structural
supply chain visibility”) is a valuable input to a wide range of management decisions. The
criticality of suppliers does not always correlate with large sales volume, and critical suppliers
can be located in any (sub-)tier of the supply network. Supply chain mapping is frequently
cited in literature to be the solution for establishing visibility into the supply chain structure.
However, obtaining the necessary information required to map the structure is a problem.
Existing manual approaches, e.g. using supplier surveys, have drawbacks and could at least
be complemented by automated approaches.

The application of machine learning techniques to text made it possible to automatically
extract (structured) information from (unstructured) text. Achieving F1 scores of above
85% at least on shared datasets, automated systems for named entity recognition now
perform reasonably well, as shown in Section 2.5.4. Relation extraction, the detection and
classification of relations between entities in a given text, can also be automated using
Machine Learning classification methods applied to text inputs. The concept of word
embeddings allows to convert words into real-valued, dense vectors that encapsulate the
semantic relationships between different words. A number of different Relation Extraction
methods have been developed (Section 2.5.6). Analogous to Machine Learning in general,
they can be distinguished according to the extent of supervision required. Simple statistical
co-occurrence of entities does not require supervision but cannot distinguish different types
of relationships. Supervised methods can distinguish different types of relationships but
require labelled training datasets.

Open IE solutions and general ontology learning methods exist that aim at extracting
basic relations, such as “partOf” or “locatedIN”, from a text. However, these solutions are
typically only able to extract basic relations and cannot classify buyer-supplier relations. The
extraction of more specific relations from text in a closed domain, such as biomedicine, is a
common topic of applied NLP research. A recent paper by Yamamoto et al. (2017) attempts
to extract company relations from text but only focusses on cooperative versus competitive
relations. This is insufficient for extracting buyer-supplier relations in the context of supply
chain mapping.



3.2 Research gap from literature review 51

A literature review did not reveal prior academic work where specifically the process of
generating supply chain maps from text was automated using Natural Language Processing
methods.

Summarising the research gap In summary, the research gap with respect to automatically
generating supply chain maps from unstructured, natural language text can be characterised
by the following aspects:

• Lacking an overall approach for automating supply chain mapping: What chal-
lenges need to be addressed to fully automate the complete supply chain mapping
process? A comprehensive approach for automating the mapping process does not
appear to have been published.

• Unknown availability and sparsity of information about supply chain structure:
Because an automated approach does not exists yet, it has not been established how
much information about buyer-supplier relations can be expected to be contained in any
large, openly available text archive (e.g. general news). This refers to both information
availability in absolute terms (how many relations?) as well as relative terms – often
referred to as the “density” or “sparsity” of a dataset (ratio of relevant relations to
overall text quantity).

• Unknown ambiguity of the buyer-supplier relation labelling task: It is unclear
how ambiguous the task of labelling is for a human annotator who is provided with
a sentence and general labelling instructions to identify buyer-supplier relations. A
labelled dataset is required to measure the performance of any automated classification
and to train a classifier. If human annotators cannot agree on the correct label, this
would indicate a training dataset of poor quality and suggest too much ambiguity for
an attempt to automate the process (be it because of the task itself or the provided
instructions). What is the achievable inter-annotator agreement and what is a sensible
approach for the label collection?

• Unclear buyer-supplier relation class labels and relation sub-types: In advance
of this research, it is not immediately obvious what useful class definitions for buyer-
supplier relations could be and which sub-types would require distinction. Which
classes should be distinguished to ensure high-quality labels?

• Unknown performance of the buyer-supplier relation classification: It is currently
unknown how well an (automatic) classifier will perform on a labelled dataset. The
usefulness of the approach will depend on the misclassification costs for any particular
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use case. It is also not known if common features like word embeddings are sufficient
for this task and which relation classes are most likely to be confused. Additionally, it
is unknown how large a labelled dataset needs to be to achieve reliable results during
testing or when the classifier is applied to different datasets. A large training dataset
may be required to capture the large number of linguistic variations.

In addition, although not a research gap in the strict sense, there is also a lack of labelled
datasets to be used as a reference for this problem. Labelled datasets for buyer-supplier
relations are datasets that contain both the sentence as well as labels indicating the type of
relation that is expressed between organisational named entities mentioned in that sentence.
Those datasets could be used for training a classifier but do not appear to be available. Even
if confirmed buyer-supplier tuples could be obtained from a database, some form of human
supervision is required since these companies can be mentioned together in different contexts.

The research presented in this thesis aims to address the gaps mentioned above. However,
given the complexity of the problem, this study can only provide first conclusions rather
than the ultimate answers. For example, any attempt to answer questions about information
availability and sparsity is severely constrained by imperfect information processing, limited
corpus sizes and other factors. Nevertheless, these early indications appear useful in guiding
future attempts at automating the generation of supply chain maps from unstructured text.

3.3 Research scope: Automatically generating supply chain
maps from text

This section defines the chosen research scope given the research problem outlined before. It
also provides the rationale for the scoping decisions as well as makes explicit some of the
underlying assumptions for this research to clarify expectations. The research scope shall be
defined as follows:

Research scope:

Automatically generating supply chain maps from unstructured, natural language text

As stated before, this research does not claim to fully replace the human research currently
necessary to map supply chains – neither regarding the breadth of the research tasks nor
regarding the achievable performance level. The objective, however, is to design and test
an end-to-end approach for converting text into basic supply chain maps that does not rely
on repeated manual processing steps. Such an approach makes an initial contribution to
automated supply chain mapping development.
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In the following, the rationale for various scoping decisions shall be provided. Table 3.1
summarises the decisions; the decisions are discussed subsequently.

Table 3.1 Scoping decisions

Scoping aspect Chosen scope

(A) Data type Unstructured, natural language text

(B) Degree of automation Automated supply chain mapping approach

(C) Industry Industry-agnostic where possible

(D) Accessibility:
Public versus privately
held data

From technical standpoint no difference once data has been obtained.
Assumption that publicly available text sources will at least also be used.

(E) Language Language-agnostic where possible; English language where focus is
necessary (e.g. practical experiments)

(F) Use case Use-case-agnostic where possible; focus on the common information
requirements shared by use cases of supply chain maps: extraction of
supply chain participants and their inter-relations

(A) Decision: Selecting unstructured, natural language text (vs. other data types)

To obtain supply chain participants and their inter-relations, a variety of data types can be
considered. Data types are an important criterion because the required technical solution may
differ substantially across different types. And so the required effort needs to be weighed
against the expected benefit of being able to process this data type, which in turn is determined
by the availability of data of that type and the expected usefulness. An overview of common
data types is provided by Figure 3.2.

It needs to be justified why the focus of this research is on unstructured natural language
text as opposed to other data types. Table 3.2 provides a summary of that justification.
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Data formats

Text Audio

Audio recordings of 
spoken langauge

Other audio recordings

Natural language text

Other text (e.g. code)

Unstructured text (‘running text’)

Semi-structured text (e.g. lists, tables)

Video Image Numeric

Structured text (e.g. databases / ontologies)

Fig. 3.2 Common data types: Focus on unstructured natural language text

Table 3.2 Data types

Data
type

Discussion Focus?

Numeric Purely numeric data does not appear to be helpful when it comes to identifying
supply chain participants and their relations. However, numeric delivery data
may be useful to detect if parts shortages from different direct suppliers are
correlated and may indicate shared sub-tier suppliers. Economic data also
may help with quantifying the value of goods and services exchanged between
industries or economies.

NO

Image There are images on the Web that visually describe from which suppliers parts
of a product are sourced. However, the automated analysis of these images is
difficult for at least two reasons: (1) The relations are often described using a
combination of text and visual clues, and (2), there is no standard for the visual
clues so that any automated information extraction becomes difficult.

NO

Audio Audio of spoken language can nowadays be automatically transcribed into text.
The processing of recorded language is therefore treated identical to text. Other
types of audio data do not appear to be useful for solving the problem at hand.

NO

Video Video data can be split into image and audio data; see arguments there NO

Text A large proportion of published human communication is in text form and
text documents. For example, news articles and blog posts contain valuable
information about buyer-supplier relations. Furthermore, text in natural lan-
guage follows a standardised structure (grammar) and uses words with known
meanings for a given context.

YES
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The data type “text” can be further broken down allowing for a more refined scope:

Natural language Text can be categorised into natural language text (e.g. text in in any
natural language like English) and other text forms (e.g. text written in a programming
language like JavaScript). Supply chain information is assumed to be contained in human
communication, and hence natural language text.

Unstructured text Natural language can further be characterised by the extent to which it
is structured. Normal running text is considered unstructured text. Text with some structure
but no explicit schema, e.g. text in lists or tables or in JSON or XML format, is called
semi-structured1. Text stored in databases or ontologies / knowledge graphs with an explicit
formal schema that describes the data structure is called structured text. Since information
relevant for supply chain mapping is not widely available in (semi-)structured format, the
focus is on unstructured text. Common ontologies, like dbpedia, provide the structure that
would allow to store such information. However, these structures have hardly been populated
with supply chain related data – most likely because that information is difficult to obtain and
the extraction of buyer-supplier relations cannot be automated yet. The fact that the research
scope is on unstructured, natural language text does not mean that extracted information
cannot or should not be combined with information from other databases or knowledge bases
if they exist. In fact, information extraction from unstructured text aims at creating and
extending such knowledge bases so that the contained information can be easily (re-)used.

Processing natural language text is challenging due to the large number of variations. But
intuitively, considering news reports, market reports, company websites, it appears that most
of the stored information about supply chain structures is likely stored in text form. The text
corpus that is the Web is continuously updated, and contains both official accounts (press
releases, SEC filings, legal documents, ...) and unofficial accounts (blog posts, social media
entries, ...). The content of websites can be accessed automatically, and large archives of
websites have been made available for free2.

(B) Decision: Automation of supply chain mapping (vs. manual approaches)

Manual attempts of acquiring information for supply chain mapping are time-consuming
and costly, e.g. see Farris (2010). The dynamic nature of supply chains would also require
continuous updates to the supply chain maps. Thus, it appears desirable to design an

1A comprehensive definition of semi-structured text can be found in Abiteboul (1996).
2The Common Crawl project stores scraped website contents on a daily basis and makes the archives

publicly available.
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automated approach that could at least complement any manual processes. If the data sources
are large archives of scraped Web documents, then manually analysing these would not be
feasible anyways.

(C) Decision: Determining industry focus

The aim of this research is to be industry-agnostic where it is possible. If the scope has to
be reduced, the automotive and aerospace industry shall be prioritised. These industries are
known to have large global supply networks, require the shipping of physical material and
components, and tend to be well-covered by general news articles. By attempting to map
supply chains from text documents, there may be an implicit bias towards companies whose
supply chains revolve around physical goods rather than information or software. Language
can also be industry-specific, such that a classifier trained on text about one industry may not
perform as well as on text about another industry.

(D) Decision: Accessibility – public data versus privately held data

From a technical standpoint, there is no difference in processing publicly available or privately
held text once it has been obtained. Differences, however, may occur in the data acquisition
and possibly in the pre- and post-processing. Text obtained from the Web comes from diverse
sources, in diverse formats, with unknown credibility. Companies could potentially leverage
their own internal data, such as the text content of internal emails or presentations. It is
generally assumed that publicly available text sources will at least also be used since data
is available in vast quantities and at low cost (if not for free). The question of copyright
and usage rights shall not be considered as a scoping criterion. Recent jurisdiction in the
US appears to suggest that scraping of public websites is legal, such as in the case of HiQ
Labs. vs. LinkedIn3. Public domain text sources are also available in large quantities, such
as Wikipedia dumps4.

(E) Decision: Language focus

The aim of this research is to be language-agnostic where it is possible. However, for the
experimental parts of this research the English language shall be preferred since most research
focusses on English due to the availability of English texts, and thus, models for the English
language tend to perform best.

3http://cdn.ca9.uscourts.gov/datastore/opinions/2019/09/09/17-16783.pdf; last
accessed: 2019-09-17

4https://dumps.wikimedia.org/; last accessed: 2019-09-17

http://cdn.ca9.uscourts.gov/datastore/opinions/2019/09/09/17-16783.pdf
https://dumps.wikimedia.org/
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(F) Decision: Single specific use case vs. commonly shared information needs

An important consideration is the decision between the option of focussing on a single
specific use case and the option of focussing on commonly shared information needs across
many use cases. Because supply chain maps can serve very different purposes and, hence,
can have very different forms and informational requirements, there are two options how the
research problem can be approached.

One option is to investigate a particular decision problem a company is confronted with
in depth, and then work backwards what the information needs are and how these can be
addressed. Following this approach ensures that the particular needs of the problems are
considered. On the other hand, this approach is likely to result in a large list of diverse
information requirements that have to be met by using data of different data types from a
wide range of sources and processing it with various different techniques.

Another option is to acknowledge that different kinds of supply chain maps are a valuable
input for a variety of decisions a company has to make and to identify the informational
needs that all these use cases have in common. This way the information needs shared by all
of the typical use cases are prioritised and the research results are relevant for all of these use
cases. Figure 3.3 illustrates one aspect of this decision conceptually.

Input
Automated supply 

chain mapping
Output

Limited availability of information

limits possible output

Desired output influences

what input is required

Fig. 3.3 Research scoping decisions are inter-dependent

To ensure general usefulness, the scope of this research shall be on the common elements
of supply chain maps rather than specific information needs of a particular use case. This
way the scope is set to be the minimal set of informational elements required for supply chain
mapping in general rather than to consider all the particular informational requirements of a
specific use case. By definition, the absolute minimum of a supply chain network are the
extraction of supply chain participants and their inter-relations.

Decisions (A) to (F) shape the specific focus of the research reported here.
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3.4 Research focus: Automatically extracting buyer-supplier
relations

This section narrows down the research scope and defines a research focus. It also provides
the rationale for the scoping decisions. The research focus shall be defined as follows:

Research focus:
Automatically extracting buyer-supplier relations from unstructured, natural language
text

Please note that this focus is narrower (extraction of buyer-supplier relations) than the
research scope (generation of supply chain maps). In the following, it shall be justified
why the focus is on extracting relations and in particular on extracting binary buyer-supplier
relations.

Rationale for focussing on extracting relations Whereas the overall research scope is
the automatic generation of supply chain maps from unstructured, natural language text, the
research focus of this study is on automatically extracting individual buyer-supplier relations
from unstructured, natural language text, as depicted in Figure 3.4. This problem shall be
considered first and in separation from the overall problem, before the broader problem is
addressed conceptually in a subsequent chapter.

Research Scope:
Automatically generating supply chain maps from unstruc-
tured text

Research Focus:
Automatically extracting individual buyer-
supplier relations from unstructured text

Fig. 3.4 Research focus: Automatically extracting buyer-supplier relations from unstructured,
natural language text

There are a number of reasons that led to this scoping decision of focussing on ex-
tracting individual buyer-supplier relations (beyond the scoping decisions already made in
Section 3.3):

• By definition, the ability to automatically extract individual buyer-supplier relations is
a prerequisite and fundamental building block for automated supply chain mapping.
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• Because any supply chain map will at least require companies and their inter-relations,
extracting buyer-supplier relations is necessary independent of the use case of the map.
In contrast, other steps in the mapping process, such as the visualisation, tend to be
more specific to the use case.

• Extracting buyer-supplier relations is a confined problem where the desired perfor-
mance can be expressed quantitatively and measured with a high degree of objectivity.

• Natural language processing is generally performed in “pipelines”, that is chains of
tasks where one uses the output of the other as input. The implication is that errors
will propagate and may result in additional errors further downstream. Hence, it makes
sense to start with a shorter processing pipeline and optimise its performance before
adding any further processing steps.

Rationale for focussing on explicitly expressed binary buyer-supplier relations A
further scoping decision has to be made with respect to the type of relations that shall be
extracted. One could aim to extract relations with more than the two elements. This would
allow to capture more information. An example of such a (here: ternary) relation could be
“[company] supplies [company] with ... for end-customer [company]”. To reduce complexity
of the problem, the scope is reduced to binary relations (relations with two elements) and
more complex relations have to be broken down into binary ones, as it is common practice
in ontologies. Furthermore, one could aim to extract relations between elements that are
not (only) organisations, such as the provided part, the end-product, the location where a
part is produced, or the point in time when a buyer-supplier relation was reported to be
active. Examples of such relations could be “[company] produces [product]” or “[product] is
produced in [location]”. By collecting these relations as well, buyer-supplier relations could
be inferred even though it is not explicitly stated. Examples are:

• (1) Company A is the only producer of material M in the world. (2) Company B uses
material M. (1) and (2) would suggest that Company A supplies Company B at least
indirectly.

• (1) In the aluminium market, Company A and Company B have a market share of 60%
and 40%, respectively. (2) Company C uses aluminium. (1) and (2) would suggest
there is a prior probability of 60% that a piece of aluminium used by Company A was
(directly or indirectly) sourced from Company A.

For the sake of simplicity, the scope shall be limited to explicitly expressed relations
between organisations only. Upon success, the scope can then be extended in future research.
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3.5 Research questions

This section presents the research questions this thesis aims to answer. Research Question
1 corresponds to the research focus of automatically extracting individual buyer-supplier
relations, whereas Research Question 2 addresses the overall problem of automating the
end-to-end process of generating supply chain maps from text. Figure 3.5 illustrates the
conceptual model of this research problem. This figure now provides a higher level of detail
than the corresponding figure previously shown in Chapter 1, and shall be explained in the
following.

RQ1

RQ2

Selection and processing
of text documents

(e.g. sentence segmentation,
named entity recognition, …)

Relation extraction
Further processing steps

(e.g. aggregation,
visualisation, …)

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain map

Trained
relation classifier

Corpus creation
(RQ 1a)

Training and testing classifier
(RQ 1b)

Fig. 3.5 Detailed conceptual model of the research problem

Following the structure presented above, the research questions are as follows:

Research question 1 (RQ1):

To what extent and how can the extraction of buyer-supplier relations from unstructured
text be automated?

The research question relates to the need for a classifier that is able to extract individual
buyer-supplier relations from text. The question is further broken down into the following
sub-questions:

(1a) What is the achievable inter-annotator agreement of humans attempting to classify
buyer-supplier relations?

(1b) What is a suitable approach for the classification of buyer-supplier relations and what
classification performance can be achieved?

The sub-questions follow the logical sequence of how the overall question can be ad-
dressed. Firstly (1a), a reference dataset (“gold standard” or “ground truth”) needs to be
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established to test the performance of any automated classification attempt. This reference
dataset contains both text as well as labels provided by human annotators. Each label indi-
cates the type of relation expressed between two organisations in a sentence, such as the first
organisation being a supplier to the second. By letting annotators provide labels redundantly,
the degree of agreement among them can be measured. This inter-annotator agreement
provides indications for the difficulty of the task and the quality of the obtained labels. Then
(1b) a relation classification approach can be designed, trained on and tested against the
reference dataset. Once a classifier has been trained, it can be used repeatedly without further
human input.

It is important to clearly separate these two stages as they answer different questions
and require different performance metrics. In stage (1a), one can measure inter- and intra-
annotator agreement to quantify the degree of consensus and consistency in the labelling
responses. A ground truth is not available yet, thus the need for the human labelling.
In stage (1b), one can now measure the performance of a classifier against the training
dataset generated in the previous stage which is now considered the ground truth. Having
a ground truth makes it possible to use metrics such as recall and precision to capture
aspects of completeness and correctness. Given how frequently new algorithms and network
architectures are proposed in Machine Learning and NLP, the aim is not to identify the best
possible algorithm but to test the general feasibility of the idea of automatically extracting
buyer-supplier relations.

Research Question 2 then addresses the overall problem by widening the scope from extract-
ing individual buyer-supplier relations to the end-to-end generation of useful supply chain
maps.

Research question 2 (RQ2):

What are the challenges in developing a suitable end-to-end approach for automating
the generation of supply chain maps from unstructured text?

This question is qualitative in nature and aims to identify and discuss the challenges that
are likely to arise during the development of an end-to-end approach to automating supply
chain mapping from text. These challenges may be a result of the characteristics of supply
chains or the limited information quality of the input text document. Research Question 2
aims to bridge the gap between the extraction of individual buyer-supplier relations and the
generation of a basic supply chain map from text. This gap is analysed in detail in Chapter 6.
It should be noted that it is out of the scope of this thesis to produce a complete, automated
supply chain mapping approach that solves all identified challenges.
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One example to illustrate the gap is the need to disambiguate mentions of organisations
and link them to a unique real-world entity. Another example is the need to learn how much
confidence one wants to place on some extracted information given what else has been
extracted or given what the source of that information is. A further challenge is the unknown
data availability and sparsity with respect to buyer-supplier relations in a real-world news
dataset. In this context, availability shall be measured in absolute terms, such as the absolute
number of buyer-supplier relations that can be found for a company. Sparsity, on the other
hand, shall be measured in relation to the size of the input data, such as a ratio of the number
of buyer-supplier relations that can be extracted from a dataset and the overall size of that
dataset. By applying a trained classifier to a large dataset of previously unseen data, one can
attempt to answer questions about data sparsity. However, because the dataset is unlabelled
and vast, recall can only be measured on a small sample.

3.6 Research approach

This section will present the way that the research questions of this study will be addressed.
After reflecting on the underlying research paradigm, the research methodology is presented.

3.6.1 Research paradigm

Research paradigms or inquiry paradigms “define for inquirers what it is they are about, and
what falls within and outside the limits of legitimate inquiry” (Guba and Lincoln, 1994). This
research paradigm can be summarised by the answers to three fundamental questions (Guba
and Lincoln, 1994):

1. The ontological question: “What is the form and nature of reality, and therefore, what
is there that can be known about it?”

2. The epistemological question: “What is nature of the relationship between the knower
or would-be knower and what can be known?”

3. The methodological question: “How can the inquirer (or would-be knower) go about
finding out whatever he or she believes can be known?”

Table 3.3 provides an overview of alternative research paradigms.
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Ontology The ontological spectrum ranges from so-called realism to relativism. Realism
can briefly be described as the belief that facts are real and objective independent of the
subjective consciousness of the human mind and can be apprehended via direct observations.
Proponents of relativism on the other hand would proclaim that realities are apprehendable
only “in the form of multiple, intangible mental constructions” (Guba and Lincoln, 1994)
that are subjective and “dependent for their form and content on the individual persons or
groups holding the constructions. Constructions are not more or less ’true’, in any absolute
sense, but simply more or less informed and/or sophisticated” (Guba and Lincoln, 1994).

Epistemology The epistemological spectrum corresponds to the ontological one in the
sense that any answer to the question how knowledge can be acquired depends on the
ontological position. Realists will assume that they can study an object without influencing
it (or being influenced by it). The investigator and investigated object are assumed to be
independent entities. Relativists on the other hand will take an interpretivist or subjectivist
view: the investigator and the investigated object are “assumed to be interactively linked so
that the ’findings’ are literally created” rather than objectively discovered.

Methodology Again, since the methodological position builds upon ontology and epis-
temology, the methodological spectrum ranges from a position of empirical testing of
hypotheses and quantitative methods (in the case of positivism / realism) to hermeneutical
or dialectical methods (in the case of constructivism / relativism). The latter implies that
the constructed knowledge can only be refined via the interaction between investigator and
respondent. This last perspective is particularly common in social sciences.
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Table 3.3 Overview of alternative research paradigms according to Guba and Lincoln (1994)

Positivism Postpositivism Critical
Theory

Constructivism

Ontology naive realism –
“real” reality but
apprehendable

critical realism – “real”
reality but only imper-
fectly and probabilisti-
cally apprehendable

historical realism –
virtual reality shaped
by social, political,
cultural, economic,
ethnic and gender
values; crystallised
over time

relativism – local
and specific con-
structed realities

Episte-
mology

dualist / objec-
tivist; findings
true

modified dualist / ob-
jectivist; critical tradi-
tion/community; findings
probably true

transactional / subjec-
tivist; value-mediated
findings

transactional
/ subjectivist;
created findings

Metho-
dology

experimental / ma-
nipulative; verifi-
cation of hypothe-
ses; chiefly quan-
titative methods

modified experimental
/ manipulative; critical
multiplism; falsification
of hypotheses; may
include qualitative
methods

dialogic / dialectical hermeneutical /
dialectical

Based on the above categorisation, this study will take a (post-)positivistic perspective.
Generally, this also appears to be in line with the typical (post-)positivist paradigms seen in
the relevant domains of research.

3.6.2 Research methodology

General choice of methods

Following the (post-)positivist research paradigm, the study will be based on quantitative
methods. This, however, does not imply that qualitative methods cannot or should not also
be applied. In a paper from 2005, Golicic et al. criticise the lack of qualitative research
in the domain of supply chain management: “Logistics scholars agree that logistics and
supply chain management are steeped in the positivist paradigm and that past research is
primarily normative and quantitative.” and they call for a “balanced approach” that also
incorporates qualitative methods as “[r]esearchers who exclusively choose one approach or
the other seriously delimit the scope of their inquiry and, thereby, their ability to contribute
to the body of knowledge” (Golicic et al., 2005). Their balanced approach consists of using
a quantitative deductive approach as well as using a qualitative inductive approach. The
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quantitative deductive approach starts with reviewing the “appropriate literature in order to
develop a conceptual framework that specifies relevant variables and expected relationships
among them” (Golicic et al., 2005), followed by building a formal theory to explain the
phenomenon and capable of generating predictive statements that can be tested. Before
any data is collected, hypotheses are formulated that have been derived from the theory via
deductive reasoning. The last step consists of collecting data and verifying the developed
theory by testing the hypotheses which express the proposed relationships between variables.
The qualitative inductive approach, on the other hand, starts with the data collection to
understand the phenomenon in depth (e.g. via field visits). The second step, according to
Golicic et al., is to “to describe the phenomenon from the point of view of the informants”;
information is obtained using techniques such as open-ended questions. The next step is to
build a substantive theory from the descriptive data, which typically takes the form of process
models.

Especially during the exploratory first phase, this study makes use of semi-structured
interviews with industry partners. These interviews were important for context and back-
ground: to provide a more in-depth understanding of the problem, to ensure relevance of the
problem, to reveal requirements for modelling and method development and to ensure the
validity of the findings as well as applicability of proposed methods. That said, this study is
of quantitative rather than qualitative nature and the interviews are not a formal part of the
methodology.

Research phases and detailed map of research methodology

Research phases A high-level overview of the research phases is depicted in Figure 3.6.
The research problem arose from a collaboration with an industrial research partner and was
further refined in semi-structured interviews with various stakeholders within the firm.

Identification of the 
research problem
(literature review / 

interviews)

Development of an approach for extracting individual buyer-
supplier relations

Identification of 
challenges in the

development of an 
end-to-end approach 
to automate mapping

Validation

Corpus creation Training and testing 
classifier

Fig. 3.6 Research phases

Detailed map of the research methodology A more detailed plan of the research method-
ology, including the sub-elements of each research phase, is given in Figure 3.7.
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Identification of the research problem

Literature review

Review literature on supply chain 
management theory

Review literature on Machine Learning and Natural 
Language Processing

Interviews / case studies

Understand current practices of supply chain 
management and managing structural 

supply chain visibility

Identify main challenges with respect to mapping 
supply chains

Development of an approach to extract individual buyer-supplier relations

Create a corpus of human-annotated 
sentences as a reference dataset for 

benchmarking and training

Review and evaluate available relation 
extraction methods

(Train and) Test selection of most suitable methods 
against corpus

Development of an end-to-end mapping approach

Identify challenges in the development of an end-to-end 
approach to automatically generate supply chain maps 

from text

Develop a conceptual framework for the 
end-to-end mapping approach

Validation

Validate and demonstrate approach through industrial cases

Conclusions, limitations and future work

Formalise the buyer-supplier relation 
extraction problem

Review literature at the intersection of problem and 
solution domain

Review historical cases and reports related to
structural supply chain visibility

Measure achieved inter- and intra-annotator agreement as 
indicator for labelling quality and feasibility of the task

Compare classification performance of 
different methods and configurations

Fig. 3.7 Research methodology

To identify and refine the research problem, input from both academic literature and
industrial practice was considered. The literature review covered the problem domain of
supply chain management and the importance of structural supply chain visibility. This also
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included academic case studies related to structural supply chain visibility. By definition,
the automatic extraction of information from text falls into the domain of Natural Language
Processing which was also covered by the literature review. Since the field of Natural
Language Processing increasingly consists of applying Machine Learning methods to text,
this topic was also reviewed in depth. Lastly, prior academic work at the intersection of
problem and solution domain was identified.

The industrial perspective was considered in two ways: Semi-structured interviews
were conducted with a range of supply chain managers to understand current practices of
the management of supply chains and their structural visibility. Furthermore, in order to
consider a wider range of companies, additional industrial case studies from the literature
were included. One important purpose of the case studies was to ensure that the identified
problem is a relevant problem that is worth solving.

The next phase focusses on the prerequisite for any comprehensive mapping approach,
that is the extraction of individual buyer-supplier relations from text. First, the problem is
formally defined as a classification problem. A corpus of human-annotated sentences is then
created as a benchmark but also to serve as a training dataset for any learning algorithm.
Relevant extraction methods are then reviewed and the most suitable ones are trained and
tested on the corpus.

Based on the findings from the extraction of individual buyer-supplier relations, a gap
analysis can be performed to identify further challenges that need to be addressed for a
complete automation of the supply chain mapping process.

The approach is validated and demonstrated by applying a prototypical implementation
to a real-world dataset. By applying the proposed approach to a large unlabelled dataset
first indications regarding the availability and sparsity of information about buyer-supplier
relations can be obtained.

3.7 Summary

This chapter has presented the identified research gap as well as the research approach. The
overall research scope is the automatic generation of supply chain maps from unstructured
text with a specific focus on the extraction of individual buyer-supplier relations.

The next chapter provides an industrial perspective on the research problem and aims to
present the rationale for improving structural supply chain visibility.





Chapter 4

Rationale for improving structural supply
chain visibility

4.1 Introduction

In the previous chapters, the research background was presented, a research gap was identified
and an approach was suggested to address this gap. The previous chapters focussed on the
academic novelty and suggested that a comprehensive study of automating the generation of
supply chain maps from text has not been conducted yet.

In contrast, the purpose of this chapter is to provide an industrial perspective on the
problem of limited structural supply chain visibility. It thereby focusses on the industrial
relevance of this research and aims to provide a rationale for why efforts to improve structural
supply chain visibility can be worthwhile. This chapter also provides an overview of potential
beneficiaries and use cases. There are a number of assumptions that need to hold for this
research to become industrially relevant, shown in Figure 4.1. The first assumption is that
companies in practice actually experience limited structural supply chain visibility. If that is
the case, the next assumption is that this limited visibility actually represents a problem for
those companies and increased visibility would improve a management decision. To ensure
relevance, a further assumption is that there are no effective alternative solutions already
available that could fully address the problem.
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Structural supply chain visibility 
is actually limited

Limited structural supply chain 
visibility is actually a problem

There are no effective alternative 
solutions to address the problem
(thus justifying the effort for a 

new approach)

Industrial
relevance

Fig. 4.1 Assumptions for relevance

Overall, the aims of this chapter are:

1. To provide an insight into how limited visibility of the supply chain structure impacts
organisations as captured by case studies in the literature as well as conducted within
the scope of this research

2. To summarise the challenges that companies face with regards to obtaining the data
required for mapping their supply chain structure

3. To provide a structured overview of potential beneficiaries and use cases

4. To demonstrate the industrial rationale behind this research and the practical relevance
of a solution

To achieve these aims, exploratory case studies are conducted using the literature as well
as interviews conducted within the scope of this research. Finally, some of the existing tools
are reviewed. The conclusion of the industrial background can be found at the beginning of
Chapter 4 where the research gap is derived in combination with the key issues from this
chapter’s review of the industrial practice.

4.2 Exploratory case studies and interviews

This section provides a selection of case studies for the purpose of exploring the topic of
structural supply chain visibility from an industrial point of view.

4.2.1 Objectives

The purpose of these exploratory case studies is to better understand the research problem
from an industrial perspective and ensure its practical relevance – as opposed to validating
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any research findings. The following questions were phrased to guide the exploratory process.
They are structured according to the previously stated assumptions and aim to help identify
(counter-)evidence.

• What is the evidence that structural supply chain visibility is actually (not) limited in
practice?

• What is the evidence that limited structural supply chain visibility is actually (not) a
problem in practice?

• What is the evidence that existing tools and approaches are (in)sufficient for addressing
the problem of limited structural supply chain visibility?

4.2.2 Methodology

To better understand the research problem, a series of semi-structured interviews were
conducted with practitioners, such as supply chain managers at manufacturing firms. In order
to add further perspectives, additional case studies were drawn from the academic literature
as well as business news where limited visibility of the supply chain structure had an impact
on a company’s ability to mitigate risk or appropriately respond to a risk event. Inclusion
criteria for those were the extent to which the cases have been researched or documented,
the potential or realised impact of the risk as well as the degree to which structural supply
chain visibility reportedly was a key aspect. The overall methodology for the exploratory
case studies is illustrated by Figure 4.2.

Exploratory case studies and interviews

Exploratory interviews:
Multiple semi-structured interviews with supply chain 

managers at different manufacturing firms

Historical case studies from the literature:
Well-documented case studies from academic literature 

and business news

Key issues
from an industrial perspective

Fig. 4.2 Exploratory case studies and interviews

4.2.3 Historical case studies from the literature

In the following, a selection of exploratory, historical case studies from the literature is
presented:
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• 2011 Tohoku earthquake and tsunami in Japan

• 2011 Thailand floods

• 2012 PA12 shortage due to factory explosion

2011 Tohoku earthquake and tsunami in Japan

In March 2011, an earthquake and a subsequent tsunami hit Japan resulting in thousands
of deaths and major destruction. The disaster also hit Japanese car manufacturers hard –
not because their own factories had been destroyed but because supply with critical parts
had been disrupted. The production at all of Toyota’s 12 assembly plants in Japan had to
be temporarily suspended, “domestic production at Toyota, the world’s largest automaker,
plummeted 63 percent in March” (Topham, 2011) and Toyota’s quarterly profits dropped by
99% (BBC, 2011). In the aftermath, The Economist reported on 19.05.2011: “The disaster
barely dented factories belonging to the big Japanese carmakers. [...] But it ravaged the
suppliers of critical parts and raw materials in north-eastern Japan. Toyota faces a shortage
of 30 components. That is much better than the 500 it lacked shortly after the quake, but it
only takes one missing part to bring an assembly line stuttering to a halt. [...] The quake
cost Toyota ¥100 billion ($1.2 billion), the most of any Japanese carmaker so far.” (The
Economist, 2011).

What makes this case study interesting in the context of this thesis are the findings in
the aftermath of the disaster. About a year after the disaster, Automotive News, considered
the newspaper of record for the automotive industry, provided the following analysis: “Au-
tomakers thought they had hedged risk by diversifying Tier 1 and Tier 2 suppliers. They
had assumed the supply base looked like a tree’s roots, spreading out further down the line.
But the supply chain was actually more diamond shaped, with rival suppliers turning to the
same subsuppliers for parts. These Tier 3 and Tier 4 suppliers were all but ignored by the
carmakers themselves.” (Greimel, 2011). Figure 4.3 shows a symbolic illustration of Toyota’s
supply chain structure based on the verbal descriptions by Shinichi Sasaki, Toyota’s global
procurement chief, as reported in the March 2012 article by Automotive News (Greimel,
2011). Before the disaster, Toyota had falsely believed they had a good understanding of their
supply chain structure: “Since the quake, Toyota Motor Corp. has cataloged nearly 1,000
at-risk parts that could be trouble in the next disaster, says Shinichi Sasaki, Toyota’s global
procurement chief. It has identified another 300 supplier factories in precarious locations –
straddling fault lines or lying in the path of a potential tsunami. ‘It was quite delusional of
us to have thought before the quake we had a good grasp of the supply chain,’ Sasaki said.”
(Greimel, 2011). Even after the disaster, 50% of the suppliers refused to disclose their own
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Toyota

1. tier suppliers

2. tier suppliers

What Toyota had assumed how 
the supply chain structure looks 
like (“tree’s roots”)

What the supply chain structure 
really looked like
(“diamond-shaped”)

Fig. 4.3 Symbolic illustration of Toyota’s supply chain structure: assumed vs. real

suppliers: “Toyota has more than 500 Tier 1 suppliers in Japan, including global companies
operating here. Since the quake, about half have cooperated by detailing their supply chains
to Toyota. But the other half refused to share, saying it was proprietary information, Sasaki
said. ‘Half of that is black-boxed to us,’ he said.” (Greimel, 2011). Risk mitigation options
are generally available – some at a cost. Given a better understanding of the supply chain
structure, these options could have mitigated at least parts of the risks: “By the end of March,
Toyota plans to decide how to shore up the weak links it has pinpointed. The company wants
to fix them by autumn, Sasaki said. Steps will include asking suppliers to make the same part
at multiple locations or getting the same part from different suppliers. Toyota may even carry
larger inventories of sensitive parts.” (Greimel, 2011)

At least one further vulnerability in the automotive supply chain was revealed by the
earthquake: Xirallic, a pigment that is used in automobile paints and provides a glittering
shine, had only been produced in a single plant that happened to be based in Japan (cf.
Seetharaman (2011) and Boudette and Bennett (2011)). The production at this plant, operated
by German chemical company Merck KGaA, had to be suspended and the resulting shortage
of the pigment hindered the production of cars of certain colours at various automakers
worldwide.

2011 Thailand floods

Overview The Chao Phraya River basin in Thailand includes densely populated areas,
along with large areas of manufacturing industry in and around Bangkok. In summer 2011,
a severe flooding of unprecedented nature occurred in this area, resulting in more than 800
deaths. The flood was not the largest in terms of submerged area, but it lasted 158 days from
July to December and, thus, longer than any other flood event in that region (Promchote et al.,
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2016). As damage and economic losses of USD 45.7 bn (approx. 13% of Thailand’s GDP)
(IAJ, 2013) were unprecedented (Haraguchi and Lall, 2014), this flood has been considered
the worst in the last 50 years (Promchote et al., 2016). Besides the amount of rainfall, the
size of the flooded area, and the duration of the floods, the massive economic losses were
also due to the geographical concentration of major (and now flooded) factories and the
subsequent disruption of world wide supply chains (IAJ, 2013). Companies, such as Nikon,
Canon, Sony, Toyota, Honda, Nissan, Isuzu and Western Digital, all had large factories in the
flood-affected areas north of the capital Bangkok (Carey, 2011).

Disruption of HDD production Besides being a major automobile manufacturer, Thailand
also was the world’s largest manufacturer of hard disk drives (HDD), devices used to store
data on computers. In 2010, Thailand’s share in the global HDD production had been
43% (Haraguchi and Lall, 2014). During the floods, Western Digital Corporation, which
produced one third of the world’s hard disks, lost 45% of its shipments because one of their
factories was inundated (Haraguchi and Lall, 2014). And not only were factories of the HDD
manufacturers, such as Western Digital, closed but also some of their suppliers were affected.
Japan’s Nidec Corp had to close some plants in Thailand, as had disk parts maker Minebea.
Nidec controlled about 80% of the world’s output of a key HDD component – the motor
– and now became a major bottleneck for the HDD production (Arthur, 2011). Due to the
floods, prices of HDDs on the global market increased by 80–190% for desktop HDD and by
80–150% for mobile HDD (Haraguchi and Lall, 2014). The New York Times quotes John
Monroe, an expert on storage devices at the technology research firm: “Surely one of the
inevitable impacts of this is that never again will so much be concentrated in so few places”
(Fuller, 2011). The newspaper also quoted Hajime Yamamoto, the Thailand director of IHS
Automotive, who also predicted that car manufacturers and their suppliers would seek to
diversify their operations to other countries: “They will try to balance their expansion so they
don’t have concentration of risk in Thailand” (Fuller, 2011). The flooding in 2011 revealed
the extent to which the global economy had relied on components made in this region of
Thailand, and also the extent to which various manufacturers and component producers had
been geographically concentrated in industrial clusters in flood-prone areas. Thailand had
incentivised high-tech manufacturers to settle in industrial parks, and, hence, to settle in
clusters of multiple facilities in geographical proximity to each other. And few facilities
produced large shares of the overall Thai or even global output. E.g. a single facility in Bang
Pa-In owned by Western Digital had produced one quarter of the global supply of “sliders”,
an integral part of HDD, before it got flooded (Fuller, 2011). The recovery from the floods
would also take longer than in other industries since HDD manufacturing requires “clean
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room” environments. A further interesting aspect was revealed by the flooding, illustrated
conceptually by Figure 4.4: Intel had to warn investors that its fourth-quarter revenue in 2011
would fall about $ 1 billion below its own targets (Tibken, 2011). The reason for this was
not that Intel itself or its own supply chain was majorly affected by the floods in Thailand.
But because of the shortage of HDD, PC makers had to slow down production, and, hence,
demanded fewer processor chips1.

HDD manufacturers

Western Digital

Hitachi Global Storage

Toshiba/Fujitsu

Samsung Electronics

PC manufacturers

Apple

Dell

Hewlett-Packard

Shortage of HDD

due to Thailand flood

disrupts PC production

Chip makers

Intel

Lowered demand for chips

due to lowered PC 

production

Lenovo

Acer

Fig. 4.4 Conceptual illustration how Intel got affected by 2011 Thailand floods

2012 PA12 shortage due to factory explosion

On March 31, 2012, a fire and explosion occurred at Evonik’s production site “Marl Chemical
Park” in Marl, Germany, and killed two workers. The plant produced CDT (cyclododeca-
triene) which serves as a starting material in plastics manufacturing. CDT is used to make
laurolactam which, in turn, is used as a monomer in polyamide 12 (PA12). Plastic parts made
of PA12 are “key components in automobile production, in the photovoltaic industry, and
in offshore pipelines” (Evonik, 2012). This tragic event led to to a severe supply shortage.
Evonik was the world’s largest PA12 supplier and the plant shutdown took out “around 40%
of the 100,000 tpa of global capacity” (Platt, 2012). PA12 is the “sole-specified material
for automotive fuel lines due to its unique combination of thermal, physical, chemical and
mechanical properties” (Platt, 2012). One of the automotive suppliers, TI Automotive, an
automotive fluid systems manufacturer, warned its customers, global automotive manufactur-
ers, about an impending shortage with the potential to stop car production lines in factories

1Cf. the aspect of “your customer’s other suppliers” mentioned later in Section 4.3.2.



76 Rationale for improving structural supply chain visibility

around the world. Other suppliers of PA12 were unlikely to cover the shortfall as they were
already at full capacity and fully committed to existing customers (Platt, 2012), and, thus,
automakers and suppliers held a summit meeting in Detroit to discuss PA12 supply and
alternative materials. In this case, Evonik had acted largely as a sub-tier supplier to the global
carmakers. And nearly half of the global production of a material required for the production
of cars had been produced in a single facility.

4.2.4 Exploratory interviews

A series of exploratory interviews were conducted to better understand the problem of limited
structural supply chain visibility. Table 4.1 provides an overview of those interviews whose
results shall be summarised in the following. More detailed interview summaries can be
found in the Appendix A.1.

Table 4.1 Exploratory interviews conducted as part of this research

Interviewee

Interview series with aerospace
company

Series of interviews with supply chain managers of a major aerospace
manufacturer in March/April 2015

Interview with supply chain man-
ager / consultant

Interview in June 2018 with former supply chain manager of an
electronics manufacturer and now consultant

Interview series with supply chain managers of an aerospace manufacturer

Profile The findings summarised below stem from a series of 7 semi-structured on-site
interviews with supply chain managers of a major aerospace manufacturer in March/April
2015. The supply chain managers worked in different departments of the manufacturer and
covered relevant functions, such as business continuity or supplier management.

Summary of selected findings

• The company does not possess a map of the extended supply chain and there is no
clear responsibility for systematically increasing structural supply chain visibility. The
lack of supply chain maps prevents the company from carrying out further tasks, such
as predicting supply disruptions. The true risk is often obscured: Direct suppliers may
share the identical sub-tier supplier that is the true risk factor. It is known to supplier
managers that the company’s suppliers tend to keep some of their own suppliers
to themselves even though they are contractually obliged to disclose them. Main
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reasons include the lack of positive incentives (monetary or otherwise) for revealing
all suppliers and the company’s inability to check the supplier-provided information
for completeness.

• There is a need to not only see the company’s own supply chain but the inter-
dependencies of the complete aerospace industry. A supplier may be struggling
because another one of its customers increased the load.

• The sourcing in the aerospace manufacturer is generally carried out as a programme-
specific2 function and not as a cross-programme function. Only basic materials are
sourced enterprise-wide.

• Logistics companies can be the cause of supply disruptions and should also be consid-
ered in supply chain maps.

• Knowing the extended supply chain could help with the compliance with more re-
cent environmental regulations, e.g “REACH” (short for: Registration, Evaluation,
Authorisation and Restriction of Chemicals).

• Especially smaller and less experienced suppliers are critical from a risk management
perspective. Significant effort is spent on mentoring and capability building with these.

• A number of monitoring services are in place to detect anomalies or warn suppliers
about impending dangers, such as hurricanes. However, these can only be applied to
known suppliers. Sub-tier suppliers could easily be added to these services if their
identities were known.

Interview with supply chain consultant

Profile The interviewee is an accomplished manufacturing professional and supply chain
consultant, with more than 15 years’ experience in electronics manufacturing companies
where she held a variety of senior management positions in supply chain, manufacturing
engineering and operations management. The interviewee answered the questions by drawing
on her experience as a consultant with the aerospace industry (a) and as a previous supply
chain management professional at an electronics company (b) herself.

2Programme in this context is to be understood as a particular aircraft model, such as the Boeing 737 or the
Airbus A380.



78 Rationale for improving structural supply chain visibility

(a) Summary of selected findings with respect to the aerospace and defence industry in
general

• In the aerospace domain, supply chains for a particular programme do not change
much. Even over time spans of 10 years, the companies will largely remain the same.
However, once a new programme is started, the supply chain may look completely
different.

• Some aerospace companies can be oblivious that second-tier suppliers in turn depend
on very small and often highly specialised companies. Some of these second-tier com-
panies are single-sourced and struggling. The second-tier suppliers do not only depend
on components manufacturers. Because they are relatively small, these suppliers do not
perform all the processing steps in-house but send out to other specialised companies.
The dependencies on processing specialists are often neglected in risk assessments
compared to the dependencies on parts or material suppliers.

• In the aerospace domain, environmental EU regulations, such as “RoSH” (short for:
Restriction of Hazardous Substances) and “REACH” (short for: Registration, Evalua-
tion, Authorisation and Restriction of Chemicals) restrict the type of chemicals and
processes that a company is allowed to use. By better understanding supply chains,
such as discovering that dubious or known-to-be-incompliant sub-tier suppliers partici-
pate in the supply chain, it may become easier to understand where your company is
not compliant with regulations. A supply chain map could at least tell how complicated
it would be to make sure that every participant is compliant.

• Extended supply chain maps could also help to understand where a company’s products
are being used further downstream.

(b) Summary of selected findings with respect to the supply chain management at an
electronics company

• Supply risk management is not only relevant once a product is being manufactured.
When a new product is designed, knowledge about supply risks can be used to inform
the product design process, such as avoiding bespoke parts or avoiding process steps
that only few suppliers can carry out. Supply chain maps could therefore not only help
with risks in the current supply chain but help with planning future ones.

• The electronics company prioritised the supplier risk management based on the finan-
cial value a supplier corresponded to. This, however, was “somewhat of a red herring”
given that sales volume does not always correspond to criticality.
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• To ensure a healthy supplier base, the electronics company would monitor its own share
in the revenue of their suppliers. The rule was to not exceed 20% of any supplier’s
portfolio to ensure the suppliers remained robust.

• The structural visibility of the electronics company was limited to the distributors (first
tier) and the manufacturers (second tier). The manufacturers were known because
they directly collaborated with them, and just supplied via a distributor. Beyond the
manufacturer, there was no visibility. The manufacturer was expected to know and to
inform them about problems.

4.3 Potential beneficiaries of supply chain maps and possi-
ble use cases

Structural supply chain visibility may be important for one or more different beneficiaries in
a variety of use cases. This section aims to hypothesise on potential beneficiaries and use
cases as well as to provide a tentative structured overview.

The following limitations of the overview should be kept in mind: (a) The provided
overview is not meant to be exhaustive. The aim of this overview is to demonstrate the poten-
tial value of discovering and monitoring supply chain structures as well as to demonstrate
the variety of beneficiaries and use cases. (b) Some of the use cases are overlapping. E.g.
there may be legal, supply risk and altruistic reasons why a company aims to avoid forced
labour in its supply chain. (c) The overview shall also not suggest that supply chain mapping
or even any automated supply chain mapping solution will fully solve the listed problems but
that it may be useful in addressing them. (d) It is far beyond the scope of this section to prove
or even quantify the value of supply chain maps for the different use cases. This exercise
should merely be understood as the author hypothesising on potential beneficiaries and use
cases.

The following section focusses on main potential beneficiaries and use cases. Further
potential beneficiaries and use cases are listed towards the end of this section.

4.3.1 Main beneficiaries and use cases

An overview of main potential beneficiaries and use cases is provided by Table 4.2. Use
cases can distinguished along different dimensions, e.g.:

• the motivation that drives the information need (e.g. managing supply risk, supply
chain efficiency or sustainability)
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• the actor or beneficiary (e.g. a manufacturing company, an insurance company or
governmental agency)

• the scope of the required supply chain map (e.g. a company’s own extended supply
chain or a supply chain map spanning whole industries or economies)

Table 4.2 Importance of structural supply chain visibility: Hypothesising on potential benefi-
ciaries and use cases

Motivation
Beneficiary (scope of
the map)

Use case

Supply risk
management
(supply disruptions)

OEM
(own supply chain)

Early & effective mitigation: Understanding risk expo-
sure & detecting vulnerabilities in the extended supply
chain, e.g. a single shared supplier on a sub-tier or
geographical concentration of suppliers.

OEM
(own supply chain)

Fast & effective contingency: Draw links between world
events and resulting potential impacts on supply and
then react swiftly and appropriately, e.g. by ordering
parts from an alternative supplier.

Governmental agen-
cies and policymakers
(any scope)

Understand risk exposure of companies, industries or a
country as a whole, e.g. in case of embargoes, tariffs or
other trade barriers like “Brexit”

(Re-)Insurance com-
panies
(any scope)

Understand risk exposure of companies, industries or
across industries; use of supply chain and risk map-
ping as a tool in the sales process for supply chain risk
insurances

Legal or regulatory
reasons

OEM
(own supply chain)

Ensuring compliance with, e.g. general embargoes or
regulations that prohibit the use of materials sourced
from specific countries for specific purposes (e.g. EU
regulations like RoSH and REACH) as well as so-called
KYC regulations for financial institutions

Responsible sourc-
ing & Corporate
Social Responsibility
(CSR)

OEM
(own supply chain)

Ensuring that only sustainable and ethically responsible
companies participate in extended supply chain (e.g.
modern slavery or conflict minerals)

In the following, the main beneficiaries and use cases of Table 4.2 shall be discussed in
more detail.



4.3 Potential beneficiaries of supply chain maps and possible use cases 81

Supply risk management

As defined in Section 2.2.2, supply risks are those that may delay or disrupt the supply of
goods and services in the desired quantity and quality. Supply chain maps can help with
managing these risks. In the following, different supply risk phases shall be distinguished.
Each phase is then discussed with respect to the impact of knowing the extended supply
chain structure on the ability to manage supply risks.

Shared mental model A dimension along which supply risk use cases can be distinguished
are the general tactics to reduce risk: mitigation and contingency (see Section 2.2.3). In the
case of supply chain risk, it may even be useful to subdivide contingency and distinguish
three phases overall: (1) before a risk event has occurred (mitigation), (2) after a specific risk
event has occurred and while its impacts are propagating through the network (contingency in
a broader sense), and (3) once the impacts of that risk event have reached the focal company
(contingency in a narrow sense), as illustrated in Figure 4.5. Due to the latency in the supply
network, companies may have sufficient information and time to react to a specific risk event
before its impacts reach them. Closely related to the tactics is the trigger for a supply chain

Risk phases in a multi-tiered supply network

Mitigation Contingency

• Vulnerabilities need to be detected

• Mitigation actions need to be taken to 

  reduce probability of risk event and 

  potential impact

• Closely monitor vulnerabilities to increase 

  the lead time

• A risk event has not occurred yet

• A risk event has occurred in the supply 

  chain

• The impact is now propagating through the 

  network and towards the focal company

• If the focal company is aware of the 

  problem, contingency actions can be taken 

• The impacts of the risk event have reached   

  the focal company

• If not detected and averted before, 

  contingency actions can now be taken 

A vulnerability may exist Risk event occurred & impacts propagate Impacts reach the focal company

Fig. 4.5 Risk phases in a multi-tiered supply network

mapping need, which may be a singular event or the desire to continuously monitor the
supply network.

Focal company managing its own supply chain (mitigation phase) In the mitigation
phase, a risk event has not occurred yet but supply chain vulnerabilities may exist. The
motivation in this phase is to assess the risk exposure in the current or planned extended
supply chain, and to identify and choose appropriate mitigation actions. Assessing the
risk exposure includes both the detection of specific vulnerabilities (“pinch points”; see
Christopher and Peck (2004)) as well as the creation of an overall risk profile. For example, a



82 Rationale for improving structural supply chain visibility

direct supplier like General Electric (GE) may account for 20% of a company’s material. But,
in fact, GE may also act as a supplier to other suppliers. And, thus, the real risk exposure
actually corresponds to 50% of the company’s material. Table 4.3 attempts to summarise
example situations where knowledge of the supply chain structure is required for or can at
least help with identifying vulnerabilities.

Table 4.3 Mitigation situations

Vulnerability of an existing or planned future supply chain

Various forms of
supplier
concentration

Dependencies on a single shared supplier on a sub-tier level

Geographical concentration of sub-tier suppliers

Undesirable levels of suppliers depending on specific countries or other political
unions (relevant in cases of tariffs etc.)

Limited number of available alternative suppliers or trends towards such a
market consolidation

Various forms of
undesirable supply
chain participants

Dependencies on previously unknown, undesirable sub-tier suppliers (legal
risks, quality risks, availability risks, blacklisted by authorities, unsustainable,
unethical etc.)

Dependencies on individual sub-tier suppliers located in high-risk areas (e.g.
prone to natural disasters)

Various forms of
overlapping,
competing or
otherwise
interfering supply
chains

Seemingly unrelated industries competing for the same resources as the OEM
and potentially negatively impacting supply

Dependencies on the health of a supply chain that produces complementary
parts (see the case study in Section 4.2.3 where demand for Intel’s chips was
impacted by an HDD shortage)

Competitors and otherwise risky (e.g. financially unstable) businesses using
(and potentially negatively impacting) identical supply chain participants

Dependencies on
problematic parts
or materials

E.g. dependencies on parts or materials on a sub-tier level with uncertain supply
(e.g. rare earth elements that are mostly mined in China)

Additional benefits may arise indirectly: Discovering and continuously monitoring their
extended supply chain structures allows companies to apply their existing supply chain
risk management tools to more than just direct suppliers. For instance, tools that provide
information about the financial health of a company can then also be applied to sub-tier
suppliers. Lastly, it may be possible to reduce companies’ risk premium on supply chain
insurances by demonstrating existing and successful efforts to achieve supply chain visibility.

The discovery and monitoring process may be triggered by a singular need but is more
likely to be part of a continuous risk monitoring process. This includes detecting mere
changes in the supply network topology, such as a supplier switching the sub-tier supplier,
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which could be indicative of changes in the risk profile – not only because the supplier
changed but because supply chain further upstream this supplier is now likely to be different
as well.

Focal company managing its own supply chain (contingency phase) Even once a
specific risk event has occurred somewhere in the supply chain and its impacts have started
to propagate through the network and towards the focal company, knowledge of the supply
chain structure may still be beneficial, as Table 4.4 attempts to summarise.

Table 4.4 Potential benefits in contingency situations

Potential benefits in contingency situations

After risk event has
occurred but before
the impacts have
reached the focal
company

Realise the relevance of a world event to a company’s own operations. For
example, knowing that an earthquake happened in Japan is not actionable until
it is known if and which sub-tier suppliers or parts are affected. Provided with
knowledge of the extended supply chain, a company can react swiftly and
appropriately (e.g. by ordering parts from an alternative supplier faster than the
similarly affected competition).

Predict how the impacts will propagate through the network, i.e. if the impact
of the risk event will be amplified or may get absorbed and how long it may
take to reach the focal company.

Even after impacts
have already
reached focal
company

Help identify contingency options and choosing the most appropriate one.
E.g. knowledge of the supply chain structure may help a company to identify
alternative suppliers that are not affected by the risk event.

Help with identifying and addressing the root cause. Knowledge of the supply
chain structure may help identify the root causes, for instance of a parts shortage,
and the location of the problem within the multi-tiered supply chain.

Organisations trying to understand other companies’ supply risks Apart from compa-
nies trying to manage their own supply risks, there are various organisations with an interest
in understanding other companies’ supply risks. Governmental agencies and policymakers
may have an interest to understand and reduce the risk exposure of companies, industries or
a country as a whole (e.g. in case of embargoes, tariffs or other trade barriers like “Brexit”).
In this case, the scope of the supply chain map could go beyond a single company’s supply
network. B2B insurance companies and reinsurance companies have a similar interest.
In addition, the ability to reveal previously unknown vulnerabilities could help convince
customers to buy a supply chain insurance. Another benefit may be a better understanding of
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supply chain risk by the insurer: If multiple supply chain insurance customers depend on
the same (sub-tier) supplier, the risk for the insurance company may be much higher than
expected in a portfolio of random (and thus less strongly correlated) insurance customers.
Strategy consultancies may benefit from knowledge of the supply chain structure in the
due diligence phases of M&A3 projects or to quickly gain an overview of how an industry
works. Private equity firms and other investment firms may be interested in supply chain
maps to understand which types of supply disruptions may harm or benefit which companies.
Short-term investors may be interested how supply chain are temporarily disrupted and which
companies may be positively or negatively affected.

Legal or regulatory reasons

Organisations may have an interest in discovering the extended supply chain of their own or
other companies to ensure or verify compliance with legal or other regulatory requirements.
For instance, there are regulations that prohibit the use of materials sourced from specific
countries, e.g. the use of titanium sourced from Russia in US military aircraft, embargoes
prohibiting the trade with specific countries or rules regarding food safety. Further examples
are environmental EU regulations, such as “RoSH”4 and “REACH”5 that restrict the type
of chemicals and processes that a company is allowed to use. If it was known that specific
companies are not compliant, then knowledge of the extended supply chain would reveal if
these regulations may have been violated. Or vice versa: knowing supply chain participants
on a sub-tier would enable a company to check for their compliance with regulations.

Financial institutions could have an interest in understanding a potential credit receiver’s
exposure to risks. They could also potentially benefit from the perspective of compliance with

“Know Your Customer” (KYC) or “Customer Identification Program” (CIP)6 regulations which
require banking institutions, credit companies, and insurance agencies to verify the identify
of their customers and to ensure that customers are not involved in illegal activities. An
extensions of this process is known as “Know Your Customer’s Customer” (KYCC).

3M&A stands for mergers and acquisitions
4“RoSH” is short for the “directive on the restriction of the use of certain hazardous substances in electrical

and electronic equipment”; https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:
32011L0065; last accessed: 2019-08-01

5“REACH” is short for: Registration, Evaluation, Authorisation and Restriction of Chemicals; https:
//echa.europa.eu/regulations/reach/understanding-reach; last accessed: 2019-08-01

6E.g. United States CIP regulation in 31 CFR § 1020.220: https://www.law.cornell.edu/cfr/
text/31/1020.220; last accessed: 2019-08-01

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32011L0065
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32011L0065
https://echa.europa.eu/regulations/reach/understanding-reach
https://echa.europa.eu/regulations/reach/understanding-reach
https://www.law.cornell.edu/cfr/text/31/1020.220
https://www.law.cornell.edu/cfr/text/31/1020.220
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Responsible sourcing & Corporate Social Responsibility (CSR)

A variety of use cases can be subsumed under “sustainable sourcing”. As suggested by
van den Brink et al. (2019), “responsible sourcing” in this context shall be understood as
an umbrella term “encompassing all sourcing designed to be ‘socially responsible’, ‘green’
or ‘sustainable”’. This shall also include all facets of what has been coined Corporate
Social Responsibility (CSR), such as avoiding inhumane production conditions or other
human rights violations on a sub-tier level (human rights due diligence). These use cases for
structural supply chain visibility are often not clearly separable: Besides altruistic motives,
companies managing their supply chains can have an interest in ethical sourcing to avoid
legal or reputation risks. Furthermore, in cases of unethical sourcing, existing inhumane
working conditions often coincide with actions that also harm the environment. The general
management approaches to ensure responsible sourcing include a “supply chain due diligence”
(van den Brink et al., 2019), the adoption of “sustainability schemes” (van den Brink et al.,
2019), such as the Initiative for Responsible Mining Assurance (IRMA), or establishing
a “chain of custody” (van den Brink et al., 2019). Of particular importance in the context
of responsible sourcing are the topics of modern forms of slavery, conflict minerals, and
greenhouse gas emissions. A discussion of why these topics matter and how structural supply
chain visibility may be able to help is provided in the Appendix A.2.

4.3.2 Further beneficiaries and use cases

Further beneficiaries and use cases are summarised in Table 4.5.
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Table 4.5 Importance of structural supply chain visibility: Hypothesising on further potential
beneficiaries and use cases

Motivation
Potential beneficiary
(scope of the map)

Use case

Food safety and other con-
tamination scenarios

OEM & Governmental
agencies
(any scope)

Preventing and tracing back the spread of
diseases or other types of “contamination”,
such as the spread of dioxin in chicken feed
or low-quality steel

Supply chain efficiency &
network design

OEM
(own supply chain)

Adjusting the supply chain architecture to
make it more efficient (e.g. faster, less costly,
or involving fewer participants)

Supplier discovery
OEM
(industry supply chain)

Identifying alternative suppliers

Detecting supplier consoli-
dation

OEM
(own and industry supply
chain)

Detecting a consolidation trend in the ex-
tended supply chain – potentially indicating
a shift of negotiation power away from the
OEM

Competitive intelligence
OEM
(industry supply chain)

Monitoring of competitors, such as bench-
marking supply chain architecture against
competitors or other companies

Supply chain research
Academics
(any scope)

Enabling academics to work with larger
datasets for research on supply chains

A more detailed explanation of these can be found in the Appendix A.2. Farris (2010)
provides a framework for use cases of structural supply chain visibility from the perspective
of a focal company, as discussed and shown before in Figure 2.8 in Section 2.3.4. Especially
use cases related to knowledge of “your customer’s other suppliers” (e.g. new product
opportunities) and “your suppliers’ other customers” (e.g. redesigned or new sales channels)
could be easily missed as they correspond to a less common point of view.

4.3.3 Key information to be provided by supply chain maps

As mentioned in Section 2.3.4 of Chapter 2, the minimal set of supply chain map elements
are the companies (nodes of the network) and their inter-relations (arcs of the network). A
rudimentary map may use the company name or some other unique identifier as the nodes’
labels. And a possible inter-relation could be a “supplies” relation that may be visually
represented by a directed arc from the supplier to the buyer, such as shown in Figure 2.7.
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With the knowledge of potential beneficiaries and use cases discussed in this Section 4.3,
one can conclude that such a rudimentary map can already represent actionable and, thus,
valuable information:

• For instance, it may reveal the (previously unknown) suppliers of another company and,
thus, information that could be used for supplier discovery, competitive intelligence or
to learn that another company shares the same supplier.

• If such a map spans multiple tiers, it may already be sufficient to detect (previously
hidden) supplier concentration on a sub-tier – either as confirmed or merely potential
sub-tier suppliers.

The types of further key information provided by a supply chain map differ by use case:

• As mentioned in Section 2.3.4, for the purpose of supply risk management, geo-
graphical information can be of special importance since some types of risks have a
geographical component (e.g. natural disasters, political risks). The location of the
headquarters or the region a company is active in could provide a first approximation.
Even more precise and useful for detecting a geographical concentration of sub-tier
suppliers would be a geographical mapping of material flows between production sites
and warehouses rather than legal entities. Figure 2.3 in Chapter 2 showed how supply
chain risks can arise on different abstraction levels – and supply chain maps would
have to mirror the relevant abstraction levels.

• To ensure that decisions are not made based on outdated information, a supply chain
map may also provide timestamps or state a time period during which a relation was
found to exist.

• A further common key information is the type of product or service that is provided by
one company to another.

• If obtainable, the information for which end-product or programme (in the case of the
aerospace industry) a product or service is used can help distinguish different supply
chains and help with the identification of sub-tier suppliers.

In Section 6.6 of Chapter 6, some of these additional information requirements will be
discussed again.
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4.4 Review of existing supply chain mapping options

An exhaustive review of existing tools for supplier management, supply chain monitoring
or supply chain mapping is not within the scope of this study. Nevertheless, even a rough
attempt at mapping out the landscape of existing tools can provide a useful perspective.
This section shall provide such overview but the examples given are in no way intended to
represent a comprehensive list nor should the structure be interpreted as final.

4.4.1 Structuring the landscape of supply chain mapping solutions

To structure the landscape of supply chain mapping solutions, it appears useful to distinguish
the following domains:

• Solutions for supply chain mapping versus supply chain management

• Solutions for gathering supply chain information versus visualising supply chain
information

Supply chain mapping as part of supply chain management Supply chain management
comprises a wide range of functions, such as order management or supplier relationship
management. Often as part of supplier risk management, supply chain mapping is just one of
the tasks that fall within the category of supply chain management, as illustrated in Figure 4.6.
And, thus, a plethora of supply chain management tools exist – from often highly integrated
software suites (e.g. SAP / Ariba Supply Chain Management, Oracle’s E-Business Suite or
Epicor’s SCM) covering a wide range of supply chain management tasks to specialised tools
just for specific functions. Limited visibility into the extended supply chain structure is not
at the core of general SCM software if it is addressed at all.

In particular, there are a number of service providers and technical solutions for the
problem of real-time supply chain visibility (e.g. Clearmetal7). This, however, refers to
the tracking and tracing of goods in transit and the real-time monitoring of inventory levels.
These solutions do not address the problem of discovering and monitoring the extended
supply chain structure.

Information gathering vs. visualisation A key differentiator for supply chain mapping
options is whether raw information is assumed to be provided by the user and can merely
be visualised or whether new information about buyer-supplier relations is gathered and
provided by the system to the user.

7www.clearmetal.com; last accessed: 2019-04-25

www.clearmetal.com
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Supply chain management tasks

• Order management

• Inventory management

• Warehouse management

• Supplier relationship management
  (incl. supplier qualification and 
  performance assessment)

• Logistics / distribution (inbound/outbound)

Supply chain mapping

• Discovery and continuous monitoring
  of the supply chain structure
  (information collection)

• Processing of the information for 
  decision support (e.g. visualisation)

• Sales / demand forecasting

• Price forecasting

• Material requirements planning

• Supply chain risk management

• Supplier payment management

• …

Fig. 4.6 Supply chain mapping is just one of the tasks that fall within the category of supply
chain management

4.4.2 Existing options and limitations

Traditional options of obtaining buyer-supplier relations include supplier interviews, supplier
surveys or interviews with domain experts. These options are limited in their scalability, and
suppliers may withhold some of the information.

Modern options for acquiring information include third-party data providers that have
often specialised in a particular industry, such as Markline8 (automotive industry), IHS
SupplierInsight9 (i.a. automotive industry) or AirFramer10 (aerospace industry) that collect
and maintain information about direct suppliers (“who supplies whom”) and provided parts or
services. The information is sold to customers via subscriptions or one-off payments. General
business data providers, such as Reuters or Bloomberg, commonly also provide supplier
information. In a corporate brochure, Bloomberg showcases a case study on the Volkswagen
“Dieselgate” scandal where they are able to identify “all of Volkswagen’s American and
European suppliers that derived at least 10% of their revenue from Volkswagen at the time
of the diesel emissions revelations” (Bloomberg, 2018). The underlying information is
likely to be sourced from manual analyst research as well as annual reports of publicly
traded companies. The International Financial Reporting Standards for Operating Segments
(IFRS11) require disclosures when an entity receives more than 10% (the percentage that
Bloomberg stated in their corporate brochure) of its revenue from a single customer. If
so, the entity must disclose this fact, the total amount of revenue earned from each such
customer, and the name of the operating segment that reports the revenue. Although it
appears that the name of the customer does not have to be disclosed. The Bloomberg

8https://www.marklines.com/en/market_report/; last accessed: 2019-04-25
9https://ihsmarkit.com/products/supplierinsight.html; last accessed: 2019-04-25

10http://www.airframer.com; last accessed: 2019-04-25
11https://www.ifrs.org/issued-standards/list-of-standards/

ifrs-8-operating-segments/; last accessed: 2019-04-25

https://www.marklines.com/en/market_report/
https://ihsmarkit.com/products/supplierinsight.html
http://www.airframer.com
https://www.ifrs.org/issued-standards/list-of-standards/ifrs-8-operating-segments/
https://www.ifrs.org/issued-standards/list-of-standards/ifrs-8-operating-segments/
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Terminal also offers some information about the direct suppliers and direct customers
of companies, likely to be manually sourced from financial statements and news reports.
Figure 4.7 provides a screenshot of such an overview for the aerospace company Safran.
In this case, 96 (presumably direct) suppliers and 93 (presumably direct) customers were
identified. Unexpectedly, an investment firm, Berkshire Hathaway, is listed as a supplier.
Sourcemap12 is a tool to visualise and analyse supply chains. Their limitation, however,

Fig. 4.7 Bloomberg Terminal: direct suppliers and direct customers of aerospace company
Safran

appears to be that they do not acquire the required input to map and analyse supply chains.
The discovery process appears to be limited to automatically dispatch “cascading sub-supplier
mapping surveys to hundreds of suppliers at once”. Figure 4.8 depicts the supply chain
map visualisation provided by Sourcemap13. Recently, companies have emerged that aim
to extract structured information from Web pages, such as Diffbot14. It is not known to
what extent services like Diffbot have been designed to specifically capture and reason about
company inter-relations.

12http://www.sourcemap.com/; last accessed: 30.08.2016
13The screenshot was taken from https://www.sourcemap.com/blog/2019/6/11/

evolving-tech-for-supply-chain-transparency-sustainable-brands-2019-panel;
last accessed: 20190-07-08

14https://www.diffbot.com/; last accessed on 2020-01-20

http://www.sourcemap.com/
https://www.sourcemap.com/blog/2019/6/11/evolving-tech-for-supply-chain-transparency-sustainable-brands-2019-panel
https://www.sourcemap.com/blog/2019/6/11/evolving-tech-for-supply-chain-transparency-sustainable-brands-2019-panel
https://www.diffbot.com/


4.4 Review of existing supply chain mapping options 91

Fig. 4.8 Supply chain visualisation as provided by Sourcemap.com

A further high-quality data source for buyer-supplier relations is customs duties infor-
mation which some countries make available. In the US, this information can be accessed
thanks to the Freedom of Information Act. Using shipping addresses as well as information
about the goods and shipper, inferences about direct buyer-supplier relations could be made.

Supply chain operating networks15 (or supply chain collaborative networks) are typically
cloud-based analytic applications that aim to improve supply chain visibility by sharing
information (e.g. supplier KPIs) along the supply chain in real-time. Examples of such
networks are SAP’s Ariba/Supplier InfoNet16, GT Nexus17 or Elemica18 (for the chemical
industry). There are a number of either company- or industry-specific or industry-agnostic
supply chain operating networks. These are B2B networks that integrate features known from
Facebook, Amazon and Ebay of the B2C world. One of their limitations is that a company can
typically only discover its sub-tier suppliers after a request has been sent to and permission
has been granted by the direct supplier. Another limitation is the unwillingness of larger
companies to share information about their supply chain with third party providers, such as
supply chain operating networks. Consequently, larger companies often have established their

15E.g. see Banker (2016) for a use of the term
16http://go.sap.com/uk/product/srm/supplier-performance-infonet.html; last ac-

cessed: 30.08.2016
17http://www.gtnexus.com/; last accessed: 30.08.2016
18http://www.elemica.com/; last accessed: 30.08.2016

http://go.sap.com/uk/product/srm/supplier-performance-infonet.html
http://www.gtnexus.com/
http://www.elemica.com/
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own networks for information sharing, such as Exostar19 (Boeing) or SupplyOn AirSupply20

(EADS, Airbus and others).

Risk management service providers Not dissimilar to the supply chain operating net-
works, there are a number of highly specialised service providers for supply chain risk
management that also systematically collect data about supplier relations and other risk-
relevant data points. One example of these providers is Resilinc21 which considers as its core
functionality to also provide customers with their supplier network as well as information
about each supplier. The information about the supply network structure allows Resilinc
to also offer event-based services on top – such as alerts and incident response planning.
Another player in this field is Achilles which similarly claims to improve supply chain re-
silience by providing an overview of a company’s total supply chain: “Understand your total
supply chain, including suppliers who indirectly contribute components or services. Without
this information, you have no way to rapidly detect risks and mitigate the failures that might
impact customers, brand value, revenue and margins.”22. Achilles, however, appears to rely
on information collected from supplier questionnaires.

4.5 Summary

Companies are under increasing pressure to understand and manage their extended supply
chains. On one hand, supply chains have become more global and complex so that the
competitiveness of a company is also determined by the supply chain architecture. On the
other hand, the exposure to supply chain risks has increased while the visibility into the
supply chain structure has remained very limited.

Supply chain visibility is limited for multiple reasons Besides the increased complexity
of supply chains which gave rise to the problem in the first place, the main reason is the
“proprietary nature of each supplier’s relationships with its partners” (Sheffi, 2005, p.13).
Consequently, suppliers might not even fully know their own sub-tier supply network. Given
the information asymmetry, a manufacturer would also not be in a good position to check the
provided data for completeness and accuracy. Hence, contractually forcing the suppliers to
disclose all their suppliers tends to be unsuccessful. This has been confirmed by interviews

19https://www.exostar.com/; last accessed: 30.08.2016
20http://www.supplyon.com/en/airsupply.html; last accessed: 30.08.2016
21https://www.resilinc.com/; last accessed: 30.08.2016
22http://www.achilles.co.uk/en/for-buyers/supply-chain-solutions-portfolio/

supply-chain-mapping; last accessed: 30.08.2016

https://www.exostar.com/
http://www.supplyon.com/en/airsupply.html
https://www.resilinc.com/
http://www.achilles.co.uk/en/for-buyers/supply-chain-solutions-portfolio/supply-chain-mapping
http://www.achilles.co.uk/en/for-buyers/supply-chain-solutions-portfolio/supply-chain-mapping
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with an industry partner: Despite contractual obligations, suppliers would regularly not
disclose some of their own suppliers to keep them as a “secret sauce”23 of their recipe.
Traditionally, companies also fail to provide positive incentives for sharing supply chain data
(e.g. one could think of providing risk management services to suppliers in exchange for
information about the sub-tier network). Finally, secondary sources of information such as
third party data providers are also problematic for various reasons, e.g. questionable data
quality, costs, lacking up-to-dateness. The following overall conclusions from this industrial
study are made:

a) There is a need for visibility of the supply chain structure Knowledge of the supply
chain structure is a valuable input to a wide range of decision problems in the corporate
world, such as supply risk management, food security, legal requirements (e.g. prevention of
modern forms of slavery), competitive intelligence, supply chain efficiency, and supply chain
sustainability. Beneficiaries are not only the companies themselves that manage their supply
chains but also governmental agencies, insurance companies, consultancies, or research
institutes.

b) Existing options for increasing structural supply chain visibility are problematic
Direct suppliers have an incentive to not disclose all of their suppliers, and the adherence to
contractual agreements demanding their disclosure cannot be easily checked. Supply chain
operating networks tend to require the permission of suppliers before they can be disclosed
to companies downstream the supply chain. Datasets about supply chains can be purchased
but are expensive, and quality and origin of the information cannot be easily checked.
Technologies like RFID tracking & tracing help with exchanging real-time information
of goods in transit but generally do not address the problem of discovering supply chain
participants in the first place.

These conclusions drive the main focus for the remainder of this thesis: namely exploring
methods which contribute towards automated supply chain mapping.

23Quote from one of the initial interviews with supply chain risk managers





Chapter 5

Automating the extraction of
buyer-supplier relations from text

5.1 Introduction

In Chapter 3, the research scope was defined to be the overall problem of automatically
generating supply chain maps from unstructured, natural language text which was supported
by the industrial findings in Chapter 4. This scope was further narrowed down to the research
focus: the core problem of extracting individual buyer-supplier relations. It was argued
that a supply chain map in its most basic form consists of nodes and arcs which represent
individual organisation and their buyer-supplier relations. Thus, the automated extraction of
individual buyer-supplier relations is a fundamental and necessary building block for any,
more comprehensive approach to automate supply chain mapping from text. A collection
of extracted individual relations could already be directly visualised as a (non-transitive1)
network.

This chapter represents the core research and main contribution of this thesis. The aim of
this chapter is to address the problem of automatically extracting individual buyer-supplier
relations from unstructured, natural language text, as illustrated by Figure 5.1 for a single
sentence and relation. The aim is to extract simple buyer-supplier relations between two
organisational entities (“who supplies whom” as indicated by directed arcs) from unstructured,
natural language text, such as news reports.

1See Chapter 6 for a discussion of the transitivity property.
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“FACC secures multi-
year Rolls-Royce 
contract for engine 
composites.”

FACC Rolls-Royce

Fig. 5.1 Buyer-supplier extraction

Across a collection of documents, the problem can be illustrated as shown in Figure 5.2:
A collection of documents is converted into a list of triples. Each triple consists of:

a) two organisational named entities which are identified first

b) the relationship class which is predicted to exist between them

Extraction of individual 
buyer-supplier relations

Entity A Entity B Relation

FACC Rolls-Royce A_supplies_B

Toyota Aisin Seiki Co. B_supplies_A

Toyota Aisin Seiki B_supplies_A

Denso Toyota Motor Corp A_supplies_B

Ford Baidu partnership

Documents

Named entity
extraction

Relation 
classification

Fig. 5.2 Buyer-supplier extraction across multiple documents: The aim is to extract triples of
Entity A, Entity B, and an appropriate relationship class.

Borrowing from the language used in the domains of ontologies and Linked (Open)
Data2, the problem can also be represented using a subject-predicate-object logic, with
‘isSuppliedBy’ and ‘suppliesTo’ as mutually inverse predicates. The resulting list of triples
can then be converted into a directed (or mixed3) graph.

By addressing the above problem, this chapter proposes a methodology to answer Re-
search Question 1 and its sub-questions. After the problem has been further defined and
formalised, the problem is broken down into two stages in a natural sequence: (1) the creation
of a labelled text corpus and (2) the design, training and testing of a classifier. Each of these
stages correspond to one of the sub-questions of Research Question 1.

2Cf. Chapter 2 on ontologies and Linked (Open) Data
3Directed arcs for ‘suppliesTo’ and ‘isSuppliedBy’ relations and undirected arcs for partnerships or other

undirected trading relations.
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In an industrial context, the classification model would, in principle, only need to be
trained once. A pre-trained model can then be applied arbitrarily often to unlabelled and
previously unseen datasets. That said, in practical applications, the sequence may be less
linear and more cyclical (e.g. in active learning scenarios with “humans in the loop” who
may frequently provide new training examples and trigger a re-training of the classifier).
The process is shown in Figure 5.3. As long as the confidence score for relations is not
reliable, sentences predicted to have a relevant relation can be manually labelled and added
to the training data. This way, the share of false positives can be successively reduced. Once
confidence scores are more reliable, an “active learning” approach4 can be pursued where
specifically those data points the classifier was most uncertain about are labelled by a human.

Raw data
(training 
partition)

Labels

Feature 
extraction

Model
training

Feature matrix

Trained
model

Model
testing

Training 
the model

Applying the 
model to unseen 
data to obtain a 
single prediction

Raw data
(new data)

Feature 
extraction

Prediction
(using trained model)

Feature vector

Predicted
label

Selective
human
labelling

Add sample and human-provided 
label to the training data and

retrain model

Query prediction results
(e.g. specific predicted label or high uncertainty)

and forward to human for annotation

Fig. 5.3 Common procedure for iterative improvement of the training data with a human-in-
the-loop, such as known in active learning.

5.2 Buyer-supplier relation extraction as classification prob-
lem

5.2.1 Problem scope and requirements

This section shall provide the rationale for focussing on buyer-supplier relation extraction
and additionally discusses further scoping decisions.

4Active learning was outside the scope of this thesis but shall be mentioned as a common option for
continuously improving any classification model.
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Rationale for focussing on relation classification

Figure 5.4 illustrates the focus of this chapter conceptually. The focus lies solely on the
extraction of individual buyer-supplier relations expressed between two organisational named
entities. The chapter thereby deliberately ignores research problems and processing steps
before and after the relation extraction phase, which will be returned to again in Chapter 6.

Selection and processing
of text documents

(e.g. sentence segmentation,
named entity recognition, …)

Relation extraction
(Classification of individual 

buyer-supplier relations)

Further processing steps
(e.g. aggregation,
visualisation, …)

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain map

Focus of Chapter 5

RQ1

Trained
relation classifier

Corpus creation
(RQ 1a)

Training and testing classifier
(RQ 1b)

Fig. 5.4 Chapter focus on the classification of buyer-supplier relations

Further scoping decisions and requirements

The scope is further refined along various dimensions and shall be made explicit at this point.
A short summary of these scoping decisions and requirements is provided by Table 5.1. For
better readability, a discussion of these aspects and the rationale for the scoping decision are
provided in the Appendix.
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Table 5.1 Scoping decisions for relation extraction

Scoping aspect Requirement / chosen scope

Language English language

Ability to cope with large
number of variations

Approach needs to be able to cope with thousands of variations of how
buyer-supplier relations can be expressed.

Relation types Focus on explicitly stated relations between two organisations.

Relation classes Ability to distinguish at least four classes: “company A supplies com-
pany B”, “company B supplies company A”, “undirected buyer-supplier
relationship or partnership”, “no buyer-supplier relationship stated”.

Mention-wise classification Each possible pairing of two organisational named entity mentions in a
given text needs to be classified. Even if the same named entity is men-
tioned multiple times, these mentions shall be considered in separation.

Company names cannot be
features

To achieve a generalisable classifier, names of specific companies cannot
be features and need to be hidden from the classifier.

Contextual scope The contextual scope is limited to single sentence and no co-reference
resolution shall be performed.

Inference Instead of also inferring buyer-supplier relations from context, relations
shall be extracted from explicit statements.

Text source The classifier shall be able to work with general news.

Task scope The scope of the task is relation extraction only. Further tasks, such
as named entity disambiguation, shall not be considered at this stage.
Similarly, the veracity of the statements found in the input text is not
checked.

Information quality (incl.
availability)

When the classification performance is measured, the quality of the input
data, such as availability or correctness, shall be ignored.

Time-dependence of the
structural information

Time-dependence of structural information shall be ignored at this stage.
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5.2.2 Problem formalisation

In conclusion of the requirements above, the problem can be formalised as follows:

Problem formalisation:
For a given single, self-contained sentence in the English language, all pairs of detected
organisational entity mentions shall be classified with respect to the existence of a
buyer-supplier relation explicitly stated between them.

The term “mentions” is used in above statement to clarify that repeated mentions of the
same organisational entity have to be considered separately. Relations that would require
the resolution of pronouns to company names (co-reference resolution) will be ignored.
Furthermore, more multi-faceted relations, such as extracting supplied products or further
companies involved, shall be considered out of scope at this stage. Each relation shall only
be assigned one single class, so that the overall problem can be characterised as a multi-class
classification problem as opposed to a multi-label classification problem. Each class may then
represent a relation type, such as “company A supplies company B” , “company A is supplied
by company B” (inverted direction), “company A and B engage in a partnership” or “no
buyer-supplier relation stated”. The class definitions used can be found in the corresponding
section below.

5.2.3 Structuring the problem

The problem of developing an approach for extracting individual buyer-supplier relations
can be split into three stages, as illustrated by Figure 5.5. The first two stages correspond
to the two research sub-questions of this chapter. The third stage is shown for the sake
of completeness: Once a relation classifier has been trained, the pre-trained model can be
applied repeatedly. Stage 1 and 2 do not have to be executed every time the classifier is
applied.

What is a suitable approach for the 
classification of buyer-supplier relations 
and what classification performance can 

be achieved?

RQ (1b)

What is the achievable inter-annotator 
agreement of humans attempting to 
classify buyer-supplier relations?

RQ (1a)

(i) Corpus creation (ii) Classifier creation
(training and testing classifier)

Trained relation 
classifier

(iii) Application of pre-trained model
to extract relations

Fig. 5.5 Three stages for relation extraction

These stages have a natural sequence:
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(i) Corpus creation

This stage consists of both the collection and preparation of the text input to be used for the
corpus as well as the process of labelling sentences by human annotators. The importance of
the corpus is two-fold:

• “Gold standard” text corpus: In order to evaluate classification performance, a human-
labelled text corpus is required that will be considered the ground truth against which
the classifiers’ predictions can be compared. The gold standard data will allow us to
measure both recall and precision. If a Machine Learning classifier is used (as opposed
to one based on pre-defined patterns), the dataset also serves as a training dataset. The
dataset should be representative of the data that the classifier is expected to encounter
when applied in practice.

• Suitability for automation: Furthermore, higher inter-annotator agreement suggests a
more manageable, formalisable task that is more likely to be suitable for automation.
If it is impossible to establish a ground truth among human annotators, a classifier
cannot be expected to perform well on the problem. In advance of this research, it
is not obvious at all that the task of classifying buyer-supplier relations is simple or
formalisable enough for annotators to agree.

(ii) Classifier creation

Only once a gold standard dataset has been established, classifiers can be designed, trained
and tested. Recall, precision and their harmonic mean, F1 score, can be used to identify the
best-performing one. The achievable performance is dependent on the size and quality of the
corpus. A high recall would not yet suggest that supply chains can be fully reconstructed;
this would depend on the information availability which is not tested in this stage. Similarly,
errors in any processing steps prior to the relation classifications are not captured, such as
errors in the detection and disambiguation of organisational named entities.

(iii) Application of pre-trained model

Once a classification model has been developed and trained, it can be repeatedly applied to
previously unseen, unannotated data.
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5.3 Creation of a human-labelled text corpus

In this section, the creation of an initial human-labelled reference text corpus will be discussed.
A number of datasets have been published to allow users to train classifiers of semantic
relations5. A dataset for the problem of buyer-supplier relations has not been created yet.
Hence, the need to create such a text corpus.

5.3.1 Objective and requirements

The objective is to define useful relationship classes and to create a text corpus of several
thousand human-annotated sentences. The purpose of the corpus is to enable a quantitative
assessment of how well any relation extraction method performs, and to serve as a training
dataset for a Machine Learning classifier. The annotation process also aims at answering
questions regarding the difficulty (including the ambiguity) of the task.

The text corpus shall be representative of a general news set, such that a classifier’s
performance measured on the dataset is a good predictor of its performance on a previously
unseen general news dataset. This is a challenging requirement. With limited funds and time,
the expected size of the text corpus achievable within the scope of this research is relatively
small. In addition, the share of sentences describing buyer-supplier relations in a general
news dataset is low.

5.3.2 Methodology

The following methodology for the corpus creation is structured as illustrated by Figure 5.6.

(C) Candidate text sources

(Defining selection criteria 
and choosing the source of 

the text documents)

(D) Document and sentence 
sampling & preprocessing

(Process from data sources to 
sampled sentences)

(B) Definition of 
relationship classes

(Sampling from the data 
sources to obtain documents 

and sentences)

(E) Annotation collection

(Process, planned metrics 
and annotation instructions)

(A) Metrics of labelling 
consistency

(Design of a strategy for 
measuring labelling 

consistency)

Fig. 5.6 Stages of corpus creation

The general aspects of the methodology shall be discussed in the following subsections,
using the structure provided by Figure 5.6. The specific choices, experimental settings and
results can be found in Chapter 7 where the methodology is applied.

5A collection of these datasets can be found at https://github.com/davidsbatista/
Annotated-Semantic-Relationships-Datasets/tree/master/datasets

https://github.com/davidsbatista/Annotated-Semantic-Relationships-Datasets/tree/master/datasets
https://github.com/davidsbatista/Annotated-Semantic-Relationships-Datasets/tree/master/datasets
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(A) Metrics of labelling consistency

The metrics of inter- and annotator agreement have already been discussed. Sentences will
be annotated redundantly both across annotators (inter-annotator agreement) as well as for
the same annotator (intra-annotator agreement). For the sake of simplicity, all collected
annotations (the class for each pair of organisational entities in a sentence) are assumed to
be independent. In reality, this is not strictly the case: Within a sentence, the class selection
for one pair of organisational entities may affect the class selection for the next pair. For
the calculation of inter-annotator agreement and the training, all annotations are treated as
independent.

(B) Definition of relationship classes

Classes for the distinction of relevant relations need to be defined in advance of the human
labelling process. Due to the importance of directionality in supply relations, two classes
are designed for explicitly expressed, directed buyer-supplier relations: (a) “company A
supplies company B”, and (b) “company A is supplied by company B” (inverted direction).
The actual sentence in the news article may use different words to express this relation, such
as “purchasing from” or “using parts from”. These relations may be expressed in any tense
(past, present or future) since the tense could later automatically be identified if necessary.
Furthermore, these relations should be expressed as certain, factual statements rather than
a possibility. These relations are not limited to the purchase of physical goods, parts and
material but also include the use of services, such as logistics services, or intellectual property.

This leaves a set of other ways a buyer-supplier relation may be expressed: Collaborations,
joint ventures, and other forms of partnerships do not have an obvious directionality but
may still result in dependencies that are relevant for a supply chain map. An example
for this type of sentences could be “company A and company B sign a contract for the
supply of”. An initial analysis also showed that actual buyer-supplier relations are often
euphemistically described as partnerships or collaborations. Furthermore, buyer-supplier
relations can sometimes only be implied, may be ambiguous or can be explicitly stated as
uncertain. Examples of such cases are: “company A is in talks with company B over the
purchase of” or “company A plans to buy from company B”. To avoid too many different
classes and to ensure that only one class is ever applicable, these cases are grouped into
a single third class of buyer-supplier relations (c) that are undirected, or implied or stated
as uncertain. This class also aims to avoid “contamination” of the first two classes with
examples that lack directionality, certainty, or explicitness.
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A further class of relations (d) is distinguished for statements in which one organisation
owns another (fully or partially) or is part of another organisation. Without this class, such
relations could be misinterpreted as normal buyer-supplier relations. Examples of this class
are instances where a company buys a stake in another company or where a company’s
department provides something to the parent company. The purpose of this class is less
to obtain ownership relations which could be obtained from publicly available reports or
databases but to facilitate the annotation decisions and ensure the purity of the other buyer-
supplier relationship classes. Investment relations can sometimes also indicate existing
or future buyer-supplier relations6. Because the named entity recognition is performed
automatically as part of the pre-processing of a sentence, errors may occur where a labelled
text sequence is not an organisation or was incorrectly segmented. To keep the task complexity
manageable and to ensure the identical NER tagging results as a starting point for all
annotators, annotators were not asked to rectify incorrect NER tags. Instead, a relation can be
classified as ’reject’ (e) in that case or other circumstances where an annotator felt incapable
of assigning a class. This way an annotator is not forced to provide an incorrect or otherwise
inappropriate response. Finally, the case that none of the above classes are appropriate is
captured by a last class (f). This is the most common case for sentences randomly obtained
from news articles. The final class definitions are shown in Figure 5.7.

“A supplies B”

“B supplies A”

“None” “Reject”

• Company A supplies Company B

• Company B supplies Company A

“ownership / part-of”

• Ownership relations: One 

organisation owns the other or a 

stake in it

• Part-of relations

“undirected / ambiguous”

• Buyer-supplier relation but with 

  unknown / unspecified direction

• Partnerships, collaborations,  

  joint ventures etc.

• Buyer-supplier relations with an 

  explicitly stated uncertainty

• Implied but not clearly stated 

  buyer-supplier relations

Buyer-supplier relations
(expressed in past, present or future tense)

Fig. 5.7 The created corpus uses the depicted relationship class definitions.

The class definitions presented above represent a compromise between labelling simplicity
and and the expressive power of the chosen set of labels. Additional or other class defini-

6E.g. “Boeing reports that it has invested in Gamma Alloys, a US aluminum alloy specialist which is
developing metal-matrix composites for use in aerospace, automotive and other industries.”
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tions and even a multi-labelling scenario were considered but have been excluded here. A
discussion of these aspects can be found in the Appendix.

(C) Candidate text sources

A wide range of general news datasets are available; Table 5.2 shows a small selection of
datasets that were identified as candidate text sources for this research. All listed datasets
contain business news and, thus, articles that mention buyer-supplier relations.

Table 5.2 Example selection of datasets identified as candidate text sources for this research

Name Description

Reuters TRC2 Thomson Reuters Text Research Collection (TRC) consisting of 1.8 million general
news articles from 2008 to 2009 (http://trec.nist.gov/data/reuters/
reuters.html)

Reuters RCV1 Thomson Reuters dataset consisting of 800k articles in the English language, from
1996 to 1997 (http://trec.nist.gov/data/reuters/reuters.html)

Reuters RCV2 Thomson Reuters dataset consisting of 400k articles in 13 languages, from 1996 to
1997 (http://trec.nist.gov/data/reuters/reuters.html)

Custom data
from webhose.io

Webhose.io (www.webhose.io) is a commercial data provider that grants users to
download a certain number of Web documents per month for free. Via filter criteria,
the type of the scraped Web content can be specified.

Signal Media 1 million news and blog Web documents mostly from 2015 provided within
the context of the First International Workshop on Recent Trends in News
Information Retrieval (http://research.signalmedia.co/newsir16/
signal-dataset.html)

Common Crawl
News

The Common Crawl News dataset (http://commoncrawl.org/2016/10/
news-dataset-available) consists of terabytes of news articles that have
been scraped off the Web on a monthly basis since August 2016. The data is
available via AWS S3 in WARC format and consists of raw HTML documents.

BBC news The BBC news dataset (http://mlg.ucd.ie/datasets/bbc.html) consists
of 2225 documents from the BBC news website corresponding to stories in five
topical areas (incl. business, politics, and tech) from 2004-2005.

Kaggle Million
Headlines

This dataset published on Kaggle (https://www.kaggle.com/therohk/
million-headlines) consists of 1.1 million news headlines (only) published
by the Australian Broadcasting Corp. over a period of 15 years.

For this research, the datasets are chosen for the corpus creation based on the following
criteria:

• Large number of documents (at least 50,000 documents) in the English language

http://trec.nist.gov/data/reuters/reuters.html
http://trec.nist.gov/data/reuters/reuters.html
http://trec.nist.gov/data/reuters/reuters.html
http://trec.nist.gov/data/reuters/reuters.html
www.webhose.io
http://research.signalmedia.co/newsir16/signal-dataset.html
http://research.signalmedia.co/newsir16/signal-dataset.html
http://commoncrawl.org/2016/10/news-dataset-available
http://commoncrawl.org/2016/10/news-dataset-available
http://mlg.ucd.ie/datasets/bbc.html
https://www.kaggle.com/therohk/million-headlines
https://www.kaggle.com/therohk/million-headlines
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• Documents should contain both headlines and the text body of the article because
either may contain buyer-supplier relations but tend to use a different language style

• Ideally, a standard corpus used in NLP research comprised of documents that have
already been cleansed and brought into a standard format

• Unbiased collection (general news, at least covering multiple months)

Since the text corpus is not used to learn new buyer-supplier relations and it can be assumed
that the linguistic patterns use to describe buyer-supplier relation did not change significantly
over the last decades, the age of the datasets is considered less important for training a
classifier.

(D) Methodology for document and sentence sampling

The aim of this phase is to create a pool of sentences from which sentences can be randomly
selected and presented to the annotators. To obtain an unbiased dataset representative of
general news, sentences should be randomly sampled from such general news sources.
However, because sentences need to be manually annotated, the dataset cannot be too sparse
so that annotators spend most of their time annotating sentences without any buyer-supplier
relation. These sentences shall henceforth be referred to as negative examples, whereas
positive sentence express at least one relevant relation. Because most sentences in any news
dataset are negative, annotated negative sentences are not that valuable. Any sentence that
was randomly sampled from a general news dataset would likely be negative, and hence the
availability of negative samples to the training dataset is not a bottleneck, but the availability
of positive examples. This data imbalance results in a trade-off between a perfectly unbiased
dataset and the time or money required for labelling the dataset.

Overall sampling process The overall sampling and pre-processing methodology is shown
by Figure 5.8 and combined two sampling approaches to equal parts.

One approach samples documents in three partitions: one partition for random documents
drawn from a general news dataset, a second partition for documents that are retrieved
using keywords related to selected focus industries (aerospace and automotive), and a third
partition for documents that are retrieved based on a search for company names in these
focus industries. The underlying rationale for this approach was that the trade-off between
the expected relevance of a sentence and its bias could in principle be steered by adjusting
the proportion of each partition in the final sample. However, initial tests quickly revealed
that the proportion of positive sentences was still too small for an efficient annotation by
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humans. Human annotators would spend most of their valuable time annotating negative
samples. To address this problem, candidates for positive sentences need to be manually
collected by multiple researchers and stored in a further data partition. Only sentences with
two or more detected organisational named entities are admitted to the annotation process.
Sentences can be manually or automatically NER-tagged. The automatic NER tagging has
benefits and drawbacks that are discussed in the Appendix. The details for each of the two
approaches can also be found in the Appendix.

Data source 1 … Data source N

Document sampling

Random

Industry

Company names

Document sampling Document sampling

Random

Industry

Company names

Document samples

Sentence samples 
with >= 2 

organisational NE

33%

33%

33%

Sentence samples

Sentence
segmentation

Next sentence drawn if one 
was required for annotation

50%

50%
Sentence samples 

with >= 2 
organisational NE

NER

Manually collected 
candidate positive 

sentences
NER

Fig. 5.8 Document and sentence sampling methodology

(E) Annotation collection

This section shall outline what annotations need to be collected and how this process can be
conducted.

Pair-wise labelling Annotators have to label each possible pair of named organisational
entities. The order within the organisation pairs can be ignored since the relation class
captured the directionality already.

Redundant labelling for inter- and intra-annotator agreement To measure inter-annotator
agreement, a subset of all sentences has to be labelled by all annotators. The first, e.g. 40,
sentences of the first annotation session are presented to all annotators in identical order. To
measure inter-annotator agreement beyond this inter-annotator set, sentences are also labelled
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redundantly. That is, identical sentences can get labelled by more than just one annotator.
Inter-annotator agreement is measured on the basis of two types of annotation sets:

1. A fixed set of sentences (the “inter-annotator set”) that were randomly sampled. These
sentences are the first sentences that each annotator had to annotate. They have to be
identical for all annotators and also have to be annotated in identical order.

2. Any set of sentences that any two annotators both annotated. This includes but may far
exceed the inter-annotator sentences.

In addition, within each labelling session of some fixed number of sentences from the
beginning of a session are randomly re-injected towards the end to measure intra-annotator
agreement. These sentences do not have to be identical for different annotators and are
just repeated within a specific session of a specific annotator. A schematic overview of this
redundant labelling is provided by Figure 5.9.

Annotator 1

Annotator 2

Annotation
Session 1

Annotation
Session 2

Annotation
Session 3

An annotation 
session contains
e.g. 100 sentences

The first, e.g. 40, 
sentences of the first 
session are the inter-
annotator set and 
identical for all 
annotators

The first, e.g. 5, 
sentences of each 
annotation session…

… are randomly re-
injected towards the end 
of the session to measure 
intra-annotator agreement

Fig. 5.9 Schematic overview of redundant labelling for inter- and intra-annotator agreement.

Despite the redundant labelling, the classification algorithm needs to be presented with
a single, assumed to be correct answer per pair of two organisational entities in a sentence.
To obtain this single answer, a simple majority vote is performed over all responses for the
same pair of organisational entities in a specific sentence7. For the sake of simplicity, no
details of the voting results, such as the level of agreement, are forwarded to the classification
algorithm.

7The simple majority vote is performed across all annotation responses. If an annotator annotated a sentence
multiple times, each annotation is a separate vote. A future extension could consider the aggregation votes for
each annotator first, or even weights based on past performance.
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Entity masking If the sentences were to be presented to the classifier as the original text,
then the classifier may start to consider the mentioned organisations as features. It would
start to memorise company names and inter-relations between specific companies. This,
however, would lead to a model that is not able to generalise to other organisational mentions.
The context is supposed to be the feature, but not the entity name itself.

Thus, specific names of organisational entities need to be masked in the text corpus.
Three types of masks can be used8. One mask each can be used for the two organisational
named entities in question (“__NE_FROM__” and “__NE_TO__”). The names of these
masks do not refer to the origin or destination of a material flow. They merely indicate the
origin and destination of the relationship arc. A further mask (“__NE_OTHER__”) can be
used for all other organisational named entities also mentioned in the sentence. Instead of
just ignoring other organisational named entities, this mask is used to indicate their existence.
This can help the classifier, e.g. with recognising instances where a list of suppliers is
mentioned. Each of the three masks is subsequently assigned a separate embedding vector.
The specific text strings used for the masks do not matter; however, the text strings should be
sufficiently uncommon so that no tokens in a news article accidentally get confused as masks.
The way the masking is conducted is illustrated by Figure 5.10. For each combination of
two organisational named entities in a sentence, a new sentence version with corresponding
masks is generated. Each of these masked sentences represents a single potential relation
between two named organisational entities and has been assigned a relationship label during
the annotation process.

Tesla’s current group of suppliers includes Magna International, Inc. (USA) and AK Steel Holding Corporation.

__NE_FROM__ ’s current group of suppliers includes __NE_TO__ and __NE_OTHER__.

Entity masking

__NE_FROM__ ’s current group of suppliers includes __NE_OTHER__ and __NE_TO__.

__NE_OTHER__ ’s current group of suppliers includes __NE_FROM__ and __NE_TO__.

ORG ORG ORG

Fig. 5.10 Entities in an NER-tagged sentences are masked.

8A similar approach of masking in the medical domain is described by Bar (2016) to identify the existence
of a relation between microRNA and genes.
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By only choosing two masks for the two named entity mentions in focus, the problem is
simplified. In some sentences, a mention may be repeated and this information gets lost in
the masking process. See the following authentic sentence as an example:

Example sentence

“In 2013, Boeing and Mubadala announced a new Framework Strategic Agreement
to increase the long-term role of Mubadala as a direct supplier, including support as
Mubadala developed prepreg manufacturing in the UAE.”

The company name “Mubadala” is repeated multiple times. From reading the first words,
it can only be concluded that Boeing and Mubadala have announced an agreement, which
makes the relation a “partnership / undirected / ...” (class 3). However, after considering the
first repeated mention of “Mubadala”, it becomes clear that “Mubadala” is the direct supplier
to Boeing. These repeated mentions will not be considered as such and will be masked the
same as any other organisational named entity mention.

Terminology When a sentence is annotated, an “annotation item” is generated. Because a
sentence can get annotated multiple times (by the same annotator for the purpose of measuring
intra-annotator agreement or other annotators to measure inter-annotator agreement), each
sentence may have multiple associated annotation items. Each annotation item contains
human-generated labels about the sentence itself but also labels for each pair of organisational
entities. Labels of pairs of organisational entities are also referred to as “arcs” since they
describe the relation between the two organisations.

Sentence
annotation item

(provided by user_1)

annotation item
(provided by user_1)

…

Each unique sentence is 

annotated multiple times

arc

arc

…

Each annotation item may 

contain multiple arcs

annotation item
(provided by user_2)

arc

Fig. 5.11 Each sentence can be associated with multiple annotation items, and each annotation
item can contain multiple arcs.
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Overall labelling process The overall process for an example sentence is illustrated by
Figure 5.12. Each sentence may contain multiple pairs of organisational named entities. Any
such pair – sometimes visualised as an “arc” between two organisations – requires a label.
To prevent the classifier from “memorising” relations between specific organisations, their
names need to be masked. As a proxy for the feasibility of the labelling task and the labelling
quality, inter-annotator agreement and intra-annotator agreement are measured. For this,
at least some random examples need to be labelled redundantly by different annotators and
even the same annotator. A simple majority vote then determines the single label that is
assumed to be the ground truth.

(analogous to above)

(analogous to above)

Text input to classifier

(masked):

Example sentence:

“Apple suppliers Foxconn and Pegatron 

step up expansion outside China.”

Unique arcs

(pairs of org. named entities):

“_NE_FROM_ suppliers _NE_TO_ and 

_NE_OTHER_ step up expansion 

outside China.”Apple

Labels assigned

by annotators:

Foxconn

Apple Pegatron

Foxconn Pegatron

?

?

?

“_NE_FROM_ suppliers _NE_OTHER_ 

and _NE_TO_ step up expansion outside 

China.”

“_NE_OTHER_ suppliers _NE_FROM_ 

and _NE_TO_ step up expansion outside 

China.”

B supplies A

B supplies A

None

B supplies A

B supplies A

Majority vote label

as ground truth

B supplies A

Fig. 5.12 Overall labelling process

Summary of the methodology

This section presented the methodology for creating a corpus that can be used to assess the
performance of a relation classifier and that can serve as a training dataset. It was decided to
measure labelling consistency using inter- and intra-annotator agreement. This agreement
will then serve as an indicator for the labelling quality and the feasibility of the task. Five
basic relation types, including two directed and one undirected buyer-supplier relations, were
defined as well as one additional class in case an annotator feels the need to abstain from
a labelling decision. Selection criteria for the text sources were defined mainly to ensure
that a classifier trained on the data will generalise. An approach to sample documents from
the general text sources needed to be designed. A fully random approach would result in
too few positive examples. Thus, an approach with 3 partitions (random, focus industries,
focus companies) was designed. Since even this approach would result in a low share of
positive examples, a decision was made to manually sample and add candidate positive
sentences. Labels had to be collected for each pair of two organisational named entity
mentions in a sentence and, to measure inter- and intra-annotator agreement, the labelling
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had to be performed redundantly for the same sentence and even for the same annotator.
Simple majority voting was chosen as a mechanism for defining which label shall count as
the ground truth. The names of companies needed to be masked to ensure that any classifier
trained on the data will be able to generalise beyond specific company names.

Figure 5.13 shows how a labelled sample can be represented. The masked sentence is
stored as “x”, the label is stored as “y” and was determined via a simple majority vote. In this
example, the sentence was only labelled once. A collection of these “x” and corresponding
“y” can be used to train a classifier.

Fig. 5.13 Structure of a sample input

5.4 Creation of a buyer-supplier relationship classifier

5.4.1 Objective and requirements

As stated in Section 5.2.3, the objective of this stage is to identify a suitable relation classifi-
cation method and test its performance against the gold standard dataset, i.e. the previously
created text corpus. Once a classifier has been trained, it can be applied to large quantities of
previously unseen data to extract buyer-supplier relations.

A key requirement for the classification method is the ability to distinguish the direction-
ality of a buyer-supplier relation. The classification method should also allow for an easy,
time-efficient addition of new “patterns” to look for. Ideally, the general approach should
also be extendable to additional languages apart from English.
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5.4.2 Methodology

The methodology for the relation classification shall discuss the following aspects:

(i) Classes

(ii) Relation extraction methods

(iii) Feature set

(iv) Metrics for evaluating classification performance

(v) Process for training and testing

(i) Classes

For the training and testing of the classifier, the classes ‘no buyer-supplier relation’ and
‘rejected by annotator’ are merged as any application based on the classifier would likely treat
the ‘reject’ class the same as a non-existing relation, especially in case of incorrectly identified
organisations. This results in 5 classes that need to be distinguished by the classifier.

(ii) Relation extraction method

Options for relation extraction methods The general options for relation extraction have
been mentioned in Chapter 2, and shall be revisited briefly from the perspective of the
problem at hand.

A fully unsupervised approach based on the co-occurrence of organisational named enti-
ties is not sufficient for the problem at hand. The reason for this is the required directionality
of the buyer-supplier relations. Unsupervised approaches (especially word embeddings or
deep language models), however, can be used in addition to the chosen method. Simple
lexico-syntactic patterns were used in the early stages of this research. As expected, they
proved to achieve high precision but poor recall. In addition, the definition of these patterns
is time-consuming. As opposed to using word embeddings, these patterns also do not capture
the underlying semantics, such as the similarity in meaning of “to buy” and “to purchase”.
Semi-supervised approaches, like distant supervision or bootstrapping, run the risk of seman-
tic drift. This requires relabelling to identify false positives. Figure 5.14 illustrates how a
Distant Supervision process could look like for the problem at hand. The figure also shows
an example of an incorrectly derived label: “Apple stock rises after Foxconn reports earnings.”
is not a positive example. There can be other reasons why a stock rises after another company
reports earnings. It does not have to be a buyer-supplier relation.
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Company_mention_1 Company_mention_2
Apple Foxconn
Boeing Rolls-Royce
Airbus Rolls-Royce
Toyota Aisin Seiki
... ...
... ...

Known relations database
Known buyer-supplier relations (directions not captured)

Unstructured text
After sentence-tokenisation; obtained by document / Web search

Sentences
Foxconn, a major Apple parts supplier, broke ground in Wisconsin...
Apple contract manufacturer Foxconn launching new AI company

Apple stock rises after Foxconn reports earnings
...
Rolls-Royce Trent 1000 TEN powers Boeing 787 for first time

... ...

Distant Supervision

Labelled sentences
Pairs of company mentions are now auto-labelled
Sentences & company pairs Assigned label Is the label correct?

Foxconn, a major Apple parts supplier, broke ground in Wisconsin... Buyer-supplier relation

Apple contract manufacturer Foxconn launching new AI company Buyer-supplier relation

Apple stock rises after Foxconn reports earnings Buyer-supplier relation

...

Fig. 5.14 Distant supervision leverages a database of entities with a known relation and a
database of unstructured text.

A number of reasons appear to suggest that distant supervision alone may not be sufficient
for the problem at hand: Firstly, companies are often mentioned together even if no buyer-
supplier relation is expressed. E.g. “Today, shares of Apple and Foxconn rose by 10%.”.
If the sentence was just labelled based on the co-occurrence of both entity mentions, the
wrong label would be assigned. Secondly, the existence of two entity mentions does not
allow to distinguish between different directionalities. Just knowing that two entities are
related is not enough, we require the direction. Thirdly, if a company is mentioned multiple
times in a sentence, it is unclear which mention is having a relation with the other company.
Lastly, there is a limited availability of buyer-supplier databases. Some are available, such as
so-called approved supplier lists of aerospace companies. Distant supervision could, however,
be used to efficiently filter text to collect candidate positive examples that could be injected
into the annotation process.

The remaining option is a supervised learning approach. The major drawback of the
supervised approach is that it requires a labelled and representative training dataset of
sufficient size.

Selection of suitable relation extraction method Following the rationale outlined above, a
supervised learning approach is chosen. Recent research in NLP has shown that current Deep
Learning based methods using pre-trained word embeddings tend to outperform simpler
classifiers. Nevertheless, before immediately relying on more complicated methods, it
appears sensible to first try simpler supervised classification methods, such as a linear support
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vector machine (SVM) classifier (Boser et al., 1992). In the domain of Machine Learning
and NLP, new network architectures are published frequently and the state-of-the-art is a
fast-moving target. As summarised in Section 2.4.3, current state-of-the-art classifiers include
simple multi-layer perceptrons, convolutional neural networks and recurrent neural networks,
the latter group includes LSTM (Hochreiter and Schmidhuber, 1997), BiLSTM (Graves
and Schmidhuber, 2005), and GRU (Cho et al., 2014; Chung et al., 2014). The algorithms
selected to be used for this research are as follows:

• Linear SVM (with bag-of-words as features)

• Linear SVM (with bag-of-words and positional features)

• Simple neural network (multi-layer perceptron)

• BiLSTM

A simple linear SVM is chosen as a baseline Machine Learning classifier. The SVM
is tested in two configurations explained below. In addition, two types of neural network
architectures are selected: A simple feed-forward neural network (MLP) and a BiLSTM. Even
though the MLP is not a typical sequence model, like RNNs, it is expected to “memorise”
n-grams. The BiLSTM is chosen as representative of the state-of-the-art at the time of
conducting this research and is supposed to be able to deal with longer dependencies in
a given text sequence. Even more recent developments, such as transformers9, were not
considered.

Baseline performance To establish a baseline performance, two dummy classifiers are
used: a random one and a stratified one. As the name suggests, the random dummy classifier
votes fully randomly, resulting in a uniform distribution of assigned labels. The stratified
baseline classifier10 votes randomly but respects the training set’s class distribution. That is
if the class “None” represents 70% of all assigned class labels, then the baseline classifier
would vote “None” randomly but 70% of the time. The stratified classifier is expected to
outperform the fully random classifier.

Another naive dummy classifier would be one that always votes “none”. Due to the class
imbalance, this classifier would obviously achieve a very high recall and precision on the
“none” class. It would even achieve a relatively high averaged F1 score. But this classifier

9Recent examples are BERT (Bidirectional Embedding Representations from Transformers) or ULMFiT.
10Stratified dummy classifier provided by the scitkit-learn library (https://scikit-learn.org/

stable/modules/generated/sklearn.dummy.DummyClassifier.html; last accessed: 2019-06-
13)

https://scikit-learn.org/stable/modules/generated/sklearn.dummy.DummyClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.dummy.DummyClassifier.html
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would never be able to identify any buyer-supplier relations and completely miss the aim of
this exercise. This dummy classifier is, thus, not further considered as a sensible baseline
classifier.

(iii) Feature set

Feature set for the Deep Learning classifiers (MLP and BiLSTM) The feature set is
identical for both Deep Learning classifiers and is based on the word embeddings obtained
from the GloVe dataset. Instead of just using the complete set of pretrained word embedding
vectors, two changes have to be performed:

1. Filtering: The dataset, initially consisting of millions or even billions of tokens,
needs to be filtered down to only those tokens actually present in the training data.
Embedding vectors beyond those of the training data do not add any value. The used
GloVe embeddings, originally obtained by training on a corpus of 840B tokens of text
from Common Crawl, are 300-dimensional vectors for a vocabulary of 2.2 million
tokens. These embeddings were filtered by those tokens actually present in the training
data.

2. Vectors for masks: Names of organisational entities need to be masked to allow a
learning algorithm to generalise. Three types of masks are used: one mask each for
the two organisational named entities in question, and one “other entity” mask for
all other organisational named entities not in question but mentioned in the sentence.
Each mask is assigned a separate embedding vector, e.g. the mask “__NE_FROM__”
is assigned the 300-dimensional vector (1 ... 1 1 1 0). The other masks are assigned the
vectors (1 ... 1 1 0 1) and (1 ... 1 0 1 1), respectively.

Feature engineering for the linear SVM classifier For the simpler linear SVM model, a
different data representation had to be chosen which requires some feature engineering. Two
alternative data representations are tested:

1. In one configuration (A), the SVM does not consider word order nor does it consider
positional information about the organisational named entities. The feature vector is a
one-hot-vector based on a simple bag-of-words-approach.

2. In another configuration (B), the one-hot-vector is extended by two positional argu-
ments for each of the two organisations in question.
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Configuration (A) uses a simple bag-of-words approach (Joachims, 1998), where the
order of words is disregarded, and a one-hot-vector is used to represent a sentence. A one-hot-
vector is a vector with a the length equal to the vocabulary size of the training dataset, a value
of ‘1’ is assigned to to the index of the vector if a word appears in the given sentence, ‘0’
otherwise. The SVM does not consider word order nor does it consider positional information
about the organisational named entities. Similar to the other algorithms, the SVM is not
provided with the company names. The SVM classifier is trained on this representation using
a one-vs-rest setup.

The configuration (B) extends the previous configuration by basic positional information
and is illustrated by Figure 5.15. The one-hot-vector is extended by four additional positional
values (see bottom right of the figure). For each of the two organisational named entities in
question for any potential relation, the number of tokens before and the number of tokens
after the organisational mention are added as components of the feature vector.

__NE_TO____NE_FROM__

supply high-speed trainsto to Turkish RailwaysSiemens ten State

Siemens supply tenRailways to trainshigh-speed State Turkish

Tokenised sentence

Bag-of-words

1 1 11 2 11 1 1

0 1 2 3 4 5 6 7 8 9

Token

Index in sentence

Unique token

Count

Positional information

__NE_FROM__

0 9

__NE_TO__

7 0

# tokens before # tokens after # tokens before # tokens after

Bag-of-words

Feature vector for overall sentence

… … 10… 1 0 7 09

One-hot-vector (length  = size of vocabulary in training data) 4 positional values

Fig. 5.15 Feature engineering for the SVM model

(iv) Metrics for evaluating classification performance

The commonly used performance metrics for binary classification are recall and precision.
Generally, there is a trade-off between recall and precision. It is trivial to achieve perfect
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recall or perfect precision by either classifying all relations as positive or none at all. In order
to optimise for a single variable, these metrics are combined in the F1 score which is the
harmonic mean of recall and precision. For multi-class classification problems, such as the
problem at hand, the metrics for binary classification can still be used. The classification
performance for each class is computed against all other classes ("one-vs-all"). The achieved
classification performance for each class can then be averaged across all classes. For the
averaging, there are two options: The “macro” average provides the mean performance
across all classes and assumes equal weights for each class. Class imbalances can distort this
macro average. The “micro” average is based on a count of all false positives, true positives
etc. and generally represents a less biased performance metric.

(v) Process for training and testing

As is standard practice in Machine Learning, the text corpus is split into three partitions:
for training, validation (such as tuning hyperparameters) and testing. A model is trained
and tested multiple times and the results are averaged over all runs. As common for single-
label multiclass classification problems, categorical cross-entropy is used as a loss function
for the deep neural networks. Annotated data allows to assess classification performance
automatically. Recall, precision, F1 score and other metrics can be computed by comparing
the classification results with the gold standard annotations.

5.5 Summary

This chapter addressed the problem of automatically extracting individual buyer-supplier
relations between two organisational named entities. The problem was subdivided into corpus
creation as well as classifier creation (i.e. the design, training and testing of one or more
classifiers). Once trained, the classifier can be applied an arbitrary number of times to extract
relations from previously unseen text.

Section 5.3 described the methodology for obtaining a labelled text corpus. The labelling
consistency can be measured using inter- and intra-annotator agreement and serves as a proxy
for the quality of the obtained labels and the feasibility of the labelling task. To measure the
agreement, pairs of organisational mentions in a sentence need to be labelled redundantly.
The definition of relationship classes represents a trade-off between the simplicity of the
labelling task and the expressive power of the chosen set of labels. Three types of buyer-
supplier relations are distinguished: “A supplies B”, “B supplies A” (inverse direction), and an
additional class for all other direct buyer-supplier relations. The latter includes undirected or
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ambiguous ones as well as partnerships. Further three classes are defined for ownership/part-
of relations, rejections, and “none” of the other classes. This set of classes is a substantial
simplification and some types of relations or various nuances are not captured. Examples
are stated sub-tier relations or direct buyer-supplier relations which just ended but existed
before. For the text corpus, documents are sampled from English general news datasets.
Using English as a language ensures a large availability of news sources as well as a variety
of NLP tools and models to build upon. However, this also implies that a trained classifier
would only work on English text – unless retrained on labelled data in other languages. The
documents and sentences sampled for annotation have to be enriched with manually collected
sentences that appear to describe a buyer-supplier relation. Otherwise, annotators would
spend most of their time annotating negative examples. Only sentences with at least two
auto-detected named entity mentions are presented to the annotators. Entity mentions in
the text corpus are masked, i.e. substituted by a specific placeholder token, to force any
classifier to generalise beyond specific organisation names. Once the corpus has been created,
different classifiers can be trained and tested on that data, as described in Section 5.4. A
supervised learning approach is chosen to avoid the problem of semantic drift (inherent to
semi-supervised approaches) and to be able to extract directed relations (unlike unsupervised
approaches). The downside of a supervised approach, however, is that it requires a labelled
and representative training dataset of sufficient size. The classification models chosen to
be used for this research are two Linear SVMs using different features, a simple MLP, and
a BiLSTM deep neural network. Two dummy classifiers, uniform random and stratified
random, are also selected whose performance will serve as a baseline to benchmark the other
classifiers. Pre-trained word embeddings are used as features. The three types of masks used
to hide specific organisational mentions from the classifier are also assigned an embedding
vector each.

Following the methodology outlined in this chapter, buyer-supplier relations between
two identified organisational entities can now be automatically classified. This approach is
validated in Chapter 7.

The next chapter shall first bridge the gap between this chapter and an end-to-end approach
for automating supply chain mapping from text. In particular, it needs to be discussed which
processing steps have to occur before the relation classification can be applied and which
steps have to occur to convert a set of extracted relation triples into useful supply chain maps.





Chapter 6

Challenges in automating the end-to-end
supply chain mapping process

6.1 Introduction

The extraction of buyer-supplier relations examined in the previous Chapter 5 is a fundamental
building block of any approach that aims to automatically generate supply chain maps from
natural language text. By applying the methodology outlined in the previous chapter, buyer-
supplier relations between two detected organisational named entities can be classified.
Figure 6.1 illustrates the focus so far in the context of the conceptual model that has been
used throughout this thesis.

Selection and processing
of text documents

(e.g. sentence segmentation,
named entity recognition, …)

Relation extraction
(Classification of individual 

buyer-supplier relations)

Further processing steps
(e.g. aggregation,
visualisation, …)

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain map

Focus so far (Chapter 5)

Fig. 6.1 Conceptual model: Focus so far

This chapter now widens the scope again to address the overall supply chain mapping
problem. It aims to analyse the gaps between extracting individual buyer-supplier relations
and an end-to-end approach to automating supply chain mapping from text. Before an
end-to-end approach can be discussed, two major gaps have to be addressed:

• The “pre-processing” of documents prior to the relation extraction phase. In the
Corpus Creation stage, these steps were largely performed manually and still need to
be automated.
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• The “post-processing” of relation triples so that they can be presented in form of a
supply chain map.

Figure 6.2 illustrates the focus and structure of this chapter. The terms “pre-processing” and
“post-processing” are written in quotes since they are just used in the context of this thesis for
the steps before and after relation extraction.

Text Triples

“Pre-processing” (6.3)

Selection and processing
of text documents

(e.g. sentence segmentation,
named entity recognition, …)

Relation extraction
(Classification of individual 

buyer-supplier relations)

Further processing steps
(e.g. aggregation,
visualisation, …)

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain map

Relation extraction (6.4) “Post-processing” (6.5)

Overall process: Additional challenges (6.6) and Conceptual framework (6.7) 

Fig. 6.2 Conceptual model: Focus and structure of this chapter

The structure of this chapter is as follows: In Section 6.2, the methodology for this
chapter is discussed. The subsequent section outlines the tasks that are required to convert a
set of relation triples – the output of applying the methodology of Chapter 5 – into a visual
map. Section 6.3 outlines the necessary “pre-processing” steps. In Section 6.4, the process to
convert text into relation triples is summarised. Section 6.5 outlines the “post-processing”
steps to convert a set of triples into a supply chain map. In Section 6.6, additional challenges
and requirements for an end-to-end approach of automating supply chain mapping from text
are identified. These requirements are derived from the characteristics of supply chain maps
or are a result of limited information quality. Selected challenges are discussed in more detail
in a further section. For these selected challenges, possible solutions are outlined. Section 6.7
attempts to summarise the requirements and challenges in an overall framework.

6.2 Methodology

This chapter aims to identify the most immediate challenges one encounters when trying to
build upon the work presented in the last chapter to automate the end-to-end process of supply
chain mapping from text. These challenges shall be addressed by a conceptual framework.
The necessary steps for “pre-processing” text documents as preparation for the relation
extraction step are derived based on the findings of Chapter 5. Similarly, required “post-
processing” steps are derived to convert relation triples into a simple visual map. Additional
challenges for the automated supply chain mapping from text are identified. For each
challenge, an explanation, rationale and additional evidence is provided, such as references
to literature or concrete examples from the data demonstrating the discussed need. Lastly, a
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conceptual framework for an end-to-end process to automate the generation of supply chain
is derived. Ultimately, automating supply chain mapping from text could be as complex and
challenging as solving the problem of language understanding and human research. Thus,
not all identified challenges can be addressed within the scope of this research. The key
propositions from this chapter are validated in Chapter 7 where the end-to-end approach is
practically applied.

6.3 “Pre-processing” of text documents

A number of steps need to be performed to provide the relation classifier with the expected
input. To automate the end-to-end process, these steps, too, have to be performed automati-
cally. Some of the pre-processing steps are required, such as the detection and masking of
organisational named entities in a sentence. Other steps improve expected performance (e.g.
execution speed or the efficiency of the annotation process). This includes discarding text
that can safely be assumed to be irrelevant, such as documents in other languages or script
elements in a Web document. Automatically removing as much irrelevant text as possible is
especially crucial as a step prior to the labelling by human annotators. This way their valuable
time is spent most usefully. Co-reference resolution and named entity resolution could be
further beneficial pre-processing steps but were not conducted as part of this research.

6.3.1 Basic “pre-processing” steps

The classifier expects a single sentence where all organisational named entities have already
been identified and appropriately masked. Figure 6.3 shows a minimal processing pipeline
for preparing text documents.

If the document collection contains Web documents, such as HTML files, these may have
to be cleansed to remove HTML tags and other script elements and extract the pure text
content from heading and text body. Some of the documents’ meta-data may be relevant
for subsequent tasks and it may be beneficial to extract and store this information separately
before stripping the Web document of all HTML tags. It may be beneficial to remove (or
mask) stock ticker symbols so that these cannot be accidentally be “memorised” by the
classification algorithm. Because NLP tasks are language-specific, it is beneficial to detect
the language of the document. This way documents in irrelevant languages can be filtered
out as early as possible. The pure text content can then be split into individual sentences in a
step called sentence segmentation or sentence tokenisation. Each sentence is then split into
individual tokens. Depending on the quality of the documents, it may be useful to remove
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Fig. 6.3 A minimal “pre-processing” pipeline for text documents

sentences above or below a certain length (measured in number of tokens). In a subsequent
step, named entities can be automatically detected and classified using an off-the-shelf named
entity recognition system. Only sentences with at least two named organisational entities
need to be processed. Sentences with fewer can be discarded named organisational entities
because no co-reference resolution is applied. During the masking step, for each possible
pair of two organisational entities, a masked sentence version is created. This can then be fed
into the classification algorithm to detect the relation between these two entities. The output
of the classifier is a collection of relation triples.

6.3.2 Beneficial additional steps and potential for improvement

The described process is limited in various ways to maintain a manageable scope of the
research project. These limitations represent potential for future improvements of the process.
Potential extensions include:

Co-reference resolution Adding co-reference resolution for pronouns but also nouns, such
as “the carmaker”, would increase the number of relations that can be detected. The addition
of co-reference resolution would come at the cost of introducing a further source of errors.
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The co-reference resolution would be applied before sentences are filtered based on the
number of named organisational entities.

Named entity resolution Named entity resolution at an early stage of the processing
pipeline may prevent errors at later stages, such as the misclassification of relations. A
combined and context-aware named entity recognition and resolution step could ensure that
classifier is only presented with masked organisations rather than, for instance, accidentally
masked product names. Ideally, the named entity resolution system considers the whole
context of the document and is able to make use of stock ticker symbols.

6.4 Buyer-supplier relation extraction

This step refers to the classification of the relationship for each pair of organisational entity
mentions in a sentence. The necessary steps to obtain a pre-trained classifier capable of
performing this tasks have already been described in Chapter 5. Following that methodology,
text is first annotated by humans to obtain a labelled text corpus. This text corpus is then
used to train and test the classifier. Once trained, it can be applied to single, previously
unseen sentences where all organisational entities have been masked. Given the sentence, the
classifier is able to return a confidence score for each type of relationship.

Whereas obtaining the text corpus, designing and training the classifiers (as described in
Chapter 5) is comparatively complex and laborious, the mere application of a pre-trained
classifier to pre-processed text is not.

6.5 “Post-processing” of predicted buyer-supplier relations

Additional steps are required to convert the set of relation triples into a visual map. The
resulting supply chain map is still simple but should already provide some limited utility.
The post-processing steps include the aggregation of relation triples and the subsequent
visualisation. These steps presented below are the bare minimum. Sections 6.6 and 6.7
show that further post-processing steps may be necessary based on the supply chain maps’
intended use. E.g. it may be a useful addition to compute confidence scores for the extracted
information, e.g. by leveraging how often a relation was reported by different but reputable
sources and using different sentences structures.
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6.5.1 Basic aggregation

This step refers to the aggregation of a collection of individual relations into a data structure
that can be visualised in form of a map. Even a simple visualisation of a supply chain will
typically aggregate the data. The following steps achieve a minimal level of aggregation by
the deduplication of entity mentions and relation occurrences.

Collapsing identical entity mentions By feeding in the set of triples into visualisation
tools, such as D3.js or Cytoscape, entity mentions with identical names will be collapsed into
one, as shown in Figure 6.4. This step is an implicit, naive form of entity disambiguation
where entity mentions with identical names are assumed to refer to the identical entity, and
entity mentions with different names are assumed to refer to different entities. For instance,
“Toyota Motor Corporation” and “Toyota” would be considered two separate entities.

Sumitomo Toyota

Aisin Seiki Toyota

Sumitomo

Toyota

Aisin Seiki

Fig. 6.4 Basic aggregation: Collapsing nodes

Collapsing repeated relation occurrences A further aggregation step is to treat multiple
occurrences of the same relation in different sentences or documents as an attribute of the
relation. This attribute is visualised not as separate links but, for instance, as the width or
colour of a link. This is illustrated in Figure 6.5.

Sumitomo Toyota

Sumitomo Toyota

Sumitomo Toyota

(2)

Fig. 6.5 Basic aggregation: Collapsing relation occurrences

6.5.2 Basic visualisation

At the very least, a supply network visualisation consists of nodes, representing the organi-
sations, and links between them, representing the buyer-supplier relations. Since multiple
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classes have been defined, it appears sensible to distinguish these classes visually, e.g. with
different colours or line types for different relations. Directional relations may also be
visualised using arrows. Furthermore, the confidence score of the relation classification as
well as repeated mentions of the same relation can be visually indicated. Further visualisation
options require the extraction of further information, e.g. the spatial distances between nodes
could represent geographical distances, if the organisations’ locations are known, or other
features, such as the intensity of the collaboration.

Example

Figure 6.6 shows a simple, automated visualisation of automatically extracted buyer-supplier
relations in form of a basic supply chain map. This particular visualisation was implemented
in d3.js. Different relation classes are represented by different line types. Directional relations
may be visualised using arrows pointing in the direction of the material flow. To demonstrate
that a basic map can be automatically generated, the following hand-picked but authentic
sentences were processed:

“ASCO manufactures and supplies Toyota with these water pumps.” “ASCO,
manufacturer of high lift device mechanisms, complex mechanical assemblies
and major functional components, signed a long term contract with Airbus
for the production of hybrid complex frames.” “Denso supplies Toyota with
approximately half of its components.” “GKN Aerospace has been awarded a
contract by Airbus.” “Velocity Composites has signed a new contract that will
see it supply aerospace manufacturer GKN Aerospace with structural plies for
the next five years.” “Japanese car brands Toyota and Suzuki have announced
wide-ranging global collaboration plans.”

Relations that were identified as directed ones are indicated as such in the map. The arrow
head indicates the detected material flow. The classifier interpreted the relation between
Toyota and Suzuki as non-directional / partnership, as indicated by the lacking arrow head
for this link. The size of this knowledge graph can become arbitrarily large by processing
additional news data. It is obvious that supply chain maps generated solely based on simple
company-to-company relations are limited. For instance, the visualisation appears to suggest
that Velocity Composites is a sub-tier supplier of Airbus. However, the provided text example
alone does not provide sufficient evidence for this inference. One way to address this
“transitivity problem” is to also extract the end-product for which a part is intended if this
fact is mentioned in the context. The visualisation can also be further enriched. E.g. the
confidence in each relation classification could be indicated.
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Fig. 6.6 Basic supply chain map automatically generated from text

6.6 Additional challenges for automated supply chain map-
ping from text

The focus so far has only been on classifying relations between exactly two organisational
named entities. Some information that is relevant for supply chain mapping cannot be
obtained using this approach. The gap analysis below is structured in correspondence to the
following questions: How could the scope of the relation extraction be increased beyond
what was considered in Chapter 5? Which additional challenges need to be considered that
may arise (a) from characteristics of supply chains or (b) from limited information quality?

6.6.1 Challenges of relation extraction scope

So far, the focus was on answering the question “who supplies whom?” and directed
buyer-supplier relationships between organisations are by definition the minimal information
required for describing a supply network (nodes and links). The question “who supplies
whom with what?” already requires a ternary relation between two organisational named
entities and, for instance, a branded product (named entity) or a description of a product
or service. Regarding just the extraction of buyer-supplier relations, at least the following
dimensions can be used to increase the scope further: the entity types considered in a relation
(e.g. relations between an organisation and a product), the number of entities considered
in a single relation (e.g. ternary relations, such as “who supplies whom with what?”), the
number and type of attributes captured for a relation (e.g. indicated uncertainty or time), the
relation types (e.g. “competes-with” or “has-suppliers-located-in”). In the attempt to capture
all relevant information, the scope of the relation extraction can become infinitely complex.
A discussion of options to increase the scope can be found in the Appendix in Section B.2.
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6.6.2 Challenges of process automation

Table 6.1 provides an overview of challenges. These challenges were arrived at based
on insights from the literature review, the industry review and/or the research process.
Subsequently, each challenge is discussed in a separate paragraph which also provides
sources, collected evidence or examples.
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Table 6.1 Additional challenges for an end-to-end approach of extracting supply chain maps
from text

(a) Challenges
resulting from
supply chain
characteristics

• Extracting geographical information (e.g. location of production facilities)

• Extracting supplied part, material or service

• Disambiguating different roles of the same company to solve seeming contradic-
tions

• Extracting aspects of time to capture supply chain dynamics

• Extracting information from text in various languages

• Dealing with countries as actors within supply chains

• Separating suppliers of primary and support functions, such as financial services

• Identifying logistics providers as special type of supplier

(b) Challenges
resulting from
limited in-
formation
quality

• Coping with incomplete information / limited data availability

• Coping with imperfect (e.g. inaccurate or contradictory) information

• Coping with an abundance of positive information and lack of negative informa-
tion (a company does not or no longer supply another company)

• Incorporating that the frequency of occurrence does not necessarily indicate the
criticality of a buyer-supplier relation

• Learning company- or industry-specific models, e.g. due to specific language

• Extracting information on higher aggregation levels than individual buyer-supplier
relations

• Indirectly inferring buyer-supplier relations from other types of relations

• Establishing the correct tier of a company in a supply chain

• Disambiguating entity mentions using the context

• Coping with ambiguous language by inferring buyer-supplier dependencies using
evidence from multiple sources

• Coping with named entities within named entities (product name containing
company name)

(a) Challenges resulting from supply chain characteristics

An ideal solution for the overall process of automating supply chain mapping from text would
need to address the following challenges resulting from the characteristics of supply chains.
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Extracting geographical information: Risk sources often have a geographical context.
Extracting where a company is located or where a part is produced is important for a number
of supply chain mapping use cases. The geolocation of a company’s headquarters as a first
approximation allows for a rough geographical vulnerability assessment. The importance
of geolocations is mentioned in the literature (e.g. see Figure 2.3 adapted from Berbner
(2017, p.66) or Sheffi’s definition of supply chain maps in Section 2.3.4). The importance of
geolocations was also mentioned in the exploratory interviews, e.g. in the context of warning
suppliers of impending dangers, such as hurricanes. The geographical supplier concentration
also played a crucial role in the 2011 Thailand floods in Section 4.2.3.

Extracting supplied part, material or service: It is possible that two companies supply
each other with different parts or services. To separate these relations, the supplied parts or
services need to be extracted as well. Consider the example shown in Figure 6.7. One article
states that Toyota supplies BMW with hybrid powertrain components. The other article states
a buyer-supplier relation in the opposite direction: BMW supplies Toyota with diesel engines.
Thus, the directionality of the supplier relation can be different for different parts or services.

Fig. 6.7 Example of two companies supplying each other

Disambiguating different roles of the same company: The same company can assume
multiple different roles in the same supply network (Brintrup, 2010), making the learning task
difficult because the information seems to be contradictory. A company can, for example,
deliver one component as a first tier supplier and another part as a second tier supplier
(Figure 6.8).
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Company A Company B OEM

Some component CA

Some 
part PA

Some 
component CB

Fig. 6.8 Company A with multiple roles in the same supply network.

Extracting aspects of time to capture supply chain dynamics: Supply chain structures
change over time, e.g. in- or outsourcing decisions may change length and width of the
supply chain (Lambert and Cooper, 2000). As extracted information can be outdated, it
ideally needs to be assigned with a time stamp. Supply chain structures, or parts thereof, may
be more static (e.g. in the case of parts suppliers in aerospace programmes for the duration
of the programme) or highly dynamic (e.g. in the case of switching to a different logistics
supplier to expedite shipping). Furthermore, if a time period of validity is explicitly stated,
such as the duration of a contract or relationship, this information should also be captured.
Similarly, statements of changes in a relationship should be captured, such as a company
dropping a supplier or being added as a supplier. An example of such an event is provided by
Figure 6.9. Capturing aspects of time as well as changes in the relationship does not only
help with visualising an up-to-date representation of a supply chain, it would also allow to
detect and visualise trends over time, such as an increasing consolidation of the supplier base.

Fig. 6.9 Example of a company ending a buyer-supplier relation; screenshot from a 2018
article in Automotive Logistics

Extracting information from text in various languages: Supply networks tend to be
global (Christopher and Peck, 2004). Hence, they span many countries and language areas
and, to capture as much of the supply network as possible, any approach should ideally
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consider multiple languages. Local newspapers located near the headquarters or main
facilities of companies can have a particularly good access to information to address the
particularly high level of interest of the local population. E.g. The Seattle Times was found
to frequently report about Boeing and the aerospace industry. Similarly, some news about
Puma and Adidas, both located in the small city of Herzogenaurach in Bavaria, may be best
covered by a regional German newspaper, as shown by Figure 6.10.

Fig. 6.10 Regional German newspaper discussing the impact of supply chain regulation on
Puma and Adidas; source: nordbayern.de

Dealing with countries as actors within supply chains: Especially in the defense industry,
sellers and buyers can be countries, as shown by Figure 6.11. NER systems may not detect
these as organisations but as geographical entities. In experiments conducted during this
research project, some information did not get extracted due to this reason.

Fig. 6.11 Example for a country acting as a buyer; screenshot from Google News

Separating suppliers of primary and support functions A supply chain map is typically
expected to show companies that directly contribute to a product or service. However, some
purchased products or services represent support functions. These can be hard to distinguish
from primary functions, especially for an automatic classifier. Support functions include legal
services, consulting services, HR services, financial services, or, as shown by Figure 6.12,
the fire detection system for a warehouse. Without background knowledge, support functions
and primary functions can be hard to distinguish.
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Fig. 6.12 Example of a support function

Identifying logistics providers as special type of supplier Within the context of this
research, logistics providers are considered part of the supply chain. However, logistics
providers may change more abruptly than, for example, a supplier of parts. If the delivery
process needs to be expedited, a quick decision may be made to transport goods by plane
rather than by ship. In addition, information about the logistics provider may be less
abundantly available than information about suppliers of goods or processing services.
The exploratory interview with the supply chain managers of an aerospace manufacturer
presented in Section 4.2.4 revealed that logistics providers had been the cause for supply
chain disruptions and should also be considered in supply chain maps. The 2021 Suez Canal
obstruction by the container ship “Ever Given” is just one of the more drastic examples.

(b) Challenges resulting from limited information quality

Further characteristics can be derived from limitations of the information quality. This
includes the challenges inherent in natural language. The following aspects are not meant to
be exhaustive and are not always clearly separable.

Coping with incomplete information or limited data availability: The main reason for
supply chain data unavailability is the “proprietary nature of each supplier’s relationships
with its partners” (Sheffi, 2005). It is, therefore, evident that not all desired information can
be expected to be reported on the Web. Among other consequences, an overall approach to
automated supply chain mapping from text needs to consider that not all suppliers on all tiers
for every company and every industry will be identifiable. Different levels of data availability
are to be expected for different types of companies and industries.

Coping with imperfect (e.g. inaccurate or contradictory) information: Sources of
information, especially on the Web, can be unreliable and information may be contradictory.
So far, the approach proposed in Chapter 5 assumes that sentences contain true statements.
To address the issue of veracity, additional processing steps are required. A confidence score
for the information source could be maintained so that reputable sources, such news agencies
or the official press release websites of established companies, are generally considered
more trustworthy than social media posts. If the information source is stored together with
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the extracted relations, the confidence score for the relation can then be combined with the
confidence score for the information source in general. Furthermore, information can be
cross-checked via inter-source agreement. If different sources agree, ideally in text that
is worded differently and not just a direct copy, then a higher confidence can be placed in
the correctness of the statement. However, official information can be expected to contain
information that is already generally available. Unofficial, by default less credible, accounts
should not be fully neglected. But it is crucial to highlight these accounts as such.

Coping with an abundance of positive information and lack of negative information :
News reports typically contain a ‘positive’ information bias in the sense that they state that
one company supplies the other. News reports are less likely to state that a company does not
or no longer supply the other. Especially press releases will report on contract wins rather
than losses, as became clear during the early stages of this research. Extracted information
might have to be assigned an industry- or part-specific half-life to reduce confidence over
time.

Incorporating that the frequency of occurrence does not necessarily indicate the criti-
cality: In some NLP tasks, the frequency of a relation may be used to derive how important
that relation is. Similarly, if it is frequently reported that company A supplies company B,
we might assume that company A is a major supplier. However, from a risk management per-
spective, a buyer-supplier relation can be critical even though it is not mentioned frequently
and does not correspond to a large sales volume (Simchi-Levi et al., 2014; Yan et al., 2015).

Learning company- or industry-specific models: Some of the aforementioned character-
istics, such as supply chain dynamics and data availability, are company- or industry-specific.
This makes it difficult to predict how well a supply chain can be mapped since the informa-
tion extraction performance and information quality are affected by the type of company
or industry. Furthermore, the language used to describe buyer-supplier relations can be
industry-specific. E.g. a chemical may be “synthesized” as opposed to “produced”. Different
industries also have very different lengths of supply chains: a fresh produce grocery supply
chain tends to be shorter (in terms of the number of tiers) than the aerospace supply chain.

Extracting information on higher aggregation levels: Relevant information about supply
chains might be provided on different aggregation levels, as illustrated by Figure 6.13. For
instance, an individual buyer-supplier relation may be referenced as “company A supplies
company B with part C”. But important information might also be provided on a higher
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aggregation level, such as “50% of company A’s suppliers are located in the Los Angeles
area” or “Product P consists of 100,000 parts sourced from over 1,500 suppliers in Japan,
Germany, and China”. Other aggregation levels include flows between production sites, legal
entities, or company groups.

Fig. 6.13 Information on different aggregation levels.

Indirectly inferring buyer-supplier relations from other types of relations: Buyer-
supplier relations can be expressed indirectly which makes any automated extraction difficult.
Consider the two statements that may be taken from two different documents: (1) “Company
A is the only producer of material M in the world.’ (2) “Company B uses material M.”. Both
statements together would imply that Company A supplies Company B at least indirectly.
Seemingly irrelevant individual statements can thus become important to collectively infer
relevant relations.

Establishing the correct tier of a company in a supply chain (incl. transitivity problem)
Information may be insufficient or insufficiently unambiguous to correctly establish the tier
a company is operating on for a particular supply chain. There are at least the following
aspects to this problem.

1. The information that allows for identifying the (sub-)tier is provided but cannot be
captured by the proposed approach without adjustment

2. The information required to determine the presence of a direct or indirect relation is
lacking or ambiguous

3. Inferring sub-tier relations from binary ORG-to-ORG relations is problematic (transi-
tivity problem)

The latter aspect (transitivity problem) shall be discussed in more detail: The approach
proposed in Chapter 5 is based on extracting binary buyer-supplier relations. This introduces
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the problem of establishing the mathematical property of transitivity when reconstructing
a supply network: If one can establish that company A supplies company B and also that
company B supplies company C, does that imply that company A is a sub-tier supplier of
company C? Unfortunately, this inference cannot always be drawn (Figure 6.14). This issue
shall be referred to as transitivity problem.

Company A Company B Company C

Can we infer a sub-tier relationship?

supplies supplies

Fig. 6.14 Illustration of the “transitivity problem”

More formally, the approach proposed in Chapter 5 will result in a set of relationship
triples aRb for companies a,b and a buyer-supplier relation R. This set of triples can be
visualised in a graph, a basic supply chain map. However, this map will not necessarily have
the desirable property of transitivity, i.e. ∀a,b,c ∈ X : (aRb∧bRc)⇒ aRc (for companies
a,b,c and buyer-supplier relation R). Instead, the resulting supply chain map will only show a
myopic (one-tier-up or one-tier-down) view of any company’s (assumed to be) direct suppliers
and customers. Thus, it will only show likely sub-tier suppliers but not confirmed ones. This
becomes most obvious and unsatisfactory in the case of highly diversified conglomerates
where only a smaller subset of all direct suppliers are relevant for any given product. Still,
the extracted information may already be useful since it would allow to identify a set of likely
or at least potential sub-tier suppliers.

To extract sub-tier relations, the approach proposed in Chapter 5 can be extended to
capture end-products, to extract ternary relations, or to extract information about tiers if
explicitly mentioned. However, the more tiers need to be described, the less likely is it to
find a complete description in the text sources.

Disambiguating entity mentions using the context: Mentions of organisational named
entities need to be disambiguated and linked to the unique real-world entity. This is a
challenging task for a number of reasons.

Brand names and names of the legal entity are often used interchangeably. For example,
it is not immediately clear if the sentence “Interstate supplies Mercedes with batteries
in the US” really implies a relation between the legal entities “Interstate Batteries” and
“Mercedes-Benz USA, LLC”, or “Daimler AG”. Similarly, brand name “Blackberry” and its
manufacturer – then called “Research In Motion” – are used synonymously in news articles.
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In fact, “Research In Motion” is often just referred to as “RIM”. Moreover, NER tagging
systems will often confuse brand names for products and companies with the names of actual
organisations, especially if these brands are operated as separate units within an organisation.
A similar problem exists for last names and company names.

A further challenge are industry-specific abbreviations that can easily be confused with
company names. For instance, “LPG” could be a company name but could also stand for
liquefied petroleum gas. Especially, abbreviations used in the context of contracts can be im-
portant, such as “LTA” (long-term agreement) or “MOU” (memorandum of understanding).

Companies, like Toyota or Boeing, tend to consist of a network of hundreds of legal
entities. Legal entities can be identified using their full name or their Legal Entity Identifier
(LEI). However, in news articles, companies are referred to by their common name. It is not
immediately clear which exact legal entity entered into a contract with which other exact legal
entity. Articles written by professional business information providers, such as Bloomberg or
Reuters, often mention the stock ticker symbol or other custom company identifiers after the
company name. These identifiers can be used for entity linking.

Coping with ambiguous language by inferring buyer-supplier dependencies using
evidence from multiple sources: A “deal” can be a supply contract but can also refer to
an acquisition or other kinds of agreements. A different example of ambiguous language is
depicted by Figure 6.15. What looks like active voice in the heading is actually passive voice.
The words “has been” were omitted for brevity in the title compared to the first sentence
of the text body. And, thus, the title can easily be misinterpreted as stating the opposite
directionality. The linguistic clues that help distinguish these cases are often subtle and tend
to require context or even background knowledge not provided by the context.

Fig. 6.15 Language used in headings

In the aerospace industry, language can be particularly ambiguous due to the concepts of
seller-furnished equipment (SFE) and buyer-furnished equipment (BFE). BFE is equipment
purchased by the buyer of the aircraft and given to the aircraft manufacturer to be installed
before delivery by the manufacturer. Given a news report, this makes it difficult to understand
which party is paying for the parts.
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Coping with named entities within named entities: It can occur that a named entity, such
as a product, contains another entity, such as the name of the organisation (e.g. “Boeing
737” or “Toyota Corolla”). In those cases, NER tagging systems may not be able to provide
overlapping segmentation boundaries. As a consequence, the whole text sequence may
be classified as product and the entity is not considered for classifying relations between
organisations.

6.7 A conceptual framework for an end-to-end approach

In this section, a conceptual framework is proposed that provides a structure for thinking
about an end-to-end approach for automating the generation of supply chain maps from
unstructured text. This framework shall not be understood as a rigorous academic model
and not all tasks could be implemented within the scope of this research (e.g. extraction of
company-to-product relationships or the inference of sub-tier relations). Due to scenario-
specific circumstances, for example, additional tasks may also need to be added.

Figure 6.16 depicts the conceptual framework. The framework is structured using
stacked abstraction layers – starting with document retrieval / collection and ending with the
visualisation & decision support. For each abstraction layer, example tasks are listed. These
address challenges previously identified in this chapter. The framework also indicates the
artefacts that are generated on one abstraction layer and passed onto the next one. Figure 6.16
corresponds to Figure 6.2 which showed the same process on a higher abstraction level
earlier.
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• Collecting relevant text documents
• E.g. via Web scraping or by using document search engine

• Data cleansing, e.g. removal of code / HTML elements from Web documents to obtain pure text content
• Extraction of meta-data from documents (e.g. information source, date of publication)
• Sentence segmentation
• Language detection for documents and sentences
• Sentence filtering (e.g. only sentences that contain a specific company name)

Collection of raw documents

• Co-reference resolution (using the context of previous sentences or overall document)
• Named entity recognition
• Named entity linking / “grounding” (using the context, incl. stock ticker symbols etc.)

• Extraction of buyer-supplier relations (e.g. binary or ternary relations)
• Extraction of other relevant relation types (e.g. organisation-sells-product) and attributes (e.g. value of a deal)

Collection of sentences

• Collapsing of identical nodes or relations
• Learning a confidence score with respect to the information source
• Learning a confidence score with respect to the relation between two companies
• Resolving conflicting information
• Inference of sub-tier relations and/or inference of structural change over time

• Augmentation with company information (e.g. location, industry, size)
• Mapping of companies to specific sites (e.g. factory or warehouse locations)
• Mapping of production sites to geolocations and risk profiles
• Identification of potential bottlenecks (e.g. identification of single shared sub-tier suppliers)
• Identification of supplier overlap with a competitor

Text with identified entities

Classified relations between entities

Knowledge graph

Augmented knowledge graph

• Visualisation of knowledge graph as supply chain map
• Interactive exploration via filtering, collapsing/expanding, zooming/panning
• Highlighting of problematic supplier relations
• Manual detection and/or correction of errors in the knowledge graph (e.g. incorrectly resolved entity mentions)
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Fig. 6.16 Conceptual model for extracting supply chain maps from text

Document retrieval / collection Prerequisite for the overall process is a collection of
documents. These may already be existent or have to be collected via Web scraping or by
using a document search engine. Due to the complex reasoning in subsequent layers, it is
likely that the overall process will not be run on-demand but that a knowledge graph will be
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created based on a large collection of documents. Only the querying of that knowledge graph
would then occur on-demand to satisfy a specific information need. If applicable, documents
can be filtered for the existence of company names.

Document pre-processing Documents are pre-processed as described in Section 6.3.1.

Co-references & entities The purpose of this layer is to detect, classify (NER) and
disambiguate (entity linking) named entities as well as to resolve co-references. This does
not only include organisational named entities but may also include names of products
or locations. Once entities have been fully identified, the relations between them can be
classified. The linking of entities can be done using tools that are based on Wikipedia or Yago
data, such as Ambiverse or Aida Yago. A further option is to use the recently introduced
international legal entity identifiers (LEI)1 which are freely accessible online. The datasets
also provide information about the “ultimate parent, defined as the highest level legal entity
preparing consolidated financial statements, as well as the direct accounting consolidating
parent”.

Relation extraction The purpose of this layer is to classify the relations between all the
entities detected in the previous stage. This includes binary buyer-supplier relations between
organisational named entities. But this may also encompass other types of relations relevant
to the problem at hand, such as “ORGANISATION-sells-PRODUCT” relations.

Aggregation to knowledge graph & analysis of the graph The set of individual relations
can then be aggregated, e.g. by appropriately aggregating multiple mentions of the same
relation. By cross-referencing statements across different information sources, a confidence
score for each information source may be generated and continuously updated. The same
can be done for the confidence in a particular relation, such as “Tesla is a Toyota supplier”,
by asking questions about the agreement across different pieces of evidence as well as the
recency of such statements. A confidence decay function could ensure that older information
is considered to be less reliable than information that was published more recently. By
cross-referencing different statements, one may want to attempt to further clarify the tier
on which a company is providing goods or services to another company. Statements that
seemed to suggest a direct relationship (e.g. “company B used material from company A”)
can then be overruled by more specific statements (e.g. “company A is a second-tier supplier

1GLEIF; https://www.gleif.org/en/; last accessed: 2019-07-10

https://www.gleif.org/en/
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to company B”). This way conflicting information can be reconciled to a single view on the
world.

Scenario-specific analysis & data augmentation So far, the layers have been largely
scenario-agnostic and simply aimed at creating a knowledge graph of buyer-supplier and
other relevant relations. Depending on the use case, the knowledge graph can be augmented
with external (structured) data. Once organisational named entities have been grounded,
additional information about the company, such as size, location, revenue or industry, can be
imported, e.g. from dbpedia. If the use case is a supply risk scenario, the knowledge graph
can be analysed to identify potential bottlenecks, such as single shared suppliers on a sub-tier
level. By mapping companies to production sites and production sites to geolocations, one
could integrate risk profiles for a particular geographical region as well as collect the data
required for a geographical representation.

Visualisation & decision support The last layer encompasses the tasks that are user-facing,
such as the visualisation of the supply chain map. The users of such a system may need to
interactively explore the map by filtering of companies of interest, by collapsing or expanding
nodes or by zooming and panning in the map. Users may also require to flag or correct errors,
such as an incorrectly grounded organisation name. Problems, such as shared suppliers on a
sub-tier, could be highlighted for users interested in such information, e.g. those managing
supply risk.

6.8 Summary

The idea of this chapter was to build upon the work of extracting individual buyer-supplier
relations and widen the scope to an end-to-end approach to automating supply chain mapping
from text. This chapter can be regarded as a detailed gap analysis between the achieved
extraction of individual relations and the higher goal of automating the overall process of
supply chain mapping from text (the research scope). The main purpose was to identify and
discuss the challenges that one will likely encounter.

Using some basic aggregation steps, such as collapsing identical entity mentions, the
“<entity1><entity2><relation >” triples obtained applying the approach described in Chapter
5 can already be converted in a visual map. However, for automating an overall approach
to map supply chains from text, additional challenges need to be considered. Different
types of relations, e.g. ternary ones, could be considered in addition to the ones considered
in the previous chapter. Furthermore, there are additional requirements arising from the
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characteristics of supply chains as well as from limited information quality. In particular,
establishing the correct tier of a company in a supply chain is difficult. This includes the
problem of identifying sub-tier relations (“transitivity problem”) in text documents. It may
help to structure the tasks supposed to address the aforementioned challenges in a conceptual
framework. The proposed conceptual framework consists of different abstraction layers,
from the collecting the documents to more scenario-specific functions, such as providing a
visual representation and decision support.

In the next chapter, the approach for extracting individual buyer-supplier relations pro-
posed in Chapter 5 will be applied and validated in case examples. Furthermore, the results
will be aggregated and visualised as supply chain maps. During the process of applying the
approach to real-world data, some of the challenges discussed in this chapter will reappear in
the context of the validation cases.





Chapter 7

Industrial validation

7.1 Introduction

The previous two chapters address the research problem by (1) examining if and how
individual buyer-supplier relations can be automatically extracted, and by (2) widening the
scope and providing a framework for the end-to-end process of automating supply chain
mapping. The purpose of this chapter is to apply the proposed approach and validate it in
industrial case studies. Two case examples were chosen, Boeing for the aerospace industry
and Toyota for the automotive industry, and presented in a separate section.

The structure of this chapter mirrors the structure of the previous chapters and follows
the methodology presented therein, as illustrated by Figure 7.1. First, a labelled corpus is
created in Section 7.2. In the subsequent Section 7.3, a number of classifiers are designed as
well as trained and tested on the corpus. In Section 7.4, a trained classifier is then used to run
the overall processing pipeline on previously unseen, unlabelled data.
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Fig. 7.1 Structure of Chapter 7

7.2 Assessing the corpus creation

This section describes the creation of the labelled text corpus. This includes selecting data
sources, sampling from them, defining a process for the annotation and collecting these from
human annotators. The reason why this step is described in detail is the significance of the
corpus for the performance of the classifier later.

7.2.1 Objectives

The objectives of this experiment include:

• obtain a labelled text corpus that can serve as training and testing dataset for a relation
classifier

• assess the labelling quality and validate the overall process

Inter- and intra-annotator agreement of the redundantly labelled initial corpus will serve
as a quantitative metric and proxy for the quality of the obtained annotations. This, in turn,
also provides an indication regarding the feasibility of the task and the quality of the overall
annotation process.

7.2.2 Overview

The creation was done in two stages: an initial corpus was created by having multiple
annotators label sentences redundantly to obtain inter- and intra-annotator agreement. To



7.2 Assessing the corpus creation 147

enlarge the corpus and incorporate some of the findings from the first stage, the corpus was
then further extended. Figure 7.2 illustrates these stages and already summarises relevant
aspects of each stage. Explanations, such as descriptions of the underlying dataset and of the
labelling process, will be provided in the corresponding subsections.

• Objective: Understand task feasibility and achievable labelling quality
• Redundant labelling to measure intra- and inter-annotator agreement
• Small corpus size, partially due to redundancy in labelling
• Automatic NER (resulting in some NER misclassifications)
• Tech. implementation: sails.js Web app with Mongo DB

• Objective: Increase the corpus size
• No redundant labelling, no measurement of intra- or inter-annotator agreement
• Large corpus size
• Manual NER to avoid misclassification errors of automatic NER
• Tech. implementation: Django (Python) app with Postgresql DB

Extended corpusInitial corpus

Fig. 7.2 Structure of the section on Corpus Creation

The following sections describe the creation of the initial corpus as well as the extended
corpus and summarise the findings.

7.2.3 Formation of the initial corpus

Selected data sources To avoid any potential bias from just a single dataset, multiple
datasets were chosen using the selection criteria defined in Section 5.3.2. The documents for
the text corpus were obtained from the following data sources: the Reuters corpora TRC2
and RCV11, the NewsIR’16 dataset2, and a customised dataset obtained from webhose3.

Document and sentence sampling The documents and sentences were sampled following
the approach discussed in Section 5.3.2. Documents were sampled from four different
sources and assigned to three different partitions each. Manually collected candidate positive
sentences were added to the corpus to increase the share of positive examples. The process
as well as the four selected data sources are depicted by Figure 7.3.

Documents were segmented into sentences using spacy4 as off-the-shelf solution. To
facilitate the subsequent annotation, sentences were automatically NER-tagged5, again using
spacy. The organisation names were not provided to the NER tagger in advance. To reduce

1Reuters corpora TRC2 and RCV1 (https://trec.nist.gov/data/reuters/reuters.html)
2NewsIR’16 dataset (https://research.signal-ai.com/newsir16/signal-dataset.html);

last accessed: 2019-01-10
3Webhose.io (https://webhose.io/); last accessed: 2019-01-10
4Spacy.io (https://spacy.io/; last accessed: 2019-01-09) is an open-source general purpose NLP

software library. It provides various NLP functions, such as NER, POS tagging, dependency parsing, and word
vectors.

5NER-tagging is the process of detecting and classifying named entities in a text and tagging these text
sequences accordingly. NER stands for Named Entity Recognition.

https://trec.nist.gov/data/reuters/reuters.html
https://research.signal-ai.com/newsir16/signal-dataset.html
https://webhose.io/
https://spacy.io/
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Fig. 7.3 Sampling methodology

false positives, Flair6 and the Stanford CoreNLP7 NER taggers were used in combination
with spacy in a simple ensemble. The results of all three libraries had to match for an
organisational named entity to be considered in the subsequent steps. Since automatic
NER tagging performs well but is still imperfect, organisations may not have been detected,
erroneously detected, or detected with incorrect segmentation boundaries. Initially, about
4,100 candidate positive sentences were collected and stored without a label as it was up to
the annotators to classify the sentences. Not all of these sentences ended up getting labelled
for two main reasons: The automatic named entity recognition system did not identify all
organisational named entities and sentences with less than two were not admitted to the
annotation process.

Class definitions The class definitions used were the ones proposed in Section 5.3.2. The
classes ‘no buyer-supplier relation’ and ‘rejected by annotator’ were merged, as discussed in
Section 5.4.2.

Annotation collection The annotations were collected following the methodology outlined
in Section 5.3.2.

Options for obtaining human annotations are highly scalable platforms like Amazon’s
Mechanical Turk where micro-tasks can be outsourced for a few US cents per task or directly

6Flair (https://github.com/zalandoresearch/flair; MIT-licensed NLP software library; last
accessed: 2019-06-11)

7Stanford CoreNLP (https://stanfordnlp.github.io/CoreNLP/index.html; last accessed:
2019-06-11)

https://github.com/zalandoresearch/flair
https://stanfordnlp.github.io/CoreNLP/index.html
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recruiting people to perform the task, ideally via some Web-based form or interface. Given
the complexity of the task, Mechanical Turk was ruled out as a platform since this would
have required substantial efforts to automate the quality management. Instead, annotators
were recruited that were known to the author and could be personally instructed to perform
the task. This way problems could be quickly flagged and the annotation process be adjusted
if required. The small number of annotators was expected to provide a large number of
annotation each.

The labelling was conducted independently by seven annotators. To avoid inconsistent
labels, annotators were provided with identical, detailed written instructions, including a
few example sentences with solutions8. They also went through an introductory labelling
session. The annotators were the author of this thesis, four academics from the University
of Cambridge as well as two friends with an excellent command of the English language.
To facilitate the labelling, a Web application was developed to provide an interactive user
interface. This Web app also provided the following crucial functionalities, such as:

• Providing labelling options specific to the sentence, i.e. not more selection fields than
required to annotate a specific sentence.

• Ensuring that a small partition of the sentences get labelled by all annotators redun-
dantly (inter-annotator agreement)

• Randomly re-introducing the first x sentences of a session towards the end of the same
session (intra-annotator agreement)

• Ensuring a pre-set redundancy level, e.g. each sentence gets redundantly labelled by n
annotators9

• Capturing user feedback about any errors in the previous processing steps (sentence
segmentation and named entity recognition)

For the initial corpus, a Web application was developed based on Sails.js and Mongo DB
and only aimed to collect relation labels and measure intra- and inter-annotator agreement.
The user interface of this application is shown in Figure 7.4.

For each pair of two organisational named entities that had been automatically detected,
the most appropriate relation needed to be chosen from a drop-down menu. For the eventual
case that a sentence as a whole was not intelligible to label any relation, annotators could
reject the whole sentence and flag it as “unclassifiable”.

8The used annotation instructions can be found in the Supplementary Material (https://github.com/
pwichmann/phd_thesis).

9This redundancy level was initially set to 3 and then later relaxed to obtain more examples.

https://github.com/pwichmann/phd_thesis
https://github.com/pwichmann/phd_thesis


150 Industrial validation

Fig. 7.4 Interface of annotation Web app: Each pair of already detected and highlighted
organisations needs to be classified.

An important design decision is whether to not only mask company names for the
classification algorithm but also for the annotators. Masking can help to prevent annotators
from using background knowledge in the labelling process. However, masking would make
the labelling task more difficult by adding a layer of abstraction. Hence, the organisational
named entities are not masked but revealed to the annotators. To avoid incorrect labels,
annotators are specifically instructed not to use the company names as a clue for their labelling
decision, to only consider the information provided by the sentence at hand, and to not use
any personal background knowledge about the relationship between two organisations.

Corpus characteristics and achieved labelling quality

Overview of corpus characteristics

Table 7.1 below provides key summarising statistics for the created text corpus. For this
research, a dataset of 3,887 annotated unique sentences was used, resulting in 8,231 labelled
unique arcs. Roughly half of the sentences came from the randomly sampled pool of
sentences and another half from the pool of sentences that had been manually collected. Each
unique arc could be labelled redundantly by multiple annotators (inter-annotator agreement)
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and even by the same annotator (intra-annotator agreement). Thus, the number of assigned
class labels (14,632) was higher than the number of unique arcs.

Table 7.1 Overview of (initial) corpus characteristics

Metric Value for initial corpus

Number of unique annotators 7
Number of unique sentences that were labelled 3,887
Number of finished annotation items (an annotation provided for a sen-
tence by an annotator)

14,632

Number of unique arcs (after majority vote) 8,231
Number of relation classes 6

Achieved inter-annotator agreement (inter-annotator set)
Cohen’s κ = 0.90; Fleiss’
κ = 0.90

Achieved inter-annotator agreement (for all sentences annotated by a
pair)

Cohen’s κ = 0.80

Achieved intra-annotator agreement Cohen’s κ = 0.86

The contribution of labels across annotators varied and is shown in Figure 7.5.

Fig. 7.5 Label contribution by annotator
before majority vote
(N=14,632 assigned labels)

Fig. 7.6 Label distribution for 8,231 arcs (after
majority vote)

As expected, the resulting dataset was imbalanced: Nearly 70% of assigned labels were
"none" (∼60%) or "reject" (∼10%). The label distribution after majority vote are shown in
Figure 7.6. Because of the imbalance, F1 score (as opposed to accuracy) is considered the
metric to optimise for.

Inter-annotator set (40 sentences) Based on the special inter-annotator set of 40 sentences
that all annotators had to process, the achieved inter-annotator agreement is shown in
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Table 7.2. Fleiss’ (Fleiss, 1971) and Cohen’s (Cohen, 1960) κ statistics were chosen to
measure annotator agreement. To adapt Cohen’s κ from a pair-wise comparison to more
than two annotators, the arithmetic average of Cohen’s κ across all pairs of annotators was
computed. The achieved average inter-annotator agreement was κ = 0.90 for both10 Fleiss’
and Cohen’s κ . This suggests annotations of good quality.

Table 7.2 Inter-annotator agreement on the inter-annotator set

Metric of inter-annotator agree-
ment Description Value

Cohen’s Kappa
Calculated as simple arithmetic average of Cohen’s
kappa across all pairwise measurements of inter-
annotator agreement

κ = 0.90

Fleiss’ (Multi-)Kappa Standard calculation κ = 0.90

The inter-annotator agreement can also be illustrated in a heatmap as shown in Figure 7.7.

Fig. 7.7 Pair-wise inter-annotator agreement (Cohen’s Kappa) assessed on only the inter-
annotator set.

Pair-wise inter-annotator agreement (all shared sentences) A better assessment of inter-
annotator agreement may be obtained by measuring the agreement that any two annotators
show for sentences they both annotated which may potentially far exceed the 40 inter-
annotator sentences. Please note that for this evaluation, the sentences as well as the number

10The first 3 decimal places were identical for Fleiss’ and Cohen’s κ .
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of sentences was different for each pair of annotators. The result of the pair-wise assessment
is shown in Figure 7.8 using Cohen’s κ .

Fig. 7.8 Pair-wise inter-annotator agreement (kappa) assessed on all sentences annotated by
both annotators of any pair.

The simple arithmetic mean of all these pairwise agreements was κ = 0.80 and, thus, lower
than the one measured for the inter-annotator set that all annotators had to label.

Intra-annotator agreement Intra-annotator agreement was assessed by re-injecting the
first 5 sentences of each annotation session (in random order and interrupted by new sen-
tences) towards the end. The achieved average intra-annotator agreement was κ = 0.86. This
suggests annotations of good quality.

7.2.4 Formation of the extended corpus

In early tests, classifiers trained on the initial corpus alone already performed moderately
well. However, as expected in Section 5.3.2, the trained classifiers appeared biased by – what
could be called – ‘trigger words’. These were words that are over-represented in the dataset
in those sentences that express a buyer-supplier relationship. Consequently, the classifiers
showed a tendency to return false positives when those ‘trigger words’ were present. The
initial corpus was subsequently extended by further annotated sentences. For this extension,
the objective differs slightly compared to the initial corpus.
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Objective

Since the initial corpus already allowed to draw conclusions about task complexity and
labelling quality, measuring inter-annotator agreement was no longer in focus. Instead, it
was more important to increase the size of the corpus rather than to label redundantly. To
improve labelling quality and to ensure that no data is lost, this time the NER tagging was
performed manually for sentences to be added to the text corpus. Performing this task
manually addressed the drawbacks of automated NER mentioned in 5.3.2. In case a company
name was mentioned as part of a product, such as “Boeing 737”, the organisational named
entity mention “Boeing” was still supposed to be tagged as such. Because the NER task was
performed manually, the ‘reject’ relation class was no longer required. Instead, a sentence
could be directly sent back into the NER process. In subsequent sections, it will be stated
which of the two corpora have been used to achieve the results. Where possible, both corpora
will be used in separation. The term “Extended corpus” shall refer to the combination of
initial corpus and additional annotated sentences.

Process

In contrast to the initial text corpus, the sentences were not randomly sampled. Instead, to
improve precision, sentences for which a classifier had predicted a buyer-supplier relation
of some kind were collected and inserted into the labelling process. Sentences that were
identical to sentences already present in the corpus were automatically rejected and not
labelled again. Sources were identical to the ones used for the initial corpus. Manually
collected candidate positive examples were also added again, in particular those where NER
errors had previously resulted in a sentence not being used for training.

Building on the learnings from the first labelling Web application, a second one was
developed that allowed for manual NER tagging, for custom named entity classes and relation
classes. This second version was developed in the Django Web framework using Python
and a Postgresql database. Figure 7.9 provides a screenshot of the NER interface. Named
entities could be first selected by double-clicking on a single word or by dragging the cursor
from the beginning to the end of the entity mention. Once highlighted, the entity could be
classified below using a drop-down menu. The subsequent labelling of relations between two
organisational named entities is shown in Figure 7.10 and was similar to the process of the
initial corpus.
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Fig. 7.9 NER tagging interface of rewritten annotation Web app

Corpus characteristics

The corpus characteristics are summarised by Table 7.3. Since the additional sentences were
not labelled redundantly this time, no inter- or intra-annotator agreement could be measured.

Table 7.3 Overview of corpus characteristics

Metric Initial corpus
Extended corpus
(incl. initial corpus)

Difference

Number of unique sentences
that were labelled

3,887 11,161 +7,274

Number of unique arcs 8,231 24,809 +16,578

Table 7.4 provides an overview of the label distribution. Generally, “A supplies B”
relations occur more than twice as often as the relation of opposite directionality “B supplies
A”. A possible reason for this could be that phrases in active voice, such as “company
A provides company B with”, are common. “B supplies A” does not necessarily require
a sentence in passive voice though. The sentence “Company A purchases material from
company B.” would need to be labelled “B supplies A”.
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Fig. 7.10 Relation classification interface of rewritten annotation Web app

Table 7.4 Label distribution in corpus

Label
Share in initial cor-
pus

Share in extended
corpus (excl. initial
corpus)

Share in combined
dataset

none or reject 69% 66% 67%
A supplies B 15% 14% 14%
B supplies A 6% 5% 6%
ambiguous / partnership 7% 9% 8%
ownership / part of 3% 6% 5%

7.2.5 Discussion

As stated earlier, the inter- and intra-annotator agreement of the redundantly labelled initial
corpus will serve as a quantitative metrics for validating the corpus creation process. Strictly
speaking, these metrics only measure the consistency of the provided labels. But these
metrics also serve as a proxy for the quality of the obtained annotations, provide an indication
for the feasibility of the task (given the provided text and instructions) and for the quality
of the overall annotation process. The achieved inter-annotator agreement of κ = 0.90 on
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the inter-annotator set of 40 sentences across all annotators suggests annotations of good
quality. It appears that the labelling task was feasible and class definitions were sufficiently
understandable. A perfect inter-annotator agreement was not expected due to the generally
existing ambiguity in natural language text. The intra-annotator agreement of κ = 0.86
suggests that annotators were also consistent with themselves and did not, for example, guess
answers but had followed rules for their voting behaviour.

However, during the process of creating the labelled corpus, a number of aspects could
be observed that were not immediately obvious in advance.

Corpus size The size of the corpus was still rather small – even for a confined task like
classifying buyer-supplier relations. Using the same methodology as described above, the
corpus can easily be extended. The use of “active learning” could make the process of
labelling further examples more efficient by only requesting labels for examples where the
uncertainty of the classifier is highest.

NER errors A significant share of the manually collected positive examples were also lost
due to false negatives in the NER stage. To address this, positive samples can be manually
NER tagged in the revised process for the extended corpus.

Data imbalance and biases with consequences As it was unclear in advance what the
share of positive sentences in the news datasets would be, the proposed methodology may
have placed too much emphasis on the document and sentence sampling. As explained above,
due to the low share of positive sentences in the news datasets, candidate positive sentences
had to be manually collected and added to the corpus, thereby potentially introducing biases
that the document and sentence sampling had aimed to avoid.

Labelling complexity and ambiguity The class definition and annotation instruction may
give the impression that the annotation task is a relatively simple one. However, some
fraction of the sentences were extremely complex to mentally parse and convert into relations
between entities. Furthermore, there were edge cases where correctly distinguishing between
classes is practically impossible.

Some relations described complex buyer-supplier relationships involving subcontractors.
A prime contractor may have been assigned work by a customer. The prime contractor
outsources the work to a sub-contractor which delivers the goods directly to the customer.
This creates ambiguity as to what extent the material flow is representative of the (inverse)
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financial flow. Understanding which organisation is buyer and which is supplier becomes
difficult, as illustrated by Figure 7.11.

Fig. 7.11 Example of a complex relation involving an intermediary or subcontractor

Abbreviations or other company identifiers, like stock symbols, were often mentioned
after the company itself had been named. The NER, however, was often not able to distinguish
normal company mentions from other company identifiers. Consequently, annotators were
also requested by the labelling app to annotate relations involving these identifiers. Even
though the instructions covered this aspect, the treatment of such identifiers was problematic.
They represented useful information for entity linking but rather disturbed the process of
relation classification. It appears sensible to try to remove these identifiers from the text but
store the information for later stages of the processing pipeline. A naive approach could be
to remove all short text sequences directly following a detected organisational named entity,
do not contain whitespace characters and are enclosed in brackets.

7.3 Assessing the classifier creation

In this section, the annotated text corpus from the previous step can now be used to train and
test a classifier.

7.3.1 Objectives

The objectives of this experiment include:

• measure the achievable classification performance to validate the idea of automatically
extracting individual buyer-supplier relations from text

• obtain a pre-trained classifier that can be used to extract buyer-supplier relations from
a large, unlabelled dataset
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To assess the classification performance, the annotated text corpus is considered the
gold standard against which any classifier can be tested. As common in machine learning,
by training on one partition of the text corpus and testing on another one, the classifiers’
achieved performance can be measured in terms of recall, precision and F1 score. Since an
annotated corpus is available, the achieved performance can be measured automatically.

A more meaningful validation result is achieved by comparing the achieved performance
levels to the ones produced by two naive implementations of a dummy baseline classifier:
A random dummy classifier uses a uniform probability distribution to vote for any class. A
stratified dummy classifier is slightly more sophisticated and randomly votes for any class but
respects the class distribution in the training set. If the trained classifiers clearly outperform
these baseline classifiers, these classifiers can be considered useful.

7.3.2 Details on the technical implementation of classifiers

Word embeddings as features

The feature set consisted of word embeddings obtained from the GloVe dataset. The dataset,
originally consisting of 840B tokens and 300-dimensional vectors trained on Common Crawl,
was filtered by those tokens actually present in the training data.

Deep Learning classifiers (BiLSTM and MLP)

The BiLSTM and the MLP architecture were designed to expect 380 features as input. This
means that, for each classification task, a text sequence of up to 380 “words” could be
fed into the network. Each “word” was represented by its corresponding 300-dimensional
embedding. In the case of both neural network classifiers, a Softmax layer was used to
normalise the outputs so that they could be interpreted as probabilities. The BiLSTM had
an embedding layer and considered 16 features in the hidden state of the LSTM layer. It
also used a dropout with a probability of 0.5. The last layer was a dense layer with 5 output
units, one for each class. The BiLSTM model used the standard hyperbolic tangent function
(“tanh”) activation function. The MLP architecture was identical in terms of input and output.
An embedding layer was followed by a single hidden layer of size 128. This then connected
to the output layer of size 5. In initial tests, increasing the network depth did not lead to
noticeable performance improvements. ReLU was used as an activation function for the MLP.
As common for single-label multiclass classification problems, categorical cross-entropy was
used as a loss function for the deep neural networks. “Adam” (Kingma and Ba, 2014) was
used as optimisation algorithm. Each network was trained and tested multiple times and the
results were averaged over all runs.
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Linear SVM classifier

Generally, an SVM is a discriminative classifier that estimates a separating hyperplane in
a high-dimensional feature space given labelled training data. The algorithm outputs an
optimal hyperplane which can be used to categorise new examples. A grid search is used to
tune the hyperparameter of the SVM classifier that is commonly referred to as C. Simply
speaking, SVMs aim to fit a hyperplane to separate data points such that (1) the largest
minimum margin between different classes is achieved and (2) as many instances as possible
are correctly separated. As it is not always possible to optimise both, the C parameter
determines the importance of (1).

7.3.3 Achieved classification performance

Given the class imbalances, the micro-averaged metrics are reported in this study, instead
of macro-averaged ones11. Furthermore, in multi-class single-label scenarios, the micro-
averaged recall equals the micro-averaged precision, and hence the F1-score. Oversampling
the minority classes was conducted but did not visibly improve classification performance.
The dataset was partitioned into training set (70%), validation set (10%), and test set (20%).
The neural networks were implemented in Python 3.6 using PyTorch and trained on a single
Linux desktop machine using an NVidia GeForce GTX 1080 Ti GPU. As is common practice,
the loss and the F1 score on the validation data were observed while increasing the number
of epochs to avoid over- or underfitting. The model with the best score was automatically
saved to avoid under- or overfitting with respect to the number of epochs. The training was
conducted up to 100 epochs, and in an initial trial up to 1000 epochs. With a batch size of 32,
the best BiLSTM model in our tests was obtained between epoch 17 and 37. Using above
system and the initial corpus, a single training and testing run (e.g. BiLSTM trained over 22
epochs and using a batch size of 32) could be completed in approximately one minute.

Overview of results

As expected, the stratified dummy classifier outperformed the random one and achieved a
micro-averaged F1 score of 0.36 compared to 0.20 for the fully random one on the initial
corpus. The actual classifiers performed well-above this baseline. Smaller differences in the
performance levels were not statistically significant and may be due to chance even though
results have already been averaged over 10 separate runs. In particular, the Deep Learning
algorithms included stochastic processes. Table 7.5 provides an overview of the results for the

11A macro-averaged metric would initially be computed independently for each class and then averaged over
all classes. This would treat all classes equally despite their different sizes.
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different models. The results in this table were achieved by training and testing on the initial
corpus or by training and testing on the extended corpus. The purpose of this table is to show
the achievable performance levels and compare them to baseline classifiers to demonstrate
the general feasibility of the task. The purpose is not to identify a single algorithm guaranteed
to always perform best for this type of problem. A conclusion, such as that the SVM with
positional features generally outperforms all other algorithms for classifying buyer-supplier
relations, would not be valid.

Table 7.5 Classification results (micro-averaged F1 score)

Method Configuration Initial corpus Extended cor-
pus

Random dummy classifier Fully random dummy baseline classifier
(uniform assignment of class labels)

F1 = 0.20 F1 = 0.20

Stratified dummy classifier Stratified dummy baseline classifier (ran-
dom voting respecting the training set’s
class distribution)

F1 = 0.36 F1 = 0.36

SVM Bag-of-words converted into one-hot-
vector (word order and position of organi-
sational named entities are not considered)

F1 = 0.68 F1 = 0.66

SVM Bag-of-words converted into one-hot-
vector; feature vector also contains posi-
tional information for organisational named
entities

F1 = 0.75 F1 = 0.77

MLP GloVe embeddings; input sequence length
of 380; batch size of 32

F1 = 0.74 F1 = 0.76

BiLSTM GloVe embeddings; input sequence length
of 380; batch size of 64

F1 = 0.73 F1 = 0.73

Selected detailed results

For better readability, only the results for the stratified dummy classifier and the BiLSTM on
the extended corpus are presented in this section. The detailed results for each classifier and
each of the two corpora can be found in the Appendix.

Stratified dummy baseline classifier The performance of the stratified dummy classifier
can be found in Table 7.6. The results only differed slightly compared to the results on just
the initial corpus.
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Table 7.6 Classification results per class (averaged over 10 runs) – Stratified dummy classifier;
extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.49 0.69 0.47 0.55

Class 1: B supplies A 0.91 0.06 0.06 0.06

Class 2: A supplies B 0.78 0.18 0.14 0.16

Class 3: ambiguous/undirected 0.85 0.07 0.09 0.09

Class 4: ownership/part-of 0.69 0.05 0.30 0.09

Micro-averaged 0.36

BiLSTM The class-wise classification performance for the BiLSTM is shown in Table 7.7.
The results are shown for a batch size of 64. Different batch sizes (32, 128) were tested and
resulted in slightly lower performance levels (approx. 0.68 to 0.72). Since the process was
stochastic, achieved performance levels could differ slightly with each new run. The table
shows an average over 10 separate runs.

Table 7.7 Classification results per class (averaged over 10 runs) – BiLSTM; extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.79 0.83 0.86 0.84

Class 1: B supplies A 0.93 0.29 0.29 0.29

Class 2: A supplies B 0.88 0.60 0.55 0.57

Class 3: ambiguous/undirected 0.92 0.47 0.55 0.51

Class 4: ownership/part-of 0.94 0.42 0.26 0.32

Micro-averaged 0.73

Discussion

Overall, it was possible to train classifiers that clearly outperform the dummy baseline
classifiers and achieved F1 scores above 0.75. The trained networks appeared to be able to
distinguish well between Class 0 and all others, as demonstrated by the F1 score of above
0.85 for Class 0 achieved by most of the (non-dummy) classifiers. These results can be
considered a validation for the proposed approach of automatically extracting individual
buyer-supplier relations from natural language text.

However, a number of limitations need to be considered: First of all, only one aspect
of the envisioned end-to-end processing pipeline was examined in this experiment: the
prediction of relationship classes for already NER-tagged sentences. The errors introduced
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by the NER itself and other potential pre-processing steps were not considered in the stated
classification performance. A further limitation is that the achieved precision for classes 1
to 3 is substantially lower than 1. If such a classifier is applied to large quantities of text,
this will result in a large absolute number of false positives. Recall of the Classes 1 to 4 still
remained relatively low which was likely due to the small size of the obtained annotated
dataset. More concretely, the classifier may have encountered completely new linguistic
expressions in the test phase that it had not encountered during the training phase. This is
true in particular for the classes with small sample size, such as “ownership / part-of” and “B
supplies A”. As was shown in Table 7.4, the class “A supplies B” was more than twice as
common the dataset as the equivalent relation with inverted directionality “B supplies A”.
This may be one reason for the different F1 score. The obtained dataset focussed on two
manufacturing industries, automotive and aerospace, which may limit its usefulness for other,
industries with different supply network structures. While some generic expressions, such as
“supplies with”, are used across industries and the classifier should perform well for these,
other expressions may be more industry-specific and including examples of these in the
dataset could lead to the discovery of further relations. With regards to defining relationship
classes, there appears to be a trade-off between the number of relationship classes and the
simplicity of the classification task. More classes may lead to a longer annotation time or
lower labelling quality. On the other hand, the defined classes are still limited in their ability
to distinguish more subtle semantic differences in relationships. For example, it may be
useful to distinguish buyer-supplier relations that have just ended from those who explicitly
never existed, and a relationship that is explicitly said to have never existed may have to be
distinguished from one where information is just lacking.

7.4 Assessing the end-to-end process

In this section, the previously proposed, end-to-end approach is applied to large, unlabelled,
and previously unseen datasets, as illustrated by Figure 7.12. This implies that – as opposed
to the testing of the classifier in the previous section – all steps from the pre-processing of
documents to a basic visualisation of the detected supply chains were performed automatically
this time.



164 Industrial validation

RQ2

Selection and processing
of text documents

(e.g. sentence segmentation,
named entity recognition, …)

Relation extraction
Further processing steps

(e.g. aggregation,
visualisation, …)

Unstructured, 
natural language text 
(e.g. news articles)

Supply chain map

Trained
relation classifier

Fig. 7.12 Application to unseen data

7.4.1 Objectives

Validating the end-to-end processing pipeline that includes the extraction of buyer-supplier
relations from a large, previously unseen dataset is less straightforward than for the corpus
creation or classifier creation stage. There are more facets to be examined and the performance
level, such as the recall of buyer-supplier relations, cannot be automatically assessed anymore.
The validation also aims to provide indicative answers to questions of data sparsity (how
much relevant information is in a given dataset) and information availability (how much
information about a supply chain can be found).

The objectives of this experiment include:

• test the end-to-end processing pipeline from text to the visualisation of basic supply
chain map, including automatic sentence segmentation and NER tagging

• test the classifier on previously unseen, large real-world datasets covering a wide range
of topics and, hence, predominantly out-of-domain data

• gain insights regarding the representativeness of the training data and the ability of the
trained classifier to generalise beyond the corpus

• draw basic12 conclusions about the information availability and data sparsity in a
typical news dataset, and, thus, the usefulness of the overall approach

7.4.2 Methodology

Subsequently, the conceptual framework proposed in Section 6.7 will be followed. However,
not all proposed tasks, such as the inference of sub-tier relations, could be implemented
within the scope of this research. Thus, the extracted individual buyer-supplier relations will

12Only basic conclusions are possible since only a few datasets can be tested, co-reference resolution is not
being used and all conclusions are conditional on the latent error rates along the processing pipeline, such as
NER tagging.
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be aggregated and visualised but the resulting supply chain maps will not be transitive (cf.
the transitivity problem discussed in the previous chapter). An NER system will be used
to automatically detect mentions of organisations but no named entity resolution will be
performed. Hence, duplicate references to the same organisation using different names are to
be expected in the results.

The validation was performed on three different datasets: a random sample of sentences,
a dataset with sentences that contained the word “Boeing”, and a dataset with sentences that
contained the word “Toyota”. After applying the proposed approach to these datasets, it is
possible to quantitatively analyse the results. For instance, one can determine which share of
sentences was found to contain a buyer-supplier relation. A manual inspection of a random
sample of the results allows to produce a confusion matrix and sources of errors along the
processing pipeline can be identified.

The nature of this experiment differs from previous ones: The proposed approach was
supposed to be tested on a large dataset that has previously not been seen by the classifier and
is unlabelled. Furthermore, all processing steps were supposed to be executed automatically
– without human annotations at any stage. Compared to previous experiments, this led to a
number of fundamental changes:

Large, previously unseen dataset The classifier was applied to a large, previously unseen
dataset. This was supposed to reveal if the relation classifier is able to generalise beyond just
the (potentially biased) training corpus. The size of the dataset had a further consequence:
Buyer-supplier relations are relatively rare in a general news dataset. In combination with a
vast dataset of millions of sentences, a less-than-perfect precision of the processing pipeline
means that a large share of returned buyer-supplier relations was now expected to be false
positives.

Introduction of new error sources Previously, during the Corpus Creation phase, some
steps may have been done manually. This time, these needed to be executed fully automati-
cally, such as language detection, sentence segmentation, and named entity recognition. In
particular, the automated named entity recognition could be expected to introduce additional
misclassification errors. For instance, products may get incorrectly labelled as organisations.
In previous experiments, these errors were not considered. These errors are not directly
observable unless samples are manually inspected.

Unlabelled dataset leads to changing performance measurement Due to the lack of
labels and the large size of the dataset, the available evaluation options were limited: The
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performance of the approach (especially recall, and this F1 score) could no longer be auto-
matically measured. The lack of labels means that results had to be inspected manually. The
large size of the dataset means that it may only be possible to check small random samples
rather than all results. Especially recall was difficult to measure since the metric would
require knowledge of how many relations of a specific type existed in the complete dataset or
at least in a random sample. Precision was easier to measure since the metric only required
knowledge of the returned results which are considerably fewer than the size of the complete
dataset. Furthermore, it was no longer possible to separate out different error sources. Errors
could occur in the stages prior to the classification, such as NER tagging. Without manual
inspection, errors that arose at different stages of the processing pipeline were not separable.

Selection of a text corpus The requirements and options for a text corpus were identical
to Section 5.3.2 where a text corpus had to be created for the training data. A further
requirement was that the dataset the classifier was applied to should be large so that the
classifier was exposed to a wide variety of text examples. This is different from the training
data where only a small sample has to be used. The dataset should also have little overlap
with the previously created text corpus to test if the classifier can generalise.

7.4.3 Experiment and results

Applied model Out of the set of tested algorithms, the BiLSTM model was chosen. In
the previous tests, the model had performed clearly better than any dummy classifier and
the bag-of-words SVM classifier. Even though the BiLSTM did not clearly outperform the
MLP or the SVM classifier that uses positional information, the BiLSTM was also used
for these tests in the hopes that knowledge of the full token sequence in a sentence may
in the end turn out to be beneficial. In the following experiments, the word tokeniser used
to preprocess sentences was not set to split off contractions, e.g. the “’s” in “Boeing’s”.
However, the NER system Flair was pre-trained on data where this is the case. Thus, the
actually achievable NER performance and relation extraction performance may be slightly
better than the performance stated in this thesis.

Dataset To apply a trained classifier to a previously unseen and different dataset, a dataset
was collected by scraping a range of blogs and news websites for the automotive and
aerospace industry, including a few selected supplier industries (such as plastics and compos-
ite materials). The dataset contained only the text content of the articles and had a size of
approximately 1.4 GB (more than 40 million sentences).
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Overview of subsequent analyses Figure 7.13 provides an overview of the subsequent
three sets of analyses. All analyses are based on the dataset of automotive and aerospace news
articles. In a first set of analyses, a random sample of sentences was processed. This way, a
large number of sentences was processed to test the general effectiveness of the approach.
In the subsequent two sets of analyses, the dataset was filtered for sentences that contain a
specific company name. Thus, the complete dataset was considered but only the fraction of
the data was used that was relevant for the focal companies. Because sentences may have
contained the name of the focal company but also described other buyer-supplier relations,
the detected relations were then filtered again: either the target or the source entity needed
to contain the name of the focal company. The first case used Boeing as a representative of
the aerospace industry, the second case used Toyota as a representative of the automotive
industry.

Named Entity Recognition
and

Relation Classification
(using the pre-trained model)

Text documents
(1.4 GB of automotive and 

aerospace news)

Random sampling

Filtering all sentences that 
contain “Boeing”

Filtering all sentences that 
contain “Toyota”

Set of random buyer-
supplier relations

Filtering for detected buyer-supplier relations
(class 1, 2, 3)

Set of Boeing relations to 
direct suppliers and 

customers

Filtering for detected buyer-supplier relations
(class 1, 2, 3) & source or target entity needs 

to contain “Boeing”

Set of Toyota relations to 
direct suppliers and 

customers

Filtering for detected buyer-supplier relations
(class 1, 2, 3) & source or target entity needs 

to contain “Toyota”

Fig. 7.13 Process overview of subsequent analyses

7.4.4 Random sample

A random sample of approximately 582k sentences sentences was processed for the following
analyses. Duplicate sentences were ignored and not processed. It is possible that, by chance13,
some examples from the training dataset were also included in the large, unannotated corpus.
However, the unlabelled corpus was orders of magnitude larger than the training dataset.

Analysis on sentence-level

The first set of analyses examined the results on a sentence-level. Figure 7.14 provides an
overview of how many sentences actually contained a specific number of organisational
named entity mentions. This analysis was important because only sentences with at least two

13E.g. due to copied press releases reported by multiple sources
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explicit organisational mentions would be considered for further analysis. In this case, the
results were based on the prediction of the Flair NER system (which may have included false
positives and false negatives).

Fig. 7.14 Distribution of ORG mentions per sentence: Number of sentences containing x
organisational named entities, for x = 0,1,2, . . . ,8

Figure 7.14 shows that 55.3%+29.8% = 85.1% of the sentences did not contain two or
more organisational named entities. Thus, only about 15% of sentences “qualified” for a
relation classification.

On a sentence-level, the funnel looked as illustrated by Figure 7.15. Of about 582k
sentences, approximately 15% contained two or more organisational named entities. About
12 percentage points of those related to sentences without any detected buyer-supplier relation.
About three percentage points related to sentences for which at least one buyer-supplier
relation (class 1, 2 or 3) could be detected. Ignoring any misclassification errors in the
NER or relation extraction phase, this provided a first rough indication for the information
sparsity that can be expected in an industry-specific news dataset (in this case: automotive
and aerospace).
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Fig. 7.15 Waterfall on sentence-level

Analysis on arc-level

As mentioned before, if a sentence contained more than two organisational named entities,
then each possible (unordered) pair of such entities represented an arc that required a class
label. As illustrated above, approximately 87k sentences contained two or more organisational
named entities. This corresponded to approximately 208k arcs that required a label prediction.

Analysis of label distribution Figure 7.16 provides an analysis of the results on an arc-
level. Out of the approximately 208k arcs, 86.7% were classified as “none” (class 0). About
7.1% were classified as “B supplies A” (class 1) and about 2.4% were classified as “A
supplies B” (class 2). 1.5% were classified as “partnership / ambiguous / ...” (class 3). A
remaining 2.3% were classified as stating an ownership relation (class 4). It needs to be kept
in mind that these percentages are skewed by false positives and false negatives for each
class and can only provide an approximate indication of the true shares.
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Fig. 7.16 Waterfall on arc-level: Share of class labels in the overall number of arcs

The large share of class 1 predictions was not expected since the labelled text corpus
contained more class 2 than class 1 examples. This may be indicative of a larger share of
false positives in class 1 – potentially caused by a smaller number of examples for that class
in the corpus. This is supported by the fact that – when tested on the labelled corpus – the
classifiers showed a lower precision (and recall) for class 1 that for class 2.

Analysis of confidence score distribution In addition to providing the most likely label,
the classifier also provided the corresponding confidence score. Since there were 5 classes, a
“winning” label could not have a confidence score of less than 0.2.

Figure 7.17 shows the distribution of confidence scores for “winning” labels for each
class. The distribution for class 0 was negatively skewed: the mode of the distribution was at
the right end where the confidence was highest. For all other classes, the mode was much
more centred around a confidence of 0.5. Overall, the classifier was much more confident
in identifying negative examples (class 0) than in assigning any of the other class labels.
A large number of buyer-supplier relations were still predicted with a confidence close to
minimum required for a “winning” label (0.2). With more training data, these distributions
are expected to shift further to the right. The y axes of the diagrams represent the number
of times an arc was assigned a particular class label with a particular confidence score. The
layout reflects the fact that the relations of interest are predominantly the classes 1, 2 and 3.

Manual inspection of a sample

To assess the results, a sample of 500 randomly sampled arcs and their assigned class labels
was inspected manually. This was done by reading the original as well as masked sentence
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Fig. 7.17 Distribution of confidence scores for “winning” labels

and recording the true label next to the automatically predicted one. In addition, it was noted
if any of the two organisational named entities in question for a specific arc had been detected
erroneously.

Confusion matrix By comparing the vector of true labels with the vector of predicted labels,
a confusion matrix could be built, which is provided by Figure 7.18 (without normalisation)
and Figure 7.19 (with normalisation) below. The informative value of this confusion matrix
is still limited by the fact that only a small fraction of the results could be inspected manually.
The confusion matrices showed that the classifier was able to detect examples of the “none”
class reasonably well. 82% of the “none” examples were classified as such. In 11% of
the cases, these were still misclassified as “B supplies A” (class 1). However, especially
examples of the classes 1 to 4 were still frequently confused. A perfect classifier would have
had values of 1.0 along the diagonal of the normalised confusion matrix.
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Fig. 7.18 Confusion matrix without
normalisation

Fig. 7.19 Confusion matrix with
normalisation

By restricting the predictions to those above a confidence score threshold, the number of
misclassifications could be reduced but not fully eliminated, as shown in Figure 7.20 and
Figure 7.21. In this case, predictions with a confidence score < 0.7 were ignored.

Fig. 7.20 Confusion matrix without
normalisation (min score 0.7)

Fig. 7.21 Confusion matrix with
normalisation (min score 0.7)

NER errors Incorrectly detected organisational named entities did not automatically lead
to an incorrectly detected relation. However, in some instances this may have been the case,
even for a human who misunderstood a named entity as a company rather than, for instance, a
product name. NER errors were common in the inspected sample. In 50 out of 500 sentences
(10%), at least one of the two organisational named entities in question was incorrectly
detected as such (false positives or major segmentation errors). The most common error was
the misclassification of a product name or brand as a company (e.g. the car models “Zafira
Life” or “Pontiac”). In addition to collecting more training data, an NER system that is able
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to better distinguish mentions of organisations from mentions of products would improve the
relation extraction performance.

Visualisation of the resulting supply chain map

Figure 7.22 illustrates some of the extracted buyer-supplier relations as a simple supply
chain map. Before the visualisation, basic aggregation steps were carried out – as described
in Section 6.5.1. No manual corrections were performed for this map. Thus, the network
visualisation is based on predicted organisational named entities and their predicted relations.
The complete network was too large to be shown; only a small segment is presented here.
The network was also filtered to only include arcs between two entities which were both
detected with a confidence above 0.9 and a confidence for the relation class label of above 0.8.
In this particular visualisation example, classes 1 to 4 were not optically distinguished and
are shown as undirected arcs. Arcs labelled as “none” were not included in the visualisation.

In this example, the nodes for GM and General Motors Co. were manually highlighted to
show that named entity linking was not conducted. Using named entity linking, these two
nodes could be collapsed into a single one. The common NER error type of mistaking a
brand name for a company name could also be observed in this network segment (here: Ford
Ranger). In some cases, the relation between an organisation and a product misclassified as
an organisation could be misclassified as a buyer-supplier relation.

Fig. 7.22 Small segment of the resulting network; visualised using the open source network
visualisation software Cytoscape
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Figure 7.23 shows a small cut-out of a network visualisation as provided by the open
source software Gephi. Unlike the typical representation of a focal company’s supply chain
map in clearly separated tiers, this automated layout shows the dense network of inter-
relations. The data was visualised as produced by the processing pipeline without any
manual correction of incorrect nodes or arcs. As in the example visualisation before, the
graph demonstrates the need for further post-processing. For instance, Airbus and Airbus
Group (surrounded by ellipses in Figure 7.23) could be collapsed into a single node after
entity linking. Due to a word tokenizer anomaly14 in this experiment which was only
discovered later, possessive forms were not correctly identified and considered as part of the
organisational named entity, such as “Liebherr’s”, as opposed to just extracting “Liebherr”.
This may have resulted in some misclassification errors. Some names of products or product
features were incorrectly identified as organisations, such as “PW1100G” (the name of a
Pratt & Whitney engine type).

Fig. 7.23 Network visualisation with Gephi; small cut-out of the overall network and only
based on a small fraction of the corpus

Summary

Overall, it was possible to generate a rudimentary supply chain map from text without manual
processing steps. Since only direct buyer-supplier relations got extracted and aggregated,

14Unexpectedly, the segtok word tokenizer did not split off apostrophe and apostrophe “s” at the end of
named entity mentions.
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the resulting supply chain maps could only show potential sub-tier suppliers as opposed
confirmed sub-tier supplier relations (cf. transitivity problem discussed in Chapter 6). Since
all processing steps in the end-to-end pipeline could be executed automatically, it was possible
to process large amounts of data and filter it down to a subset of sentences that were likely
to be relevant for supply chain mapping. In this experiment, ca. 582k sentences could get
filtered down to ca. 19k sentences that were classified to contain at least one buyer-supplier
relation of some kind. Ignoring any misclassification and other processing errors along
the way, roughly 3% of sentences of the industry news dataset described a buyer-supplier
relation. The data sparsity in a general news or even general Web dataset will be even
more pronounced. Unfortunately, entity mentions, such as product names, were frequently
incorrectly classified as organisations by the NER system. In subsequent processing steps,
these false positives get masked in a sentence and the sentence is presented to the relation
classifier. This can result in subsequent errors in the classification of the relation.

7.4.5 Aerospace manufacturer

For this case problem, the aerospace manufacturer Boeing was selected.

Case problem and motivation

Boeing was an interesting case since approximately “70% of the development and production
activities” of the 787 Dreamliner had been outsourced to suppliers (Tang and Zimmerman,
2009). After a number of supply chain issues and production delays, the degree of outsourcing
was later reduced for subsequent programmes (e.g. see Gates and Grunbaum (2011)).
Understanding the structure of its extended supply chain has thus been of great interest to
Boeing.

Estimating the number of direct Boeing suppliers Estimating the number of Boeing’s
direct suppliers was difficult for a number of reasons. The context for published numbers is
often not sufficiently specific:

• Were only direct suppliers considered?

• Were also suppliers considered that relate to secondary activities (e.g. HR services,
accounting, catering, ...)?

• Were different sub-organisations counted separately, such as country organisations or
sales organisations?
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• Which of Boeing’s divisions were considered (BCA15, BDS16 and/or BGS17)? If only
a subset was considered, what is the supplier overlap?

• Were all suppliers actually active or just certified/approved?

In 2005, the Boeing magazine Frontiers reported: “79 Percentage reduction in the number
of suppliers that Boeing business units work with today. This number has dropped from more
than 30,000 in 1998 to 6,450 now. These 6,450 suppliers are based in more than 100 countries.
[...] 3,000 [is the] [a]pproximate number of suppliers that can trade through Exostar, an
aerospace Internet "virtual marketplace" founded by Boeing, Lockheed Martin, Raytheon,
BAE Systems and Rolls-Royce.” (Arkell, 2005). It is not immediately obvious if this number
includes only material, parts and component providers or also providers of software and
services. And it is not clear if the number only comprises first-tier suppliers. In October
2018 (13 years after the Frontiers article), the online magazine SupplyChainDive reports that
“[t]hree million parts arrive at Boeing facilities every day from 5,400 suppliers” (Cosgrove,
2018). If the wording was deliberate, this would suggest 5,400 first-tier suppliers for both the
commercial and military Boeing units. It is not immediately clear if different legal entities of
the same company (e.g. country organisations or similar) would count as different suppliers.
A Boeing press release from April 2018 states a very different number of suppliers: “In
2017, Boeing spent almost $60 billion with nearly 13,000 suppliers from all 50 U.S. states
and 57 countries. Supplier-provided components, services and engineering support make up
approximately 65 percent of the cost of Boeing products.” (Boeing, 2018). A conversation of
the author with a BDS manager in 2019 revealed that BDS reported approximately 4,680
active direct suppliers for its division. It was not possible to obtain the exact definition of
these suppliers.

Experimental design

The unlabelled text corpus was first filtered for sentences containing the word “Boeing”. The
NLP pipeline, including NER and relation classifier, was then applied to these pre-filtered
sentences to identify Boeing suppliers and customers. Once these had been identified by
name, the corpus could again be filtered by those names and the pipeline could be applied to
them.

15Boeing Commercial Airplanes
16Boeing Defense, Space & Security
17Boeing Global Services
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Results

Named entity recognition Using Flair as NER system on the text corpus resulted in 76,120
detected named entities that contained the word “Boeing”. As expected, not always was the
term identified as an organisational named entity. When mentioned as part of a product name,
such as “Boeing 737”, the whole sequence would be classified as MISC (miscellaneous
named entity). Moreover, depending on the context, sometimes even just the word “Boeing”
was (often correctly) classified as a product. However, a mention that was not classified
as organisational was lost at this stage of the processing pipeline – dramatically reducing
the recall that was achievable on an unlabelled dataset. Future extensions of this work
should address this limitation. Figure 7.24 provides an analysis of the detected named entity
mentions that contained the word “Boeing”. Around 60% (approx. 46,000 mentions) of these
entities were classified as ORG. Approximately 40% (approx. 30,000 mentions) of these
entities were classified as MISC. The class labels PER (for person) and LOC (for location)
are not necessarily incorrect. E.g. “William Boeing” was indeed a person and “Boeing Field”
in “[...] flight to Boeing Field in Seattle , Washington” was identified as a location.
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Fig. 7.24 Distribution of class labels for named entities containing the word "Boeing"

Figure 7.25 provides an analysis of the detected named entity mentions that contained
the word “Boeing” and that were classified as organisational. About 90% of mentions were
covered by the six text sequences, only about 10% were other text sequences. The commonly
extracted organisational mentions were generally correct.
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Fig. 7.25 Top unique text sequences containing “Boeing” and classified as organisational
named entity

Figure 7.26 provides the same analysis as before but for instances that were classified as
miscellaneous (MISC), i.e. as a product. The commonly extracted organisational mentions
were generally correct, and it can be argued that in some contexts the single word “Boeing”
indeed referred to the product rather than the company. Apart from some errors, most
mentions were correctly classified as MISC, given that they were Boeing products. But, as
stated before, all these mentions classified as MISC were lost for the further analysis even
though they may have been useful in identifying buyer-supplier relations.

16,377
1,196

998
440
393

270
244
224
223
220
220
195
154
140
133
127
127
124
117
114
113
110
108
103

7,191

0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Boeing

Boeing 737

Boeing 787 Dreamliner

Boeing F / A-18E

Boeing 777-300ER

Boeing 757

Boeing 777-200ER

Boeing 767-300ER

Boeing 787-8

Boeing 747-8I

Boeing 737-800

Boeing 747-8

OTHERS

Text (containing "Boeing") detected as MISC entity (N=29,661)

Fig. 7.26 Top unique text sequences containing “Boeing” and classified as MISC named
entity
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Analysis on sentence-level On a sentence-level, the filtering process is illustrated by
Figure 7.27. Because sentences had been filtered to contain the word “Boeing”, the share
of sentences with less than two organisational named entity mentions was lower (approx.
63%) than on a random sample of the corpus (approx. 85% as shown in Figure 7.15). Text
sequences containing “Boeing” but being classified as products still kept this share artificially
high. About 12% of sentences contained at least one predicted buyer-supplier relation.

Fig. 7.27 Waterfall on sentence-level (only sentences containing “Boeing”)

Analysis on arc-level On an arc-level, the distribution of relation class labels was similar
to the previously analysed random sample. Figure 7.28 provides the corresponding waterfall
illustration. Approximately 85% of all arcs were predicted to have no relevant relation. Class
1 (“B supplies A”) is the largest class with approximately 11% (compared to approximately
7% in the random sample). Based on previous inspections, a large share of these class 1
instances were expected to be false positives due to overfitting of the classifier on the rather
small training data.

Not all of these arcs included Boeing in the pair of considered entities. A sentence
containing the word “Boeing” may have contained other organisational named entities and
each possible pair would be considered an arc that required a label. Overall, 6,555 arcs were
predicted to describe a buyer-supplier relationship (class 1, 2, 3) in which one of the two
organisational named entities contained the word “Boeing”.

Figure 7.29 provides an overview of the distribution of confidence scores for the different
relation classes. This analysis was conducted for arcs extracted from sentences that contained
the word “Boeing”. Similar to the random sample, the classifier tended to be highly confident
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Fig. 7.28 Waterfall on arcs-level (extracted from sentences containing “Boeing”)

for a large fraction of the examples assigned the “None” class. For all other classes, the
confidence was still relatively low with a mode around or below 0.5. With more training data,
the distributions are expected to shift further to the right. See Figure 7.17 for a more detailed
explanation of the type of analysis.

Fig. 7.29 Distribution of confidence scores for “winning” labels (for arcs extracted from
sentences containing “Boeing”)

Visualisation of first-tier relations For the visualisation, no manual corrections were
carried out; the result represents what was produced automatically by the processing pipeline.
Repeated mentions of identical relations (same named entity mentions, same relation class)
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were aggregated. Out of 6,555 arcs 3,743 unique ones remained. The result had not yet been
filtered by the confidence score for the named entity or the relation. Filtering was likely
to improve precision but would reduce recall. Error types included wrong directionality,
incorrectly recognised named entity, incorrectly classified relation.

Figure 7.30 shows the entities predicted to be organisations that were in a (direct)
relationship with Boeing, first-tier suppliers and customers. Arcs were filtered for class 1, 2
and 3, and one of the named entities needed to contain the word “Boeing”.

The network had been zoomed out to illustrate the following aspects: (1) The disconnected
graphs consisting of just two or three nodes were likely to contain entities that were incorrectly
detected as organisational named entities and contained the word “Boeing”. Examples of
such cases were “FlightSafetyBoeing” and “BoeingAmid” (the latter was likely to have been
caused by a failed sentence segmentation). Some “chains” were longer than just a single tier
due to multiple organisations in this chain containing the word “Boeing”. (2) In the centre
of the large cluster, the common names for Boeing could be found, such as “Boeing” or
“Boeing Co.”, which were connected to a large number of other organisations.

Fig. 7.30 Overall network of supposed Boeing direct customers and suppliers; visualised in
Cytoscape

Figure 7.31 shows the network in a different visualisation layout. This visualisation
shows how – without entity linking – different name variations for the same entity created
different clusters, e.g. “Boeing”, “Boeing’s” or “Boeing Co.”.
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Fig. 7.31 Overall network of supposed Boeing direct customers and suppliers; visualised in
Gephi

Identified customers and suppliers 2,089 distinct entities were predicted to be Boeing
suppliers, customers or partners. These distinct entities have not been grounded, and thus
include duplicates, and also may have contained erroneously detected named entities as
well as misclassified relations. E.g. due to the large number of instances where Boeing
and Airbus are mentioned together in one sentence, it is not unexpected that Airbus was
misclassified as customer and supplier of Boeing. The number of instances was so large that a
classifier with less than perfect precision would assign incorrect class labels numerous times.
A further extension of this work could consider a mechanism similar to tf-idf18 to normalise
for co-occurrences. Another option could be to identify rivals via a separate relation class to
avoid misclassifications.

To better aggregate the extracted information, all nodes containing “Boeing” were
collapsed into a single node. Additionally, organisations predicted to stand in a buyer-
relationship had now been classified as customers, suppliers, or “partners / ambiguous”.
Table 7.8 shows, in descending order, the top 30 organisations based on the number of times
it was predicted as “supplier” to Boeing. In addition, it is also shown the number of times
this organisation was classified to be Boeing’s “customer” or “partner / ambiguous / ...”.
Seemingly contradictory labels did not always signal an extraction error since companies
can take different roles over time or even simultaneously. The following sentence is such an
example:

18tf-idf stands for term frequency–inverse document frequency
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Example sentence

Boeing also had a major presence at the show, bringing a brand new AH-64E Apache
attack helicopter that it leased from the US Army.

Within the context of this sentence, the US Army in fact supplied Boeing with a leased
helicopter – inverting the commonly expected directionality of the relation between the two
organisations. However, in most cases shown in the table, labels for both classes “supplier”
and “customer” were indicative of remaining classification errors somewhere along the
processing pipeline. Confidence scores for named entities or the relation labels were not
considered for this table.

Examples of correctly extracted customers or suppliers The following examples were
correctly processed. The considered pair of organisation named entities is shown in brackets
([...]), other detected named entities are shown in curly braces ({...}). The organisational
named entity mentioned first is referred to as “A”, the second one is referred to as “B”.

Example sentence

[Boeing] partners with [Thermwood] on 3D printed tool for 777X.

In the example above, the named entities were correctly detected and classified as organi-
sations. The relation was correctly predicted to be class 3 (partnership / ambiguous / ...) –
albeit only with a rather low confidence of 0.54.

Example sentence

The [USN] awarded [Boeing] a $60.8 million contract as part of the Increment 3 Block
2 improvements for the Poseidon on 5 August.

The named entities were correctly detected and classified as organisations. In this context,
“USN” stands for US Navy. The correctly predicted class label for the relation was “B
supplies A”, that is Boeing supplies the USN. The confidence of the model for this prediction
was 0.83.

Example sentence

He does elaborate, but that deal, announced in December 2018, set conditions related to
[Spirit’s] long-term supply of commercial aircraft components to [Boeing].

The named entities were correctly detected. The contraction (apostrophe s) should have been
split off, which was a word tokenisation error caused by an incorrect configuration of the
tokeniser. The correctly predicted class label for the relation was “A supplies B”, that is Spirit
supplies Boeing. The confidence of the model for this prediction was rather low at 0.38.
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Examples of incorrectly extracted customers or suppliers The following examples
were incorrectly processed and selected to illustrate specific errors that can occur along the
processing pipeline. With respect to understanding the capabilities and limitations of the
approach, the incorrectly processed examples tended to be much more informative than the
correctly processed ones.

Example sentence

[Boeing] has been the prime contractor for [GMD] since 2001 and works with an industry
team to incorporate improvements.

Without any background knowledge, it looks as if the sentence had been correctly processed.
“Boeing” and “GMD” were classified as organisations and the predicted relation label was
class 2 (“A supplies B”), which appeared to be correct. However, “GMD” is not actually an
organisation and stands for “Ground-based Midcourse Defense system”. This easily made
error in the classification of the named entity led to subsequent errors in the classification of
the relation. Without background knowledge, a human is likely to make the same mistake.
If, in some sentence, a named entity is misclassified as an organisation, the classifier (or a
human) can only misclassify the relationship.

Example sentence

[Air Lease Corp] has ordered two new Boeing 787-9s and finalised a previously an-
nounced order for 12 737 Max aircraft, [Boeing] says on 8 August.

The organisational named entities have been correctly detected. The predicted relation label
was “B supplies A”. At first glance, this appears to be correct. However, strictly speaking, the
relation exists between “Air Lease Corp” and the first mention of “Boeing”, not the second
one. If the second mention got replaced by a news agency, such as Reuters, there would
be no buyer-supplier relation. These cases are ambiguous since a human would be able to
understand which role the second organisation is likely to play: If it is a news agency, it
cannot be a supplier but just a neutral reporter. However, if in this context, the organisation is
an aircraft manufacturer, then it is at least likely to be that supplier of the ordered aircraft.

Example sentence

{Tata} has signed deals with several Western companies, including one to manufacture
components for [Boeing] and another to produce helicopter cabins for [Sikorsky].

The named entities were correctly detected, and this sentence clearly expresses some buyer-
supplier relationships. However, the arc between “Boeing” and “Sikorsky” needed to be
labelled as “None” – and not as “B supplies A” which the classifier did with a confidence of
0.35. Instead, Boeing and Sikorsky are said to be supplied by Tata in separate deals.
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Example sentence

[Boeing] formed a joint venture with {India’s Tata Sons} in 2008, called [Tata Boeing
Aerospace].

The named entities were correctly extracted19. The assigned label is class 3 (ambiguous /
partnership). This is plausible at first sight since a joint venture between two companies is
supposed to be assigned this label. However, the arc that is being labelled is between the
co-owner of the joint venture (Boeing) and the joint venture itself. Thus, it would require the
ownership class label.

Example sentence

[Boeing] has brought its new BBJ Convertible to [NBAA] for the first time to highlight
the multi-mission business jet.

This example was chosen to illustrate the inherent ambiguity in natural language. The named
entities were correctly extracted. At first glance, it may even seem to a human reader that
Boeing supplies a product to another organisation. However, NBAA is the National Business
Aviation Association, which is in fact an organisation but, in this context, probably stands for
their yearly convention and exhibition. Thus, there is no buyer-supplier relationship stated in
the sentence.

Manual inspection of a sample of 150 arcs For this analysis, all arcs were collected where
one entity contained the word “Boeing” and the arc was predicted to be a buyer-supplier
relation (class 1, 2, or 3). The model used to predict buyer-supplier relations was identical
to the one used throughout this chapter20. Out of the set of all returned arcs, 150 arcs were
randomly sampled and manually inspected. The results of the inspection are as follows:

• 46 of the 150 arcs (approximately 31%) had been correctly classified, that is the
assigned class label 1, 2, or 3 had indeed been the right one.

• In 63 out of 150 cases (approximately 42%), the correct class label would have been
class 0. These errors could only partially (17 arcs) be explained by NER errors in any
of the two relevant entities.

19Apart from including “India’s” in the named entity which is a preventable error introduced by the word
tokenisation step.

20The prediction model used was identical. However, the word tokenizer was set to split off contractions,
such as apostrophes. This time, 6,350 arcs were identified as opposed to 6,555 arcs before (with contractions
not being split off). Splitting off contractions is expected to result in a better NER performance since Flair was
trained on data where contractions had been split off. Unfortunately, the training data for the model contained
sentences where contractions had been treated differently.
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• In all other 41 cases (approximately 27%), a misclassification occurred by confusing
the class labels 1, 2, or 3.

Common errors were the misclassification of products as organisations which then resulted
in the wrong relation class being assigned to the corresponding arcs. Approximately 71%
of the sentences (corresponding to the 150 sampled arcs) did, in fact, describe at least one
buyer-supplier relation (class 1, 2, 3) between entities mentioned in the sentence.

Iteratively adding potential sub-tier suppliers By extending the scope to sub-tier suppli-
ers of Boeing, at least two aspects can be further investigated: (1) Is it possible to identify
sub-tier suppliers and potentially even identify risks on a sub-tier level? (2) Companies, like
Boeing, are widely and frequently covered in the news. This will be different for smaller
suppliers. To what extent is there still some information in general industry news about those
suppliers and their relations?

Honeywell was one of the organisations identified as a direct supplier to Boeing. The
exercise that was previously carried out for Boeing could now be carried out for Honeywell.

Figure 7.32 provides a network visualisation of the result in Gephi. Again, without entity
linking, multiple clusters form around distinct name variations, such as “Honeywell” and
“Honeywell Aerospace”. Honeywell International Inc. is the official name of the international
conglomerate. Honeywell Aerospace is the aerospace division of the conglomerate giant.
Overall, 747 arcs were classified as buyer-supplier (class 1, 2, 3) relations. Figure 7.32
shows the resulting network after a basic aggregation step. As expected, more arcs related to
Honeywell’s customers rather than Honeywell’s suppliers.

An example of an identified supplier to Honeywell is provided by the following example.

Example sentence

[Elbit] had purchased the [Honeywell] helmet product line for the Boeing AH-64 Apache,
which is called the integrated helmet display and sighting system.

The organisations Elbit and Honeywell were correctly identified. The Boeing helicopter was
identified as a product (MISC), and Boeing was not separately detected as an organisation.
The predicted relationship class was “B supplies A”, which is correct given the provided
sentence. This sentence appears to describe a sub-tier relation: Honeywell provides the
helmet product line to Elbit which is a supplier to Boeing’s Apache helicopter. The confidence
for the relation label was 0.78.
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Fig. 7.32 Overall network of supposed Honeywell direct customers and suppliers; visualised
in Gephi

Example sentence

Additive manufacturing company [Sintavia] has received internal approval to make
production parts for [Honeywell Aerospace] using the powder bed fusion AM process.

The organisations were correctly detected in the sentence above. The predicted label “B
supplies A” has the incorrect direction, the correct label would have been “A supplies B”.
This confusion is likely due to the phrase “has received”. The relation label was assigned
with the confidence 0.45. However, the sentence reveals a potentially interesting sub-tier
supplier for aerospace customers of Honeywell.

Estimating the number of identified Boeing suppliers A further interesting question is
how many distinct Boeing suppliers could be identified in the data. Answering this question
is difficult for at least the following reasons:

• It is required to perform entity linking to remove different mentions of the same entity
(or same company group), e.g. “Tata” and “Tata Advanced Systems”. This step has to
be performed manually for best accuracy.

• Not all arcs classified as positive state a Boeing supplier, some of them state a customer.
Some relations do not involve Boeing and some are false positives. Again, this means
arcs have to be manually inspected.
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• Companies may have changed their names or may have been bought since the time
of reporting. Without substantial research efforts, this leads to double-counting if the
underlying data covers a large time period (e.g. “Subaru, formerly known as Fuji
Heavy Industries, is a major supplier for Boeing.”).

• Distinguishing direct from sub-tier suppliers is not always possible given the provided
text.

• It is often impossible to distinguish which Boeing department is supplied by an
organisation, e.g. Boeing BCA or Boeing BDS.

• The number of suppliers heavily depends on the size and quality of the input data.

• The overall number of Boeing suppliers is highly speculative. Uncertainty exists with
respect to the aspects first-tier vs. sub-tier suppliers, legal entities vs. company groups,
types of suppliers (e.g. suppliers providing goods and services for the production of
aircraft versus suppliers providing HR services, catering) etc.

Figure 7.33 shows a diagram of the process and the results. Please note that this manual
exercise was only conducted for the purpose of analysing the results. This manual process is
not required to produce supply chain maps. This analysis also deliberately only considers
aspects of completeness and ignores false positives. 6,350 arcs were classified as positive
(class 1, 2, or 3) and had a source or target node containing the word “Boeing”. All of
these arcs were manually inspected by the author. During this process, 1,428 of these
arcs were found to state a buyer-supplier relation with Boeing being supplied by another
organisation. This includes joint ventures and partnerships that appeared to be on the supply
side (upstream). Overall, 301 distinct organisations were stated to supply Boeing based on
the manual inspection. 229 of which appeared to be correctly extracted and classified by
the system. If the directionality was incorrectly extracted, a buyer-supplier relation was not
counted as correctly extracted. The difference between the two numbers is not larger because
multiple arcs may state the same supplier. Thus, missing a supplier once can be corrected by
extracting it another time.

If it is assumed that Boeing has 13,000 suppliers, then about 1.8% of the suppliers would
have been extracted. However, this number has to be interpreted with caution due to the
problems stated above. Given the low recall of the classifier in the tests, the underlying data
is likely to have mentioned more suppliers. Increasing the recall of the classifier will further
increase the number of positive predictions. Simply extrapolating from this number would
be misleading. It does not appear likely that the number of extracted unique suppliers will
increase linearly with an increase in the size of the data. Instead, some form of saturation
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curve appears more likely. Additional documents may increasingly tend to restate already
known buyer-supplier relations. It appears unknowable what the achievable maximum level
of completeness is and what the bottleneck will be once data size or classifier performance
are increased or once co-reference resolution has been added.

Arcs which
contained a buyer-
supplier relation
where Boeing is
supplied (incl. JVs
/ partnerships on
the supply side)

Number of arcs
returned as positive
(class 1, 2, 3) with
"Boeing" as source

or target node

These arcs were discarded
after a manual inspection.

These arcs include:
• samples mentioning

Boeing’s customers,
e.g. airlines

• samples mentioning
relations not involving
Boeing, or

• false positives

Present in
the text

Correctly
automatically
extracted

These 1,428 arcs were
examined more closely:
How many distinct
company groups were
stated as Boeing
suppliers in the text?
How many were
correctly extracted?

Fig. 7.33 Extracted Boeing suppliers

Discussion of results

Overall, it was possible to correctly extract a large number of direct Boeing suppliers and
customers. The relation classification was still imperfect, as the manual inspection of a
sample revealed. Approximately 31% of all inspected 150 arcs were fully correctly classified,
in a further 27% of the cases buyer-supplier relation class labels (class 1, 2, 3) had been
confused.

A major limitation of the extraction performance was the classification of products
containing the string “Boeing” as MISC entities. This generally occurred when the context
described a Boeing product, such as “Boeing 747-8”. Approximately 40% of all Boeing
mentions were classified as such and were consequently lost for subsequent steps. This
illustrates the need to either design an NER system that is able to detect organisational named
entities within a product name or to extend the relation extraction to also encompass products.

It was possible to correctly extract 229 distinct organisations that appear to be Boeing
suppliers. Assuming 13,000 suppliers, then this number corresponds to about 1.8% of Boeing
suppliers. This result is still far away from a complete list of first-tier suppliers.
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It was possible to follow an iterative approach to identify potential sub-tier suppliers:
Honeywell was first identified as a direct supplier to Boeing. Honeywell itself then became
the starting point for the next supplier search.

Whereas there is reason to believe that the relation classification performance can further
be increased by increasing the size of the training data, a fundamental limitation remains
the myopic view of the resulting supply chain maps: The mere chaining of individual
buyer-supplier relations does not result in proven sub-tier relations. Instead, only a list of
potential sub-tier suppliers can be identified at this stage. From Boeing’s perspective, it can
be insightful to investigate the suppliers of their (direct) suppliers, as done in the case of
Honeywell.

The collected examples often contained more valuable information than was extracted,
such as product names or the value of contracts. This provides an interesting opportunity to
extend the approach to also capture this information.

7.4.6 Automotive manufacturer

For this case problem, the automotive manufacturer Toyota was selected.

Case problem and motivation

Toyota is a Japanese multinational automotive manufacturer with a global supply chain. Past
problems with lacking visibility into the supply chain structure have been discussed in detail
in Section 4.2.3.

Experimental design

The experimental design was identical to the one used for the case study on Boeing. The
unlabelled text corpus was first filtered for sentences containing the word “Toyota”. The NLP
pipeline, i.a. consisting of NER and relation classifier, was then applied to these pre-filtered
sentences to identify Toyota suppliers and customers. Once these have been identified by
name, the corpus could again be filtered by those names and the pipeline be applied to them.

Results

Named entity recognition Similar to Boeing, it was expected that not all mentions of
Toyota would be detected as organisational named entities. A large fraction of the mentions
would be part of product names, such as “Toyota Prius”, which were likely to get detected as
MISC by the Flair NER system. Figure 7.34 provides an overview of the distribution of class
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labels for detected named entities containing the word “Toyota”. Around 85% (ca. 50,000)
of these entity mentions were classified as ORG. Approximately 14% (ca. 8,000) of these
entity mentions were classified as MISC, e.g. mentions of “Toyota Prius” or “Toyota Camry”.
Most PER labels (for persons) were incorrect and resulted from a word tokenisation error.
Contractions (e.g. apostrophe s) that were not split off correctly misled the NER system
into considering “Toyota’s” followed by a person’s name as a person, e.g. “Toyota’s Didier
Auriol” was classified as PER.
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Fig. 7.34 Distribution of class labels for named entities containing the word "Toyota"

Figure 7.35 provides an analysis of the detected named entity mentions that contained
the word “Toyota” and that were classified as organisational. About 88% of mentions are
covered by the 12 text sequences. The commonly extracted organisational mentions were
generally correct.

Figure 7.36 provides provides the same analysis as before but for instances that were
classified as miscellaneous (MISC). The mentions commonly detected as such were products
or branded features. Due to the large number of products, the group “OTHERS” accounted for
approximately 45% of unique text sequences. As stated before, all these mentions classified
as MISC were lost for the further analysis even though they may be useful in identifying
buyer-supplier relations. “Toyota Division” should have probably been classified as ORG in
all cases.
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Fig. 7.35 Top unique text sequences containing “Toyota” and classified as organisational
named entity

Analysis on sentence-level On a sentence-level, the filtering process is illustrated by
Figure 7.37. About 8% of sentences containing the word “Toyota” were predicted to also
contain at least one buyer-supplier relation (class 1, 2 or 3).

Analysis on arc-level On an arc-level, the distribution of relation class labels is provided
by Figure 7.38. Compared to the Boeing case study, a larger percentage of arcs was predicted
to have no relevant relationship (approx. 93% compared to approx. 85% for Boeing). One
explanation could be a potential bias towards Boeing or aerospace in the training data.

Figure 7.39 provides an overview of the distribution of confidence scores for the different
relation classes. This analysis was conducted for arcs extracted from sentences that contained
the word “Toyota”. See Figure 7.17 for a more detailed explanation of the type of analysis.

Visualisation of first-tier relations For the visualisation, no manual corrections were
carried out; the result represents what was produced automatically by the processing pipeline.
Repeated mentions of identical relations (same named entity mentions, same relation class)
were aggregated. The dataset contained 4,829 arcs predicted to be buyer-supplier relationships
(class 1, 2, or 3). The result had not been filtered by the confidence score for the named entity
or the relation yet. Figure 7.40 shows the resulting network.

Examples of correctly extracted customers or suppliers The following examples were
correctly processed. The considered pair of organisation named entities is shown in brackets,
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other named entities are shown in curly braces. The organisational named entity mentioned
first is referred to as “A”, the second one is referred to as “B”.

Example sentence

The new affiliate will leverage [Toyota’s] existing alliance with [Microsoft Corp.] by
using {Microsoft’s Azure} cloud technology to expand the carmaker’s data management
and services capabilities.

The organisational named entities in question were correctly detected. The relation was
correctly predicted to be class 3 (ambiguous / partnership / ...) with a confidence of 0.59.

Example sentence

[Toyota Motor Corp.] is adding 1.6 million vehicles to the 3.1 million cars it is already
recalling in the U.S. to replace [Takata Corp.] airbag inflators that could explode.

The organisational named entities were correctly extracted. The relation was correctly
classified as “B supplies A” with a confidence of 0.53. Product recalls due to faulty parts
proved to be occasions where buyer-supplier relations were revealed and could be extracted.
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Fig. 7.37 Waterfall on sentence-level (only sentences containing “Toyota”)

Fig. 7.38 Waterfall on arc-level (extracted from sentences containing “Toyota”)

Examples of incorrectly extracted customers or suppliers The following examples
were incorrectly processed and selected to illustrate specific errors that can occur along the
processing pipeline.

Example sentence

[Toyota] and [BMW AG] said earlier this year they would co-develop a midsize sports
car to bow several years from now.

The entities were correctly detected. Unfortunately, the relation was incorrectly classified as
“B supplies A” with a confidence of 0.33. The term “co-developed” would only justify class
3 (ambiguous / partnership).
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Fig. 7.39 Distribution of confidence scores for “winning” labels (for arcs extracted from
sentences containing “Toyota”)

Example sentence

[That’s] largely due to [Toyota’s] recall of 8 million vehicles early this year because of
unintended acceleration.

This sentence demonstrates an unfortunate error made during this research. The word
tokeniser was configured in such a way that contractions (such as the apostrophe s in
“Toyota’s”) were not split off. However, the NER system Flair was trained on data were this
had been done. Consequently, the NER system produced avoidable false positives. Words
with a contraction were detected as organisations. Without this processing inconsistency,
some of the relation classification errors could have been avoided. This error could not be
easily rectified since already the training data at the beginning of the processing pipeline
would have required some re-processing. This error also caused the additional name variations
due to apostrophe and apostrophe s.

Example sentence

[NAPO] was established to improve local parts sourcing, and serves as a parts distribution
network to supply all North American [Toyota] distributors, as well as the export of
North American-produced parts to foreign distributors worldwide.

This sentence illustrates how complex and ambiguous sentences can be. This example asks
for the relation between NAPO and Toyota. Even though the sentence contained numerous
indicators of a buyer-supplier relation, the relation between NAPO and Toyota should have
probably been labelled as “none” (class 0).
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Fig. 7.40 Overall network of supposed Toyota direct customers and suppliers; visualised in
Gephi

Manual inspection of a sample of 150 arcs A random sample of 150 arcs was manually
inspected. Only about 16% of the assigned class labels were fully correct, compared to the
31% measured in the case of Boeing. One major reason for this lower performance were
frequent NER errors. Car models mentioned in the sentences (e.g. Prius, Camry, Tacoma,
Fortuner, Corolla etc.) were commonly misclassified as organisations. Once masked as
an organisation, the relation classifier was then likely to make subsequent mistakes. The
distinction was not always obvious: Lexus, for example, can be considered the luxury vehicle
division of Toyota and, thus, correctly be classified as an organisation. This is probably not
the case for simple car models, like the Toyota Camry or Toyota Tacoma. Another source of
NER errors were named production plants, e.g. “TMMGT” (Toyota Motor Manufacturing
de Guanajuato, the name of a Mexican production site), the “Tahara plant” or the “Deeside
factory”. These or the locations in their names were misclassified as organisations.

Discussion of results

The analyses on the dataset for Toyota provided results in line with the ones generated for
Boeing. The dataset contained 4,829 arcs predicted to be buyer-supplier relationships (class
1, 2, or 3). The problem of products containing the name “Toyota” and being classified as
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MISC was less prominent. This occurred in only 14% of the cases (compared to 40% of
the cases for Boeing). However, the NER system frequently misclassified mentions of car
models as organisations, which led to subsequently misclassified relations. This illustrates
the need for a robust NER system, which may have to be trained on domain-specific data.

7.4.7 Summary of the end-to-end process validation

This section aims to revisit the objectives (cf. Section 7.4.1) for the validation of the
end-to-end processing pipeline. As laid out in the objectives, the end-to-end processing
pipeline was applied to convert text into a basic supply chain map, including automatic
sentence segmentation and NER tagging. The text dataset consisted of a large number of
articles covering a wide range of topics and was predominantly sourced from automotive and
aerospace news websites and blogs. The overall approach was successful in the sense that it
was possible to automatically generate a basic supply chain map in an end-to-end process
from text to visual map.

However, the validation attempts showed that, despite significant progress in supply
chain mapping, serious limitations remain especially with respect to misclassification errors,
lacking inference of sub-tier relations, data sparsity and general information availability.

Since the classifier had been designed and trained to only extract direct buyer-supplier
relations, the resulting map could not show confirmed but only potential sub-tier suppliers –
as opposed to a transitive network of relations (cf. the discussion of transitivity in Chapter 6).

Initially, the processing pipeline, including the pre-trained relation classifier, was applied
to a random sample of the data. Using the model’s predictions, it was possible to derive
rough indications regarding the data sparsity. Approximately 3% of sentences were classified
as describing one or more buyer-supplier relations.

The complete unlabelled corpus was also filtered for occurrences of the company names
“Boeing” and “Toyota”. Only these sentences were then processed using an NER system as
well as the trained model for extracting buyer-supplier relations.

In the case of Boeing, 6,555 arcs were predicted to describe a buyer-supplier relationship
(class 1, 2, 3) with an entity containing the word “Boeing”. A manual inspection of 150
arcs for which the classifier predicted a buyer-supplier relation revealed the following: 46
of the 150 arcs (approximately 31%) had been correctly classified, that is the assigned
class label 1, 2, or 3 had indeed been the right one. In 63 out of 150 cases (approximately
42%), the correct class label would have been class 0. In all other 41 cases (approximately
27%), a misclassification occurred by confusing the class labels 1, 2, or 3. Common errors
were the misclassification of products as organisations which then resulted in the wrong
relation class being assigned to the corresponding arcs. Approximately 71% of the sentences
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(corresponding to the 150 sampled arcs for which a buyer-supplier relation was predicted)
did, in fact, describe at least one buyer-supplier relation (class 1, 2, 3) between entities
mentioned in the sentence.

In the case of Toyota, only about 16% of the assigned class labels were fully correct as
determined during a manual inspection of 150 randomly sampled arcs that were predicted to
be buyer-supplier relations. This compares to 31% measured in the case of Boeing. Frequent
NER errors contribute to this lower performance. For example, car models (e.g. Prius, Camry,
Tacoma, Fortuner, Corolla etc.) mentioned in the sentences were commonly misclassified as
organisations.

Information availability, i.e. how much of a company’s supply chain is publicly described,
cannot be directly measured since it is impossible to manually inspect large text datasets and
extrapolating from a sample could be misleading. A manual inspection of the results returned
for Boeing resulted in 229 distinct organisations that were apparently correctly identified
as Boeing suppliers. This is a small fraction (less than 2% if it is assumed that Boeing has
13,000 suppliers) of Boeing’s supplier base. Even though one could increase this fraction
by processing more data and improving the performance of NER and relation classifier, the
generated supply chain maps are unlikely to be complete.

Nevertheless, it is conceivable that the approach could be usefully applied in practice
since it is faster and cheaper than human research and can in principle be run for many
different languages. And lastly, even human research may not be able to produce complete
and fully accurate supply chain maps and, thus, the practically achievable benchmark is
unlikely to be a 100% complete and accurate supply chain map.

7.5 Summary

The aim of this chapter was to apply and validate the approach proposed in Chapter 5 as well
as demonstrate some of the challenges identified in Chapter 6.

An initial corpus was created and the inter- and intra-annotator agreement was measured.
The achieved inter-annotator agreement of κ = 0.90 suggested annotations of good quality
and this result was considered as validating the overall labelling process. This corpus
was subsequently extended by sentences where the organisational named entities, too, had
been manually identified. However, these additional sentences were no longer redundantly
annotated to measure annotator agreement.

Given the annotated corpus, it was then possible to train and test classifiers on this data.
To measure the achievable relation classification performance a number of classification
models were compared against baseline classifiers. A linear SVM classifier using positional
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features, an MLP, and a BiLSTM achieved a micro-averaged F1 score in the range of 0.73 to
0.77 – well-above the F1 score of 0.36 achieved by the best dummy baseline classifier in the
test. This showed that the newly trained models generally work (as they are better than the
baseline classifiers). But it also demonstrated that the F1 score is near a level where the idea
of usefully deploying such a model no longer appears to be outside the realm of possibility.
With more training data, the performance of the models is likely to increase further.

The pre-trained BiLSTM model was chosen for the assessment of the end-to-end pipeline
that converts large quantities of text into basic supply chain maps. It was possible to generate
supply chain maps without the need for manual processing steps. This in itself could be
considered a partial validation of the proposed approach. However, especially the addition of
the NER processing step introduced further errors, such as the misclassification of products
as organisations and the subsequent misclassification of relations. Data sparsity and general
information availability remain a problem. If large quantities of data have to be processed to
offset data sparsity, then imperfect precision will result in a large number of false positives.
In the case of Boeing, only 229, and thus a small fraction of the assumed to be 13,000 direct
suppliers, could be extracted from the used dataset.

The next chapter concludes this research by summarising the key results and findings.
Furthermore, the limitation of the proposed approaches and a recommendation for future
work are discussed.



Chapter 8

Conclusions

8.1 Overview

In the previous chapters, the research conducted as part of this study has been presented and
applied to case examples for industrial validation. The purpose of this chapter is to provide
the synthesis and conclude this research. In the following sections, the research results are
summarised and critically examined from the perspective of the previously identified research
gap and stated aim of this research. The research questions are revisited and answered by the
key findings of this research. In addition, the academic contribution and industrial value of
this research are summarised. This chapter also presents limitations of this research as well
as provides recommendations for future research.

8.2 Summary of research

This research investigated the automatic generation of supply chain maps from unstructured,
natural language text. The focus of this research was on the extraction of buyer-supplier
relations as a fundamental building block and the contribution of the results in this area
to the overall problem of automating supply chain mapping. The research was motivated
by the problem of limited visibility of the multi-tiered supply chain structure. Knowing
supply chain participants and their inter-dependencies across tiers could be beneficial in
various use cases, such as detecting supply chain vulnerabilities or avoiding unethically
sourced materials. Supply chain mapping is commonly named as an approach to increase
visibility into the supply chain structure. However, acquiring the necessary information
remains challenging. This research aimed to address this problem by investigating the use of
Natural Language Processing and Machine Learning to automatically extract buyer-supplier



202 Conclusions

relations. After reviewing the relevant academic literature in Chapter 2, the research gap and
research approach were defined in Chapter 3. This chapter was also used to refine the scope
of the research problem. In Chapter 4, the rationale for improving structural supply chain
visibility was discussed from an industrial point of view. To gather evidence, a series of semi-
structured interviews were conducted and additional case studies from the literature were
analysed. Furthermore, potential use cases and beneficiaries were identified and discussed.
The analysis confirmed that structural supply chain visibility is, in fact, limited in practice
and that there is a need for improving it. The subsequent Chapter 5 focussed on the core
problem of classifying individual buyer-supplier relations between two organisational named
entities. This problem was split into two stages. (1) A labelled text corpus had to be created
using human annotations. (2) A classifier needed to be designed as well as then trained
and tested on the corpus. Chapter 6 widened the scope again to consider the end-to-end
processing pipeline from the pre-processing of documents over the extraction of individual
buyer-supplier relations to the visualisation of a supply chain map. Additional requirements
for a complete supply chain mapping process were derived from the characteristics of supply
chains as well as from the limited information quality. In Chapter 7, the proposed approach
was executed and applied to validation case studies. This provided results for the achievable
inter-annotator agreement and classification performance.

8.3 Revisiting research questions

This section aims to revisit the research questions and provides a summary of the correspond-
ing research results. To help with readability, a high-level plain English summary in bullet
point form is provided first, followed by a more precise summary of the details that assumes
more background knowledge.

Research question 1 (RQ1):

To what extent and how can the extraction of buyer-supplier relations from unstructured
text be automated?

The research question was further broken down into the following sub-questions:

(1a) What is the achievable inter-annotator agreement of humans attempting to classify
buyer-supplier relations?

(1b) What is a suitable approach for the classification of buyer-supplier relations and what
classification performance can be achieved?
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Summary (RQ1):

• Human annotators were asked to manually and independently label relations
between any two organisations mentioned in an English sentence. The classes
to choose from were: (1) “A supplies B”, and (2) “A is supplied by B” (inverted
direction), (3) undirected or ambiguous buyer-supplier relation, (4) part-of or
ownership relation, (5) no relevant relation.

• On this task, the human annotators achieved a high level of agreement (κ = 0.9).
To remind the reader, an inter-annotator agreement of κ = 1 indicates perfect
agreement, whereas a value of κ = 0 indicates no agreement beyond what would
be expected by chance.

• The high level of agreement suggests that the labelling was feasible given the
chosen task design and that the obtained annotations were of good quality. Low
agreement levels, closer to random chance, would have indicated a problem with
the task and it would not have been sensible to continue with using the obtained
dataset for benchmarking or training a classifier.

• A suitable approach for the classification of buyer-supplier relations was found to
be supervised learning. A selection of such classification algorithms was tested and
benchmarked against two dummy classifiers: one that chooses classes randomly
and a stratified one that chooses classes randomly but in proportion to the class
sizes.

• The trained classifiers achieved F1 scores in the range of 0.66 to 0.77. They all
thereby clearly outperformed the dummy classifiers, which only achieved F1 scores
of 0.2 (random classifier) and 0.36 (stratified). To remind the reader, classification
performance is commonly measured using the F1 score. This score combines
recall and precision to equal parts into a single metric. Recall is the ability of a
classifier to find all the positive samples, whereas precision is its ability to avoid
false positives. The best possible F1 score is 1, the worst is 0.

• On the one hand, the achieved F1 score suggests that the approach works. On the
other hand, it is questionable if the classification performance achieved in this
research would already suffice for use in an industrial setting. The performance
levels reported in this thesis should not be understood as the theoretically achiev-
able maximum but can be further increased by a larger training dataset and by
making use of more recent developments in NLP, such as transformers.
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A fixed set of 40 sentences had to be labelled by all annotators at the beginning of their first
labelling session. On this inter-annotator set, the achieved agreement across all annotators
was κ = 0.9 (Cohen’s Kappa) and κ = 0.9 (Fleiss’ Kappa). When extended to all sentences a
pair of annotators had processed, the average of these pairwise agreements was slightly lower,
at κ = 0.8 (Cohen’s Kappa). In addition to the inter-annotator agreement, the intra-annotator
agreement was also measured at κ = 0.86 (Cohen’s Kappa). Even though agreement mea-
sures are not standardised, this appears to suggest annotations of good quality. Furthermore,
if seen as a proxy, the high level of inter-annotator agreement also validates the overall
labelling process including the class definitions, instructions, selected annotators and the
developed labelling tools. Even though the inter-annotator agreement was not only tested on
the inter-annotator set of 40 sentences (across all annotators) but also on all sentences that any
two annotators had both labelled, the achievable inter-annotator agreement may be different
in other circumstances, such as with different annotators or text samples. Nevertheless, this
appears to be evidence that the labelling task itself is feasible given the class definitions,
instructions, and provided labelling tools.

To identify suitable approaches for the classification of buyer-supplier relations, multiple
options were considered. A fully unsupervised approach was deemed insufficient for the
problem at hand due to the required directionality of buyer-supplier relations. Given the
intractably large number of ways how buyer-supplier relations can be expressed in natural
language, an approach using manually pre-defined lexico-syntactic patterns was also ruled
out. Generally, a suitable approach for the classification of buyer-supplier relations is likely
to be found among those classification models that can learn from the data1. Semi-supervised
approaches were considered problematic as well, i.a. due to semantic drift. Thus, it was
concluded to use a supervised learning approach with the major drawback of requiring a
large dataset of annotated sentences. Different algorithms and data representations were
tested, including an SVM, an MLP and a BiLSTM. In all cases, the actual organisational
named entities needed to be masked. Three types of masks were used: one mask each for
the two organisational named entities in question, and one “other entity” mask for all other
organisational named entities not in question but mentioned in the sentence. The SVM was
tested in two configurations. The first configuration was a simple bag-of-words approach
that ignores word order. The second configuration also used a bag-of-words approach but at
least also considered the position of the two organisational named entities in question. By
definition, the BiLSTM model considers the sequence of text.

1Early experiments with hard-coded lexico-syntactic patterns that were conducted as part of this research
proved to be inappropriate for the task given the wide variety of ways a buyer-supplier relation can be expressed
in natural language.
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When tested on the labelled corpus, all algorithms clearly outperformed the base line
classifiers. A random dummy classifier achieved a micro-averaged F1 score of 0.20, compared
to 0.36 achieved by a stratified dummy classifier that considers class sizes. The simple bag-of-
words SVM achieved a micro-averaged F1 score of 0.68 on the initial corpus and 0.66 on the
extended corpus. The other algorithms (SVM considering the named entity positions, MLP,
and BiLSTM) achieved micro-averaged F1 scores of 0.73 to 0.77. The SVM classifier that
also considered the positions of named entity mentions performed best in the test. However,
the differences between this model and the MLP or BiLSTM were too small to be considered
significant.

For some individual classes, the achieved F1 score was still only around 0.3. Better
classification performance is achievable, i.a. by increasing the size of the training corpus.
Since the training data had already been NER-tagged, NER errors were not included in
these performance measurements. If applied to a previously unseen dataset, additional error
sources had to be considered that will reduce the achievable performance, such as errors
that occurred during sentence segmentation or named entity recognition. The examined
models were relatively confident with regards to identifying that no buyer-supplier relation
was present (as is evident from the distribution of confidence scores for the class 0). However,
all other classes were still frequently confused due to biases in the training dataset and its
still rather small size. In summary, research question RQ1 can be answered as follows:
Since human annotators were able to consistently classify buyer-supplier relations (inter-
annotator agreement of 0.9), creating a high-quality labelled text corpus and automating this
classification process is not immediately beyond the realms of possibility. Using a supervised
learning approach, it is, in fact, possible to train a classifier to extract individual buyer-
supplier relations. The achieved classification performance of 0.73 to 0.77 (micro-averaged
F1 scores; averaged across 10 runs) is significantly better than a stratified dummy classifier
(0.36). False positives, in particular, still limit the usefulness of the trained classifiers.

Research Question 2 (RQ2):

What are the challenges in developing a suitable end-to-end approach for automating
the generation of supply chain maps from unstructured text?
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Summary (RQ2):

• It was possible to design and test an end-to-end approach to convert natural
language text into basic supply chain maps. The approach is scalable, fast and
cost-efficient. In one of the experiments, 229 apparent Boeing suppliers could be
correctly extracted.

• However, the validation case studies also demonstrated a number of serious limi-
tations. Some of these limitations may be overcome by more and better training
data or better classification algorithms. Other limitations are more systemic and
would also apply to human researchers attempting to build supply chain maps from
reading news articles. The latter limitations are, thus, much harder to overcome.

• Key short-term limitations of the approach:

– The detection of organisations and the classification of relations between
them still suffer from relative high error rates. Imperfect precision com-
bined with large quantities of text that are being processed results in a large
number of false positives. This can be addressed by more training data,
a database of companies and products to help with disambiguation, and
improved classification algorithms.

– Limited to English language. This can be addressed by creating additional
corpora for other languages of interest.

– Limited to relations between two organisation. Provided products or services
currently do not get extracted. This can be addressed by obtaining the
corresponding annotations and retraining the classifiers.

• Key systemic limitations of the approach:

– Limited information availability: It is unlikely that all existing buyer-supplier
relations of all organisations in the world have been expressed in publicly
accessible text documents.

– It is hard to establish the correct tier of a company in a supply chain from pro-
cessing text documents. Is a company a direct supplier or a sub-tier supplier?
If it is a sub-tier supplier, via which other companies is the product passed
along the supply chain? Only in rare cases is this explicitly stated. Chaining
together individual buyer-supplier relations can only reveal potential sub-tier
suppliers (“transitivity problem”).

– Absence of evidence is not evidence of absence. The approach cannot be used
to conclude which organisation is not supplying another company (unless
explicitly stated in a text).
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Challenges in developing a suitable overall approach arise from the characteristics of supply
chains as well as the limited information quality (including quantity).

This research project focussed on the extraction of buyer-supplier relations between two
organisations. However, it may be crucial to understand the geographical context as well
as to identify which part, material or service was provided. The same company can take
multiple roles within the same supply chain. In those cases, extracted information may
seem to be contradictory. Supply chains are dynamic and information about buyer-supplier
relations may get outdated. Due to the global nature of supply chains, information about
supply chains is distributed across the globe and in various languages. An overall approach
would need to be able to extract information in these different languages. Another challenge
is the separation of primary from secondary functions within the supply chain: the supply
with parts required for production may be more relevant for a supply risk management use
case than accounting services provided to a company. Linguistically, these buyer-supplier
relations may look similar. Logistics providers play a special role in supply chains. They
need to be considered as they may introduce disruptions but they may be quickly switched
for alternative logistics options.

Challenges introduced by the limited information quality include the fact that supply
chain maps will likely remain incomplete or inaccurate. Not all the information will be
available or correct and, thus, conclusions have to consider that some information may just
be lacking or incorrect. A further challenge is that news reports are more frequently stating
new or existing buyer-supplier relations than non-existing or recently ended buyer-supplier
relations. An industry-specific information half-life model could address this problem. If a
buyer-supplier relation is mentioned more frequently, this does not imply that this relation
is particularly important, e.g. from a risk management perspective. This means that an
extracted relation with low confidence due to only few occurrences in the data cannot simply
be discarded. A factor that adds further complexity is that many characteristics, such as
supply chain dynamics, are company- or industry-specific. Moreover, information may be
provided on different aggregation levels. The statement that a company has 100 suppliers
in a particular region could be useful information. This study focussed on individual, self-
contained sentences. Some information, however, can only be extracted by inferring from
a larger context. The individual pieces of information may not even explicitly talk about
supply relations but, in combination, an inference may be possible. A major challenge is
to establish the correct tier of a company in a supply chain. This includes the “transitivity
problem”: Chaining together individual buyer-supplier relations can only reveal potential
sub-tier suppliers. Ambiguity in natural language is a general limitation: This includes
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ambiguous entity names as well as ambiguous language used to describe buyer-supplier
relations.

A useful structure for addressing these challenges may be the proposed conceptual
framework which consists of seven stacked abstraction layers along the end-to-end process
from text collection to supply chain map visualisation and decision support.

The attempt to validate the proposed end-to-end approach on a large dataset of real-world
news showed that, in principle, it is possible to automatically generate rudimentary supply
chain maps from text. This is possible on a large scale, fast and cost-efficiently.

However, the validation attempt also showed a number of serious limitations. Some of
these limitations might be overcome by more and better training data or better classification
algorithms, whereas other limitations are more systemic.

The processing pipeline still suffered from relatively high error rates, mainly in the NER
tagging and relation extraction steps. This resulted in a large number of false positives. In the
Boeing case, for example, a manual inspection of 150 arcs for which the classifier predicted
a buyer-supplier relation revealed the following: 46 of the 150 arcs (approximately 31%)
had been correctly classified, that is the assigned class label 1, 2, or 3 had indeed been the
right one. This can be interpreted as the precision in this inspection. In 63 out of 150 cases
(approximately 42%), the correct class label would have been class 0. In all other 41 cases
(approximately 27%), a misclassification occurred by confusing the class labels 1, 2, or 3.
Common errors were the misclassification of products as organisations which then resulted
in the wrong relation class being assigned to the corresponding arcs.

The combination of imperfect precision and data sparsity is another challenge. Without
having applied co-reference resolution, around 85% of sentences got discarded since the
NER system alone did not detect at least two organisational named entities. And around 3%
of sentences were classified to contain at least one predicted buyer-supplier relation.

Another remaining limitation is the fraction of a supply chain that is actually described in
publicly available text datasets, such as news reports. As a proxy, the returned results for
Boeing were manually inspected to at least obtain a rough estimate of the share of Boeing
suppliers that were correctly extracted from the data. 6,350 arcs were manually inspected
and 1,428 of these were found to state a buyer-supplier relation in which Boeing is supplied
by another organisation. This included joint ventures and partnerships on the supply side. In
a further step, these arcs were analysed again to extract distinct Boeing suppliers. 301 were
found to be present in the text, 229 of these got correctly extracted by the system. Assuming
a total number of 13,000 Boeing suppliers, this would correspond to about 1.8% of Boeing
suppliers. Even though performance improvements appear possible, it is likely that supply
chain maps generated by the automated approach based on publicly available datasets will
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not be complete. However, as a counterargument one could bring forward that supply chain
maps generated by humans based on publicly available data will also likely be incomplete.
An automated approach would at least provide the benefit of being fast, cost-efficient and,
thus, scalable.

Conclusions regarding the data sparsity and information availability have to be made
with caution since both can only be observed through the “eyes” of an imperfect processing
pipeline applied to a large but still limited amount of data.

In summary, research question RQ2 can be answered as follows: Even though it was
possible to design and test a simple end-to-end approach to convert natural language text
into basic supply chain maps, remaining challenges are manifold. For example, establishing
the correct tier of a company in a supply chain is difficult given the limited availability
of information and the ambiguity in natural language. A further challenge is that the
combination of the classifiers’ imperfect precision and data sparsity leads to a large number
of false positives. However, an automated approach can provide the benefit of being fast,
cost-efficient, multi-lingual in principle and, thus, highly scalable.

8.4 Contribution of the thesis

8.4.1 Academic contribution

This study has made the following key contributions to academic research:

A methodology for automatically extracting individual buyer-supplier relations The
methodology covered corpus creation, relation extraction as well as applying a trained
model to an unlabelled corpus. The idea of using supervised learning to automatically
extract relations between two named entities is not novel. However, the application to the
problem of supply chain mapping, specifically the extraction of buyer-supplier relations,
required the careful design of appropriate class definitions – weighing up the expressive
power of the chosen set of classes and the labelling simplicity. Using the proposed relation
classes, directed and undirected buyer-supplier relations can be captured. To avoid confusion
with buyer-supplier relations, a separate ownership relation was defined. Following this
methodology, buyer-supplier relations can be extracted from large quantities of unlabelled
text.

Estimating achievable inter- and intra-annotator agreement Before this research study,
achievable levels of inter- and intra-annotator agreement for the extraction of buyer-supplier
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relations had not been established. Given the proposed class definitions and the provided
labelling instructions, an inter-annotator agreement of κ = 0.90 across all annotators could
be achieved2. Despite remaining ambiguity in the task instructions as well as ambiguity in
natural language, the achieved annotator agreement is high and suggests that the task could
potentially be automated.

Estimating achievable classification performance By training and testing various classi-
fication algorithms on the labelled text corpus, a lower bound on the achievable classification
performance could be established. When tested on the labelled corpus, all algorithms clearly
outperformed the base line classifiers. A random dummy classifier achieved a micro-averaged
F1 score of 0.20, compared to 0.36 achieved by a stratified dummy classifier that considers
class sizes. The simple bag-of-words SVM achieved a micro-averaged F1 score of 0.68 on
the initial corpus and 0.66 on the extended corpus. The other algorithms (SVM considering
the named entity positions, MLP, and BiLSTM) achieved micro-averaged F1 scores of 0.73
to 0.77. By increasing the size of the labelled text corpus, the performance is expected to
increase further.

Identified challenges of automating the end-to-end process of supply chain mapping
from text In advance of this study, it was unclear which challenges needed to be addressed
to automate the end-to-end process of supply chain mapping from text. Future research could
be designed to explicitly address these challenges, such as the inference of sub-tier relations.

8.4.2 Industrial contribution and implications

The proposed approach for classifying buyer-supplier relations can be applied to process
large amounts of previously unseen text data to extract buyer-supplier relations or at least
identify sentences that are likely to describe buyer-supplier relations. This knowledge, in
turn, can be a valuable input in decision-making processes, such as risk mitigation and
contingency scenarios. There are multiple ways in which the proposed automation can prove
to be useful to a company or other actors. The automated approach may be cheaper or faster
than collecting the information by other means, and it may discover previously unknown
parts of the supply chain structure. The approach could be used to quickly generate a first
draft of a supply chain map or may be used to augment or validate an existing map.

2On the inter-annotator set across all annotators, the achieved agreement was 0.9 (Cohen’s Kappa) and 0.9
(Fleiss’ Kappa). The averaged pairwise inter-annotator agreement on all sentences that two annotators had both
labelled was 0.8 (Cohen’s Kappa)
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8.5 Limitations

The following main limitations should be noted regarding the methodology, proposed ap-
proach and the results of this study:

Small training dataset Since text had to be manually annotated, the resulting training
dataset is still relatively small for a problem in the domain of NLP.

Difficulty of measuring what has been missed Given the large quantities of text that are
being processed and the sparsity of relevant information in that text, it is difficult to measure
what supply chain information did exist but has been missed by the approach. A manual
inspection can only be performed on small text samples but never exhaustively.

Veracity of statements not scrutinised Testing the veracity of statements was deliberately
excluded from the scope. If a sentence stated that a company supplies another company, this
had to be taken at face value. This is less of a problem if the news source is reputable but can
become a problem if rumours or intentional misinformation is picked up.

Information availability Even if there was a perfect relation extraction model, its success
would still remain limited by the availability of written information about a particular
company and its supplier relations. In the case of less (media-)prominent companies, this is
likely to be the limiting factor.

Limited relation classification performance The relation classification performance
achieved during this research study is still limited. This also means that any conclusions
based on these predictions can only be regarded as indicative. For instance, conclusions
drawn about the availability of relevant information in a large set of text documents can only
be indicative since the classifiers used to extract the relevant information are still far from
perfect.

Difficulty of establishing the correct tier and the “transitivity problem” Establishing
the correct tier of a company within a supply chain is difficult. In particular, it is difficult
to establish sub-tier relations that would make a supply chain map a graph of transitive
buyer-supplier relations. This limitation is not only a result of using triples (entity1, entity2,
relation). It is a more general limitation due to the fact that humans rarely discuss supply
chains across more than three tiers.
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English language only Even though the proposed approach could be extended to other
languages, the generated classification models were trained and tested on English text only.

Limited scope of relation extraction Not all expressed buyer-supplier relations were cap-
tured by the proposed approach. For the sake of simplicity, only single sentences and relations
between explicitly mentioned organisations were considered. No co-reference resolution was
performed and not all relevant types of relations were considered, e.g. company-to-product
relations were not extracted even though they would allow for relevant inferences. Fur-
thermore, the material flow was not mapped between physical locations but rather between
organisations only.

8.6 Conclusions and recommendations for future research

In summary, to address the problem of limited visibility of extended supply chain structures,
it was proposed to automate the extraction of supply chain maps from natural language text.
A fundamental building block for this approach is the extraction of individual buyer-supplier
relations between two organisations from natural language text. The results have shown that
it is, in principle, possible to automatically extract a large number of buyer-supplier relations
and visualise these in form of basic supply chain maps. The performance of the proposed
approach is still limited by both the Named Entity Recognition as well as the relation
classification. The achieved performance of the classifier and the end-to-end approach was
not sufficient to fully replace manual efforts. And the availability of large and rich datasets
will ultimately remain a limiting factor for the success of automated mapping approaches.
That said, the performance of the classifier can be improved by increasing the size of the
training dataset and named entity recognition and entity linking solutions will continue to
get better. The proposed approach may be useful in situations where a first rudimentary
supply chain map needs to be created or an existing supply chain map needs to be checked
for completeness.

Taking a step back from the proposed approach, the following conclusions can be drawn
from the overall work:

• The problem is real: Initially, the work was motivated by the specific problem of a
particular aerospace manufacturer attempting to better manage supplier risk. The work
has shown that the problem of limited visibility into the multi-tiered structure of a
supply chain is experienced by many companies and has relevance far beyond the realm
of supplier risk management. Companies and other entities, such as governmental
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agencies, desire to better understand extended supply chain structures and spend
significant amounts of resources towards that end. However, a satisfying solution for
obtaining the required information still does not appear to exist.

• Relevant data is publicly available: During the labelling exercises, thousands of
sentences had to be carefully examined. This work revealed that there is a wealth of
information relevant for understanding supply chain structures contained in openly
available text documents. This wealth will largely remain untapped unless information
can be extracted automatically, on a massive scale and ideally in all languages. It is
unlikely that all relevant data is publicly available – but extracting the part that is can
already provide a benefit.

• A first stab at the problem is easy: Automatically extracting some buyer-supplier
relations is not difficult. However, if recall and precision are to be improved, the
nuances and the ambiguity in natural languages require a much larger number of
carefully labelled example sentences and potentially databases of companies and
products to provide the necessary background information.

Recommendations for future research can be derived from the challenges identified
in Chapter 6. With respect to challenges resulting from supply chain characteristics, the
following recommendations can be made:

• Augmenting the knowledge graph with geolocations could be beneficial. Geolocations
can be extracted from the input text (if mentioned). Or they can be obtained by
linking entity mentions to public ontologies, e.g. to obtain at least the headquarters’
geolocation. Once this is done, existing risk profiles of geolocations or companies can
be used to augment the supply chain maps.

• A further direction for future extension is to capture more complex relations or more
attributes of a buyer-supplier relation. An obvious next step would be to capture
provided parts, material or services. This can be done with ternary relations (“who
supplies whom with what”) but it requires a classifier specifically trained to detect
provided parts, material or services. Using the typical bill of materials (BoM) of a
product, one could attempt to systematically probe for suppliers of specific parts or
check a generated supply chain map for completeness. Other useful attributes of a
buyer-supplier relation are the value or the duration of the contract or any quantifica-
tion of the provided goods or services. Instead of learning the relationship and the
directionality in one process, it could be beneficial to separate these: to first detect if
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there is a buyer-supplier relation and then to detect the directionality as an attribute of
that relation.

• The labelling system could be extended to capture changes in the supply chain structure,
such as when a supplier is dropped or replaced by another one.

• This research only used text in the English language. By incorporating the ability to
process documents in other languages, one should be able to generate more complete
supply chain maps. A first simple approach would be to use one of the publicly
available translation models to translate the already existing training dataset into
another widely spoken language and train a new model on this translated corpus. The
automatic translation may introduce some errors but it would not require any manual
labelling. The labels from the English dataset could be re-used.

• The restriction to only consider organisational entities could be relaxed to also allow
for countries that act as buyers, e.g. in the case of military products.

With respect to challenges resulting from limited information quality, there are also some
promising directions to extend the research:

• Future research could extend the proposed approach to capture more relations by em-
ploying co-reference resolution. Instead of requiring the organisation to be mentioned
by name, it could then be referred to by a pronoun or a more abstract description like
“the carmaker”.

• The research could also be extended to capture information on higher aggregation
levels, such as “Company A has 150 suppliers in Florida”. This information cannot
be easily integrated into the knowledge graph of company-to-company relations but it
could help with checking the collected information for completeness and correctness.

• An obvious extension is to capture explicitly stated sub-tier relations as ternary relations
if they are mentioned. This would address (but not fully solve) the “transitivity
problem”.

• An in-depth analysis of the resulting knowledge graph was not within the scope of
this study. Once the performance of the NER and the relation classifier has been
further improved, analysing these large global supplier networks using the tools of
network science could be insightful. In addition, it appears useful to further understand
which company- or industry-specific factors influence the availability of buyer-supplier
information. This could, for example, take the form of a supervised prediction model.
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Given a rudimentary supply chain map, it may also be possible to infer if one company
is a sub-tier supplier to another company. It may require additional market information,
such as the market share of a supplier, to estimate the probability of a sub-tier relation.

In addition to the recommendations related to the identified challenges, exciting research
opportunities have opened up thanks to the advances in Machine Learning and NLP in
recent years. Future research should consider the more recent transformers and contextual
embeddings as promising alternatives to the classification models and word embeddings used
in this research. Even more recent NLP developments, such as large pre-trained language
models provided by Google, Facebook or OpenAI, were not considered for this research.
In early tests by the author, these language models were able to complete sentences, such
as “GKN Aerospace is a supplier to” with credible text one would expect in a news report.
The predicted completion may state realistic customers or suppliers that were learned from
the training data. However, it may not be possible to assess the truthfulness of the predicted
completion or to trace back where information was derived from. Completions may look
credible (which is the whole idea of language models) but could, in fact, be incorrect.
Figure 8.1 shows an example3 of an auto-completed sentence. In the predicted completion,
customers are explicitly named. It is possible that these self-supervised models could support
the supervised relation extraction process. The GPT-3 language model published by OpenAI
shortly before the submission of this thesis could be another promising path to explore in the
attempt to discover supply chain structures.

Fig. 8.1 Auto-completion using transformers reveals the names of customers; source: Hug-
gingface

3Used online demo: https://transformer.huggingface.co/; last accessed: 2019-09-25

https://transformer.huggingface.co/
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Appendix A

Details related to Chapter 4

This part of the appendix contains more detailed content related to Chapter 4 which provided
the rationale for improving structural supply chain visibility. It includes detailed summaries
of the exploratory interviews as well as an in-depth discussion of use cases for structural
supply chain visibility.

A.1 Exploratory interviews

A.1.1 Interview series with aerospace manufacturer

Profile The findings summarised below stem from a series of 7 semi-structured on-site
interviews with supply chain managers of a major aerospace manufacturer in March/April
2015. The supply chain managers worked in different departments of the manufacturer and
covered relevant functions, such as business continuity or supplier management.

Upon request by the aerospace manufacturer and for reasons of confidentiality, the interview
summaries have been redacted in this version of the thesis.
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Upon request by the aerospace manufacturer and for reasons of confidentiality, the interview
summaries have been redacted in this version of the thesis.
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Upon request by the aerospace manufacturer and for reasons of confidentiality, the interview
summaries have been redacted in this version of the thesis.
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Upon request by the aerospace manufacturer and for reasons of confidentiality, the interview
summaries have been redacted in this version of the thesis.

A.1.2 Interview with supply chain consultant

Profile The interviewee is an accomplished manufacturing professional, with more than
15 years’ experience in electronics manufacturing companies where she held a variety of
senior management positions in supply chain, manufacturing engineering and operations
management. The interviewee is also an Industrial Fellow in the Education and Consultancy
Services (ECS) group of the Institute for Manufacturing (IfM) at the University of Cambridge
and works with a wide range of businesses of various sizes, tailoring and applying the
IfM’s toolset to enable companies to develop their strategies and capabilities and make
tactical and operational changes to deliver sustainable, profitable growth. The interviewee is
currently working as part of the ECS team in the ongoing Sharing in Growth programme, a
Government-funded programme of intensive supplier development in the UK aerospace and
nuclear industries. The interviewee answered the questions by drawing on her experience
as a consultant with the aerospace industry (a) and as a previous supply chain management
professional at an electronics company (b) herself.

(a) Findings with respect to the aerospace and defence industry in general Second-tier
suppliers to Boeing or Rolls-Royce have long contracts for a particular programme, the
production of a particular aircraft type. Once these suppliers enter a programme, they tend to
stay on that programme. Companies like Boeing are oblivious that these second-tier suppliers
in turn depend on very small, and often highly specialised companies. Some of these second-
tier companies were single-sourced and struggling. The more parts are sourced from areas
around the world, the more the buyers are exposed to risks, such as natural disasters. The
second-tier suppliers do not only depend on components manufacturers. Because they are
relatively small, these suppliers do not perform all the processing steps in-house but send
out to other specialised companies. The dependencies on processing specialists are often
neglected in risk assessments compared to the dependencies on parts or material suppliers. In
the aerospace domain, environmental EU regulations, such as “RoSH” (short for: Restriction
of Hazardous Substances) and “REACH” (short for: Registration, Evaluation, Authorisation
and Restriction of Chemicals) restrict the type of chemicals and processes that a company is
allowed to use. Because of required approvals and because for some processes alternative
methods have not been found yet, companies are reluctant to change their processes and
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chemicals are still being used that are not “REACH”-compliant. By better understanding
supply chains, such as discovering that dubious or known-to-be-incompliant sub-tier suppliers
participate in the supply chain, it may become easier to understand where your company is not
compliant with regulations. A supply chain map could at least tell how complicated it would
be to make sure that every participant is compliant. One aerospace company discovered that
their products were being used by a major film studio and tried to understand what the use
case for their product was. From a business development perspective it may be valuable
to understand where a product is being used further downstream to develop and extend the
product portfolio and identify new customer groups. A supply chain map could help with
discovering where a product is being used. In the aerospace domain, supply chains for a
particular programme do not change much. Even over time spans of 10 years, the companies
will largely remain the same. In fact, once processes have been approved, even switching
sites might not be possible due to site-based approvals. Even poorly performing companies
tend to stay on the programme. However, once a new programme is started, the supply chain
may look completely different.

(b) Findings with respect to the supply chain management at an electronics company
The electronics company suffered from a shortage of a specific part after the distributor’s
warehouse in the UK burned down. The part was a cheap metal contact procured from
Malaysia. A little kink in the contact made the part a bespoke one. Thousands of these
contacts would be used every day and, hence, the warehouse would hold large quantities of
that contact and a distributor would just regularly fill up the inventory. After the warehouse
fire, a replacement order of parts via ship took six weeks to arrive and the electronics company
had to spend significant funds on air freight. Before that incident, the cheap metal part had
not been considered critical; a warehouse fire had not been considered a risk. The warehouse
fire revealed that the manufacturer also had not held sufficient stock either – because of an
undisclosed tooling problem.

Supply risk management is not only relevant once a product is being manufactured. When
a new product is designed, knowledge about supply risks can be used to inform the product
design process. When the designers had a choice, the supply chain risk managers of the
electronics company could influence which parts or technologies were chosen. This could
take the form of favouring commodity parts over bespoke ones or avoiding specific processes
if only few companies could perform these tasks, such as sand casting aerospace parts in the
UK. Supply chain maps could therefore not only help with risks in the current supply chain
but help with planning future ones.
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To understand their supply chain, the electronics companies used magazines and obtained
a dataset every year that was used to understand the supply chain for the electronic parts.
But because the supply chain was relatively short, they were able to ask their suppliers to
find out information from their suppliers. In case of bespoke parts, they also spoke directly
with the manufacturer, e.g. to understand tooling. To understand risk, it was key to know
the geo-location of the suppliers. The electronics company prioritised based on the financial
value a supplier corresponded to despite it being “somewhat of a red herring” given that sales
volume does not always correspond to criticality. The health of suppliers was monitored
using financial analyses, such as the development of investments, revenue and profit over
time.

To ensure a healthy supplier base, the electronics company would monitor its own share
in the revenue of their suppliers. The rule was to not exceed 20% of any supplier’s portfolio
to ensure the suppliers remained robust (“You want to be big enough that they really care
about you, but you want to be part of a package, so when there is ebb and flow in demand,
they are sustainable.”). One of the tasks in supply chain management was to see where the
company was too dominant for a particular supplier. This is something that can be seen in
the aerospace industry in particular: Some of the smaller companies get so excited that they
got on board of a big programme and that they “put all their eggs in one basket” and this
programme accounts for 40 or 50% of their revenue. In those cases and if the programme is
paused for 6 weeks, these smaller companies are in danger.

The structural visibility of the electronics company was limited to the distributors (first
tier) and the manufacturers (second tier). The manufacturers were known because they
directly collaborated with them, and then let them supply via a distributor. Beyond the
manufacturer, there was no visibility. The manufacturer would know and was expected to
inform them about problems.

Selection of prior assumptions that were confirmed during the interview For a supply
chain map, it is important to have directed relations to understand how risk propagates
through the network. Two companies can have more than just a single directed buyer-supplier
relation. A company may be a direct supplier on one stream, and supply indirectly via another
supplier to the same end-customer. Supply chains change over time but in the aerospace
industry, supply chains tend to be stable on a programme-basis.
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A.2 Use cases of structural supply chain visibility

A.2.1 Selected corporate social responsibility topics

Modern slavery Shockingly, modern forms of slavery and forced labour are still common
around the world. The Global Slavery Index1 by the Walk Free Foundation estimated that
40.3 million people lived in modern slavery in 2016. A heatmap showing the prevalence of
modern slavery is depicted by Figure A.1.

Fig. A.1 Word map – Global Slavery Index; source: Global Slavery Index2

Companies with complex supply chains may unknowingly rely on forced labour. In
2016, the CORE coalition states3: “"[T]he risk of involvement in modern slavery through
the supply chain increases as supplier and / or contracting and sub-contracting chains grow.
Increased risks associated with difficulties in supply chain monitoring and management arise
in complex global supply chains. Actions by suppliers, sub-contractors and business partners
can place the entire supply chain at risk."

Recently, new regulations against modern forms of slavery, human trafficking, and other
human rights violations have come into force. Table A.1 provides an overview of selected
such regulations.

1https://www.globalslaveryindex.org/2018/data/maps/#prevalence; last accessed:
2019-03-07

3https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_
guidance_final_digitalversion_16.03.16.pdf; last accessed: 2019-06-23

https://www.globalslaveryindex.org/2018/data/maps/#prevalence
https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_guidance_final_digitalversion_16.03.16.pdf
https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_guidance_final_digitalversion_16.03.16.pdf
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Table A.1 Overview of Modern Slavery regulations (selection)

Legislative region Signed into
law

In effect since Name

California (US) 2010 01.01.2012 California Transparency in Supply
Chains Act of 2010

UK 2015 29.10.2015 UK Modern Slavery Act 2015

Australia 2018 01.01.2019 Modern Slavery Bill 2018

Netherlands 2019 (2020) Child Labour Due Diligence Law

Typically, these regulations require larger companies to regularly and publicly disclose
which efforts they undertake to understand their extended supply chain and prevent human
rights violations in their supply chains. The idea is to increase transparency for consumers
and investors, and to let them assert pressure on those companies that fail to address these
issues. The “California Transparency in Supply Chains Act” spearheaded this movement,
followed by the UK Modern Slavery Act in 20154, and the Australian “Modern Slavery Bill
2018”. Other countries have announced plans for similar regulations (e.g. the Dutch “Child
Labour Due Diligence Law” which is expected to come into effect in 2020).

It is noteworthy that this type of legislation increases pressure for companies to understand
their supply chains beyond just their direct suppliers. The Australian regulation5 clarifies the
reporting scope and states that the term supply chain is “intended to refer to the products and
services that contribute to the entity’s own products and services and is not restricted to ‘tier
one‘ or direct suppliers.”. The CORE coalition states the following: “Mapping supply chains
is essential to understanding and managing a business’s exposure to risk. In many cases,
companies are aware of the first-tier factories and production facilities in their supply chains,
but know little about the practices of the businesses supplying these vendors or producers.
Companies should know as much as possible about their supply chains, about who is involved
in the provision of their goods and services, and about the working conditions at all levels of
the supply chain.”6

In addition to the harm done to the people working under such conditions, the reputation
risk, and the supply risk, it appears that the legal risk has also increased in recent years.
Companies are increasingly held accountable for the misconduct of their suppliers – even

4http://www.legislation.gov.uk/ukpga/2015/30/section/54
5Bills Digest 12, 2018-19 - Modern Slavery Bill 2018
6https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_

guidance_final_digitalversion_16.03.16.pdf; last accessed: last accessed: 2019-06-23

http://www.legislation.gov.uk/ukpga/2015/30/section/54
https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_guidance_final_digitalversion_16.03.16.pdf
https://corporate-responsibility.org/wp-content/uploads/2016/03/CSO_TISC_guidance_final_digitalversion_16.03.16.pdf
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multiple tiers downstream. A number of lawsuits have been filed not against the company that
was directly responsible for the crimes but against against companies further down the supply
chain claiming a joint responsibility. Norton Rose Fulbright provide an in-depth overview of
the legal background, list various law suits and discuss the potential liability of companies
for misconduct of their sub-tier suppliers7. An excellent overview of the challenges modern
slavery poses to supply chain management is provided by Gold et al. (2015). The authors
also discuss management tools for detecting slavery in a supply chain.

Conflict minerals Materials considered “conflict minerals” are, for instance, tin, tungsten,
tantalum and gold, often referred to as “3TG”, or cobalt which is commonly sourced from
the Democratic Republic of Congo (DRC) and surrounding areas under inhumane conditions
and via poorly regulated “artisanal and small-scale mining” (ASM).

In 2010, the Dodd–Frank Wall Street Reform and Consumer Protection Act (“Dodd-Frank
Act”) was signed into US federal law. Section 1502 of this act gave companies over three
years to determine and report on whether their products contained conflict minerals from the
Democratic Republic of Congo. In a paper published in 2016, Kim and Davis (2016) analysed
every conflict minerals report submitted to the US Securities and Exchange Commission
(SEC). They find that out of 1,300 corporations which had submitted these reports “almost
80% admitted they were unable to determine the country of origin of such materials, and
only 1% could certify themselves conflict-free with certainty beyond reasonable doubt”.
The authors conclude that “[i]nternationally diversified firms and those with large and more
dispersed supply chains were less likely to declare their products conflict-free: complexity
reduces the visibility of a firm’s supply chain”. Kim and Davis (2016) confirm the problem of
limited structural supply chain visibility from a Corporate Social Responsibility perspective:
“[...] as production becomes increasingly disaggregated, corporations are called on to be
more accountable for the practices of their suppliers and even the actions of the states in
which they operate. This reflects a ‘responsibility paradox’: demands for corporate social
responsibility (CSR) increase even as companies’ ability to deliver shrinks”.

Greenhouse gas emissions In some sense similar to the issue of modern slavery, companies
are also increasingly held responsible for greenhouse gas (GHG) emissions in their extended
supply chain as opposed to just those they are directly responsible for. The Greenhouse

7https://human-rights-due-diligence.nortonrosefulbright.online/
publications/2018/q2/components-of-effective-supply-chain-management/; last
accessed: 2019-06-23

https://human-rights-due-diligence.nortonrosefulbright.online/publications/2018/q2/components-of-effective-supply-chain-management/
https://human-rights-due-diligence.nortonrosefulbright.online/publications/2018/q2/components-of-effective-supply-chain-management/
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Gas Protocol (GHG Protocol)8 defines so-called “Scope 3”9 emissions that are not directly
caused by the focal company (Scope 1) and not caused by the purchased electricity, heat and
steam (Scope 2) but represent the footprint of the upstream and downstream value chain.
Estimating and managing this footprint is made even more difficult when the supply chain
participants are unknown. Even though Scope 3 emissions are more difficult to control, they
“can represent the largest source of emissions for companies and present the most significant
opportunities to influence GHG reductions”10.

Fig. A.2 Scopes of the GHG Protocol: Scope 3 considers the footprint of the upstream and
downstream value chain (source: ghgprotocol.org)

A.2.2 Further use cases of structural supply chain visibility

This chapter shall provide a summary for further use cases of structural supply chain visibility.

Food safety and other “contamination” scenarios The topology of a supply network can
be valuable information in the context of food safety and other “contamination” scenarios.
Unlike the supply risk scenarios, then primary motivation in these cases is not to avoid supply
disruptions but to prevent or trace back the spread of a potentially harmful “contamination”
through the supply chain. In the case of food safety, the motivation is to prevent or trace

8http://ghgprotocol.org/; last accessed: 2019-07-23
9http://ghgprotocol.org/standards/scope-3-standard; last accessed: 2019-07-23

10http://ghgprotocol.org/sites/default/files/standards/
Corporate-Value-Chain-Accounting-Reporing-Standard_041613_2.pdf; last accessed:
2019-07-23

http://ghgprotocol.org/
http://ghgprotocol.org/standards/scope-3-standard
http://ghgprotocol.org/sites/default/files/standards/Corporate-Value-Chain-Accounting-Reporing-Standard_041613_2.pdf
http://ghgprotocol.org/sites/default/files/standards/Corporate-Value-Chain-Accounting-Reporing-Standard_041613_2.pdf


A.2 Use cases of structural supply chain visibility 237

back the spread of diseases through the global food processing chain. Notable cases in the
literature are, among many others, the BSE food crisis and Dioxin in chicken feed (e.g.
Aung and Chang (2014)). But there are also other “contamination” scenarios that require
companies or governmental agencies to understand where materials originated from or where
they ended up being used. A prominent example is the 2017 Kobe Steel case11, where
inspection data had been falsified and steel of questionable quality had been delivered to
and used by various customers in the automotive and aerospace industry, potentially across
multiple tiers.

Supply chain efficiency & network design Apart from ensuring a steady supply with
materials, parts, and services, adjustments of the supply chain architecture can pursue further
objectives, such as making the supply chain faster, less costly, or less complex by involving
fewer participants. For these purposes, information about the current or planned supply chain
structure may be valuable.

Supplier discovery Knowledge about where own suppliers or competitors obtain their
materials, parts, and services from may help discover new, alternative suppliers.

Detecting supplier consolidation A consolidation trend in the extended supply chain may
lead to a shift of negotiation power away from the focal company. This may not immediately
impact supply but it could lead to price increases and a limited ability to change to alternative
suppliers.

Competitive intelligence In addition to discovering and monitoring their own extended
supply networks, companies may have in interest to do the same for their direct competitors,
e.g. for benchmarking their supply chain architecture against the ones of their competitors or
other companies.

Supply chain research Due to the limited availability of information about supply chain
structures, researchers are often limited to simplified (dyadic or triadic) supply chain models.
Academics may find it valuable to be able to work on larger supply network graphs that
potentially span multiple industries.

11E.g. see https://www.ft.com/content/a1e494c2-ad9f-11e7-beba-5521c713abf4; last
accessed: 2019-05-30

https://www.ft.com/content/a1e494c2-ad9f-11e7-beba-5521c713abf4


238 Details related to Chapter 4

Discovering new customer groups or use cases One may also hypothesise about the pos-
sibility to identify new customer groups by increasing the visibility downstream. Companies
could ask the question who ends up using their products further downstream beyond their
direct customer and for what purpose.

Discovering investment opportunities Financial investors could identify potential invest-
ment targets by discovering the (sub-tier) suppliers of a company that is expected to grow.
Instead of investing directly in that (already no longer undervalued) company, they may want
to invest in their (still undervalued) supply chain participants instead.



Appendix B

Details related to Chapter 5

This part of the appendix contains more detailed content related to Chapter 5 which addressed
the problem of automating the extraction of individual buyer-supplier relations from text.
The content provided below covers an in-depth reflection on the scoping decisions as well as
on selected aspects of the methodology presented in Chapter 5.

B.1 Scoping decisions

In Section 5.2.1 scoping decisions were summarised. A discussion of these aspects and a
rationale for the decision shall be provided here.

English language Various processing steps, such as the NER and relation classification, are
language-dependent. For the sake of simplicity, the scope is limited to extracting information
from text documents in the English language. The support of NLP libraries tends to be best for
the English language and news datasets are most easily available in English. However, ideally
the classification approach should work for any common natural language by switching
language-specific modules.

Ability to cope with a large number of variations Any approach needs to be able to
cope with thousands of variations of how buyer-supplier relations can be expressed. A few
hard-coded patterns would be insufficient.

Classification of explicitly stated relations between two organisations The aim is to
extract explicitly stated buyer-supplier relations between two named organisations. For the
sake of simplicity especially in the labelling process, extracting other relation types is not
considered within the scope – even if these would collectively allow to infer buyer-supplier
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relations between two organisations. Examples of relation types beyond the scope of this
research would be company-to-product relationships. Furthermore, the focus is on relations
that are binary with respect to the number of elements in them and these entities shall be
organisations. Lastly, the organisations need to be mentioned by name in the sentence.
This is a limitation as some information may then not be captured. For instance, consider
the authentic sentence: “Safran’s joint venture with General Electric provides Boeing with
engines for the 737.”. It can be extracted that Safran and General Electric have a joint
venture. However, since the joint venture is unnamed, no relation can be extracted between
it and its customer Boeing. In the domain of Linked Data, and specifically the Resource
Description Framework (RDF1), there is the concept of a blank node. A blank node is an
unnamed or unidentified entity that nevertheless participates in a data graph, so that one can
navigate through it to other relationships. Within the scope of this research, blank nodes will
not be created. However, future extensions of this work could profit from including these,
successively collecting more information about these blank nodes and potentially inferring
the identity of these nodes.

Requirements regarding the relation classes The simplest class definition would be a
binary one: either there is some form of buyer-supplier relationship or there is none. However,
this would ignore the directionality of buyer-supplier relations which is important for common
cases of supply chain maps as it indicates how risks and disruptions can propagate through the
network. A step up from the binary classification scheme would be a multi-class classification
with directionality considered. The classes would then be:

• company A supplies company B (A ‘suppliesTo’ B)

• company B supplies company A (A ‘isSuppliedBy’ B)

• no buyer-supplier relationship stated

By considering directionality, one is able to build a directed graph, as is commonly
expected for a supply chain map. However, some sentences clearly express a buyer-supplier
relationship but do not specify the direction, e.g. in the sentence "BMW and Continental sign
supply agreement". The directionality could only be derived using background knowledge
about the companies’ roles in the industry. Furthermore, joint ventures, partnerships and
similar arrangements between two organisations will have to be considered special cases of
buyer-supplier relations where the direction is commonly not knowable. Using the predicate
logic from the domain of Linked Data, this relation could be phrased as ‘tradesWith’. This
provides the rationale for at least 4 classes that need to be distinguished:

1https://www.w3.org/RDF/; last accessed: 2019-07-31

https://www.w3.org/RDF/
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• company A supplies company B (A ‘suppliesTo’ B)

• company B supplies company A (A ‘isSuppliedBy’ B)

• undirected buyer-supplier relationship or some form of partnership or joint venture
with unspecified directionality (A ‘tradesWith’ B)

• no buyer-supplier relationship stated

Additional relations classes could be considered. Section 5.3.2 below will elaborate on
the definition of relationship classes.

A mention-wise classification is required As the same company may be mentioned
multiple times in the same sentence and not all of these mentions are in a buyer-supplier
relation, the classification task has to be performed for each pair of two mentions. Otherwise,
if the trained classifier is applied to new data, it would produce a large number of false
positives. Pairs of identical mentions, potentially resulting in self-referential relations, can
be ignored. Even if the same named entity is mentioned multiple times, these mentions
shall be considered in separation because the context may be different for each mention.
Figure B.1 shows a sentence to illustrate this need. Organisational named entities have
already been labelled and are highlighted (“ORG”). The first mention of “NTT” does not
stand in a buyer-supplier relationship with “Softbank Corp”. The second mention, however,
does.

Fig. B.1 Example sentence illustrating the need for mention-wise classification

The classification shall not consider the specific company names as features In order
to be able to generalise, the specific company names shall not considered be features to the
classification process. An appropriate form of masking needs to be chosen to prevent any
algorithm from “memorising” relations between specific companies and generalise beyond
the mentions of specific companies.
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Contextual scope limited to a single sentence and, even within a single sentence, co-
reference resolution shall not be performed The contextual scope for this problem shall
deliberately be restricted to a single, self-contained sentence where the relevant organisations
are explicitly mentioned by name. This is done to keep the NLP pipeline short and the
number of inter-dependent error sources low. This is a deliberate simplification that will lead
to the loss of useful information but it also does not impact the nature of the classification
task. For the problem at hand, co-reference resolution for pronouns (“it”, “they” etc.) or
nouns (“the company”, “the carmaker” etc.) shall not be performed. It shall also not be aimed
to extract any other information from the sentences before or after the sentence in question
or any other sources of information. A text input, such as “Sumitek International LLC is
a supplier of construction and mining machinery. The company supplies Toyota forklift
loaders.” can, thus, not result in a detected buyer-supplier relation since “The company” will
not get detected as an organisational named entity.

Extraction from explicit, complete statements instead of inference Buyer-supplier
relations could be inferred from multiple statements, such as “Company A is the only
producer of product X; X is used by Company B.” or “Company A is the only company that
produces X in region Y. Company B procures its product X from a supplier in region Y.”.
These types of inferences would require additional classification steps, such as the extraction
of company-to-product relations, and the number of relations that would allow for such
inferences appears to be virtually unlimited. For the sake of simplicity, this type of inference
shall be considered out of scope. The focus is on explicitly stated buyer-supplier relations.

The distinction between what is explicitly stated and what is inferred may not always be
clear. For instance, if an airline operates an aircraft from a specific manufacturer, one can
reasonable assume that the aircraft was purchases from that manufacturer. But that is not
always true. Aircraft can be leased or bought after they have been used.

General news The classifier that is trained and tested on the annotated text corpus is
supposed to be able to work with general news. This also includes likely irrelevant topics,
such as sports, entertainment and politics. This way, general news do not need to be pre-
filtered before they can be run through the classifier. General news also appears to be an
appropriate scope for the data input because general news datasets are available and NLP
research has been conducted on general news datasets, so that word embeddings trained on
general news are available.
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Non-core and meta tasks are ignored The aim is solely to extract individual buyer-
supplier relations between two organisational entities. This is required for supply chain
mapping but not sufficient. All challenges that have to be addressed by prior, subsequent or
parallel tasks but do not directly impact the extraction of buyer-supplier relations are ignored.
These tasks are discussed in Chapter 6.

Information availability is ignored for the relation classification When the classifica-
tion performance is measured, information availability is ignored. Extracted relations are
compared against the ones that were stated in the input text, not against the actual supply
chain.

Time-dependence of the structural information Even though the data may provide
timestamps, the time-dependence of the structural information shall be ignored at this stage
of the research. Once buyer-supplier relations can be reliably extracted, one may want to
extend the research to show structural changes over time or attempt to identify the supply
chain structure at a particular point in time.

B.2 Discussion of alternative labelling options

The class definitions used to distinguish relations between two organisational entities used
in this thesis represent a compromise between labelling simplicity and and the expressive
power of the chosen set of labels. Different classes were considered as were a multi-labelling
system that could have captured additional facets of buyer-supplier relations.

The scope of the relation extraction can be further increased along at least the following
dimensions:

• entity types considered in a relation (e.g. relations between an organisation and a
product)

• number of entities considered in a single relation (e.g. ternary relations, such as “who
supplies whom with what?”)

• number and type of attributes captured for a relation (e.g. indicated uncertainty of a
statement or time)

• relation types (e.g. “competes-with” or “has-suppliers-located-in”)
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The more relation types are captured, the more options are there to infer buyer-supplier
relations from different contexts. E.g. the statement “Company A is the only supplier of part
P.” and the statement “Company B uses part P in their products.” taken together suggest a
dependency of Company B on Company A.

B.2.1 Multi-labelling instead of multi-class classification

Instead of using a multi-class classification with mutually exclusive classes, the problem could
have been formulated as a multi-labelling scenario. This would have increased complexity
but would have also increased the expressive power of the labelling system. For instance, one
label could have indicated if a buyer-supplier relation is present. A further label could have
then indicated the direction of that relation. And even further labels could have signalled
aspects, such as the stated or suggested confidence of the information.

While such a system increases the labelling complexity, it could in fact facilitate some
annotation decisions since the annotation decision is split into multiple smaller and often
independent ones. For instance, annotators may disagree on the direction or certainty of a
buyer-supplier relation but not the fact that a buyer-supplier relation is present. The currently
proposed system of class labels treats an “A supplies B” relation that is stated as uncertain
the same as a certain “partnership” relation.

B.2.2 Additional aspects that could have been considered

A number of additional aspects can be considered for additional classes or different class
definitions. In the following, these aspects are explained, discussed and reasons for not
considering them in separate classes are provided.

The grammatical tense of a statement could represent important information. For the
use of the supply chain map, it may make a difference if a company supplied, supplies,
has been supplying or will supply another company. The tense, however, can generally be
detected automatically using existing NLP libraries and this step could be performed at a
later stage. Hence, human annotations for tense are not necessarily required and would add
to the complexity of the task.

The grammatical mood, such as irrealis (“would have if the deal had taken place”) are
not considered separately.

Information about the time period during which a statement is valid is not captured. This
is more crucial than just detecting the grammatical tense. The following sentence is from
a news article: “Michelin has been supplying tires to Gulf Air’s Airbus fleet for the last
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decade”. Statements stretching across periods of time are especially valuable for verifying
information from different sources.

Statements of negated buyer-supplier relations are not explicitly considered in the class
definitions. A sentence may be explicitly negated, such as “company A does not supply
company B”. Following the proposed class definition, this case would fall into the category
“None”. The downside of the class definition is that information is lost. The fact that one
company does not supply another may be relevant, e.g. to assess the veracity of other
statements.

Language that implies a change in the relations and, hence, the supply chain structure is
not used yet. Examples are sentence structures, such as “company A has been dropped as a
supplier to company B”, “company A no longer provides company B with...” or “company A
has been won as a new customer for company B”. To keep the annotation task at a manageable
level, these cases are just treated based on what is the new state. The information that there
was a change and information about the previous state is lost.

“Directness” is a further aspect cannot be captured by the proposed class definitions. In
rare cases, the “directness” of a buyer-supplier relation is explicitly specified in a sentence.
That is the sentence states if a supplier acts as a tier-1 or tier-2 supplier or potentially both.
Figure B.2 shows such a sentence.

Fig. B.2 Example sentence found in the news dataset that specifies the supplier’s tier

In some cases, the number of alternative suppliers is explicitly mentioned in a sentence.
From a risk management perspective, so-called “sole” or “single-source” suppliers are
especially critical. The sentence shown in Figure B.3 indicates such a relationship.
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Fig. B.3 Example sentence found in the news dataset that specifies that a company acts as a
sole supplier.

Questions and indirect speech are not captured separately at this point. Future extensions
of this research could attempt to store this information.

The continuum of (un)certainty is not captured beyond just the separation certain and
uncertain statements. However, the language may provide more fine-grained information,
such as “highly likely”, “may”, “aims to become supplier”, etc.

Similarly, negotiation stages are not distinguished beyond the classes defined above.
However, some industries have formal processes for contract negotiations that indicate an
upcoming buyer-supplier relation, such as signing a Memorandum of Understanding (“MoU”)
before actually signing an order, but are not yet buyer-supplier relations.

The type of sale is not further distinguished by the proposed class definition. That means,
for instance, that primary services cannot be distinguished from secondary services, such as
the outsourcing of HR functions. Similarly, it is impossible to distinguish the sale of an asset,
such as a factory, from one company to another even though it is not a typical buyer-supplier
relation. Also hard to distinguish are suppliers of financial funds, such as banks, when no
transfer of ownership is involved. However, if a whole business is sold, this can be classified
as an ownership relation between the sold business and the new owner.

B.2.3 Summary of options to increase the scope of relation extraction

Table B.1 provides specific examples how the scope could be increased along different
dimensions.
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Table B.1 Overview option for increasing scope of the relation extraction

Aspect Options for increasing the scope

Entity types in
a relation

• Named entities, e.g. names of organisations (ORG), products (PROD), locations
(LOC)

• Other elements, such as the provided part or material (e.g. steel), which are regular
words and not capitalised unlike named entities

Number of en-
tities consid-
ered in a sin-
gle relation

• 2 (binary relations), e.g. ORG-ORG or ORG-PROD

• 3 (ternary relations), e.g. explicit sub-tier relations (ORG-ORG-ORG) or “company
produces part in location” (ORG-PROD-LOC)

• Relations with more than 3 elements

Number and
type of at-
tributes of a
relation

• Indicated (un)certainty or stages in the contract negotiation process, e.g. “may”,
“in advanced talks to purchase”

• Monetary value of the contract (if mentioned)

• Sole (single-source) supplier or sole buyer (if mentioned)

• Changes in the buyer-supplier relation

• ...

Type of rela-
tions

• Buyer-supplier relations

• Relations that describe the supply chain on a higher level (e.g. the number of a
company’s suppliers located in a specific region)

• Relations that do not describe buyer-supplier relations but collectively allow for the
inference of buyer-supplier relations by reasoning using this background knowledge

B.3 Detailed methodology for sentence sampling

Approach A: Sampling of documents into 3 partitions One approach to address this trade-
off is to sample documents into 3 separate partitions: one partition for random documents
drawn from a general news dataset, a second partition for documents that are retrieved
using keywords related to selected focus industries (aerospace and automotive), and a third
partition for documents that are retrieved based on a search for company names in these
focus industries. This way, the trade-off between the expected relevance of a sentence and its
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bias could in principle be steered by adjusting the proportion of each partition in the final
sample.

Aerospace and automotive are chosen as focus industries. The rationale behind this
decision is (a) that these industries are known for having complex and global supply chains,
and (b) that their supply chains are assumed to be well-covered in general news. For the
aerospace industry, for example, documents can be filtered for the existence of keywords,
such as “aerospace”, “aircraft” or “planemaker”. If datasets also contain industry codes, these
datasets can more accurately be filtered using these codes as opposed to keywords. The RCV1
Reuters dataset contains industry codes (“Thomson Reuters Business Classification”) and can
more accurately be filtered using 23 of these codes instead. 50% of documents were sampled
from the aerospace industry and 50% from the automotive industry. To filter documents by
company names, a list of the top 100 global automotive company names and brands can
be used as well as a list of the top 100 global aerospace and defence companies. Because
headlines follow different linguistic rules than common running text, both headlines as well
as the news content are considered. Relevant documents in each partition are subsequently
segmented into individual sentences that would then be drawn randomly. Initial tests quickly
revealed that, even in the more relevant data partitions, the proportion of positive sentences
was still too small for an efficient annotation by humans.

Approach B: Manual collection of candidate positive sentences To address this problem
but without compromising the overall human annotation, in addition to the already created
dataset, candidates for positive sentences can be manually collected by multiple researchers
and stored in a further data partition. To prevent biases, these positive sentences can not just
be obtained via a Web search that used potential features, such as "supplies Toyota with".
Otherwise, a classifier trained on the data would be biased towards the patterns the positive
sentences were found with in the first place. Instead, the following strategies are deemed
acceptable and can be used to collect the sentences:

• Using a Web search engine by using as a search term (a) a single company name or (b)
the names of two companies of which one is known or merely suspected to supply the
other.

• Manually analyse websites that tend to publish industry news, such as recent deals and
partnerships.

In all of these cases, sentences are manually identified in the search result summaries,
headings or the original articles that could describe a buyer-supplier relation, partnership or
collaboration. Ambiguous sentences are not ignored but are also collected so that the overall
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dataset is rather too inclusive than too exclusive. Similar to the previous approach, the focus
is on aerospace and automotive companies but any by-catch from other industries is also
added to the collection.

The drawback of adding manually collected candidate positive sentences is the introduc-
tion of additional bias. This is unavoidable as it is a direct consequence of the objective of
manually collecting sentences: The label distribution is no longer representative of a general
news dataset. For instance, specific words, such as “award”, may become – what could be
called – trigger words. If the word “award” is over-represented in the dataset in sentences that
express a buyer-supplier relationship (supplier awards, awarding a contract), then a classifier
may be prone to errors on previously unseen data where the word “award” is much less of
an indicator of a buyer-supplier relation. Words that may result in a similar effect are good
indicators of specific relation classes in such a limited training dataset but are not always
reliable indicators, such as “deal”, “agreement”, “contract”, or “order”. To correct for these
overfitting errors, sentences with a predicted buyer-supplier relation may later have to be fed
back into the labelling process to improve precision. Once confidence scores have become
sufficiently reliable, an active learning approach can be employed.

Benefits and drawbacks of automatic NER tagging To facilitate the subsequent annota-
tion, sentences can be manually or automatically NER-tagged. Only sentences with two or
more detected organisational named entities are admitted to the annotation process. In order
to express a relationship, a sentence must at least contain two organisational mentions (if no
co-reference resolution is used).

The benefits of using automated NER tagging are the following:

• Sentences with less than two organisational named entities can be automatically
discarded before entering any manual annotation process.

• Annotators only have to classify relations instead of also identifying organisational
entities.

• If annotators had to first detect the named entities, then the ambiguity of the task would
have led inconsistent sets of entities for each sentence and annotator, and subsequent
classification labels would no longer be comparable.

Drawbacks of automated NER tagging The automated NER tagging also has drawbacks:

• Automatic NER tagging performs well but is still imperfect and organisations were
not detected, were erroneously detected, or were detected with incorrect segmentation
boundaries. Manually tagging named entities is likely to be more correct.
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• Especially for the dataset of candidate positive sentences, the automated NER tagging
resulted in a loss of data: Undetected named entities lead to the discarding of perfectly
valid positive examples.

• The common NER tag is “Organisation” (as opposed to “Company”) which can also
include non-company entities like governmental agencies or football clubs.

• Company names are often also used as a product specifier, such as “Boeing 737”. In
those cases, the whole string is likely to be detected as a product (PRODUCT) or
miscellaneous (MISC) named entity. If not accounted for by additional processing
steps, the information that a company name was stated would then get lost. If tagged
manually, these instances could be recorded as organisational named entity mentions.



Appendix C

Details related to Chapter 7

This part of the appendix contains more detailed content related to Chapter 7 which addressed
the industrial validation of the research presented in this thesis. The content provided below
provides the detailed results of the achieved performance for each classification model.

C.1 Detailed results of the achieved classification perfor-
mance

This section provides the detailed results for each classifier and corpus that have been
summarised in Section 7.3.3.

Detailed results (initial corpus)

The following results have been achieved on the initial corpus.

Random dummy baseline classifier The performance of the random dummy baseline
classifier can be found in Table C.1.
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Table C.1 Classification results per class (averaged over 10 runs) – Random dummy classifier;
initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.38 0.69 0.20 0.31

Class 1: B supplies A 0.76 0.07 0.20 0.10

Class 2: A supplies B 0.71 0.15 0.20 0.17

Class 3: ambiguous/undirected 0.76 0.06 0.20 0.09

Class 4: ownership/part-of 0.78 0.03 0.20 0.05

Micro-averaged 0.20

Stratified dummy baseline classifier The performance of the stratified dummy classifier
can be found in Table C.2.

Table C.2 Classification results per class (averaged over 10 runs) – Stratified dummy classifier;
initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.48 0.69 0.46 0.56

Class 1: B supplies A 0.89 0.07 0.05 0.06

Class 2: A supplies B 0.74 0.14 0.16 0.15

Class 3: ambiguous/undirected 0.88 0.06 0.07 0.06

Class 4: ownership/part-of 0.73 0.04 0.29 0.06

Micro-averaged 0.36

Support vector machine (SVM) without positional features The performance of the
support vector machine (SVM) classifier without positional features can be found in Table C.3.
The size of the vocabulary was 10,803 (initial corpus).



C.1 Detailed results of the achieved classification performance 253

Table C.3 Classification results per class (averaged over 10 runs) – SVM without positional
features; initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.73 0.80 0.82 0.81

Class 1: B supplies A 0.92 0.39 0.26 0.31

Class 2: A supplies B 0.82 0.38 0.42 0.40

Class 3: ambiguous/undirected 0.92 0.35 0.35 0.35

Class 4: ownership/part-of 0.97 0.47 0.35 0.40

Micro-averaged 0.68

Support vector machine (SVM) with positional features The performance of the support
vector machine (SVM) classifier with positional features can be found in Table C.4. The size
of the vocabulary was 10,803 (initial corpus).

Table C.4 Classification results per class (averaged over 10 runs) – SVM with positional
features; initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.78 0.78 0.94 0.86

Class 1: B supplies A 0.94 0.61 0.19 0.29

Class 2: A supplies B 0.87 0.59 0.44 0.51

Class 3: ambiguous/undirected 0.94 0.49 0.21 0.29

Class 4: ownership/part-of 0.97 0.73 0.22 0.33

Micro-averaged 0.75

Multi-layer perceptron The class-wise classification performance for the MLP is shown
in Table C.5. The results are shown for a batch size of 32. Different batch sizes (64, 128)
were tested and resulted in similar performance levels (approx. 0.73). Since the process was
stochastic, achieved performance levels could differ slightly with each new run. The table
shows an average over 10 separate runs.
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Table C.5 Classification results per class (averaged over 10 runs) – MLP; initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.79 0.80 0.92 0.86

Class 1: B supplies A 0.93 0.48 0.25 0.33

Class 2: A supplies B 0.85 0.50 0.42 0.46

Class 3: ambiguous/undirected 0.94 0.44 0.27 0.33

Class 4: ownership/part-of 0.97 0.92 0.19 0.32

Micro-averaged 0.74

BiLSTM The class-wise classification performance for the BiLSTM is shown in Table
C.6. The results are shown for a batch size of 64. Different batch sizes (32, 128) were tested
and resulted in similar performance levels (approx. 0.71 to 0.72). Since the process was
stochastic, achieved performance levels could differ slightly with each new run. The table
shows an average over 10 separate runs.

Table C.6 Classification results per class (averaged over 10 runs) – BiLSTM; initial corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.79 0.82 0.89 0.85

Class 1: B supplies A 0.92 0.35 0.14 0.20

Class 2: A supplies B 0.84 0.46 0.52 0.49

Class 3: ambiguous/undirected 0.93 0.36 0.23 0.28

Class 4: ownership/part-of 0.97 0.79 0.16 0.27

Micro-averaged 0.73

Detailed results (extended corpus)

The following results have been achieved on the extended corpus that includes both the initial
corpus as well as the subsequently added annotated sentences.

Random dummy baseline classifier The performance of the random dummy baseline
classifier can be found in Table C.7. The results only differ slightly compared to the results
on just the initial corpus.
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Table C.7 Classification results per class (averaged over 10 runs) – Random dummy classifier;
extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.40 0.67 0.20 0.31

Class 1: B supplies A 0.77 0.05 0.20 0.08

Class 2: A supplies B 0.71 0.15 0.20 0.17

Class 3: ambiguous/undirected 0.75 0.08 0.20 0.11

Class 4: ownership/part-of 0.77 0.05 0.20 0.08

Micro-averaged 0.20

Stratified dummy baseline classifier The performance of the stratified dummy classifier
can be found in Table C.8. The results only differed slightly compared to the results on just
the initial corpus.

Table C.8 Classification results per class (averaged over 10 runs) – Stratified dummy classifier;
extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.49 0.69 0.47 0.55

Class 1: B supplies A 0.91 0.06 0.06 0.06

Class 2: A supplies B 0.78 0.18 0.14 0.16

Class 3: ambiguous/undirected 0.85 0.07 0.09 0.09

Class 4: ownership/part-of 0.69 0.05 0.30 0.09

Micro-averaged 0.36

Support vector machine (SVM) without positional features The performance of the
support vector machine (SVM) classifier without positional features can be found in Table C.9.
The size of the vocabulary was 17,625 (extended corpus). The overall micro-averaged F1

score was slightly lower than the same model trained and tested on the initial corpus.
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Table C.9 Classification results per class (averaged over 10 runs) – SVM without positional
features; extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.72 0.81 0.76 0.78

Class 1: B supplies A 0.92 0.29 0.39 0.33

Class 2: A supplies B 0.84 0.47 0.52 0.49

Class 3: ambiguous/undirected 0.91 0.44 0.45 0.44

Class 4: ownership/part-of 0.93 0.34 0.39 0.36

Micro-averaged 0.66

Support vector machine (SVM) with positional features The performance of the support
vector machine (SVM) classifier with positional features can be found in Table C.10. The
size of the vocabulary was 17,625 (extended corpus). The overall micro-averaged F1 score
was slightly higher than the same model trained and tested on the initial corpus.

Table C.10 Classification results per class (averaged over 10 runs) – SVM with positional
features; extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.80 0.80 0.94 0.86

Class 1: B supplies A 0.96 0.65 0.26 0.37

Class 2: A supplies B 0.89 0.71 0.50 0.59

Class 3: ambiguous/undirected 0.93 0.58 0.54 0.56

Class 4: ownership/part-of 0.95 0.60 0.16 0.25

Micro-averaged 0.77

Multi-layer perceptron The class-wise classification performance for the MLP is shown
in Table C.11. The results are shown for a batch size of 32. Different batch sizes (64, 128)
were tested and resulted in slightly lower performance levels (approx. 0.74 to 0.76). Since
the process was stochastic, achieved performance levels could differ slightly with each new
run. The table shows an average over 10 separate runs.
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Table C.11 Classification results per class (averaged over 10 runs) – MLP; extended corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.81 0.82 0.91 0.86

Class 1: B supplies A 0.95 0.48 0.35 0.40

Class 2: A supplies B 0.88 0.63 0.57 0.60

Class 3: ambiguous/undirected 0.93 0.60 0.46 0.52

Class 4: ownership/part-of 0.95 0.52 0.26 0.35

Micro-averaged 0.76

BiLSTM The class-wise classification performance for the BiLSTM is shown in Table
C.12. The results are shown for a batch size of 64. Different batch sizes (32, 128) were tested
and resulted in slightly lower performance levels (approx. 0.68 to 0.72). Since the process
was stochastic, achieved performance levels could differ slightly with each new run. The
table shows an average over 10 separate runs.

Table C.12 Classification results per class (averaged over 10 runs) – BiLSTM; extended
corpus

Accuracy Precision Recall F1 score

Class 0: None or reject 0.79 0.83 0.86 0.84

Class 1: B supplies A 0.93 0.29 0.29 0.29

Class 2: A supplies B 0.88 0.60 0.55 0.57

Class 3: ambiguous/undirected 0.92 0.47 0.55 0.51

Class 4: ownership/part-of 0.94 0.42 0.26 0.32

Micro-averaged 0.73




