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Summary

Statistical physics seeks to explain macroscopic properties of mat-

ter in terms of microscopic interactions. Of particular interest is the

phenomenon of phase transition: the sudden changes in macroscopic

properties as external conditions are varied. Two models in particu-

lar are of great interest to mathematicians, namely the Ising model of

a magnet and the percolation model of a porous solid. These mod-

els in turn are part of the unifying framework of the random-cluster

representation, a model for random graphs which was first studied by

Fortuin and Kasteleyn in the 1970’s. The random-cluster representa-

tion has proved extremely useful in proving important facts about the

Ising model and similar models.

In this work we study the corresponding graphical framework for

two related models. The first model is the transverse field quantum

Ising model, an extension of the original Ising model which was intro-

duced by Lieb, Schultz and Mattis in the 1960’s. The second model

is the space–time percolation process, which is closely related to the

contact model for the spread of disease. In Chapter 2 we define the

appropriate ‘space–time’ random-cluster model and explore a range of

useful probabilistic techniques for studying it. The space–time Potts

model emerges as a natural generalization of the quantum Ising model.

The basic properties of the phase transitions in these models are treated

in this chapter, such as the fact that there is at most one unbounded

fk-cluster, and the resulting lower bound on the critical value in Z.

In Chapter 3 we develop an alternative graphical representation

of the quantum Ising model, called the random-parity representation.
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This representation is based on the random-current representation of

the classical Ising model, and allows us to study in much greater detail

the phase transition and critical behaviour. A major aim of this chapter

is to prove sharpness of the phase transition in the quantum Ising

model—a central issue in the theory—and to establish bounds on some

critical exponents. We address these issues by using the random-parity

representation to establish certain differential inequalities, integration

of which give the results.

In Chapter 4 we explore some consequences and possible exten-

sions of the results established in Chapters 2 and 3. For example, we

determine the critical point for the quantum Ising model in Z and in

‘star-like’ geometries.
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CHAPTER 1

Introduction and background

Many physical and mathematical systems undergo a phase transi-

tion, of which some of the following examples may be familiar to the

reader: water boils at 100◦C and freezes at 0◦C; Erdős-Rényi random

graphs produce a ‘giant component’ if and only if the edge-probability

p > 1/n; and magnetic materials exhibit ‘spontaneous magnetization’

at temperatures below the Curie point. In physical terminology, these

phenomena may be unified by saying that there is an ‘order parameter’

M (density, size of largest component, magnetization) which behaves

non-analytically on the parameters of the system at certain points. In

the words of Alan Sokal: “at a phase transition M may be discontinu-

ous, or continuous but not differentiable, or 16 times differentiable but

not 17 times”—any behaviour of this sort qualifies as a phase transi-

tion.

Since it is the example closest to the topic of this work, let us look

at the case of spontaneous magnetization. For the moment we will stay

on an entirely intuitive level of description. If one takes a piece of iron

and places it in a magnetic field, one of two things will happen. When

the strength of the external field is decreased to nought, the iron piece

may retain magnetization, or it may not. Experiments confirm that

there is a critical value Tc of the temperature T such that: if T < Tc

there is a residual (‘spontaneous’) magnetization, and if T > Tc there

is not. See Figure 1.1. Thus the order parameter M0(T ) (residual

magnetization) is non-analytic at T = Tc (and it turns out that the

phase transition is of the ‘continuous but not differentiable’ variety, see

Theorem 4.1.1). Can we account for this behaviour in terms of the
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Figure 1.1. Magnetization M when T > Tc (left) and

when T < Tc (right). The residual magnetization M0 is

zero at high temperature and positive at low tempera-

ture.

‘microscopic’ properties of the material, that is in terms of individual

atoms and their interactions?

Considerable ingenuity has, since the 1920’s and earlier, gone in

to devising mathematical models that strike a good balance between

three desirable properties: physical relevance, mathematical (or com-

putational) tractability, and ‘interesting’ critical behaviour. A whole

arsenal of mathematical tools, rigorous as well as non-rigorous, have

been developed to study such models. One of the most exciting aspects

of the mathematical theory of phase transition is the abundance of

amazing conjectures originating in the physics literature; attempts by

mathematicians to ‘catch up’ with the physicists and rigorously prove

some of these conjectures have led to the development of many beau-

tiful mathematical theories. As an example of this one can hardly at

this time fail to mention the theory of sle which has finally established

some long-standing conjectures in two-dimensional models [81, 82].

This work is concerned with the representation of physical models

using stochastic geometry, in particular what are called percolation-,

fk-, and random-current representations. A major focus of this work is

on the quantum Ising model of a magnet (described below); on the way

to studying this model we will also study ‘space–time’ random-cluster

(or fk) and Potts models. Although a lot of attention has been paid

to the graphical representation of classical Ising-like models, this is less
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true for quantum models, hence the current work. Our methods are

rigorous, and mainly utilize the mathematical theory of probability.

Although graphical methods may give less far-reaching results than

the ‘exact’ methods favoured by mathematical physicists, they are also

more robust to changes in geometry: towards the end of this work we

will see some examples of results on high-dimensional, and ‘complex

one-dimensional’, models where exact methods cannot be used.

1.1. Classical models

1.1.1. The Ising model. The best-known, and most studied,

model in statistical physics is arguably the Ising model of a magnet,

given as follows. One represents the magnetic material at hand by a

finite graph L = (V,E) where the vertices V represent individual par-

ticles (or atoms) and an edge is placed between particles that interact

(‘neighbours’). A ‘state’ is an assignment of the numbers +1 and −1

to the vertices of L; these numbers are usually called ‘spins’. The set

{−1,+1}V of such states is denoted Σ, and an element of Σ is denoted

σ. The model has two parameters, namely the temperature T ≥ 0

and the external magnetic field h ≥ 0. The probability of seeing a

particular configuration σ is then proportional to the number

(1.1.1) exp
(
β
∑

e=xy∈E

σxσy + βh
∑

x∈V

σx

)
.

Here β = (kBT )−1 > 0 is the ‘inverse temperature’, where kB is a con-

stant called the ‘Boltzmann constant’. Intuitively, the number (1.1.1)

is bigger if more spins agree, since σxσy equals +1 if σx = σy and −1

otherwise; similarly it is bigger if more spins ‘align with the external

field’ in that σx = +1. In particular, the spins at different sites are

not in general statistically independent, and the structure of this de-

pendence is subtly influenced by the geometry of the graph L. This is

what makes the model interesting.
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The Ising model was introduced around 1925 (not originally by but

to Ising by his thesis advisor Lenz) as a candidate for a model that

exhibits a phase transition [59]. It turns out that the magnetization

M , which is by definition the expected value of the spin at some given

vertex, behaves (in the limit as the graph L approaches an infinite

graph L) non-analytically on the parameters β, h at a certain point

(β = βc, h = 0) in the (β, h)-plane.

The Ising model is therefore the second-simplest physical model

with an interesting phase transition; the simplest such model is the

following. Let L = (V,E) be an infinite, but countable, graph. (The

main example to bear in mind is the lattice Zd with nearest-neighbour

edges.) Let p ∈ [0, 1] be given, and examine each edge in turn, keeping

it with probability p and deleting it with probability 1−p, these choices

being independent for different edges. The resulting subgraph of L is

typically denoted ω, and the set of such subgraphs is denoted Ω. The

graph ω will typically not be connected, but will break into a number

of connected components. Is one of these components infinite? The

model possesses a phase transition in the sense that the probability

that there exists an infinite component jumps from 0 to 1 at a critical

value pc of p.

This model is called percolation. It was introduced by Broadbent

and Hammersley in 1957 as a model for a porous material immersed in

a fluid [17]. Each edge in E is then thought of as a small hole which

may be open (if the corresponding edge is present in ω) or closed to the

passage of fluid. The existence of an infinite component corresponds

to the fluid being able to penetrate from the surface to the ‘bulk’ of

the material. Even though we are dealing here with a countable set

of independent random variables, the theory of percolation is a gen-

uine departure from the traditional theory of sequences of independent

variables, again since geometry plays such a vital role.



5

1.1.2. The random-cluster model. At first sight, the Ising- and

percolation models seem unrelated, but they have a common general-

ization. On a finite graph L = (V,E), the percolation configuration ω

has probability

(1.1.2) p|ω|(1− p)|E\ω|,

where | · | denotes the number of elements in a finite set, and we have

identified the subgraph ω with its edge-set. A natural way to general-

ize (1.1.2) is to consider absolutely continuous measures, and it turns

out that the distributions defined by

(1.1.3) φ(ω) := p|ω|(1− p)|E\ω| q
k(ω)

Z

are particularly interesting. Here q > 0 is an additional parameter,

k(ω) is the number of connected components in ω, and Z is a nor-

malizing constant. The ‘cluster-weighting factor’ qk(ω) has the effect of

skewing the distribution in favour of few large components (if q < 1)

or many small components (if q > 1), respectively. This new model

is called the random-cluster model, and it contains percolation as the

special case q = 1. By considering limits as L ↑ L, one may see that

the random-cluster models (with q ≥ 1) also have a phase transition

in the same sense as the percolation model, with associated critical

probability pc = pc(q).

There is also a natural way to generalize the Ising model. This

is easiest to describe when h = 0, which we assume henceforth. The

relative weights (1.1.1) depend (up to a multiplicative constant) only

on the number of adjacent vertices with equal spin, so the same model

is obtained by using the weights

(1.1.4) exp
(
2β

∑

e=xy∈E

δσx,σy

)
,

where δa,b is 1 if a = b and 0 otherwise. (Note that δσx,σy = (σxσy +

1)/2.) In this formulation it is natural to consider the more general
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model when the spins σx can take not only two, but q = 2, 3, . . . differ-

ent values, that is each σx ∈ {1, . . . , q}. Write π for the corresponding

distribution on spin configurations; the resulting model is called the q-

state Potts model. It turns out that the q-state Potts models is closely

related to the random-cluster model, one manifestation of this being

the following. (See [35], or [50, Chapter 1] for a modern proof.)

Theorem 1.1.1. If q ≥ 2 is an integer and p = 1 − e−2β then for

all x, y ∈ V

π(σx = σy)−
1

q
=
(
1− 1

q

)
φ(x↔ y)

Here π(σx = σy) denotes the probability that, in the Potts model,

the spin at x takes the same value as the spin at y. Similarly, φ(x↔ y)

is the probability that, in the random-cluster model, x and y lie in

the same component of ω. Since the right-hand-side concerns a typical

graph-theoretic property (connectivity), the random-cluster model is

called a ‘graphical representation’ of the Potts model. The close rela-

tionship between the random-cluster and Potts models was unveiled by

Fortuin and Kasteleyn during the 1960’s and 1970’s in a series of papers

including [35]. The random-cluster model is therefore sometimes called

the ‘fk-representation’. In other words, Theorem 1.1.1 says that the

correlation between distant spins in the Potts model is translated to the

existence of paths between the sites in the random-cluster model. Us-

ing this and related facts one can deduce many important things about

the phase transition of the Potts model by studying the random-cluster

model. This can be extremely useful since the random-cluster formu-

lation allows geometric arguments that are not present in the Potts

model. Numerous examples of this may be found in [50]; very recently,

in [82], the ‘loop’ version of the random-cluster model was also used

to prove conformal invariance for the two-dimensional Ising model, a

major breakthrough in the theory of the Ising model.
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1.1.3. Random-current representation. For the Ising model

there exists also another graphical representation, distinct from the

random-cluster model. This is called the ‘random-current represen-

tation’ and was developed in a sequence of papers in the late 1980’s

[1, 3, 5], building on ideas in [48]. These papers answered many ques-

tions for the Ising model on L = Zd with d ≥ 2 that are still to this day

unanswered for general Potts models. Cast in the language of the q = 2

random-cluster model, these questions include the following [answers

in square brackets].

• If p < pc, is the expected size of a component finite or infinite?

[Finite.]

• If p < pc, do the connection probabilities φ(x↔ y) go to zero

exponentially fast as |x− y| → ∞? [Yes.]

• At p = pc, does φ(x ↔ y) go to zero exponentially fast as

|x− y| → ∞? [No.]

In fact, even more detailed information could be obtained, especially

in the case d ≥ 4, giving at least partial answer to the question

• How does the magnetization M = M(β, h) behave as the crit-

ical point (βc, 0) is approached?

It is one of the main objectives of this work to develop a random-

current representation for the quantum Ising model (introduced in the

next section), and answer the above questions also for that model.

Here is a very brief sketch of the random-current representation

of the classical Ising model. Of particular importance is the normal-

izing constant or ‘partition function’ that makes (1.1.1) a probability

distribution, namely

(1.1.5)
∑

σ∈Σ

exp
(
β
∑

e=xy∈E

σxσy

)

(we assume that h = 0 for simplicity). We rewrite (1.1.5) using the

following steps. Factorize the exponential in (1.1.5) as a product over
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e = xy ∈ E, and then expand each factor as a Taylor series in the

variable βσxσy. By interchanging sums and products we then obtain a

weighted sum over vectors m indexed by E of a quantity which (by ±
symmetry) is zero if a certain condition on m fails to be satisfied, and

a positive constant otherwise. The condition on m is that: for each

x ∈ V the sum over all edges e adjacent to x of me is a multiple of 2.

Once we have rewritten the partition function in this way, we may

interpret the weights on m as probabilities. It follows that the partition

function is (up to a multiplicative constant) equal to the probability

that the random graph Gm with each edge e replaced by me parallel

edges is even in that each vertex has even total degree. Similarly, other

quantities of interest may be expressed in terms of the probability that

only a given set of vertices fail to have even degree in Gm; for example,

the correlation between σx and σy for x, y ∈ V is expressed in terms of

the probability that only x and y fail to have even degree. By elemen-

tary graph theory, the latter event implies the existence of a path from

x to y in Gm. By studying connectivity in the above random graphs

with restricted degrees one obtains surprisingly detailed information

about the Ising model. Much more will be said about this method in

Chapter 3, see for example the Switching Lemma (Theorem 3.3.2) and

its applications in Section 3.3.2.

1.2. Quantum models and space–time models

There is a version of the Ising model formulated to meet the re-

quirements of quantum theory, introduced in [68]. We will only be

concerned with the transverse field quantum Ising model. Its defini-

tion and physical motivation bear a certain level of complexity which

it is beyond the scope of this work to justify in an all but very cursory

manner. One is given, as before, a finite graph L = (V,E), and one is

interested in the properties of certain matrices (or ‘operators’) acting



9

on the Hilbert space H =
⊗

v∈V C2. The set Σ = {−1,+1}V may now

be identified with a basis for H, defined by letting each factor C in

the tensor product have basis consisting of the two vectors |+〉 :=
(

1
0

)

and |−〉 :=
(

0
1

)
. We write |σ〉 =

⊗
v∈V |σv〉 for these basis vectors.

In addition to the inverse temperature β > 0, one is given parameters

λ, δ > 0, interpreted as spin-coupling and transverse field intensities,

respectively. The latter specify the Hamiltonian

(1.2.1) H = −1
2
λ
∑

e=uv∈E

σ(3)
u σ(3)

v − δ
∑

v∈V

σ(1)
v ,

where the ‘Pauli spin-1
2

matrices’ are given as

(1.2.2) σ(3) =

(
1 0

0 −1

)
, σ(1) =

(
0 1

1 0

)
,

and σ
(i)
v acts on the copy of C2 in H indexed by v ∈ V . Intuitively, the

matrices σ(1) and σ(3) govern spins in ‘directions’ 1 and 3 respectively

(there is another matrix σ(2) which does not feature in this model). The

external field is called ‘transverse’ since it acts in a different ‘direction’

to the internal interactions. When δ = 0 this model therefore reduces

to the (zero-field) classical Ising model (this will be obvious from the

space–time formulation below).

The basic operator of interest is e−βH , which is thus a (Hermitian)

matrix acting on H; one usually normalizes it and studies instead the

matrix e−βH/tr(e−βH). Here the trace of the Hermitian matrix A is

defined as

tr(A) =
∑

σ∈Σ

〈σ|A|σ〉,

where 〈σ| is the adjoint, or conjugate transpose, of the column vec-

tor |σ〉, and we are using the usual matrix product. An eigenvector

of e−βH/tr(e−βH) may be thought of as a ‘state’ of the system, and is
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now a ‘mixture’ (linear combination) of classical states in Σ; the cor-

responding eigenvalue (which is real since the matrix is Hermitian) is

related to the ‘energy level’ of the state.

In this work we will not be working directly with this formulation

of the quantum Ising model, but a (more probabilistic) ‘space–time’

formulation, which we describe briefly now. It is by now standard

that many properties of interest in the transverse field quantum Ising

model may be studied by means of a ‘path integral’ representation,

which maps the model onto a type of classical Ising model on the con-

tinuous space V × [0, β]. (To be precise, the endpoints of the interval

[0, β] must be identified for this mapping to hold.) This was first used

in [45], but see also for example [7, 8, 20, 24, 54, 74] and the re-

cent surveys to be found in [52, 58]. Precise definitions will be given in

Chapter 2, but in essence we must consider piecewise constant functions

σ : V × [0, β] → {−1,+1}, which are random and have a distribution

reminiscent of (1.1.1). The resulting model is called the ‘space–time

Ising model’. As for the classical case, it is straightforward to general-

ize this to a space–time Potts model with q ≥ 2 possible spin values,

and also to give a graphical representation of these models in terms of

a space–time random-cluster model. Although the partial continuity of

the underlying geometry poses several technical difficulties, the corre-

sponding theory is very similar to the classical random-cluster theory.

The most important basic properties of the models are developed in

detail in Chapter 2. On taking limits as L and/or β become infinite,

one may speak of the existence of unbounded connected components,

and one finds (when β =∞) that there is a critical dependence on the

ratio ρ = λ/δ of the probability of seeing such a component. One may

also develop, as we do in Chapter 3, a type of random-current represen-

tation of the space–time Ising model which allows us to deduce many

facts about the critical behaviour of the quantum Ising model.
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Other models of space–time type have been around for a long time

in the probability literature. Of these the most relevant for us is the

contact process (more precisely, its graphical representation), see for

example [69, 70] and references therein. In the contact process, one

imagines individuals placed on the vertices of a graph, such as Z2.

Initially, some of these individuals may be infected with a contagious

disease. As time passes, the individuals themselves stay fixed but the

disease may spread: individuals may be infected by their neighbours,

or by a ‘spontaneous’ infection. Infected individuals may recover spon-

taneously. Infections and recoveries are governed by Poisson processes,

and depending on the ratio of infection rate to recovery rate the infec-

tion may or may not persist indefinitely. The contact model may be

regarded as the q = 1 or ‘independent’ case of the space–time random-

cluster model (one difference is that we in the space–time model regard

time as ‘undirected’). Thus one may get to general space–time random-

cluster models in a manner reminiscent of the classical case, by skewing

the distribution by an appropriate ‘cluster weighting factor’. This ap-

proach will be treated in detail in Section 2.1.

1.3. Outline

A brief outline of the present work follows. In Chapter 2, the space–

time random-cluster and Potts models are defined. As for the classical

theory, one of the most important tools is stochastic comparison, or

the ability to compare the probabilities of certain events under mea-

sures with different parameters. A number of results of this type are

presented in Section 2.2. We then consider the issue of defining random-

cluster and Potts measures on infinite graphs, and of their phase tran-

sitions. We etablish the existence of weak limits of Potts and random-

cluster measures as L ↑ L, and introduce the central question of when

there is a unique such limit. It turns out that this question is closely
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related to the question if there can be an unbounded connected com-

ponent; this helps us to define a critical value ρc(q). In general not a

lot can be said about the precise value of ρc(q), but in the case when

L = Z there are additional geometric (duality) arguments that can be

used to show that ρc(q) ≥ q.

Chapter 3 deals exclusively with the quantum Ising model in its

space–time formulation. We develop the ‘random parity representa-

tion’, which is the space–time analog of the random-current represen-

tation, and the tools associated with it, most notably the switching

lemma. This representation allows us to represent truncated corre-

lation functions in terms of single geometric events. Since truncated

correlations are closely related to the derivatives of the magnetization

M , we can use this to prove a number of inequalities between the dif-

ferent partial derivatives of M , along the lines of [3]. Integrating these

differential inequalities gives the information on the critical behaviour

that was referred to in Section 1.1.3, namely the sharpness of the phase

transition, bounds on critical exponents, and the vanishing of the mass

gap. Chapter 3 (as well as Section 4.1) is joint work with Geoffrey

Grimmett, and appears in the article The phase transition of the quan-

tum Ising model is sharp [15], published by the Journal of Statistical

Physics.

Finally, in Chapter 4, we combine the results of Chapter 3 with the

results of Chapter 2 in some concrete cases. Using duality arguments

we prove that the critical ratio ρc(2) = 2 in the case L = Z. We

then develop some further geometric arguments for the random-cluster

representation to deduce that the critical ratio is the same as for Z on

a much larger class of ‘Z-like’ graphs. These arguments (Section 4.2)

appear in the article Critical value of the quantum Ising model on star-

like graphs [14], published in the Journal of Statistical Physics. We

conclude by describing some future directions for research in this area.



CHAPTER 2

Space–time models:

random-cluster, Ising, and Potts

Summary. We provide basic definitions and facts per-

taining to the space–time random-cluster and -Potts

models. Stochastic inequalities, a major tool in the

theory, are proved carefully, and the notion of phase

transition is defined. We also introduce the notion of

graphical duality.

2.1. Definitions and basic facts

The space–time models we consider live on the product of a graph

with the real line. To define space–time random-cluster and Potts

models we first work on bounded subsets of this product space, and

then pass to a limit. The continuity of R makes the definitions of

boundaries and boundary conditions more delicate than in the discrete

case.

2.1.1. Regions and their boundaries. Let L = (V,E) be a

countably infinite, connected, undirected graph, which is locally finite

in that each vertex has finite degree. Here V is the vertex set and E

the edge set. For simplicity we assume that L does not have multiple

edges or loops. An edge of L with endpoints u, v is denoted by uv.

We write u ∼ v if uv ∈ E. The main example to bear in mind is when

L = Zd is the d-dimensional lattice, with edges between points that

differ by one in exactly one coordinate.

13



14

Let

K :=
⋃

v∈V

(v ×R), F :=
⋃

e∈E

(e×R),(2.1.1)

Θ := (K,F).(2.1.2)

Let L = (V,E) be a finite connected subgraph of L. In the case when

L = Zd, the main example for L is the ‘box’ [−n, n]d. For each v ∈
V , let Kv be a finite union of (disjoint) bounded intervals in R. No

assumption is made whether the constituent intervals are open, closed,

or half-open. For e = uv ∈ E let Fe := Ku ∩Kv ⊆ R. Let

(2.1.3) K :=
⋃

v∈V

(v ×Kv), F :=
⋃

e∈E

(e× Fe).

We define a region to be a pair

(2.1.4) Λ = (K,F )

for L, K and F defined as above. We will often think of Λ as a subset

of Θ in the natural way, see Figure 2.1. Since a region Λ = (K,F ) is

completely determined by the set K, we will sometimes abuse notation

by writing x ∈ Λ when we mean x ∈ K, and think of subsets of K

(respectively, K) as subsets of Λ (respectively, Θ).

An important type of a region is a simple region, defined as follows.

For L as above, let β > 0 and let K and F be given by letting each

Kv = [−β/2, β/2]. Thus

K = K(L, β) :=
⋃

v∈V

(v × [−β/2, β/2]),(2.1.5)

F = F (L, β) :=
⋃

e∈E

(e× [−β/2, β/2]),(2.1.6)

Λ = Λ(L, β) := (K,F ).(2.1.7)

Note that in a simple region, the intervals constituting K are all closed.

(Later, in the quantum Ising model of Chapter 3, the parameter β will

be interpreted as the ‘inverse temperature’.)
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Figure 2.1. A region Λ = (K,F ) as a subset of Θ when

L = Z. Here K is drawn dashed, K is drawn bold black,

and F is drawn bold grey. An endpoint of an interval in

K (respectively, F ) is drawn as a square bracket if it is

included in K (respectively, F ) or as a rounded bracket

if it is not.

Introduce an additional point Γ external to Θ, to be interpreted as

a ‘ghost-site’ or ‘point at infinity’; the use of Γ will be explained below,

when the space–time random-cluster and Potts models are defined.

Write ΘΓ = Θ ∪ {Γ}, KΓ = K ∪ {Γ}, and similarly for other notation.

We will require two distinct notions of boundary for regions Λ. For

I ⊆ R we denote the closure and interior of I by I and I◦, respectively.

For Λ a region as in (2.1.4), define the closure to be the region Λ =

(K,F ) given by

(2.1.8) K :=
⋃

v∈V

(v ×Kv), F :=
⋃

e∈E

(e× F e);

similarly define the interior of Λ to be the region Λ◦ = (K◦, F ◦) given

by

(2.1.9) K◦ :=
⋃

v∈V

(v ×K◦v ), F ◦ :=
⋃

e∈E

(e× F ◦e ).



16

Define the outer boundary ∂Λ of Λ to be the union of K \ K◦ with

the set of points (u, t) ∈ K such that u ∼ v for some v ∈ V such that

(v, t) 6∈ K. Define the inner boundary ∂̂Λ of Λ by ∂̂Λ := (∂Λ) ∩ K.

The inner boundary of Λ will often simply be called the boundary of Λ.

Note that if x is an endpoint of a closed interval in Kv, then x ∈ ∂Λ
if and only if x ∈ ∂̂Λ, but if x is an endpoint of an open interval in

Kv, then x ∈ ∂Λ but x 6∈ ∂̂Λ. In particular, if Λ is a simple region

then ∂Λ = ∂̂Λ. A word of caution: this terminology is nonstandard, in

that for example the interior and the boundary of a region, as defined

above, need not be disjoint. See Figure 2.2. We define ∂ΛΓ = ∂Λ∪{Γ}
and ∂̂ΛΓ = ∂̂Λ ∪ {Γ}.
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Figure 2.2. The (inner) boundary ∂̂Λ of the region Λ

of Figure 2.1 is marked black, and K \ ∂̂Λ is marked grey.

An endpoint of an interval in ∂̂Λ is drawn as a square

bracket if it lies in ∂̂Λ and as a round bracket otherwise.

A subset S of K will be called open if it equals a union of the form

⋃

v∈V

(v × Uv),

where each Uv ⊆ R is an open set. Similarly for subsets of F. The

σ-algebra generated by this topology on K (respectively, on F) will be
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denoted B(K) (respectively, B(F)) and will be referred to as the Borel

σ-algebra.

Occasionally, especially in Chapter 3, we will in place of Θ be using

the finite β space Θβ = (Kβ,Fβ) given by

(2.1.10) Kβ :=
⋃

v∈V

(v × [−β/2, β/2]), Fβ :=
⋃

e∈E

(e× [−β/2, β/2]).

This is because in the quantum Ising model β is thought of as ‘inverse

temperature’, and then both β <∞ (positive temperature) and β =∞
(ground state) are interesting.

In what follows, proofs will often, for simplicity, be given for simple

regions only; proofs for general regions will in these cases be straight-

forward adaptations. We will frequently be using integrals of the forms

(2.1.11)

∫

K

f(x) dx and

∫

F

g(e) de.

These are to be interpreted, respectively, as

(2.1.12)
∑

v∈V

∫

Kv

f(v, t) dt,
∑

e∈E

∫

Fe

g(e, t) dt.

If A is an event, we will write 1IA or 1I{A} for the indicator function

of A.

2.1.2. The space–time percolation model. Write R+ = [0,∞)

and let λ : F → R+, δ : K → R+, and γ : K → R+ be bounded

functions. We assume throughout that λ, δ, γ are all Borel-measurable.

We retain the notation λ, δ, γ for the restrictions of these functions to

Λ, given in (2.1.4). Let Ω denote the set of triples ω = (B,D,G) of

countable subsets B ⊆ F, D,G ⊆ K; these triples will often be called

configurations. Let µλ, µδ, µγ be the probability measures associated

with independent Poisson processes on K and F as appropriate, with

respective intensities λ, δ, γ. Let µ denote the probability measure

µλ×µδ×µγ on Ω. Note that, with µ-probability 1, each of the countable
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sets B,D,G contains no accumulation points; we call such a set locally

finite. We will sometimes write B(ω), D(ω), G(ω) for clarity.

Remark 2.1.1. For simplicity of notation we will frequently over-

look events of probability zero, and will thus assume for example that

Ω contains only triples (B,D,G) of locally finite sets, such that no two

points in B ∪D ∪G have the same R-coordinates.

For the purpose of defining a metric and a σ-algebra on Ω, it is

convenient to identify each ω ∈ Ω with a collection of step functions.

To be definite, we then regard each ω ∩ (v × R) and each ω ∩ (e ×
R) as an increasing, right-continuous step function, which equals 0 at

(v, 0) or (e, 0) respectively. There is a metric on the space of right-

continuous step functions on R, called the Skorokhod metric, which

may be extended in a straightforward manner to a metric on Ω. Details

may be found in Appendix A, alternatively see [11], and [31, Chapter 3]

or [71, Appendix 1]. We let F denote the σ-algebra on Ω generated by

the Skorokhod metric. Note that the metric space Ω is Polish, that is

to say separable (it contains a countable dense subset) and complete

(Cauchy sequences converge).

However, in the context of percolation, here is how we usually want

to think about elements of Ω. Recall the ‘ghost site’ or ‘point at infinity’

Γ. Elements of D are thought of as ‘deaths’, or missing points; elements

of B as ‘bridges’ or line segments between points (u, t) and (v, t), uv ∈
E; and elements of G as ‘bridges to Γ’. See Figure 2.3 for an illustration

of this. Elements of B will sometimes be referred to as lattice bonds

and elements of G as ghost bonds. A lattice bond (uv, t) is said to

have endpoints (u, t) and (v, t); a ghost bond at (v, t) is said to have

endpoints (v, t) and Γ.
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For two points x, y ∈ K we say that there is a path, or an open path,

in ω between x and y if there is a sequence (x1, y1), . . . , (xn, yn) of pairs

of elements of K satisfying the following:

• Each pair (xi, yi) consists either of the two endpoints of a single

lattice bond (that is, element of B) or of the endpoints in K

of two distinct ghost bonds (that is, elements of G),

• Writing y0 = x and xn+1 = y, we have that for all 0 ≤ i ≤ n,

there is a vi ∈ V such that yi, xi+1 ∈ (vi × R),

• For each 0 ≤ i ≤ n, the (closed) interval in vi × R with end-

points yi and xi+1 contains no elements of D.

In words, there is a path between x and y if y can be reached from

x by traversing bridges and ghost-bonds, as well as subintervals of K

which do not contain elements of D. For example, in Figure 2.3 there

is an open path between any two points on the line segments that are

drawn bold. By convention, there is always an open path from x to

itself. We say that there is a path between x ∈ K and Γ if there is

a y ∈ G such that there is a path between x and y. Sometimes we

say that x, y ∈ KΓ are connected if there is an open path between

them. Intuitively, elements of D break connections on vertical lines,

and elements of B create connections between neighbouring lines. The

use of Γ, and the process G, is to provide a ‘direct link to ∞’; two

points that are joined to Γ are automatically joined to eachother.

We write {x↔ y} for the event that there is an open path between

x and y. We say that two subsets A1, A2 ⊆ K are connected, and write

A1 ↔ A2, if there exist x ∈ A1 and y ∈ A2 such that x ↔ y. For a

region Λ, we say that there is an open path between x, y inside Λ if y

can be reached from x by traversing death-free line segments, bridges,

and ghost-bonds that all lie in Λ. Open paths outside Λ are defined

similarly.
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Definition 2.1.2. With the above interpretation, the measure µ

on (Ω,F) is called the space–time percolation measure on Θ with pa-

rameters λ, δ, γ.

×

×

×
×

×

×

×

×

×

×

×

×

Figure 2.3. Part of a configuration ω when L = Z.

Deaths are marked as crosses and bridges as horizontal

line segments; the positions of ghost-bonds are marked

as small circles. One of the connected components of ω

is drawn bold.

The measure µ coincides with the law of the graphical representa-

tion of a contact process with spontaneous infections, see [6, 11]. In

this work, however, we regard ‘time’ as undirected, and thus think of

ω as a geometric object rather than as a process evolving in time.

2.1.3. Boundary conditions. Any ω ∈ Ω breaks into compo-

nents, where a component is by definition the maximal subset of K
Γ

which can be reached from a given point in KΓ by traversing open

paths. See Figure 2.3. One may imagine K as a collection of infinitely

long strings, which are cut at deaths, tied together at bridges, and also

tied to Γ at ghost-bonds. The components are the pieces of string that

‘hang together’. The random-cluster measure, which is defined in the

next subsection, is obtained by ‘skewing’ the percolation measure µ in
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favour of either many small, or a few big, components. Since the total

number of components in a typical ω is infinite, we must first, in order

to give an analytic definition, restrict our attention to the number of

components which intersect a fixed region Λ. We consider a number

of different rules for counting those components which intersect the

boundary of Λ. Later we will be interested in limits as the region Λ

grows, and whether or not these ‘boundary conditions’ have an effect

on the limit.

Let Λ = (K,F ) be a region. We define a random-cluster boundary

condition b to be a finite nonempty collection b = {P1, . . . , Pm}, where

the Pi are disjoint, nonempty subsets of ∂̂ΛΓ, such that each Pi \ {Γ}
is a finite union of intervals. (These intervals may be open, closed, or

half-open, and may consist of a single point.) We require that Γ lies

in one of the Pi, and by convention we will assume that Γ ∈ P1. Note

that the union of the Pi will in general be a proper subset of ∂̂ΛΓ. For

x, y ∈ ΛΓ we say that x ↔ y with respect to b if there is a sequence

x1, . . . , xl (with 0 ≤ l ≤ m) such that

• Each xj ∈ Pij for some 0 ≤ ij ≤ m;

• There are open paths inside Λ from x to x1 and from xl to y;

• For each j = 1, . . . , l−1 there is some point yj ∈ Pij such that

there is a path inside Λ from yj to xj+1.

See Figure 2.4 for an example.

When Λ and b are fixed and x, y ∈ ΛΓ, we will typically without

mention use the symbol x↔ y to mean that there is a path between x

and y in Λ with respect to b. Intuitively, each Pi is thought of as wired

together ; as soon as you reach one point xj ∈ Pij you automatically

reach all other points yj ∈ Pij . It is important in the definition that

each Pi is a subset of the inner boundary ∂̂ΛΓ and not ∂ΛΓ.

Here are some important examples of random-cluster boundary con-

ditions.
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a

b

d

c

×

×

Figure 2.4. Connectivities with respect to the bound-

ary condition b = {P1}, where P1 \ {Γ} is the subset

drawn bold. The following connectivities hold: a ↔ b,

a ↔ c, a 6↔ d. (This picture does not specify which

endpoints of the subintervals of P1 lie in P1.)

• If b = {∂̂ΛΓ} then the entire boundary ∂̂Λ is wired together;

we call this the wired boundary condition and denote it by

b = w;

• If b = {{Γ}} then x↔ y with respect to b if and only if there

is an open path between x, y inside Λ; we call this the free

boundary condition, and denote it by b = f.

• Given any τ ∈ Ω, the boundary condition b = τ is by definition

obtained by letting the Pi consist of those points in ∂̂ΛΓ which

are connected by open paths of τ outside Λ.

• We may also impose a number of periodic boundary conditions

on simple regions. One may then regard [−β/2, β/2] as a circle

by identifying its endpoints, and/or in the case L = [−n, n]d

identify the latter with the torus (Z/[−n, n])d. Notation for pe-

riodic boundary conditions will be introduced when necessary.

Periodic boundary conditions will be particularly important in

the study of the quantum Ising model in Chapter 3.

For each boundary condition b on Λ, define the function kb
Λ : Ω →

{1, 2, . . . ,∞} to count the number of components of ω in Λ, counted

with respect to the boundary condition b. There is a natural partial
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order on boundary conditions given by: b′ ≥ b if kb′

Λ(ω) ≤ kb
Λ(ω) for all

ω ∈ Ω. For example, for any boundary condition b we have kw
Λ ≤ kb

Λ ≤
kf

Λ and hence w ≥ b ≥ f. (Alternatively, b′ ≥ b if b is a refinement of

b′. Note that for b = τ ∈ Ω, this partial order agrees with the natural

partial order on Ω, defined in Section 2.2.)

2.1.4. The space–time random-cluster model. For q > 0 and

b a boundary condition, define the (random-cluster) partition functions

(2.1.13) Zb
Λ = Zb

Λ(λ, δ, γ, q) :=

∫

Ω

qkb
Λ
(ω) dµ(ω).

It is not hard to see that each Zb
Λ <∞.

Definition 2.1.3. We define the finite-volume random-cluster mea-

sure φb
Λ = φb

Λ;q,λ,δ,γ on Λ to be the probability measure on (Ω,F) given

by

dφb
Λ

dµ
(ω) :=

qkb
Λ
(ω)

Zb
Λ

.

Thus, for any bounded, F -measurable f : Ω→ R we have that

(2.1.14) φb
Λ(f) =

1

Zb
Λ

∫

Ω

f(ω)qkb
Λ
(ω) dµ(ω).

We say that an event A ∈ F is defined on a pair (S, T ) of subsets

S ⊆ K and T ⊆ F if whenever ω ∈ A, and ω′ ∈ Ω is such that

B(ω)∩T = B(ω′)∩T , D(ω)∩S = D(ω′)∩S and G(ω)∩S = G(ω′)∩S,

then also ω′ ∈ A. Let F(S,T ) ⊆ F be the σ-algebra of events defined on

(S, T ). For Λ = (K,F ) a region we write FΛ for F(K,F ); we abbreviate

F(S,∅) and F(∅,T ) by FS and FT , respectively. Let T(S,T ) = F(K\S,F\T )

denote the σ-algebra of events defined outside S and T . We call A ∈ F
a local event if there is a region Λ such that A ∈ FΛ (this is sometimes

also called a finite-volume event or a cylinder event).

Note that the version of dφb
Λ/dµ given in Definition 2.1.3 is FΛ-

measurable; thus we may either regard φb
Λ as a measure on the full
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space (Ω,F), or, by restricting consideration to events in FΛ, as a

measure on (Ω,FΛ).

For ∆ = (K,F ) a region and ω, τ ∈ Ω, let

B∆(ω, τ) = (B(ω) ∩ F ) ∪ (B(τ) ∩ (F \ F )),

D∆(ω, τ) = (D(ω) ∩K) ∪ (D(τ) ∩ (K \K)),

G∆(ω, τ) = (G(ω) ∩K) ∪ (G(τ) ∩ (K \K)).

We write

(ω, τ)∆ = (B∆(ω, τ), D∆(ω, τ), G∆(ω, τ))

for the configuration that agrees with ω in ∆ and with τ outside ∆. The

following result is a very useful ‘spatial Markov’ property of random-

cluster measures; it is sometimes referred to as the dlr-, or Gibbs-,

property. The proof follows standard arguments and may be found in

Appendix B.

Proposition 2.1.4. Let Λ ⊆ ∆ be regions, τ ∈ Ω, and A ∈ F .

Then

φτ
∆(A | TΛ)(ω) = φ

(ω,τ)∆
Λ (A), φτ

∆-a.s.

Analogous results hold for b ∈ {f,w}. The following is an immediate

consequence of Proposition 2.1.4.

Corollary 2.1.5 (Deletion-contraction property). Let Λ ⊆ ∆ be

regions such that ∂̂Λ∩∂̂∆ = ∅, and let b be a boundary condition on ∆.

Let C be the event that all components inside Λ which intersect ∂̂Λ are

connected in ∆ \ Λ; let D be the event that none of these components

are connected in ∆ \ Λ. Then

φb
∆(· | C) = φw

Λ(·) and φb
∆(· | D) = φf

Λ(·).

2.1.5. The space–time Potts model. The classical random-

cluster model is closely related to the Potts model of statistical me-

chanics. Similarly there is a natural ‘space–time Potts model’ which
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may be coupled with the space–time random-cluster model. A realiza-

tion of the space–time Potts measure is a piecewise constant ‘colouring’

of KΓ. As for the random-cluster model, we will be interested in spec-

ifying different boundary conditions, and these will not only tell us

which parts of the boundary are ‘tied together’, but may also specify

the precise colour on certain parts of the boundary.

Let us fix a region Λ and q ≥ 2 an integer. Let N = Nq be

the set of functions ν : KΓ → {1, . . . , q} which have the property

that their restriction to any v × R is piecewise constant and right-

continuous. Let G be the σ-algebra on N generated by all the func-

tions ν 7→ (ν(x1), . . . , ν(xN )) ∈ RN as N ranges through the integers

and x1, . . . , xN range through K
Γ (this coincides with the σ-algebra

generated by the Skorokhod metric, see Appendix A and [31, Proposi-

tion 3.7.1]). For S ⊆ K define the σ-algebra GS ⊆ G of events defined

on SΓ. Although we canonically let ν ∈ N be right-continuous, we will

usually identify such ν which agree off sets of Lebesgue measure zero,

compare Remark 2.1.1. Thus we will without further mention allow ν

to be any piecewise constant function with values in {1, . . . , q}, and we

will frequently even allow ν to be undefined on a set of measure zero.

We call elements of N ‘spin configurations’ and will usually write νx

for ν(x).

Let b = {P1, . . . , Pm} be any random-cluster boundary condition

and let α : {1, . . . , m} → {0, 1, . . . , q}. We call the pair (b, α) a Potts

boundary condition. We assume that Γ ∈ P1, and write αΓ for α(1); we

also require that αΓ 6= 0. Let D ⊆ K be a finite set, and let N b,α
Λ (D)

be the set of ν ∈ N with the following properties.

• For each v ∈ V and each interval I ⊆ Kv such that I∩D = ∅,

ν is constant on I,

• if i ∈ {1, . . . , m} is such that α(i) 6= 0 then νx = α(i) for all

x ∈ Pi,
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• if i ∈ {1, . . . , m} is such that α(i) = 0 and x, y ∈ Pi then

νx = νy,

• if x 6∈ Λ then νx = αΓ.

Intuitively, the boundary condition b specifies which parts of the bound-

ary are forced to have the same spin, and the function α specifies the

value of the spin on some parts of the boundary; α(i) = 0 is taken to

mean that the value on Pi is not specified. (The value of α at Γ is

special, in that it takes on the role of an external field, see (2.1.15).)

Let λ : F→ R, γ : K→ R and δ : K→ R+ be bounded and Borel-

measurable; note that λ and γ are allowed to take negative values.

For a, b ∈ R, let δa,b = 1I{a=b}, and for ν ∈ N and e = xy ∈ E,

let δν(e) = δνx,νy . Let πb,α
Λ denote the probability measure on (N ,G)

defined by, for each bounded and G-measurable f : N → R, letting

πb,α
Λ (f(ν)) be a constant multiple of

(2.1.15)∫
dµδ(D)

∑

ν∈N b,α
Λ

(D)

f(ν) exp
(∫

F

λ(e)δν(e)de+

∫

K

γ(x)δνx,αΓ
dx
)

(with constant determined by the requirement that πb,α
Λ be a probability

measure). The integrals in (2.1.15) are to be interpreted as in (2.1.12).

Definition 2.1.6. The probability measure πb,α
Λ = πb,α

Λ;q,λ,γ,δ on

(N ,G) defined by (2.1.15) is called the space–time Potts measure with

q states on Λ.

Note that, as with φb
Λ, we may regard πb,α

Λ as a measure on (N ,GΛ).

Here is a word of motivation for (2.1.15) in the case b = f and αΓ = q;

similar constructions hold for other b, α. See Figure 3.2 in Section 3.2.2,

and also [54]. The set (v ×Kv) \D is a union of maximal death-free

intervals v×Jk
v , where k = 1, 2, . . . , n and n = n(v,D) is the number of

such intervals. We write V (D) for the collection of all such intervals as

v ranges over V , together with the ghost-vertex Γ, to which we assign
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spin νΓ = q. The set N f,α
Λ (D) may be identified with {1, . . . , q}V (D),

and we may think of V (D) as the set of vertices of a graph with edges

given as follows. An edge is placed between Γ and each v̄ ∈ V (D).

For ū, v̄ ∈ V (D), with ū = u × I1 and v̄ = v × I2 say, we place an

edge between ū and v̄ if and only if: (i) uv is an edge of L, and (ii)

I1 ∩ I2 6= ∅. Under the space–time Potts measure conditioned on D,

a spin-configuration ν ∈ N f,α
Λ (D) on this graph receives a (classical)

Potts weight

(2.1.16) exp

{
∑

ūv̄

Jūv̄δν(ūv̄) +
∑

v̄

hv̄δνv̄,q

}
,

where νv̄ denotes the common value of ν along v̄, and where

Jūv̄ =

∫

I1∩I2

λ(uv, t) dt and hv̄ =

∫

v̄

γ(x) dx.

This observation will be pursued further for the Ising model in Sec-

tion 3.2.2.

The space–time Potts measure may, for special boundary condi-

tions, be coupled to the space–time random-cluster measure, as follows.

For α of the form (αΓ, 0, . . . , 0), we call (b, α) a simple Potts boundary

condition. Thus, under a simple boundary condition, the only spin

value which is specified in advance is that of Γ. Let ω = (B,D,G) ∈ Ω

be sampled from φb
Λ and write N b,α

Λ (ω) for the set of ν ∈ N such that

(i) νx = αΓ for x 6∈ Λ, and (ii) if x, y ∈ Λ and x ↔ y in ω under the

boundary condition b in Λ then νx = νy. In particular, since Γ 6∈ Λ

we have that νΓ = αΓ. Note that each N b,α
Λ (ω) is a finite set. With ω

given, we sample ν ∈ N b,α
Λ (ω) as follows. Set νΓ := αΓ and set νx = αΓ

for all x 6∈ ΛΓ; then choose the spins of the other components of ω in Λ

uniformly and independently at random. The resulting pair (ω, ν) has
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a distribution P
b,α
Λ on (Ω,F)× (N ,G) given by

P
b,α
Λ (f(ω, ν)) =

∫

Ω

dφb
Λ(ω)

1

qkb
Λ
(ω)−1

∑

ν∈N b,α
Λ

(ω)

f(ω, ν)

∝
∫

Ω

dµ(ω)
∑

ν∈N b,α
Λ

(ω)

f(ω, ν),

(2.1.17)

for all bounded f : Ω ×N → R, measurable in the product σ-algebra

F×G. We call the measure P
b,α
Λ of (2.1.17) the Edwards–Sokal measure.

This definition is completely analogous to a coupling in the discrete

model, which was was found in [28]. Usually we take αΓ = q and

in this case we will often suppress reference to α, writing for example

N b
Λ(ω) and similarly for other notation.

The marginal of P
b,α
Λ on (N ,G) is computed as follows. Assume

that f(ω, ν) ≡ f(ν) depends only on ν, and let D ⊆ K be a finite

set. For ν ∈ N b,α
Λ (D), let {ν ∼ ω} be the event that ω has no open

paths inside Λ that violate the condition that ν be constant on the

components of ω. We may rewrite (2.1.17) as

(2.1.18)

P
b,α
Λ (f(ν)) ∝

∫
dµδ(D)

∫
d(µλ × µγ)(B,G)

∑

ν∈N b,α
Λ

(D)

f(ν)1I{ν ∼ ω}.

With D fixed, the probability under µλ × µγ of the event {ν ∼ ω} is

(2.1.19) exp
(
−
∫

F

λ(e)(1− δν(e))de−
∫

K

γ(x)(1− δνx,αΓ
)dx
)
.

Taking out a constant, it follows that P
b,α
Λ (f(ν)) is proportional to

∫
dµδ(D)

∑

ν∈N b,α
Λ

(D)

f(ν) exp
(∫

F

λ(e)δν(e)de+

∫

K

γ(x)δνx,αΓ
dx
)
.

(2.1.20)

Comparing this with (2.1.15), and noting that both equations define

probability measures, it follows that P
b,α
Λ (f(ν)) = πb,α

Λ (f).
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We may ask for a description of how to obtain an ω with law φb
Λ

from a ν with law πb,α
Λ . In analogy with the discrete case this is as

follows:

Given ν ∼ πb,α
Λ (·), place a death wherever ν changes

spin in Λ, and also place additional deaths elsewhere

in Λ at rate δ; place bridges between intervals in Λ

of the same spin at rate λ; and place ghost-bonds in

intervals in Λ of spin α at rate γ. The outcome ω has

law φb
Λ(·).

It follows that we have the following correspondence between φ = φb
Λ

and π = πb,α
Λ,q when (b, α) is simple. The result is completely analo-

gous to the corresponding result for the discrete Potts model (Theo-

rem 1.1.1), and the proof is included only for completeness.

Proposition 2.1.7. Let x, y ∈ ΛΓ. Then

π(νx = νy) =
(
1− 1

q

)
φ(x↔ y) +

1

q
.

Proof. Writing P for the Edwards–Sokal coupling, we have that

qπ(νx = νy)− 1 = P(q · P(νx = νy | ω)− 1)

= P

(
q
(
1I{x↔ y in ω}+

1

q
1I{x 6↔ y in ω}

)
− 1
)

= P((q − 1) · 1I{x↔ y in ω})

= (q − 1)φ(x↔ y).

�

The case q = 2 merits special attention. In this case it is cus-

tomary to replace the states νx = 1, 2 by −1,+1 respectively, and we

thus define σx = 2νx − 3. For α taking values in {0,−1,+1}, we let

Σ,Σb,α
Λ (ω),Σb,α

Λ (D) denote the images of N ,N b,α
Λ (ω),N b,α

Λ (D) respec-

tively under the map ν 7→ σ. Reference to α may be suppressed if

(b, α) is simple and αΓ = +1.
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We have that

(2.1.21) 1I{σx = σy} =
1

2
(σxσy + 1), 1I{σx = αΓ} =

1

2
(αΓσx + 1).

Consequently, πb,α
Λ;q=2(f(σ)) is proportional to

(2.1.22)∫
dµδ(D)

∑

σ∈Σb,α
Λ

(D)

f(σ) exp
(1

2

∫

F

λ(e)σe de+
1

2

∫

K

γ(x)αΓσx dx
)
,

where we have written σe for σxσy when e = xy. In this formulation,

we call the measure of (2.1.22) the Ising measure. Expected values

with respect to this measure will typically be written 〈·〉b,αΛ ; thus for

example Proposition 2.1.7 says that when q = 2 and (b, α) is simple,

then

(2.1.23) 〈σxσy〉b,αΛ = φb
Λ(x↔ y).

For later reference, we make a note here of the constants of propor-

tionality in the above definitions. Let

(2.1.24) Zb
RC = Zb

RC(q) =

∫

Ω

qkb
Λ
(ω) dµ(ω)

denote the partition function of the random-cluster model, and

(2.1.25)

Zb,α
Potts(q) =

∫
dµδ(D)

∑

ν∈N b,α
Λ

(D)

exp
(∫

F

δν(e)λ(e) de+

∫

K

δνx,αΓ
γ(x) dx

)

that of the q-state Potts model. Also, let

(2.1.26)

Zb,α
Ising =

∫
dµδ(D)

∑

σ∈Σb,α
Λ

(D)

exp
(1

2

∫

F

λ(e)σe de+
1

2

∫

K

γ(x)αΓσx dx
)

be the partition function of the Ising model. By keeping track of the

constants in the above calculations we obtain the following result, which

for simplicity is stated only for αΓ = q.



31

Proposition 2.1.8. Let b be a random-cluster boundary condition.

Then

Zb
Potts(q) =

1

q
Zb

RC(q) · exp
(∫

F

λ(e) de+

∫

K

γ(x) dx
)

(2.1.27)

Zb
Ising = Zb

Potts(2) · exp
(
− 1

2

∫

F

λ(e) de− 1

2

∫

K

γ(x) dx
)

(2.1.28)

=
1

2
Zb

RC(2) · exp
(1

2

∫

F

λ(e) de+
1

2

∫

K

γ(x) dx
)
.

It is easy to check, by a direct computation, that the Potts model

behaves in a similar manner to the random-cluster model upon con-

ditioning on the value of ν in part of a region, i.e. that analogs of

Proposition 2.1.4 and Corollary 2.1.5 hold. We will not state these

results explicitly in full generality, but will record here the following

special case for later reference.

Lemma 2.1.9. Let Λ ⊆ ∆ denote two regions, and consider the

boundary condition (w, α). Then for all GΛ-measurable f we have that

πw,α
Λ (f(ν)) = πw,α

∆ (f(ν) | σ ≡ αΓ on ∆ \ Λ).

2.2. Stochastic comparison

The ability to compare the probabilities of events under a range

of different measures is extremely important in the theory of random-

cluster measures. In this section we develop in detail the basis for such

a methodology in the space–time setting. We also prove versions of the

gks- and fkg inequalities suitable for the space–time Potts and Ising

measures, respectively.

Let Λ be a region. Let the pair (E, E) denote one of (Ω,F), (Ω,FΛ),

(Σ,G) and (Σ,GΛ). Thus E, equipped with the Skorokhod metric, is

a Polish metric space. Given a partial order ≥ on E, a measurable

function f : E → R is called increasing if for all ω, ξ ∈ E such that

ω ≥ ξ we have f(ω) ≥ f(ξ). An event A ∈ E is increasing if the
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indicator function 1IA is. We assume that the set {(ω, ξ) ∈ E2 : ω ≥ ξ}
is closed in the product topology; this will hold automatically in our

applications.

Let ψ1, ψ2 be two probability measures on (E, E).

Definition 2.2.1. We say that ψ1 stochastically dominates ψ2, and

we write ψ1 ≥ ψ2, if ψ1(f) ≥ ψ2(f) for all bounded, increasing local

functions f .

By a standard approximation argument using the monotone con-

vergence theorem, ψ1 ≥ ψ2 holds if for all increasing local events A we

have ψ1(A) ≥ ψ2(A).

The following general result lies at the heart of stochastic compar-

ison and will be used repeatedly. It goes back to [83]; see also [71,

Theorem IV.2.4] and [43, Theorem 4.6].

Theorem 2.2.2 (Strassen). Let ψ1, ψ2 be probability measures on

(E, E). The following statements are equivalent.

(1) ψ1 ≥ ψ2;

(2) For all continuous bounded increasing local functions f : E →
R we have ψ1(f) ≥ ψ2(f);

(3) There exists a probability measure P on (E2, E2) such that

P ({(ω1, ω2) : ω1 ≥ ω2}) = 1.

Note that the equivalence of (1) and (3) extends to countable se-

quences ψ1, ψ2, ψ3, . . . ; see [71, Theorem IV.6.1].

Definition 2.2.3. A measure ψ is on (E, E) is called positively

associated if for all local increasing events A,B we have that ψ(A∩B) ≥
ψ(A)ψ(B).
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The inequality ψ(A∩B) ≥ ψ(A)ψ(B) for local increasing events is

sometimes referred to as the fkg-inequality as the systematic study of

such inequalities was initiated by Fortuin, Kasteleyn and Ginibre [36].

2.2.1. Stochastic inequalities for the random-cluster model.

The results in this section are applications, and slight modifications,

of stochastic comparison results for point processes that appear in [78]

and [44]. See also [43, Theorem 10.4]. Some of the results, such as

positive association in the space–time random-cluster model, have been

stated before, sometimes with additional assumptions; see for exam-

ple [7, 8, 11]. We do not believe detailed proofs for space–time models

have appeared before. The results presented are satisfyingly similar to

those for the discrete case, compare [50, Chapter 3] and [51].

We will follow the method of [78] rather than the later (and more

general) [44]. This is because the former method avoids discretization

and is closer to the standard approach of [56] (also [50, Chapter 2]) for

the classical random-cluster model. The method makes use of coupled

Markov chains on Ω (specifically, jump-processes, see [32, Chapter X]).

For ω ∈ Ω, write B(ω), D(ω), G(ω) for the sets of bridges, deaths

and ghost-bonds in ω, respectively. We define a partial order on Ω by

saying that ω ≥ ξ if B(ω) ⊇ B(ξ), D(ω) ⊆ D(ξ) and G(ω) ⊇ G(ξ).

We will in this section only consider measures on FΛ, that is we

take (E, E) = (Ω,FΛ). We will regard B,G,D as subsets of K and

F as appropriate. The symbol x will be used to denote a generic

point of Λ ≡ K ∪ F , interpreted either as a bridge, a ghost-bond, or a

death, as specified. More formally, we may regard x as an element of

F ∪ (K×{d})∪ (K×{g}), where the labels d, g allow us to distinguish

between deaths and ghost-bonds, respectively. We let X = (Xt : t ≥ 0)

be a continuous-time stochastic process with state space Ω, defined as

follows. If Xt = (B,G,D), there are 6 possible transitions. The process
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can either jump to one of

(2.2.1) (B ∪ {x}, G,D), or (B,G ∪ {x}, D), or (B,G,D ∪ {x}),

where x ∈ Λ; the corresponding move is called a birth at x. Alterna-

tively, in the case where x ∈ B, the process can jump to

(B \ {x}, G,D),

and similarly for x ∈ G or x ∈ D; the corresponding move is called a

demise at x. If ω = (B,G,D) ∈ Ω, we will often abuse notation and

write ωx for the configuration (2.2.1) with a point at x added, making

it clear from the context whether x is a bridge, ghost-bond, or death.

Similarly, if x ∈ B ∪G∪D, we will write ωx for the configuration with

the bridge, ghost-bond or death at x removed.

The transitions described above happen at the following rates. Let

L denote the Borel σ-algebra on Λ ≡ F ∪ (K × {d}) ∪ (K × {g}), and

let B : Ω × L → R be a given function, such that for each ω ∈ Ω,

B(ω; ·) is a finite measure on (Λ,L). Also let D : Ω × Λ → R be such

that for all ω ∈ Ω we have that D(ω; x) is a non-negative measurable

function of x. If for some t ≥ 0 we have that Xt = ω, then there is a

birth in the measurable set H ⊆ Λ before time t + s with probability

B(ω;H)s + o(s). Alternatively, there is a demise at the point x ∈ ω
before time t+ s with probability D(ωx; x)s+ o(s).

We may give an equivalent ‘jump-hold’ description of the chain, as

follows. Let

(2.2.2) A(ω) := B(ω; Λ) +
∑

x∈ω

D(ωx; x).

For A ∈ FΛ let

(2.2.3) K(ω,A) :=
1

A(ω)

(
B(ω; {x ∈ Λ : ωx ∈ A}) +

∑

x∈ω
ωx∈A

D(ωx; x)
)
.

Then given that Xt = ω, the holding time until the next transition has

the exponential distribution with parameter A(ω); once the process
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jumps it goes to some state ξ ∈ A with probability K(ω,A). Existence

and basic properties of such Markov chains are discussed in [78].

We will aim to construct such chains X which are in detailed bal-

ance with a given probability measure ψ on (Ω,FΛ). It will be necessary

to make some assumptions on ψ, and these will be stated when appro-

priate. For now the main assumption we make is the following. Let

κ = µ1,1,1, denote the probability measure on (Ω,FΛ) given by letting

B,G,D all be independent Poisson processes of constant intensity 1.

Assumption 2.2.4. The probability measure ψ is absolutely con-

tinuous with respect to κ; there exists a version of the density

f =
dψ

dκ

which has the property that for all ω ∈ Ω and x ∈ Λ, if f(ω) = 0 then

f(ωx) = 0.

Example 2.2.5. The space–time percolation measures (restricted

to Λ) satisfy Assumption 2.2.4, because by standard properties of Pois-

son processes, if µ = µλ,δ,γ then a version of the density is given by

(2.2.4)
dµ

dκ
(ω) ∝

∏

x∈B

λ(x)
∏

y∈D

δ(y)
∏

z∈G

γ(z).

Moreover, the random-cluster measure φb
Λ = φb

Λ;q,λ,δ,γ also satisfies As-

sumption 2.2.4, having density

(2.2.5)
dφb

Λ

dκ
(ω) =

dφb
Λ

dµ
(ω)

dµ

dκ
(ω) ∝ qkb

Λ
(ω)
∏

x∈B

λ(x)
∏

y∈D

δ(y)
∏

z∈G

γ(z)

against κ.

Definition 2.2.6. The Papangelou intensity of ψ is the function

ι : Ω× Λ→ R given by

(2.2.6) ι(ω, x) =
f(ωx)

f(ω)

(where we take 0/0 to be 0).
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The following construction will not itself be used, but serves as

a helpful illustration. To construct a birth-and-death chain which has

equilibrium distribution ψ we would simply take D ≡ 1 and B(ω; dx) =

ι(ω, x)dx. (Here dx denotes Lebesgue measure on F ∪(K×{d})∪(K×
{g}).) The corresponding chain X is in detailed balance with ψ, since

dψ(ωx) · B(ωx; dx) = dκ(ωx)f(ωx)dx = dψ(ωx) · 1. In light of this one

may may think of ι(ω, x) as the intensity with which the chain X, in

equilibrium with ψ, attracts a birth at x.

Example 2.2.7. For the random-cluster measure φb
Λ,

(2.2.7) ι(ω, x) = qkb
Λ
(ωx)−kb

Λ
(ω) ·





λ(x), for x a bridge

δ(x), for x a death

γ(x), for x a ghost-bond.

In the rest of this section we let ψ, ψ1, ψ2 be three probability mea-

sures satisfying Assumption 2.2.4, and let f, f1, f2 and ι, ι1, ι2 denote

their density functions against κ and their Papangelou intensities, re-

spectively.

Definition 2.2.8. We say that the pair (ψ1, ψ2) satisfies the lattice

condition if the following hold whenever ω ≥ ξ:

(1) ι1(ω, x) ≥ ι2(ξ, x) whenever x is a bridge or ghost-bond such

that ξx 6≤ ω;

(2) ι2(ξ, x) ≥ ι1(ω, x) whenever x is a death such that ξ 6≤ ωx.

We say that ψ has the lattice property if the following hold whenever

ω ≥ ξ:

(3) ι(ω, x) ≥ ι(ξ, x) whenever x is a bridge or ghost-bond such

that ξx 6≤ ω;

(4) ι(ξ, x) ≥ ι(ω, x) whenever x is a death such that ξ 6≤ ωx.
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(We use the term ‘lattice’ in the above definition in the same sense

as [36]; ‘lattice’ is the name for any partially ordered set in which any

two elements have a least upper bound and greatest lower bound.)

The next result states that ‘well-behaved’ measures ψ1, ψ2 which

satisfy the lattice condition are stochastically ordered, in that ψ1 ≥ ψ2.

Intuitively, the lattice condition implies that a chain with equilib-

rium distribution ψ1 acquires bridges and ghost-bonds faster than, but

deaths slower than, the chain corresponding to ψ2. Similarly, we will

see that measures with the lattice property are positively associated; a

similar intuition holds in this case.

Theorem 2.2.9. Suppose ψ1, ψ2 satisfy the lattice condition, and

that the Papangelou intensities ι1, ι2 are bounded. Then ψ1 ≥ ψ2.

Theorem 2.2.10. Suppose ψ has the lattice property, and that ι is

bounded. Then ψ is positively associated.

Sketch proof of Theorem 2.2.9. This essentially follows from

[78], the main difference being that our order on Ω is different, in that

‘deaths count negative’. The method of [78] is to couple two jump-

processes X and Y , which have the respective equilibrium distributions

ψ1 and ψ2. One may define a jump process on the product space Ω×Ω

in the same way as described in (2.2.2) and (2.2.3); here is the specific

instance we require.

Let T := {(ω, ξ) ∈ Ω2 : ω ≥ ξ}, and for a, b ∈ R write a ∨ b and

a ∧ b for the maximum and minimum of a and b, respectively. We let

Z = (X, Y ) be the birth-and-death process on T started at (∅,∅) and

given by the A and K defined below. First,

(2.2.8) A(ω, ξ) :=

∫

Λ

(ι1(ω, x) ∨ ι2(ξ, x)) dx+

+ (|B(ω)| ∨ |B(ξ)|) + (|D(ω)| ∨ |D(ξ)|) + (|G(ω)| ∨ |G(ξ)|).
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Write ω ∩ ξ for the element (B(ω) ∩ B(ξ), D(ω) ∩D(ξ), G(ω) ∩ G(ξ))

of Ω; similarly let ω \ ξ = (B(ω) \B(ξ), D(ω) \D(ξ), G(ω) \G(ξ)). For

A ⊆ T measurable in the product topology, let

(2.2.9) K(ω, ξ;A) :=
1

A(ω, ξ)

(
Kb(ω, ξ;A) +Kd(ω, ξ;A)

)

where

(2.2.10) Kd(ω, ξ;A) := |{x ∈ ω ∩ ξ : (ωx, ξx) ∈ A}|+

+ |{x ∈ ω \ ξ : (ωx, ξ) ∈ A}|+ |{x ∈ ξ \ ω : (ω, ξx) ∈ A}|

and

(2.2.11) Kb(ω, ξ;A) :=

∫

Λ

1IA(ωx, ξx)(ι1(ω, x) ∧ ι2(ξ, x)) dx+

+

∫

Λ

1IA(ωx, ξ)[ι1(ω, x)− (ι1(ω, x) ∧ ι2(ξ, x))] dx+

+

∫

Λ

1IA(ω, ξx)[ι2(ξ, x)− (ι1(ω, x) ∧ ι2(ξ, x))] dx.

Thanks to the lattice condition, Z is indeed a process on T . In other

words, if ω ≥ ξ then K(ω, ξ;T ) = 1. It is also not hard to see that

X and Y are birth-and-death processes on Ω with transition intensi-

ties B1,D1 and B2,D2 respectively, where Dk ≡ 1 and Bk(ω; dx) =

ιk(ω, x)dx, for k = 1, 2.

Define, for n ≥ 0 and k ∈ {1, 2},

(2.2.12) B(n)
k = sup

|ω|=n

Bk(ω; Λ),

where |ω| is the total number of bridges, ghost-bonds and deaths in ω.

The boundedness of ι1, ι2 ensures that the following properties, which

appear as conditions in [78], hold. First, the expectation

(2.2.13) κ(Bk(·; Λ)) <∞,

and second,

(2.2.14)
∞∑

n=1

B(0)
k · · · B

(n−1)
k

n!
<∞.
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Theorems 7.1 and 8.1 of [78] therefore combine to give that the chain

Z has a unique invariant distribution P such that Zt ⇒ P , and such

that P (F × Ω) = ψ1(F ) and P (Ω× F ) = ψ2(F ). Since P (T ) = 1, the

result follows: if A ∈ FΛ is increasing then

(2.2.15) ψ1(A) = P (ω ∈ A, ω ≥ ξ) ≥ P (ξ ∈ A, ω ≥ ξ) = ψ2(A).

�

Remark 2.2.11. The two technical properties (2.2.13) and (2.2.14)

are not strictly necessary for the main results of [78], as shown in [44],

but they do seem necessary for the proof method in [78]. See [44,

Remark 1.6].

Theorem 2.2.10 follows from Theorem 2.2.9 using the following stan-

dard argument [56].

Proof of Theorem 2.2.10. Let g, h be two bounded, increasing

and FΛ-measurable functions. By adding constants, if necessary, we

may assume that g, h are strictly positive. Let ψ2 = ψ and let ψ1 be

given by

(2.2.16) f1(ω) =
dψ1

dκ
(ω) :=

h(ω)f(ω)

ψ(h)
.

We have that

(2.2.17) ι1(ω, x) =
h(ωx)f(ωx)

h(ω)f(ω)
, ι2(ξ, x) =

f(ξx)

f(ξ)
.

Clearly ι1, ι2 are uniformly bounded; we check that ψ1, ψ2 satisfy the

lattice condition. Let ω ≥ ξ. If x is a bridge or a ghost-bond then

h(ωx)/h(ω) ≥ 1, so by the lattice property of ψ we have that ι1(ω, x) ≥
ι2(ξ, x). Similarly, if x is a death then h(ξx)/h(ξ) ≤ 1 so ι1(ω, x) ≤
ι2(ξ, x), as required.

We thus have that

(2.2.18) ψ(gh) = ψ(h)ψ1(g) ≥ ψ(h)ψ2(g) = ψ(h)ψ(g).
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�

For the next result we let λ, δ, γ, λ′, δ′, γ′ be non-negative, bounded

and Borel-measurable, and write λ′ ≥ λ if λ′ is pointwise no less that

λ (and similarly for other functions). For a ∈ R, write aλ or λa for the

function x 7→ a · λ(x) (and similarly for other functions). Recall also

the ordering of boundary conditions defined in Section 2.1 (page 23).

Theorem 2.2.12. If q ≥ 1 and 0 < q′ ≤ q then for any boundary

condition b we have that

φb
Λ;q,λ,δ,γ ≤ φb

Λ;q′,λ′,δ′,γ′ , if λ′ ≥ λ, δ′ ≤ δ and γ′ ≥ γ

φb
Λ;q,λ,δ,γ ≥ φb

Λ;q′,λ′,δ′,γ′ , if λ′ ≤ λq′/q, δ′ ≥ δq/q′, and γ′ ≤ γq′/q.

Moreover, if b′ ≥ b are two boundary conditions, then

φb′

Λ;q,λ,δ,γ ≥ φb
Λ;q,λ,δ,γ.

Corollary 2.2.13. Let b be any boundary condition. If q ≥ 1

then

(2.2.19) φb
Λ;q,λ,δ,γ ≤ µλ,δ,γ and φb

Λ;q,λ,δ,γ ≥ µλ/q,qδ,γ/q

and if 0 < q < 1 then

(2.2.20) φb
Λ;q,λ,δ,γ ≥ µλ,δ,γ and φb

Λ;q,λ,δ,γ ≤ µλ/q,qδ,γ/q.

Proof of Theorem 2.2.12. We prove the first inequality; the

rest are similar. The proof (given Theorem 2.2.9) is completely anal-

ogous to the one for the discrete random-cluster model, see [50, The-

orem 3.21]. Recall the formula (2.2.7) for ι(·, ·) in the random-cluster

case. Let ψ1 = φb
Λ;q′,λ′,δ′,γ′ and ψ2 = φb

Λ;q,λ,δ,γ. Clearly ι1, ι2 ≤ qr for

all ω, x, where r is an upper bound for all of λ, δ, γ, λ′, δ′, γ′. Let us

check the lattice conditions of Definition 2.2.8. Let ω ≤ ξ and let x

be a bridge such that ξx 6≤ ω. Then ι1(ω, x) = λ′(x)(q′)kb
Λ
(ωx)−kb

Λ
(ω)

and ι2(ξ, x) = λ(x)qkb
Λ
(ξx)−kb

Λ
(ξ). Note that the powers of q, q′ both take
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values in {0,−1}. Since λ′ ≥ λ and q′ ≤ q, we are done if we show

that kb
Λ(ωx)− kb

Λ(ω) ≥ kb
Λ(ξx)− kb

Λ(ξ). The left-hand-side is −1 if and

only if x ties together two different components of ω. But if it does,

then certainly it does the same to ξ since ξ ≤ ω; so then also the right-

hand-side is −1, as required. It follows that ι1(ω, x) ≥ ι2(ξ, x). The

cases when x is a death or a ghost-bond are similar. �

Theorem 2.2.14 (Positive association). Let q ≥ 1. The random-

cluster measure φb
Λ;q,λ,δ,γ is positively associated.

Presumably positive association fails when q < 1, as it does in the

discrete random-cluster model.

Proof. We only have to verify that φb
Λ;q,λ,δ,γ has the lattice prop-

erty. Since q ≥ 1 this follows from the fact that kb
Λ(ωx) − kb

Λ(ω) ≥
kb

Λ(ξx)− kb
Λ(ξ) if ω ≥ ξ and x is a bridge or ghost-bond, and the other

way around if x is a death, as in the proof of Theorem 2.2.12. �

The next result is a step towards the ‘finite energy property’ of

Lemma 2.3.4; it provides upper and lower bounds on the probabilities

of seeing or not seeing any bridges, deaths or ghost-bonds in small

regions. These bounds are useful because they are uniform in Λ. For

the statement of the result, we let q > 0, let Λ = (K,F ) be a region

and I ⊆ K and J ⊆ F intervals. Define

(2.2.21) λ = sup
x∈J

λ(x), λ = inf
x∈J

λ(x)

and similarly for δ, δ, γ, γ with J replaced by I. Write

ηλ = min{e−λ|J |, e−λ|J |/q}, ηλ = max{e−λ|J |, e−λ|J |/q},

ηδ = min{e−δ|I|, e−qδ|I|}, ηδ = max{e−δ|I|, e−qδ|I|},

ηγ = min{e−γ|I|, e−γ|I|/q}, ηγ = max{e−γ|I|, e−γ|I|/q}.

These are to be interpreted as six distinct quantities.



42

Proposition 2.2.15. For any boundary condition b we have that

ηλ ≤ φb
Λ;q,λ,δ,γ(|B ∩ J | = 0 | FΛ\J) ≤ ηλ

ηδ ≤ φb
Λ;q,λ,δ,γ(|D ∩ I| = 0 | FΛ\I) ≤ ηδ

ηγ ≤ φb
Λ;q,λ,δ,γ(|G ∩ I| = 0 | FΛ\I) ≤ ηγ

Proof. Follows from Proposition 2.1.4 and Corollary 2.2.13. �

Remark 2.2.16. It is convenient, but presumably not optimal, to

deduce finite energy from stochastic ordering as we have done here.

For discrete models it is straightforward to prove the analog of Proposi-

tion 2.2.15 without using stochastic domination, see [50, Theorem 3.7].

2.2.2. The FKG-inequality for the Ising model. There is a

natural partial order on the set Σb,α
Λ of space–time Ising configurations,

given by: σ ≥ τ if σx ≥ τx for all x ∈ K. In Section 2.5.2 we will

require a fkg-inequality for the Ising model, and we prove such a result

in this section. It will be important to have a result that is valid for

all boundary conditions (b, α) of Ising type, and when the function γ is

allowed to take negative values. The result will be proved by expressing

the space–time Ising measure as a weak limit of discrete Ising measures,

for which the fkg-inequality is known. The same approach was used

for the space–time percolation model in [11]. We let λ, δ denote non-

negative functions, as before, and we let b = {P1, . . . , Pm} and α be

fixed.

Recall that K consists of a collection of disjoint intervals Iv
i . Write

E for the set of endpoints x of the Iv
i for which x ∈ K. Similarly, each

Pi \ {Γ} is a finite union of disjoint intervals; write B for the set of

endpoints y of these intervals for which y ∈ K. For ε > 0, let

(2.2.22) Kε = E ∪ B ∪ {(v, εk) ∈ K : k ∈ Z}.
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Let Σε denote the set of vectors σ′ ∈ {−1,+1}Kε∪{Γ} that respect the

boundary condition (b, α); that is, (i) if x, y ∈ Kε ∪ {Γ} are such that

x, y ∈ Pi for some i, then σ′x = σ′y, and (ii) if in addition α(i) 6= 0 then

σ′x = α(i). For each x = (v, t) ∈ Kε, let t′ > t be maximal such that

the interval Iε(x) := v × [t, t′) lies in K but contains no other element

of Kε; if no such t′ exists let Iε(x) := {x}. See Figure 2.5.

a

b

Iε(a)

x = (u, s)

y = (v, t)

Iε(x)
Iε(y)

(u, s′)

(v, t′)
J

Figure 2.5. Discretized Ising model. K is drawn as

solid vertical lines, and is the union of four closed, dis-

joint intervals. Dotted lines indicate the levels kε for

k ∈ Z. Elements of Kε are drawn as black dots. The

interval J = uv × {[s, s′) ∩ [t, t′)}, which appears in the

integral in (2.2.24), is drawn grey. In this illustration

b = f.

We now define the appropriate coupling constants for the discretized

model. Let x, y ∈ Kε, x 6= y. First suppose Iε(x) and Iε(y) share an

endpoint, which we may assume to be the right endpoint of Iε(x). Then

define

(2.2.23) pε
xy = 1−

∫

Iε(x)

δ(z) dz.
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Next, suppose x = (u, s) and y = (v, t) are such that uv ∈ E, and such

that Iε(x) = {u}× [s, s′) and Iε(y) = {v}× [t, t′) satisfy [s, s′)∩ [t, t′) 6=
∅. Then let J = uv × {[s, s′) ∩ [t, t′)} and define

(2.2.24) pε
xy =

∫

J

λ(e) de.

For all other x, y ∈ Kε we let pε
xy = 0. Finally, for all x ∈ Kε define

(2.2.25) pε
xΓ =

∫

Iε(x)

γ(z) dz.

Note that pε
xΓ can be negative.

Let Jε
xy and hε

x (x, y ∈ Kε) be defined by

(2.2.26) 1− pε
xy = e−2Jε

xy , 1− pε
xΓ = e−2hε

x .

Let π′ε be the Ising measure on Σε with these coupling constants, that

is

(2.2.27) π′ε(σ
′) =

1

Zε
exp

(1

2

∑

x,y∈Kε

Jε
xyσ
′
xσ
′
y +

∑

x∈Kε

hε
xσ
′
xαΓ

)
,

where Zε is the appropriate normalizing constant. In the special case

when γ ≥ 0 and (b, α) is simple, all the pε
xy and pε

xΓ lie in [0, 1] for ε

sufficiently small, and π′ε is coupled via the standard Edwards–Sokal

measure [50, Theorem 1.10] to the q = 2 random-cluster measure with

these edge-probabilities.

There is a natural way to map each element σ′ ∈ Σε to an element

σ of Σf
Λ, namely by letting σ take the value σ′x throughout Iε(x). Let

πε denote the law of σ under this mapping. By a direct computation

using (2.2.27) (for example by splitting off the factor corresponding to

‘vertical’ interactions in the sum over x, y) one may see that

(2.2.28) πε ⇒ 〈·〉b,αΛ as ε ↓ 0,

where 〈·〉b,αΛ is the space–time Ising measure defined at (2.1.22).

For S ∈ GΛ an event, we write ∂S for the boundary of S in the

Skorokhod metric. We say that S is a continuity set if 〈1I∂S〉b,αΛ = 0. By
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standard facts about weak convergence, (2.2.28) implies that πε(S)→
〈1IS〉b,αΛ for each continuity set S. Note that ∂(S ∩ T ) ⊆ ∂S ∪ ∂T , so if

S, T ∈ GΛ are continuity sets then so is S ∩ T .

Lemma 2.2.17. Let S, T ∈ GΛ be increasing continuity sets. Then

〈1IS∩T 〉b,αΛ ≥ 〈1IS〉b,αΛ 〈1IT 〉b,αΛ .

Proof. By the standard fkg-inequality for the classical Ising model,

we have for each ε > 0 that

πε(S ∩ T ) ≥ πε(S)πε(T ).

The result follows from (2.2.28). �

In the next result, we write 〈·〉γ for the space–time Ising measure

〈·〉b,αΛ with ghost-field γ.

Lemma 2.2.18. Let S be an increasing continuity set, and let γ1 ≥
γ2 pointwise. Then 〈1IS〉γ1

≥ 〈1IS〉γ2
.

Proof. Follows from (2.2.28) and the fact that π′ε is increasing

in γ. �

Example 2.2.19. Here is an example of a continuity set. Let R ⊆
K be a finite union of intervals, some of which may consist of a single

point. Let a ∈ {−1,+1}. Then the event

S = {σ ∈ Σ : σx = a for all x ∈ R}

is a continuity set, since σ ∈ ∂S only if σ changes value exactly on an

endpoint of one of the intervals constituting R.

The assumption above that S, T be continuity sets is an artefact

of the proof method and can presumably be removed. It should be

possible to establish versions of Theorems 2.2.9 and 2.2.10 also for

Ising spins, using a Markov chain approach. The auxiliary process
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D complicates this. The author would like to thank Jeffrey Steif for

pointing out an error in an earlier version of this subsection.

2.2.3. Correlation inequalities for the Potts model. A cor-

nerstone in the study of the classical Ising model is provided by the so-

called gks- or Griffiths’ inequalities (see [46, 47, 61]) which state that

certain covariances are non-negative. Recently, in [41] and [51], it was

demonstrated that these inequalities follow from the fkg-inequality for

the random-cluster representation, using an argument that also extends

to the Potts models. In this section we adapt the methods of [51] to

the space–time setting.

Let q ≥ 2 be fixed, Λ a fixed region, and b a fixed random-cluster

boundary condition. We let α be such that (b, α) is a simple boundary

condition with αΓ = q. It is important to note that the proofs in

this section are only valid for this choice of α. Therefore, some of the

results here are less general than what we require for detailed study of

the space–time Ising model, and we will then resort to the results of

the previous subsection.

Let π, φ denote the Potts- and random-cluster measures with the

given parameters, respectively. We will be using the complex variables

(2.2.29) σx = exp
(2πiνx

q

)
,

where i =
√
−1. Note that when q = 2 this agrees with the previous

definition on page 30. (In [51] many alternative possibilities for σ

are explored; similar results hold at the same level of generality here,

but we refrain from treating this added generality for simplicity of

presentation.)

Define for A ⊆ K a finite set

(2.2.30) σA :=
∏

x∈A

σx.
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More generally, if r = (rx : x ∈ A) is a vector of integers indexed by A,

define

(2.2.31) σr
A :=

∏

x∈A

σrx
x .

Thus σA ≡ σ1
A where 1 is a constant vector of 1’s. The set B in the

following should not be confused with the bridge-set B = B(ω).

Lemma 2.2.20 (gks inequalities). Let A,B ⊆ K be finite sets, not

necessarily disjoint, and let r = (rx : x ∈ A) and s = (sy : y ∈ B).

Then

(2.2.32) π(σr
A) ≥ 0

and

(2.2.33) π(σ
r
A; σ

s
B) := π(σ

r
Aσ

s
B)− π(σ

r
A)π(σ

s
B) ≥ 0.

In particular, π(σA) ≥ 0 and π(σA; σB) ≥ 0.

A result similar to Lemma 2.2.20 holds for A,B ⊆ K, but then care

must be taken to define σx appropriately for points x ∈ ∂Λ that do not

lie in Λ. For example, if x = (v, t) is an isolated point in K \K then

the corresponding result holds if we replace σx by one of σx+ or σx−,

where σx+ = limε↓0 σ(v,t+ε) and σx− = limε↓0 σ(v,t−ε) (these limits exist

almost surely but are in general different for such x).

For ω ∈ Ω let k = kb
Λ(ω), and let C1(ω), . . . , Ck(ω) denote the

components of ω in Λ, defined according to the boundary condition b.

We assume that Γ ∈ Ck(ω), and thus C1(ω), . . . , Ck−1(ω) are the ‘Γ-

free’ components of ω. Lemma 2.2.20 will follow from Theorems 2.2.12

and 2.2.14 using the following representation.

Lemma 2.2.21. Let r = (rx : x ∈ A) and write rj =
∑

x∈A∩Cj
rx

(for j = 1, . . . , k − 1). Then

π(σr
A) = φ(rj ≡ 0 (mod q), for j = 1, . . . , k − 1).
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Note that the event on the right-hand-side is increasing; also note

that if rx = 1 for all x then rj = |A ∩ Cj|.

Proof. Let U1, U2, . . . be independent random variables with the

uniform distribution on {e2πim/q : m = 1, . . . , q}, and let P denote the

Edwards–Sokal coupling (2.1.17) of π and φ. We have that

(2.2.34) P(σr
A | ω) = E

(
1 ·

k−1∏

j=1

U
rj

j

)
=

k−1∏

j=1

E(U
rj

j ),

where E denotes expectation over the Uj (recall that νΓ = q, so σΓ = 1).

Since Uj is uniform we have that

(2.2.35) E(U r
j ) =

1

q

q∑

m=1

(
e2πim/q

)r
=





1, if r ≡ 0 (mod q),

0, otherwise.

The result follows on taking the expectation of (2.2.34). �

Proof of Lemma 2.2.20. It is immediate from Lemma 2.2.21

that π(σr
A) ≥ 0, which is (2.2.32). For (2.2.33) we note that σr

Aσ
s
B =

σ
t
A∪B, where t is the vector indexed by A ∪ B given by tx = rx + sx if

x ∈ A ∩ B, tx = rx if x ∈ A \B, and tx = sx if x ∈ B \ A. Thus, with

the obvious abbreviations,

π(σ
r
Aσ

s
B) = φ(tj ≡ 0 ∀j)

≥ φ(rj ≡ 0 ∀j and sj ≡ 0 ∀j)

≥ φ(rj ≡ 0 ∀j)φ(sj ≡ 0 ∀j)

= π(σr
A)π(σs

B),

where the second inequality follows from positive association of φ, The-

orem 2.2.14. �

In the Ising model, the covariance (2.2.33) is related to the deriv-

ative of 〈σA〉 with respect to the coupling strengths; thus it follows

from (2.2.33) that 〈σA〉 is increasing in these quantities. Here is the

corresponding result for the Potts model.
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Let A ⊆ K be a finite set, and let R ⊆ K be a finite union of

positive length intervals whose interiors are disjoint from A. We write

Λ′ for the region corresponding to K ′ = K \R. If b = (P1, . . . , Pm) we

define the boundary condition b′ = (P ′1, . . . , P
′
m), where P ′i = Pi \ R.

Thus b′ agrees with b on ∂̂Λ, but is ‘free’ on ∂̂Λ′ \ ∂̂Λ. See Figure 2.6.

Similar results hold for other b′.

Λ Λ′

Figure 2.6. Left: a region Λ with the boundary condi-

tion b = {P1}, where P1 \ {Γ} is drawn bold. Right: the

corresponding region Λ′ when the set R, drawn dashed,

has been removed; the boundary condition is b′ = {P ′1}
where P ′1 = P1\R and P ′1\{Γ} is drawn bold. In this pic-

ture we have not specified which endpoints of R belong

to R.

Lemma 2.2.22. The average πb
Λ(σr

A) is increasing in λ and γ and

decreasing in δ. Moreover,

(2.2.36) πb′

Λ′(σ
r
A) ≤ πb

Λ(σ
r
A).

We interpret πb′

Λ′(σ
r
A) as 0 when A intersects the interior of R.

Proof. The claim about monotonicity in λ, γ, δ follows from the

stochastic ordering of random-cluster measures, Theorem 2.2.12, and

the representation in Lemma 2.2.21. Let us prove (2.2.36). It suffices
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to consider the case when R = I is a single interval. First note that

(2.2.37) πb
Λ(σ

r
A) = φb

Λ(T ) ≥ φ̃b
Λ(T ),

where T is the event on the right-hand-side of Lemma 2.2.21, and φ̃b
Λ is

the measure φb
Λ with γ set to zero on I, and λ(e) set to zero whenever

e 6∈ F ′. Hence, using also Corollary 2.1.5,

(2.2.38)

πb′

Λ′(σ
r
A) = φb′

Λ′(T ) = φ̃b
Λ(T | D ∩ I 6= ∅) ≤ φ̃b

Λ(T )

1− e−δ(I)
≤ πb

Λ(σr
A)

1− e−δ(I)
,

where

δ(I) =

∫

I

δ(x)dx.

The left-hand-side of (2.2.38) does not depend on the value of δ on I,

so we may let δ →∞ on I to deduce the result. �

Example 2.2.23. Here is a consequence of Lemma 2.2.20 when r

is not constant. Let x, y ∈ K, and write τxy = σxσ
−1
y . Then τxy is a

qth root of unity, and it follows that

(2.2.39) 1I{νx = νy} = 1I{σx = σy} =
1

q

q−1∑

r=0

τ r
xy.

So if z, w ∈ K too then

πb
Λ(νx = νy, νz = νw) =

1

q2

q−1∑

r,s=0

πb
Λ(τ r

xyτ
s
zw)

≥ 1

q2

q−1∑

r,s=0

πb
Λ(τ r

xy)π
b
Λ(τ s

zw)

= πb
Λ(νx = νy)π

b
Λ(νz = νw).

(2.2.40)

This inequality does not quite follow from the correlation/connection

property of Proposition 2.1.7 when q > 2. In the case when γ = 0 it

follows straight away from the Edwards–Sokal coupling, without using

stochastic domination properties of the random-cluster model; see [43,

Corollary 6.5].
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2.3. Infinite-volume random-cluster measures

In this section we define random-cluster measures on the unbounded

spaces Θ,Θβ of (2.1.4) and (2.1.10), for which Definition 2.1.3 cannot

make sense (since k will be infinite). One standard approach in statisti-

cal physics is to study the class of measures which satisfy a conditioning

property similar to that of Proposition 2.1.4 for all bounded regions;

the first task is then to show that this class is nonempty. The book [42]

is dedicated to this approach for classical models. We will instead fol-

low the route of proving weak convergence as the bounded regions Λ

grow. In doing so we follow standard methods (see [50, Chapter 4]),

adapted to the current setting. See also [8] for results of this type.

Central to the topic of infinite-volume measures is the question

when there is a unique such measure. There may in general be mul-

tiple such measures, obtainable by passing to the limit using different

boundary conditions. Non-uniqueness of infinite-volume measures is

intimately related to the concept of phase transition described in the

Introduction. Intuitively, if there is not a unique limiting measure this

means that the boundary conditions have an ‘infinite range’ effect, and

that the system does not know what state to favour, indicating a tran-

sition from one preferred state to another.

2.3.1. Weak limits. We fix q ≥ 1 and non-negative bounded mea-

surable functions λ, δ, γ. Let Ln be a sequence of subgraphs of L and βn

a sequence of positive numbers. Writing Λn for the simple region given

by Ln and βn as in (2.1.7), we say that Λn ↑ Θ if Ln ↑ L and βn →∞.

We assume throughout that Ln and βn are strictly increasing. Versions

of the results in this section are valid also when β <∞ is kept fixed as

Ln ↑ L so that Λn ↑ Θβ given in (2.1.10). We will only supply proofs

in the βn →∞ case as the β <∞ case is similar.
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Recall that a sequence ψn of probability measures on (Ω,F) is tight

if for each ε > 0 there is a compact set Aε such that ψn(Aε) ≥ 1−ε for

all n. Here compactness refers, of course, to the Skorokhod topology

outlined in Section 2.1 and defined in detail in Appendix A.

Let φb
n := φb

Λn
. The proof of the following result is given in Appen-

dix A.

Lemma 2.3.1. For any sequence of boundary conditions bn on Λn,

the sequence of measures {φbn
n : n ≥ 1} is tight.

For x = (e, t) ∈ F with t ≥ 0 (respectively t < 0), let Vx(ω)

denote the number of elements of the set B∩ ({e}× [0, t]) (respectively

B∩ ({e}× (−t, 0])). Similarly, for x ∈ K×{d} and x ∈ K×{g}, define

Vx to count the number of deaths and ghost-bonds between x and the

origin, respectively. An event of the form

R = {ω ∈ Ω : Vx1
(ω) ∈ A1, . . . , Vxm(ω) ∈ Am} ∈ F

for m ≥ 1 and the Ai ⊆ Z is called a finite-dimensional cylinder event.

For z = (z1, . . . , zm) and z′ = (z′1, . . . , z
′
m) elements of Zm, we write

z′ ≥ z if z′i ≥ zi for all i = 1, . . . , m; we write z′ > z if z′ ≥ z and

z′ 6= z.

Theorem 2.3.2. Let b ∈ {f,w} and q ≥ 1. The sequence of mea-

sures φb
n converges weakly to a probability measure. The limit measure

does not depend on the choice of sequence Λn ↑ Θ.

The limiting measure in Theorem 2.3.2 will be denoted φb, or φb,β
q,λ,δ,γ

if the parameters need to be emphasized; here β ∈ (0,∞].

Proof. Consider the case b = w. Let Λ be a simple region and

f : Ω → R an increasing, FΛ-measurable function. Let n be large

enough so that Λn ⊇ Λ and let C be the event that all components inside

Λn which intersect ∂̂Λn are connected in Λn+1. Then by Corollary 2.1.5
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and the fkg-property we have that

(2.3.1) φw
n (f) = φw

n+1(f | C) ≥ φw
n+1(f),

which is to say that φw
n ≥ φw

n+1. At this point we could appeal to

Corollary IV.6.4 of [71], which proves that a sequence of probability

measure which is tight and stochastically ordered as in (2.3.1) neces-

sarily converges weakly. However, we shall later need to know that

the finite dimensional distributions converge, so we prove this now; it

then follows from tightness and standard properties of the Skorokhod

topology that the sequence converges weakly.

Let x1, . . . , xk ∈ F ∪ (K × {g}) and let xk+1, . . . , xm ∈ K × {d}.
For z = (z1, . . . , zm) ∈ Zm, write

z̃ = (z1, . . . , zk,−zk+1, . . . ,−zm).

Let V = V (ω) = (Vx1
(ω), . . . , Vxm(ω)) and for A ⊆ Zm consider the

finite-dimensional cylinder event R = {V ∈ A}. We have that

φw
n (R) =

∑

z∈A

φw
n (V = z) =

∑

z∈A

φw
n (Ṽ = z̃)

=
∑

z∈A

[φw
n (Ṽ ≥ z̃)− φw

n (Ṽ > z̃)].
(2.3.2)

The events {Ṽ ≥ z̃} and {Ṽ > z̃} are both increasing, so by (2.3.1)

the limits

φ(Ṽ ≥ z̃) = lim
n→∞

φw
n (Ṽ ≥ z̃) and φ(Ṽ > z̃) = lim

n→∞
φw

n (Ṽ > z̃)

exist. Define φ by

φ(R) :=
∑

z∈A

[φ(Ṽ ≥ z̃)− φ(Ṽ > z̃)].

Then, by the bounded convergence theorem, φ defines a probability

measure on the algebra of finite-dimensional cylinder events in FΛ.

Thus φ extends to a unique probability measure φw on FΛ (see [12,

Theorem 3.1]). Since φw
n (R)→ φw(R) for all finite-dimensional cylinder
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events in FΛ and since the sequence (φw
n : n ≥ 1) is tight, it follows

that φw
n ⇒ φw on (Ω,FΛ). Since Λ was arbitrary and the FΛ generate

F , the convergence for b = w follows.

For the independence of the choice of sequence Λn, let also ∆n ↑ Θ.

Let m be an integer, and choose l = l(m) and n = n(m) so that

Λl ⊆ ∆m ⊆ Λn. We have that

φw
Λl
≥ φw

∆m
≥ φw

Λn
,

so letting m→∞ tells us that the limits are equal (see Remark 2.3.3).

The arguments for b = f are similar. �

Remark 2.3.3. If ψ1, ψ2 are two probability measures on (Ω,F)

such that both ψ1 ≥ ψ2 and ψ2 ≥ ψ1 then ψ1 = ψ2. To see this, note

that for R any finite-dimensional cylinder event, we may as in (2.3.2)

write

ψj(R) =
∑

z∈A

[ψj(Ṽ ≥ z̃)− ψj(Ṽ > z̃)], j = 1, 2.

It follows that ψ1(R) = ψ2(R) for all such R, and hence that ψ1 = ψ2

(see Appendix A).

For any sequence bn of boundary conditions, if the sequence of

measures (φbn
n : n ≥ 1) has a weak limit φ, then φf ≤ φ ≤ φw; this

follows from the second part of Theorem 2.2.2. Hence there is a unique

random-cluster measure if and only if φf = φw. It turns out that the set

of real triples (λ, δ, γ) such that there is not a unique random-cluster

measure has Lebesgue measure zero, see Theorem 2.3.13.

2.3.2. Basic properties. Some further properties of the measures

φb, for b ∈ {f,w}, follow, all being straightforward adaptations of stan-

dard results, as summarized in [50, Section 4.3]. First, recall the upper

and lower bounds on the probabilities of seeing no bridges, deaths or

ghost-bonds in small regions which is provided by Proposition 2.2.15,

as well as the notation introduced there.
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Lemma 2.3.4 (Finite energy property). Let q ≥ 1 and let I ⊆ K

and J ⊆ F be bounded intervals. Then for b ∈ {f,w} we have that

ηλ ≤ φb(|B ∩ J | = 0 | TJ) ≤ ηλ

ηδ ≤ φb(|D ∩ I| = 0 | TI) ≤ ηδ

ηγ ≤ φb(|G ∩ I| = 0 | TI) ≤ ηγ

The same result holds for any weak limit of random-cluster mea-

sures with q > 0; we assume that q ≥ 1 and b ∈ {f,w} only because

then we know that the measures φb
Λ converge.

Proof. Recall the notation Vx(ω) introduced before Theorem 2.3.2,

and note that the event {|B ∩ J | = 0} is a finite-dimensional cylinder

event. For J ⊆ F as in the statement, let x1, x2, . . . be an enumer-

ation of the points in (K × {d}) ∪ (K × {g}) ∪ (F \ J) with rational

R-coordinate. We have that TJ = σ(Vx1
, Vx2

, . . . ) so by the martingale

convergence theorem

φb(|B ∩ J | = 0 | TJ) = lim
n→∞

φb(|B ∩ J | = 0 | Vx1
, . . . , Vxn).

For z ∈ Z
n, let Az = {(Vx1

, . . . , Vxn) = z}. Then

φb(|B ∩ J | = 0 | Fn) =
∑

z∈Zn

φb(Az, {|B ∩ J | = 0})
φb(Az)

1IAz

= lim
∆

∑

z∈Zn

φb
∆(Az, {|B ∩ J | = 0})

φb
∆(Az)

1IAz

= lim
∆
φb

∆(|B ∩ J | = 0 | Fn).

The result now follows from Proposition 2.2.15. A similar argument

holds for {|D ∩ I| = 0} and {|G ∩ I| = 0}. �

Define an automorphism on Θ to be a bijection T : Θ→ Θ of the

form T = (α, g) : (x, t) 7→ (α(x), g(t)) where α : V→ V is an automor-

phism of the graph L, and g : R→ R is a continuous bijection. Thus α
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has the property that α(x)α(y) ∈ E if and only if xy ∈ E. For T an au-

tomorphism and ω = (B,D,G) ∈ Ω, let T (ω) = (T (B), T (D), T (G)).

For f : Ω → R measurable, let (f ◦ T )(ω) = f(T (ω)), and for φ a

measure on (Ω,F) define φ ◦ T (f) = φ(T (f)).

Lemma 2.3.5. Let b ∈ {f,w} and let T be an automorphism of Θ

such that λ = λ ◦ T , γ = γ ◦ T and δ = δ ◦ T . Then φb is invariant

under T , that is φb = φb ◦ T .

Proof. Let f be a measurable function. Under the given assump-

tions, we have that for any region Λ,

φb
Λ(f ◦ T ) =

∫
f(T (ω)) dφb

Λ(ω) =

∫
f(ω) dφb

T−1(Λ)(ω) = φb
T−1(Λ)(f).

The result now follows from Theorem 2.3.2. �

Proposition 2.3.6. The tail σ-algebra T is trivial under the mea-

sures φf and φw, in that φb(A) ∈ {0, 1} for all A ∈ T .

Proof. Let Λ ⊆ ∆ be two regions. We treat the case when b = f,

the case b = w follows similarly on reversing several of the inequalities

below. Let A ∈ FΛ be an increasing finite-dimensional cylinder event,

and let B ∈ F∆\Λ ⊆ TΛ be an arbitrary finite-dimensional cylinder

event. We may assume without loss of generality that φf
∆(B) > 0. By

the conditioning property Proposition 2.1.4 and the stochastic ordering

of Theorem 2.2.12, we have that

(2.3.3) φf
∆(A ∩B) = φf

∆(A | B)φf
∆(B) ≥ φf

Λ(A)φf
∆(B).

LetR denote the set of finite-dimensional cylinder events in TΛ. Letting

∆ ↑ Θ implies that

(2.3.4) φf(A ∩ B) ≥ φf
Λ(A)φf(B)

for all B ∈ R and all increasing finite-dimensional cylinder events

A ∈ FΛ. The set R is an algebra, so for fixed A the difference between
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the left and right sides of (2.3.4) extends to a finite measure ψ on TΛ,

and by the uniqueness of this extension it follows that 0 ≤ ψ(B) =

φf(A ∩ B)− φf
Λ(A)φf(B) for all B ∈ TΛ ⊆ T . Thus we may let Λ ↑ Θ

to deduce that

(2.3.5) φf(A ∩ B) ≥ φf(A)φf(B)

for all increasing finite-dimensional cylinder events A ∈ FΛ and all

B ∈ T . However, (2.3.5) also holds with B replaced by its complement

Bc; since

φf(A ∩B) + φf(A ∩ Bc) = φf(A)φf(B) + φf(A)φf(Bc)

it follows that

(2.3.6) φf(A ∩ B) = φf(A)φf(B)

for all increasing finite-dimensional cylinder events A ∈ FΛ and all

B ∈ T . For fixed B, the left and right sides of (2.3.6) are finite

measures which agree on all increasing events A ∈ FΛ. Using the

reasoning of Remark 2.3.3, it follows that (2.3.6) holds for all A ∈ FΛ,

and hence also for all A ∈ F . Setting A = B ∈ T gives the result. �

In the case when L = Zd and λ, δ, γ are constant, define the auto-

morphisms Tx, for x ∈ Zd, by

Tx(y, t) = (y + x, t).

The Tx are called translations. An event A ∈ F is called Tx-invariant if

A = T−1
x A. The following ergodicity result is a standard consequence

of Proposition 2.3.6, see for example [42, Proposition 14.9] (here 0

denotes the element (0, . . . , 0) of Zd).

Lemma 2.3.7. Let x ∈ Zd \ {0} and b ∈ {f,w}. If A ∈ F is Tx-

invariant then φb(A) ∈ {0, 1}.
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2.3.3. Phase transition. In the random-cluster model, the prob-

ability that there is an unbounded connected component serves as ‘or-

der parameter’: depending on the values of the parameters λ, δ, γ this

probability may be zero or positive. We show in this section that one

may define a critical point for this probability, and then establish some

very basic facts about the phase transition. We assume throughout

this section that γ = 0, that q ≥ 1, that λ ≥ 0, δ > 0 are constant,

and that L = Zd for some d ≥ 1. Some of the results hold for more

general L, but we will not pursue this here. The boundary condition b

will denote either f or w throughout.

Let {0↔∞} denote the event that the origin lies in an unbounded

component. Define for 0 < β ≤ ∞,

(2.3.7) θb,β(λ, δ, q) := φb,β
q,λ,δ(0↔∞).

When β = ∞ a simple rescaling argument implies that θb,∞(λ, δ, q)

depends on λ, δ through the ratio ρ = λ/δ only. Hence we will often in

what follows set δ = 1 and λ = ρ, and define for 0 < β ≤ ∞

(2.3.8) θb,β(ρ) = θb,β(ρ, q) := φb,β
q,ρ,1(0↔∞).

By the stochastic monotonicity of Theorem 2.2.12, and a small argu-

ment justifying its application to the event {0 ↔ ∞}, the quantity

θb(ρ) is increasing in ρ.

Definition 2.3.8. For b ∈ {f,w} and 0 < β ≤ ∞ we define the

critical value

ρb,β
c (q) := sup{ρ ≥ 0 : θb,β(q, ρ) = 0}.

In what follows we will usually suppress reference to β. We will

see in Section 2.3.4 that ρf(q) = ρw(q) for all q ≥ 1. Therefore we will

write ρc(q) for their common value. We write φb
ρ for φb,β

q,ρ,1.

One may adapt standard methods (see [50, Theorem 5.5]) to prove

the following:
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Theorem 2.3.9. Unless d = 1 and β <∞ we have that

0 < ρc(q) <∞.

(If d = 1 and β < ∞ then a standard zero-one argument, involv-

ing comparison to percolation and the second Borel–Cantelli lemma,

implies that ρc = 0.)

Fix ρ > 0 and for ω ∈ Ω letN = N(ω) denote the number of distinct

unbounded components in ω. By Lemma 2.3.7, using for example the

translation T : (x, t) 7→ (x + 1, t), we have that N is almost surely

constant under the measures φb
ρ(·), b ∈ {f,w}.

Theorem 2.3.10. The number N of unbounded components is ei-

ther 0 or 1 almost surely under φb
ρ.

Proof. We follow the strategy of [18], and as previously we pro-

vide details only in the β =∞ case. We first show that N ∈ {0, 1,∞}
almost surely. Suppose to the contrary that there exists 2 ≤ m < ∞
such that N = m almost surely. Then we may choose (deterministic)

n, β sufficiently large that the corresponding simple region Λn = Λn(β),

regarded as a subset of Θ, has the property that φb
ρ(A) > 0, where A is

the event that them distinct unbounded components all meet ∂Λn. Let

C be the event that all points in ∂Λn are connected inside Λn. By the

finite energy property, Lemma 2.3.4, we have that φb
ρ(C | A) > 0, and

hence φb
ρ(C ∩A) > 0. But on {C ∩A} we have N = 1, a contradiction.

Thus N ∈ {0, 1,∞}.
Now suppose that N =∞ almost surely. Let β = 2n, and for v ∈ V

and r ∈ Z let

(2.3.9) Iv,r = {v} × [r, r + 1] ⊆ K.

We call Iv,r a trifurcation if (i) it is contained in exactly one unbounded

component, and (ii) if one removes all bridges incident on Iv,r and places
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a least one death in Iv,r, then the unbounded component containing it

breaks into three distinct unbounded components. See Figure 2.7.

Iv,r ×

Figure 2.7. A trifurcation interval (left); upon remov-

ing all incident bridges and placing a death in the inter-

val, the unbounded cluster breaks in three (right).

We claim that

(2.3.10) φb
ρ(I0,0 is a trifurcation) > 0.

To see this let n be large enough so that ∂Λn meets three distinct

unbounded components with positive probability. Conditional on TΛn ,

the finite energy property Lemma 2.3.4 allows us to modify the configu-

ration inside Λn so that, with positive probability, I0,0 is a trifurcation.

We note from translation invariance, Lemma 2.3.5, that the number

Tn of trifurcations in Λn satisfies

φb
ρ(Tn) =

∑

v∈[−n,n]d

r=−n,...,n−1

φb
ρ(Iv,r is a trifurcation)

= 2n(2n+ 1)dφb
ρ(I0,0 is a trifurcation).

(2.3.11)

Define the sides of Λn to be the union of all intervals v× [−n, n] where

v has at least one coordinate which is ±n. Topological considerations

imply that Tn is bounded from above by the total number of deaths

on the sides of Λn plus twice the number of vertices in [−n, n]d. (Each

trifurcation needs at least one unique point of exit from Λn). Using the

stochastic domination in Corollary 2.2.13 or otherwise, it follows that

φb
ρ(Tn) ≤ 2(2n+1)d+δ ·4dn(2n+1)d−1. In view of (2.3.10) and (2.3.11)
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this is a contradiction. See [16, Chapter 5] for more details on the

topological aspects of this argument. �

It follows from Theorem 2.3.10 that N = 0 almost surely under φb
c

if ρ < ρc and that N = 1 almost surely if ρ > ρc. It is crucial for

the proof that L = Zd is ‘amenable’ in the sense that the boundary of

[−n, n]d is an order of magnitude smaller than the volume. The result

fails, for example, when L is a tree, in which case N = ∞ may occur;

see [75] for the corresponding phenomenon in the contact process.

2.3.4. Convergence of pressure. In this section we adapt the

well-known ‘convergence of pressure’ argument to the space–time random-

cluster model. By relating the question of uniqueness of measures to

that of the existence of certain derivatives, we are able to deduce that

there is a unique infinite-volume measure at almost every (λ, δ, γ), see

Theorem 2.3.13 below. Arguments of this type are ‘folklore’ in sta-

tistical physics, and appear in many places such as [29, 42, 60]. We

follow closely the corresponding method for the discrete random-cluster

model given in [50, Chapter 4].

Let λ, δ, γ > 0 be constants. We will for simplicity of presentation

be treating only the case when γ > 0 and q ≥ 1, though similar argu-

ments hold when γ = 0 and when 0 < q < 1. The partition function

(2.3.12) Zb
Λ(λ, δ, γ, q) =

∫

Ω

qkb
Λ
(ω) dµλ,δ,γ(ω)

is now a function R4
+ → R. In this section we will study the related

pressure functions

(2.3.13) P b
Λ(λ, δ, γ, q) =

1

|Λ| logZb
Λ(λ, δ, γ, q).

Here, and in what follows, we have abused notation by writing |Λ| for

the (one-dimensional) Lebesgue measure |K| of K, where Λ = (K,F ).

We will be considering limits of P b
Λ as the region Λ grows. To be
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concrete we will be considering regions of the form

(2.3.14) Λ = Λn,β ≡ {1, . . . , n1} × · · · {1, . . . , nd} × [0, β]

and limits when Λ ↑ Θ, that is to say all n1, . . . , nd, β →∞ (simultane-

ously). Strictly speaking such regions do not tend to Θ, but the P b
Λ are

not affected by translating Λ. It will be clear from the arguments that

one may deal in the same way with limits as Λ ↑ Θβ with β <∞ fixed.

When n and β need to be emphasized we will write Λn,β = (Kn,β, Fn,β).

Here is a simple observation about Zb
Λ. Writing

(2.3.15) r = log λ, s = log δ, t = log γ, u = log q,

and

(2.3.16) DΛ = D ∩K, GΛ = G ∩K, BΛ = B ∩ F,

we have that

Zb
Λ(r, s, t, u) ≡ Zb

Λ(λ, δ, γ, q)

=

∫

Ω

dµ1,1,1(ω) exp
(
r|BΛ|+ s|DΛ|+ t|GΛ|+ ukb

Λ

)
.

(2.3.17)

(Where µ1,1,1 is the percolation measure where B,D,G all have rate

1.) This follows from basic properties of Poisson processes. It will

sometimes be more convenient to work with Zb
Λ(r, s, t, u) in this form.

We will also write P b
Λ(r, s, t, u) for the pressure (2.3.13) using these

parameters (2.3.15).

Let h = (h1, . . . , h4) be a unit vector in R4, and let y ∈ R. It follows

from a simple computation that the function f(y) = P b
Λ((r, s, t, u)+yh)

has non-negative second derivative. Indeed, f ′′(y) is the variance under

the appropriate random-cluster measure of the quantity

h1|BΛ|+ h2|DΛ|+ h3|GΛ|+ h4k
b
Λ.

Since variances are non-negative, have proved
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Lemma 2.3.11. Each P b
Λ(r, s, t, u) is a convex function R4 → R.

Our first objective in this section is the following result.

Theorem 2.3.12. The limit

P (r, s, t, u) = lim
Λ↑Θ

P b
Λ(r, s, t, u)

exists for all r, s, t, u ∈ R and all sequences Λ ↑ Θ of the form (2.3.14),

and is independent of the boundary condition b.

The function P is usually called the specific Gibbs free energy, or

free energy for short. It follows that P is a convex function R4 → R,

and hence that the set D of points in R4 at which one or more partial

derivative of P fails to exist has zero Lebesgue measure. We will return

to this observation after the proof of Theorem 2.3.12.

Proof of Theorem 2.3.12. We first prove convergence of P f
Λ

with free boundary, and then deduce the result for general b. For

each i = 1, . . . , d let 0 < mi ≤ ni and also let 0 < α < β. Write

|m| = m1 · · ·md. We may regard the region Λm,α as a subset of Λn,β.

Write T n,β
m,α for the set of points in Fn,β \ Fm,α adjacent to at least one

point in Km,α. We have that

(2.3.18) kf
Λn,β




≤ kf

Λm,α
+ kf

Λn,β\Λm,α

≥ kf
Λm,α

+ kf
Λn,β\Λm,α

− |m| − |B ∩ T n,β
m,α| − 1.

The lower bound follows because the number of ‘extra’ components

created by ‘cutting out’ Λm,α from Λn,β is bounded by the number of

intervals constituting Km,α, plus the number of bridges that are cut,

plus 1 (for the component of Γ). The upper bound is similar but
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simpler. Thus

logZ f
Λn,β

= log µλ,δ,γ(q
kf
Λn,β )






≤ logZ f
Λm,α

+ logZ f
Λn,β\Λm,α

≥ logZ f
Λm,α

+ logZ f
Λn,β\Λm,α

−
−(log q)|m| − λ(1− 1/q)αd|m|∑d

i=1
1

mi
− log q.

(2.3.19)

We have used the fact that

|T n,β
m,α| ≤ αd|m|

d∑

i=1

1

mi

.

There are
∏d

i=1⌊ni/mi⌋ · ⌊β/α⌋ ‘copies’ of Λm,α in Λn,β, each being

a translation of Λm,α by a vector

l ∈ {(b1m1, . . . , bdmd, cα) : bi = 1, . . . , ⌊ni/mi⌋, c = 1, . . . , ⌊β/α⌋}.

Write

(2.3.20) Λ =
(⋃

l

(Λm,α + l)
)
∪ Λ′;

this union is disjoint up to a set of measure zero. Let Λ′ = (K ′, F ′).

Repeating the argument leading up to (2.3.19) once for each ‘copy’ of

Λm,β we deduce that Z f
Λn,β

is bounded above by

(2.3.21)
( d∏

i=1

⌊ni/mi⌋ · ⌊β/α⌋
)

logZ f
Λm,α

+ logZ f
Λ′

and below by the same quantity (2.3.21) minus

(2.3.22)
d∏

i=1

⌊ni/mi⌋ · ⌊β/α⌋
(
(log q)|m|+ λ(1− 1/q)αd|m|

d∑

i=1

1

mi
+ log q

)
.

We will prove shortly that

(2.3.23) lim
ni,β→∞

1

|Λn,β|
logZ f

Λ′ = 0;
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once this is done it follows on dividing by |Λn,β| = β · |n| and letting

all ni, β →∞ that

1

|Λm,α|
logZ f

Λm,α
≤ lim inf

ni,β→∞
P f

Λn,β
≤ lim sup

ni,β→∞
P f

Λn,β

≤ 1

|Λm,α|
logZ f

Λm,α
+

1

α
log q+

+ λ(1− 1/q)d

d∑

i=1

1

mi
+

1

|Λm,α|
log q,

(2.3.24)

and hence that limΛ P
f
Λ exists and is finite.

Let us prove the claim (2.3.23). The set KΛ′ consists of a number

of disjoint intervals, of which

d∏

i=1

mi⌊ni/mi⌋

have length β − α⌊β/α⌋, and

d∏

i=1

ni −
d∏

i=1

mi⌊ni/mi⌋

have length β. The number kf
Λ′ of components is bounded above by

the sum over all such intervals L of |D ∩ L| + 2 (we have added 1 for

the component of Γ). Hence

0 ≤ logZ f
Λ′ = µλ,δ,γ(q

kf

Λ′ )

≤
( d∏

i=1

mi⌊ni/mi⌋
)
· (q − 1)δ(β − α⌊β/α⌋)+

+
( d∏

i=1

ni −
d∏

i=1

mi⌊ni/mi⌋
)
· (q − 1)δβ + 2 log q.

(2.3.25)

Equation (2.3.23) follows.

Finally, we must prove convergence with arbitrary boundary con-

dition. It is clear that for any boundary condition b we have

kw
Λ ≤ kb

Λ ≤ kf
Λ.
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On the other hand

kw
Λ ≥ kf

Λ − 2|n| − |D ∩ ∂Λ| − 1.

The result follows. �

We now switch parameters to r, s, t, u, given in (2.3.15). For fixed

u (i.e. fixed q) let Du = Dq be the set of points (r, s, t) ∈ R
3 at which

at least one of the partial derivatives

∂P

∂r
,

∂P

∂s
,

∂P

∂t

fails to exist. Since P is convex, Dq has zero (three-dimensional)

Lebesgue measure. By general properties of convex functions, the par-

tial derivatives

∂P b
Λ

∂r
,

∂P b
Λ

∂s
,

∂P b
Λ

∂t

converge to the corresponding derivatives of P whenever (r, s, t) 6∈ Dq,

for any b. Now observe that

∂P f
Λ

∂r
=

1

|Λ|φ
f
Λ(|BΛ|) ≤

1

|Λ|φ
f(|BΛ|)

≤ 1

|Λ|φ
w(|BΛ|) ≤

1

|Λ|φ
w
Λ(|BΛ|) =

∂Pw
Λ

∂r
,

(2.3.26)

so if (r, s, t) 6∈ Dq then

(2.3.27) lim
Λ↑Θ

1

|Λ|φ
f(|BΛ|) = lim

Λ↑Θ

1

|Λ|φ
w(|BΛ|) =

∂P

∂r
.

Recall from Lemma 2.3.5 that φf and φw are both invariant under

translations. The set B is a point process on F, which is therefore

stationary under both φf and φw, and hence has constant intensities

under these measures. Said another way, the mean measures mf , mw

on (F,B(F)), given respectively by

mf(F ) := φf(|B ∩ F |), and mw(F ) := φw(|B ∩ F |)
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are translation invariant measures. It is therefore a general fact that

there are constants cfb and cwb such that for all regions Λ = (K,F ),

mf(F ) = φf(|BΛ|) = cfb|F |, and mw(F ) = φw(|BΛ|) = cwb |F |,

where | · | denotes Lebesgue measure. Similarly, there are constants cfd,

cwd , cfg and cwg such that

φf(|DΛ|) = cfd|K|, and φw(|DΛ|) = cwd |K|,

and

φf(|GΛ|) = cfg|K|, and φw(|GΛ|) = cwg |K|,

for all regions Λ = (K,F ).

Note that

lim
ni,β→∞

|Fn,β|
|Kn,β|

= d.

It follows from (2.3.27), and similar calculations for D and G, that

(2.3.28) cfb = cwb , cfd = cwd , and cfg = cwg whenever (r, s, t) 6∈ Dq.

Recall the condition given at the end of Section 2.3.1 for the uniqueness

of the infinite-volume random-cluster measures, namely that φf = φw.

We will use the facts listed above to prove

Theorem 2.3.13. There is a unique random-cluster measure, in

that φf = φw, whenever (r, s, t) 6∈ Dq.

The corresponding results holds when γ ≥ 0 is fixed, in that φf = φw

except on a set of points (r, s) of zero (two-dimensional) Lebesgue mea-

sure. For also δ > 0 fixed, the corresponding set of λ where uniqueness

fails is countable, again by general properties of convex functions. Pre-

sumably this latter set consists of a single point, namely the point

corresponding to ρ = ρc, but this has not been proved even for the

discrete models.
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Proof. Since φw ≥ φf , there is by Theorem 2.2.2 a coupling P of

the two measures such that

P({(ωw, ωf) ∈ Ω2 : ωw ≥ ωf}) = 1,

and such that ωw and ωf have marginal distributions φw and φf under

P, respectively. Write Bb, b ∈ {f,w} for the bridges of ωb, and similarly

for deaths and ghost-bonds. Let A ∈ FΛ be an increasing event. Then

0 ≤ φw(A)− φf(A) ≤ P(ωw ∈ A, ωw 6= ωf in Λ)

≤ P(|Bw
Λ \Bf

Λ|+ |Df
Λ \Dw

Λ |+ |Gw
Λ \Gf

Λ|)

= φw(|BΛ|)− φf(|BΛ|) + φf(|DΛ|)− φw(|DΛ|)+

+ φw(|GΛ|)− φf(|GΛ|)

= |Λ|(cwb − cfb + cfd − cwd + cwg − cfg)

= 0,

(2.3.29)

so φw = φf as required. �

Here is a consequence when γ = 0. Recall that we set λ = ρ and

δ = 1. Suppose 0 < ρ < ρ′ are given. We may pick λ1 = ρ1 so that

ρ < ρ1 < ρ′ and so that there is a unique infinite-volume measure with

parameters λ1 = ρ1, δ1 = 1 and γ = 0. Hence

(2.3.30) φw
ρ ≤ φw

ρ1
= φf

ρ1
≤ φf

ρ′.

It follows that the critical values ρf
c(q) and ρw

c (q) of Definition 2.3.8 are

equal for all q ≥ 1.

2.4. Duality in Z× R

In this section we let L = Z. Thanks to the notion of planar duality

for graphs, much more is known about the discrete random-cluster

model in two dimensions than in general dimension. In particular, the

critical value for q = 1, 2 and q ≥ 25.72 has been calculated in two
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dimensions, see [3, 62, 63, 64]. In the space-time setting, the d = 1

model occupies the two-dimensional space Z × R, so we may adapt

duality arguments to this case; that is the objective of this section.

Such arguments have been applied when q = 1 to prove that ρc(1) = 1,

see [11]. We will see in Chapter 4 that ρc(2) = 2, and Theorem 2.4.3

in the present section is a first step towards this result.

Throughout this section we assume that γ = 0, and hence suppress

reference to both γ and G. We also assume that q ≥ 1 and that λ, δ

are positive constants. In light of Theorem 2.3.9 we may disregard the

β < ∞ case, hence we deal in this section only with the β → ∞ case.

We think of Θ ≡ Z× R as embedded in R2 in the natural way.

We write Ld for Z+1/2; of course L and Ld are isomorphic graphs.

With any ω = (B,D) ∈ Ω we associate the ‘dual’ configuration ωd :=

(D,B) regarded as a configuration in Θd = Ld ×R. Thus each bridge

in ω corresponds to a death in ωd, and each death in ω corresponds

to a bridge in ωd. This correspondence is illustrated in Figure 2.8.

We identify ωd = (D,B) with the element (D − 1/2, B − 1/2) of Ω.

Under this identification we may for any measurable f : Ω→ R define

fd : Ω→ R by fd(ω) = f(ωd).

In the case when q = 1 it is clear that for any measurable function

f : Ω→ R, we have the relation µλ,δ(fd) = µδ,λ(f), since the roles of λ

and δ are swapped under the duality transformation. We will see that

a similar result holds when q > 1.

Definition 2.4.1. Let ψ1, ψ2 be probability measures on (Ω,F).

We say that ψ2 is dual to ψ1 if for all measurable f : Ω → R we have

that

(2.4.1) ψ1(fd) = ψ2(f).

Thus the dual of µλ,δ is µδ,λ. Clearly it is enough to check (2.4.1)

on some determining class of functions, such as the local functions.
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Figure 2.8. An illustration of duality. The primal con-

figuration ω is drawn solid black, the dual ωd dashed

grey.

It will be convenient in what follows to denote the free and wired

random-cluster measures on a region Λ by φ0
Λ;q,λ,δ and φ1

Λ;q,λ,δ respec-

tively, instead of φf
Λ;q,λ,δ and φw

Λ;q,λ,δ. The following result is stated in

terms of infinite-volume measures, but from the proof we see that an

analogous result holds also in finite volume.

Theorem 2.4.2. Let b ∈ {0, 1}. The dual of the measure φb
q,λ,δ is

φ1−b
q,qδ,λ/q.

Proof. Fix β > 0 and q ≥ 1; later we will let β → ∞. We write

[m,n] for the graph L ⊆ L induced by the set {m,m + 1, . . . , n} ⊆ Z

and Λm,n = (Km,n, Fm,n) for the corresponding simple region. We write

φb
m,n;λ,δ for the random-cluster measure on the region Λm,n, with similar

adjustments to other notation.

In what follows it will be useful to restrict attention to the bridges

and deaths of ω ∈ Ω that fall in Λm,n only. It is then most natural

to consider only those (dual) bridges and deaths of ωd that fall in

Λm,n−1 + 1/2. In line with this we define

(2.4.2) Bm,n(ω) := B(ω) ∩ Fm,n, Dm,n(ω) := D(ω) ∩Km,n;
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and for the dual

(2.4.3)

Bm,n−1(ωd) := D(ω) ∩Km+1,n−1, Dm,n−1(ωd) := B(ω) ∩ Fm,n.

The first step is to establish an analog of the Euler equation for

planar graphs. We claim that

(2.4.4) k1
m,n(ω)− k0

m,n−1(ωd) + |Bm,n(ω)| − |Dm,n(ω)| = 1− n+m.

(A similar result was obtained in [8, Lemma 3.3].) This is best proved

inductively by successively adding elements to the sets Bm,n(ω) and

Dm,n(ω). If both sets are empty, the claim follows on inspection. For

each bridge you add to Bm,n(ω), either k1
m,n(ω) decreases by one or

k0
m,n−1(ωd) increases by one, but never both. Similarly when you add

deaths to Dm,n(ω), either k1
m,n(ω) increases by one or k0

m,n−1(ωd) de-

creases by one for each death, but never both. That establishes (2.4.4).

Let µm,n;λ,δ denote the percolation measure restricted to Λm,n. For

f : Ω→ R any FΛm,n−1
-measurable, bounded and continuous function,

we have, using (2.4.4), that

φ1
m,n;λ,δ(fd) ∝

∫
dµm,n;λ,δ(ω)qk1

m,n(ω)f(ωd)

∝
∫
dµm,n;λ,δ(ω)qk0

m,n−1(ωd)q|Dm,n(ω)|q−|Bm,n(ω)|f(ωd)

∝
∫
dµm,n−1;δ,λ(ωd)q

k0
m,n−1(ωd)q|Bm,n−1(ωd)|q−|Dm,n−1(ωd)|f(ωd)

∝
∫
dµm,n−1;qδ,λ/q(ωd)q

k0
m,n−1(ωd)f(ωd)

∝ φ0
m,n−1;qδ,λ/q(f).

(2.4.5)

We have used the fact that

(2.4.6)
dµm,n−1;qδ,λ/q

dµm,n−1;δ,λ
(ω) ∝ q|Bm,n−1(ω)|q−|Dm,n−1(ω)|,

a simple statement about Poisson processes.
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Since both sides of (2.4.5) are probability measures, it follows that

(2.4.7) φ1
m,n;λ,δ(fd) = φ1

m,n−1;qδ,λ/q(f).

Letting m,n, β → ∞ in (2.4.7) and using Theorem 2.3.2, the result

follows. �

Note that if λ/δ = ρ then the corresponding ratio for the dual

measure is qδ/(λ/q) = q2/ρ. We therefore say that the space–time

random-cluster model is self-dual if ρ = q. This self-duality was re-

ferred to in [8, Proposition 3.4].

2.4.1. A lower bound on ρc when d = 1. In this section we

adapt Zhang’s famous and versatile argument (published in [50, Chap-

ter 6]) to the space-time setting. See [11] for the special case of this

argument when q = 1.

Theorem 2.4.3. If d = 1 and ρ = q then θf(ρ, q) = 0; hence the

critical ratio ρc ≥ q.

Proof. Assume for a contradiction that with ρ = q we have that

θf(ρ, q) > 0. Then by Theorem 2.3.10 there is almost surely a unique

unbounded component in ω under φf . It follows from self-duality and

the fact that θw ≥ θf that there is almost surely also a unique un-

bounded component in ωd. Let Dn = {(x, t) ∈ R2 : |x+1/2|+ |t| ≤ n}
be the ‘lozenge’, and Dd

n = {(x, t) ∈ R2 : |x|+ |t| ≤ n} its ‘dual’, as in

Figure 2.9. Number the four sides of each of Dn and Dd
n counterclock-

wise, starting in each case with the north-east side. For i = 1, . . . , 4 let

Ai be the event that the ith side of Dn is attached to an unbounded

path of ω, which does not otherwise intersect Dn. Similarly let Ad
i be

the event that the ith side of the dual Dd
n is attached to an unbounded

path of ωd. Clearly φf(∪4
i=1Ai) → 1 as n → ∞. However, all the

Ai are increasing, and by symmetry under reflection they carry equal
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×

×

×

Figure 2.9. On the event A2 ∩A4 ∩Ad
1 ∩Ad

3 either the

unbounded primal cluster breaks into 2 parts, or the dual

one does.

probability. It follows from positive association, Theorem 2.2.14, that

φf(∪4
i=1Ai) ≤ 1− φf(Ac

2)
4 = 1− (1− φf(A2))

4,

and hence φf(A2) → 1 too. Hence for n large enough we have that

φf(A2) = φf(A4) ≥ 5/6, so by positive association again φf(A2 ∩A4) ≥
(5/6)2 > 5/8 for n large enough. In the same way it follows that for

large n we have φf(Ad
1 ∩Ad

3) > 5/8. But then

φf(A2 ∩ A4 ∩Ad
1 ∩Ad

3) ≥
10

8
− 1 =

1

4
.

Now a glance at Figure 2.9 should convince the reader that this contra-

dicts the uniqueness of the unbounded cluster, either in ω or ωd. This

contradiction shows that θf(ρ, q) = 0 as required. �
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Remark 2.4.4. It is natural to suppose that the critical value equals

the self-dual value λ/δ = q. For q = 1 this is proved in [11] and in [6];

for q = 2 it is proved in Theorem 4.1.1 (see also [15]).

2.5. Infinite-volume Potts measures

Using the convergence results in Section 2.3, we will in this section

construct infinite-volume weak limits of Potts measures. We will also

provide more details about uniqueness of infinite-volume measure in

the space-time Ising model, extending in that case the arguments of

Section 2.3.4. The results in this section will form the foundation for

our study of the quantum Ising model in Chapter 3.

2.5.1. Weak limits of Potts measures. Let q ≥ 2 be an integer,

and let αΓ = q; we will suppress reference to the simple boundary

condition (b, α) throughout this subsection. Recall the two random-

cluster measures φw
Λ and φf

Λ as well as their Potts counterparts πw
Λ and

πf
Λ, connected via the coupling (2.1.17). For simplicity we assume in

this section that L = Zd for some d ≥ 1; similar arguments are valid

in greater generality, but we do not pursue this here. All regions in

this section will be simple, as in (2.1.7). We let Λn = (Kn, Fn) denote

a strictly increasing sequence of simple regions, containing the origin

and increasing to either Θ or Θβ. Denote by φw
n , φf

n, πw
n and πf

n the

corresponding random-cluster and Potts measures. Proofs will be given

for the β =∞ case, the case β <∞ is similar.

Throughout this subsection we will be making use of the concept

of lattice components : given ω = (B,D,G) the lattice components of

ω are the connected components in K of the configuration (B,D,∅).

We will think of the points in G as green points, and of any lattice

component containing an element of G as green. In this subsection

we will only use the notation x↔ y to mean that x, y lie in the same

lattice component. We write Cx(ω) for the lattice component of x in ω.
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The following convergence result is an adaptation of arguments

in [4], see also [50, Theorem 4.91].

Theorem 2.5.1. The weak limits

(2.5.1) πf = lim
n→∞

πf
n and πw = lim

n→∞
πw

n

exist and are independent of the manner in which Λn ↑ Θ. Moreover,

πf and πw are given as follows:

• Let ω ∼ φf and assign to each green component of ω spin q, and

assign to the remaining components uniformly independent

spins from 1, . . . , q; then the resulting spin configuration has

law πf .

• Let ω ∼ φw and assign to each unbounded component and

each green component of ω spin q, and assign to the remaining

components uniformly independent spins from 1, . . . , q; then

the resulting spin configuration has law πw.

Proof. We will make use of a certain total order on K = Zd × R.

The precise details are not important, except that the ordering be such

that every (topologically) closed set contains an earliest point. We

define such an ordering as follows. We say that x = (x1, . . . , xd, t) <

(x′1, . . . , x
′
d, t
′) = x′ if (a) for k ∈ {1, . . . , d} minimal with xkx

′
k < 0 we

have xk > 0; or if (a) fails but (b) tt′ < 0 with t > 0; or if (a) and (b)

fail but (c) |x| < |x′| lexicographically, where |x| = (|x1|, . . . , |xd|, |t|).
Slightly different arguments are required for the two boundary con-

ditions. We give the argument only for free boundary. It will be

necessary to modify the probability space (Ω,F), as follows (we omit

some details). For each n ≥ 1 and each ω = (B,D,G) ∈ Ω, let

ω̃n = (B̃n, D̃n, G̃n) be given by

B̃n = B ∩ Fn, D̃n = (D ∩Kn) ∪ (K \Kn), G̃n = G ∩Kn.
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Thus, in ω̃n, no two points in K \Kn are connected. Let Ω̃ = Ω∪{ω̃n :

ω ∈ Ω, n ≥ 1}, and define connectivity in elements of Ω̃ in the obvious

way. Define the functions Vx as before Theorem 2.3.2; if x ∈ K × {d}
then Vx may now take the value +∞. Let F̃ denote the σ-algebra

generated by the Vx’s. (Alternatively, F̃ is the σ-algebra generated by

the appropriate Skorokhod metric when the associated step functions

are allowed to take the values ±∞.) Let φ̃f
n denote the law of ω̃n when

ω has law φf
n. Note that the number of components of ω̃n equals kf

n(ω).

Extending the partial order on Ω to Ω̃ in the natural way, we see

that for each n we have φ̃f
n ≤ φ̃f

n+1. (It is here that we need to use Ω̃,

since the stochastic ordering φf
n ≤ φf

n+1 holds only on Fn, not on the full

σ-algebra F .) Hence there exists by Strassen’s Theorem 2.2.2 a proba-

bility measure P on (Ω̃N, F̃N) such that in the sequence (ω̃1, ω̃2, . . . ) the

nth component has marginal distribution φ̃f
n, and such that ω̃n ≤ ω̃n+1

for all n, with P -probability one. The sequence ω̃n increases to a lim-

iting configuration ω̃∞, which has law φf . We have that φf(Ω) = 1.

For each fixed (bounded) region ∆, if n is large enough then ω̃n

agrees with ω̃∞ throughout ∆. Let Λ be a fixed region, and let ∆ =

∆(ω̃∞) ⊃ Λ be large enough so that the following hold:

(1) Each bounded lattice-component of ω̃∞ which intersects Λ is

entirely contained in ∆;

(2) Any two points x, y ∈ Λ which are connected in ω̃∞ are con-

nected inside ∆;

(3) Any lattice-component of ω̃∞ which is green has a green point

inside ∆.

It is (almost surely) possible to choose such a ∆ because only finitely

many lattice components intersect Λ. We choose n = n(ω̃∞) large

enough so that ω̃n, ω̃n+1, . . . all agree with ω̃∞ throughout ∆.

Claim: for all x, y ∈ Λ, we have that x ↔ y in ω̃n if and only

if x ↔ y in ω̃∞. To see this, first note that Cx(ω̃n) ⊆ Cx(ω̃∞) since
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ω̃n ≤ ω̃∞, proving one of the implications. Suppose now that x ↔ y

in ω̃∞. Then by our choice of ∆, there is a path from x to y inside ∆.

But ω̃∞ and ω̃n agree on ∆, so it follows that also x↔ y in ω̃n.

Let ω̃ ∈ Ω̃, and let C be a lattice component of ω̃. The (topological)

closure of C contains an earliest point in the order defined above. Order

the lattice components C1(ω̃), C2(ω̃), . . . according to the earliest point

in their closure; this ordering is almost surely well-defined under any

of φ̃f
n, φ̃

f . Note that the claim above implies that this ordering agrees

for those lattice components of ω̃n and ω̃∞ which intersect Λ.

Let S1, S2, . . . be independent and uniform on {1, . . . , q}, and define

for x ∈ Θ,

(2.5.2) τx(ω̃) =





q, if Cx(ω̃) is green,

Si, otherwise, where Cx(ω̃) = Ci.

Then τ(ω̃∞) has the law πf described in the statement of the theo-

rem, and τ(ω̃n) has the law πf
n on events in GΛ. Moreover, from the

claim it follows that τx(ω̃∞) = τx(ω̃n) for any x ∈ Λ. Hence for all

continuous, bounded f , measurable with respect to GΛ, we have that

f(τ(ω̃n))→ f(τ(ω̃∞)) almost surely. It follows from the bounded con-

vergence theorem that

(2.5.3) πf
n(f) = E(f(τ(ω̃n)))→ E(f(τ(ω̃∞))) = πf(f).

Since such f are convergence determining it follows that πf
n ⇒ πf . �

Remark 2.5.2. From the representation given in Theorem 2.5.1 it

follows that the correlation/connectivity relation of Proposition 2.1.7

holds also for infinite-volume random-cluster and Potts measures. In

particular, when q = 2, it follows (using the obvious notation) that the

analogue of (2.1.23) holds, namely

〈σxσy〉b = φb(x↔ y),
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for b ∈ {f,w}. Note also that when γ = 0 then, as in Proposition 2.1.7,

we have for for b ∈ {f,w} that

(2.5.4) 〈σx〉b = φb(x↔∞).

2.5.2. Uniqueness in the Ising model. We turn our attention

now to the space–time Ising model on L = Zd with constant λ, δ, γ.

In this section we continue our discussion, started in Section 2.3.4,

about uniqueness of infinite-volume measures. More information can

be obtained in the case of the Ising model, partly thanks to the so-

called ghs-inequality which allows us to show the absence of a phase

transition when γ 6= 0. In contrast, using only results obtained via

the random-cluster representation one can say next to nothing about

uniqueness when γ 6= 0 since there is no useful way of combining a +1

external field with a −1 ‘lattice-boundary’. The arguments in this sec-

tion follow very closely those for the classical Ising model, as developed

in [66] and [77] (see also [29, Chapters IV and V]). We provide full

details for completeness.

As remarked earlier, the Ising model admits more boundary condi-

tions than the corresponding random-cluster model. It will therefore

seem like some of the arguments presented below repeat what was said

in Section 2.3.4. It should be noted, however, that the arguments in this

section can deal with all boundary conditions that occur in the Ising

model. It will be particularly useful to consider the + and − boundary

conditions, defined as follows. Let b = {P1, P2} where P1 = {Γ} and

P2 = ∂̂Λ. We define the + boundary condition by letting α1 = α2 = +1;

when γ ≥ 0 this equals the wired random-cluster boundary condition

with αΓ = +1. We define the − boundary condition by letting α1 = +1

and α2 = −1. The measure 〈·〉−Λ does not have a satisfactory random-

cluster representation when γ > 0. (See [25] for an in-depth treatment

of some difficulties associated with the graphical representation of the
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Ising model in an arbitrary external field.) In line with physical termi-

nology we will sometimes in this section refer to the measures 〈·〉b,αΛ as

‘states’.

For simplicity of notation we will in this section replace λ and γ by

2λ and 2γ throughout. We will be writing Zb,α
Λ for the Ising partition

function (2.1.26), which therefore becomes

(2.5.5) Zb,α
Λ =

∫
dµδ(D)

∑

σ∈Σb,α
Λ

(D)

exp
(∫

F

λ(e)σede+

∫

K

γ(x)σxdx
)
.

We will similarly write P b,α
Λ = (logZb,α

Λ )/|Λ|. Thanks to Proposi-

tion 2.1.8, the P b,α
Λ thus defined converge to a function P which is

a multiple of the original P in Theorem 2.3.12. Straightforward mod-

ifications of the argument in Theorem 2.3.12 let us deduce that this

convergence holds for all boundary conditions b of Ising-type.

We assume throughout this section that Λ = Λn ↑ Θ in such a way

that

(2.5.6)
|Kn \Kn−1|
|Kn|

→ 0, as n→∞,

where Λn = (Kn, Fn) and | · | denotes Lebesgue measure. As previously,

straightforward modifications of the argument are valid when β < ∞
is fixed and Λ ↑ Θβ .

Here are some general facts about convex functions; some facts like

these were already used in Section 2.3.4. See e.g. [29, Chapter IV]

for proofs. Recall that for a function f : R → R, the left and right

derivatives of f are given respectively by

(2.5.7)
∂f

∂γ+
:= lim

h↓0

f(γ + h)− f(λ)

h
and

∂f

∂γ−
:= lim

h↓0

f(γ − h)− f(λ)

−h
provided these limits exist.

Proposition 2.5.3. Let I ⊆ R be an open interval and f : I → R a

convex function; also let fn : I → R be a sequence of convex functions.

Then
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• The left and right derivatives of f exist throughout I; the

right derivative is right-continuous and the left derivative is

left-continuous.

• The derivative f ′ of f exists at all but countably many points

in I.

• If all the fn are differentiable and fn → f pointwise then the

derivatives f ′n converge to f ′ whenever the latter exists.

• If the fn are uniformly bounded above and below then there

exists a sub-sequence fnk
and a (necessarily convex) function

f such that fnk
→ f pointwise.

We will usually keep λ, δ fixed and regard P = P (γ) as a function

of γ, and similarly for other functions. Note that P is an even function

of γ: we have for all γ > 0 that P+
Λ (−γ) = P−Λ (γ), and since the limit

P is independent of boundary condition it follows that P (−γ) = P (γ).

Let

(2.5.8) M̄ b,α
Λ :=

∂P b,α
Λ

∂γ
=

1

|Λ|

∫

Λ

dx〈σx〉b,αΛ ,

where we abuse notation to write x ∈ Λ (respectively, |Λ|) in place of

the more accurate x ∈ K (respectively, |K|). Also let

(2.5.9) M b,α
Λ := 〈σ0〉b,αΛ .

Note that (2.5.8) together with the first gks-inequality (2.2.32) imply

that Pw
Λ , and hence also P , is increasing for γ > 0 (and hence decreasing

for γ < 0). Moreover, we see that

(2.5.10)
∂2Pw

Λ

∂γ2
=

1

|Λ|

∫

Λ

∫

Λ

dxdy〈σx; σy〉wΛ ≥ 0,

from the second gks-inequality (2.2.33). Thus P is convex in γ.

Lemma 2.5.4. The states 〈·〉+Λ and 〈·〉−Λ converge weakly as Λ ↑ Θ.

The limiting states 〈·〉+ and 〈·〉− are independent of the way in which

Λ ↑ Θ and are translation invariant.
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Remark 2.5.5. The convergence result for + boundary follows from

Theorem 2.5.1 and Remark 2.5.2, since when q = 2 the measure πw
Λ

there is precisely the state 〈·〉+Λ . However, the result for − boundary

does not follow from that result since the random-cluster representation

as employed there does not admit the spin at Γ to be different from

that at ∂Λ. (One would have to condition on the event that, in the

random-cluster model, the boundary is disconnected from Γ, and then

one loses desired monotonicity properties.)

In the proof of Lemma 2.5.4 we will be applying the fkg-inequality,

Lemma 2.2.17. For each x ∈ K, let ν ′x = (σx + 1)/2 and for A ⊆ K

finite, write

(2.5.11) ν ′A =
∏

x∈A

ν ′x.

Note that ν ′A = 1IS, where S is the event that σx = +1 for all x ∈ A.

This is an increasing event, and a continuity set by Example 2.2.19.

Similarly, if Λ ⊆ ∆ are regions and T is the event that σ = +1 on

∆ \ Λ, then T is an increasing event and a continuity set, also by

Example 2.2.19.

Proof of Lemma 2.5.4. It is easy to check that the variables ν ′A,

as A ranges over the finite subsets of K, form a convergence determining

class. By Lemma 2.1.9 and Lemma 2.2.17 we therefore see that for any

regions Λ ⊆ ∆ we have that

(2.5.12) 〈ν ′A〉+Λ = 〈ν ′A | σ ≡ +1 on ∆ \ Λ〉+∆ ≥ 〈ν ′A〉+∆

and

(2.5.13) 〈ν ′A〉−Λ = 〈ν ′A | σ ≡ −1 on ∆ \ Λ〉−∆ ≤ 〈ν ′A〉−∆.

Hence 〈ν ′A〉+Λ and 〈ν ′A〉−Λ converge for all finite A ⊆ K, as required. �
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The proof of Lemma 2.5.4 shows in particular that

(2.5.14) 〈σ0〉+Λ ↓ 〈σ0〉+ and 〈σ0〉−Λ ↑ 〈σ0〉−,

and indeed that all the 〈σA〉±Λ converge to the corresponding 〈σA〉±.

Recall that by convexity, the left and right derivatives of P exist at all

γ ∈ R.

Lemma 2.5.6. For all γ ∈ R we have that

(2.5.15)
∂P

∂γ+
= 〈σ0〉+ and

∂P

∂γ−
= 〈σ0〉−.

Proof. As a preliminary step we first show that M̄±Λ has the same

infinite-volume limit as M±Λ , that is to say

(2.5.16) lim
Λ↑Θ

M̄±Λ = 〈σ0〉±.

We prove this in the case of + boundary, the case of − boundary being

similar. First note that

(2.5.17) M̄+
Λ =

1

|Λ|

∫

Λ

dx〈σx〉+Λ ≥
1

|Λ|

∫

Λ

dx〈σx〉+ = 〈σ0〉+,

by (2.5.14) and translation invariance. Thus lim infΛ M̄
+
Λ ≥ 〈σ0〉+.

Next let ε > 0 and let Λ be large enough so that 〈σ0〉+Λ ≤ 〈σ0〉+ + ε.

If x ∈ K and ∆ is large enough that the translated region Λ + x ⊆ ∆

then

(2.5.18) 〈σx〉+∆ ≤ 〈σx〉+Λ+x = 〈σ0〉+Λ ≤ 〈σ0〉+ + ε.

Let ∆′ := {x ∈ ∆ : Λ + x ∈ ∆}. Then

M̄+
∆ =

1

|∆|

∫

∆

dx〈σx〉+∆ ≤
1

|∆|
(∫

∆′

dx〈σx〉+∆ + |∆ \∆′|
)

≤ 1

|∆|
(
|∆′|

(
〈σx〉+ + ε

)
+ |∆ \∆′|

)
.

(2.5.19)

It therefore follows from the assumption (2.5.6) that lim supΛ M̄
+
Λ ≤

〈σ0〉+ + ε, which gives (2.5.16).
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Next we claim that 〈σ0〉+ and 〈σ0〉− are right- and left continuous

in γ, respectively. First consider + boundary. Then for γ′ > γ, we

have for any Λ from Lemma 2.2.18 that 〈σ0〉+Λ,γ′ ≥ 〈σ0〉+Λ,γ. Thus

〈σ0〉+γ ≤ lim inf
γ′↓γ

〈σ0〉+γ′ ≤ lim sup
γ′↓γ

〈σ0〉+γ′

≤ lim sup
γ′↓γ

〈σ0〉+Λ,γ′ = 〈σ0〉+Λ,γ −−→
Λ↑Θ

〈σ0〉+γ .
(2.5.20)

(We have used the fact that 〈σ0〉+Λ is continuous in γ.) A similar cal-

culation holds for − boundary.

Now, by convexity of P , the right derivative ∂P
∂γ+ is right-continuous,

and also limΛ M̄
±
Λ = ∂P

∂γ
whenever the right side exists. But it exists

for all but countably many γ, so given γ there is a sequence γn ↓ γ
such that ∂P

∂γ
(γn) = 〈σ0〉+γn

for all n, and similarly for − boundary. The

result follows. �

We say that there is a unique state at γ (or at λ, δ, γ) if for all finite

A ⊆ K, the limit 〈σA〉 := limΛ〈σA〉b,αΛ exists and is independent of the

boundary condition (b, α). Note that, by linearity, it is equivalent to

require that all the limits 〈ν ′A〉 := limΛ〈ν ′A〉b,αΛ exist and are independent

of the boundary condition. Alternatively, there is a unique state if and

only if the measures 〈·〉b,αΛ all converge weakly to the same limiting

measure.

Lemma 2.5.7. There is a unique state at γ ∈ R if and only if P is

differentiable at γ. There is a unique state at any γ 6= 0.

Proof. We have that

(2.5.21) fA :=
∑

x∈A

ν ′x − ν ′A

is increasing in σ. By the fkg-inequality, Lemma 2.2.17, we have that

〈fA〉+Λ ≥ 〈fA〉−Λ . It follows on letting Λ ↑ Θ, and using translation
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invariance as well as Lemma 2.5.6, that

(2.5.22)

0 ≤ 〈ν ′A〉+ − 〈ν ′A〉− ≤
1

2

∑

x∈A

(〈σx〉+ − 〈σx〉−) =
|A|
2

( ∂P
∂γ+

− ∂P

∂γ−

)
,

where |A| is the number of elements in A. Hence 〈ν ′A〉+ = 〈ν ′A〉− when-

ever ∂P
∂γ

exists. Since 〈ν ′A〉− ≤ 〈ν ′A〉b,α ≤ 〈ν ′A〉+ for all (b, α) (a conse-

quence of Lemma 2.2.17), the first claim follows.

The next part makes use of the facts about convex functions stated

above; this part of the argument originates in [77]. Let γ > 0, and use

the free boundary condition. We already know that P and each P f
Λ is

convex. The ghs-inequality, which is standard for the classical Ising

model and proved for the current model in Lemma 3.3.4, implies that

each M̄ f
Λ has nonpositive second derivative for γ > 0, and hence that

each M̄ f
Λ is concave. Moreover, each M̄ f

Λ lies between −1 and 1. There

therefore exists a sequence Λn of simple regions such that the sequence

M̄ f
Λn

converges pointwise to a limiting function which we denote by

M f
∞. If 0 < γ < γ′ then by the fundamental theorem of calculus and

the bounded convergence theorem, we have that

P (γ′)− P (γ) = lim
n→∞

(
P f

Λn
(γ′)− P f

Λn
(γ)
)

= lim
n→∞

∫ γ′

γ

M̄ f
Λn

(γ) dγ =

∫ γ′

γ

M f
∞(γ) dγ.

(2.5.23)

The function M f
∞ is concave, and hence continuous, in γ > 0. It

therefore follows from the above that P is in fact differentiable at each

γ > 0 (with derivative M f
∞). The result follows since P (−γ) = P (γ)

for all γ > 0. �

Whenever there is a unique infinite-volume state at γ, we will denote

it by 〈·〉 = 〈·〉γ.

Lemma 2.5.8. For each γ 6= 0 and each (b, α), we have that

(2.5.24) M :=
∂P

∂γ
= lim

Λ↑Θ
M b,α

Λ = lim
Λ↑Θ

M̄ b,α
Λ .
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Proof. The proof of Lemma 2.5.7 shows that at each γ 6= 0 the

derivative of P is M f
∞. Since for all (b, α) and Λ, the function P b,α

Λ (γ)

is convex and differentiable with

(2.5.25)
∂P b,α

Λ

∂γ
= M̄ b,α

Λ

it follows from the properties of convex functions that M̄ b,α
Λ (γ)→M(γ)

at all γ 6= 0. That also M b,α
Λ → M for γ 6= 0 follows from the the fact

that M−Λ ≤M b,α
Λ ≤M+

Λ and the fact that limM±Λ = lim M̄±Λ as we saw

at (2.5.16). �

Lemma 2.5.8 implies in particular that

(2.5.26) M = lim
Λ↑Θ
〈σ0〉±Λ

at all γ 6= 0. We know from Lemma 2.5.4 that the limits

(2.5.27) M± := lim
Λ↑Θ
〈σ0〉±Λ

exist also at γ = 0. By Lemma 2.5.6 there is a unique state at γ = 0 if

and only if M+(0) = M−(0). We sometimes callM+(0) the spontaneous

magnetization.

Note that for all Λ and all γ > 0 we have M+
Λ (−γ) = −M−Λ (γ), so

that limM+
Λ (−γ) = −M(γ). Hence M is an odd function of γ 6= 0.

Note also that

M+(0) = lim
γ↓0

M(γ).

Indeed, rather more is true: by repeating the argument at (2.5.20) with

σA in place of σ0, it follows that the state 〈·〉+ of Lemma 2.5.4 may be

written as the weak limit

(2.5.28) 〈·〉+γ=0 = lim
γ↓0
〈·〉γ

where 〈·〉γ is the unique state at γ > 0. Thus we may summarize the

results of this section as follows.
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Theorem 2.5.9. There is a unique state at all γ 6= 0 and there is

a unique state at γ = 0 if and only if

(2.5.29) M+(0) ≡ lim
γ↓0

M(γ) = 0.

We now recall the remaining parameters λ, δ and β. As previously,

we set δ = 1, ρ = λ/δ, and write

Mβ(ρ, γ) = Mβ(ρ, 1, γ).

It follows from Lemma 2.2.22 that Mβ
+(ρ, 0) is an increasing function

of ρ. This motivates the following definition.

Definition 2.5.10. We define the critical value

ρβ
c := inf{ρ > 0 : Mβ

+(ρ, 0) > 0}.

From Remark 2.5.2 and (2.5.28) it follows that this ρβ
c coincides

with the ‘percolation threshold’ ρc(2) for the q = 2 space–time random-

cluster model as defined in Definition 2.3.8. More information about

ρβ
c and the behaviour of Mβ and related quantities near the critical

point may be found in Section 3.5.



CHAPTER 3

The quantum Ising model: random-parity

representation and sharpness of the phase

transition

Summary. We develop a ‘random-parity’ representa-

tion for the space–time Ising model; this is the space–

time analog of the random-current representation. The

random-parity representation is then used to derive a

number of differential inequalities, from which one can

deduce many important properties of the phase tran-

sition of the quantum Ising model, such as sharpness

of the transition.

3.1. Classical and quantum Ising models

Recall from the Introduction that the (transverse field) quantum

Ising model on the finite graph L is given by the Hamiltonian

(3.1.1) H = −1
2
λ
∑

e=uv∈E

σ(3)
u σ(3)

v − δ
∑

v∈V

σ(1)
v ,

acting on the Hilbert space H =
⊗

v∈V C2. We refer to that chapter

for definitions of the notation used. In the quantum Ising model the

number β > 0 is thought of as the ‘inverse temperature’. We define

the positive temperature states

(3.1.2) νL,β(Q) =
1

ZL(β)
tr(e−βHQ),

where ZL(β) = tr(e−βH) and Q is a suitable matrix. The ground state

is defined as the limit νL of νL,β as β → ∞. If (Ln : n ≥ 1) is an

87
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increasing sequence of graphs tending to the infinite graph L, then we

may also make use of the infinite-volume limits

νL,β = lim
n→∞

νLn,β, νL = lim
n→∞

νLn .

The existence of such limits is discussed in [7], see also the related

discussion of limits of space–time Ising measures in Section 2.5.

The quantum Ising model is intimately related to the space–time

Ising model, one manifestation of this being the following. Recall that

if |ψ〉 denotes a vector then 〈ψ| denotes its conjugate transpose. The

state νL,β of (3.1.2) gives rise to a probability measure µ on {−1,+1}V

by

(3.1.3) µ(σ) =
〈σ|e−βH |σ〉
tr(e−βH)

, σ ∈ {−1,+1}V .

When γ = 0, it turns out that µ is the law of the vector (σ(v,0) :

v ∈ V ) under the space–time Ising measure of (2.1.22) (with periodic

boundary, see below). See [7] and the references therein. It therefore

makes sense to study the phase diagram of the quantum Ising model

via its representation in the space–time Ising model. Note, however,

that in our analysis it is crucial to work with γ > 0, and to take the

limit γ ↓ 0 later. The role played in the classical model by the external

field will in our analysis be played by the ‘ghost-field’ γ rather than

the ‘physical’ transverse field δ. (In fact, γ corresponds to a σ(3)-field,

see [26].)

In most of this chapter we will be working with periodic boundary

conditions in the R-direction. That is to say, for simple regions of the

form (2.1.7) we will identify the endpoints of the the ‘time’ interval

[−β/2, β/2], and think of this interval as the circle of circumference β.

We will denote this circle by S = Sβ and thus our simple regions will

be of the form L× S for some finite graph L. We shall generally (until

Section 3.5) keep β > 0 fixed, and thus suppress reference to β. Sim-

ilarly, we will generally suppress reference to the boundary condition.
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Thus we will write for instance Σ(D) for the set of spin configurations

permitted by D (see the discussion before (2.1.22)).

General regions of the form (2.1.4) will usually be thought of as

subsets of the simple region L × S. Thus, for v ∈ V , we let Kv ⊆ S

be a finite union of disjoint intervals, and we write Kv =
⋃m(v)

i=1 Iv
i . As

before, no assumption is made on whether the Iv
i are open, closed, or

half-open. With the Kv given, we define F and Λ as in (2.1.4).

For simplicity of notation we replace in this chapter the functions

λ, γ in (2.1.26) by 2λ, 2γ, respectively. Thus the space–time Ising mea-

sure on a region Λ = (K,F ) has partition function

(3.1.4) Z ′ =

∫
dµδ(D)

∑

σ∈Σ(D)

exp

{∫

F

λ(e)σe de+

∫

K

γ(x)σx dx

}
,

where σe = σ(u,t)σ(v,t) if e = (uv, t). See (2.1.22). As previously, we

write 〈f〉 for the mean of a GΛ-measurable f : Σ → R under this

measure. Thus for example

(3.1.5)

〈σA〉 =
1

Z ′

∫
dµδ(D)

∑

σ∈Σ(D)

σA exp

{∫

F

λ(e)σe de+

∫

K

γ(x)σx dx

}
.

Note that in this chapter we denote the partition function by Z ′.

It is essential for our method in this chapter that we work on general

regions of the form given in (2.1.4). The reason for this is that, in

the geometrical analysis of currents, we shall at times remove from

K a random subset called the ‘backbone’, and the ensuing domain

has the form of (2.1.4). Note that considering this general class of

regions also allows us to revert to a ‘free’ rather than a ‘vertically

periodic’ boundary condition. That is, by setting Kv = [−β/2, β/2)

for all v ∈ V , rather than Kv = [−β/2, β/2], we effectively remove the

restriction that the ‘top’ and ‘bottom’ of each v×S have the same spin.
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Whenever we wish to emphasize the roles of particular K, λ, δ, γ,

we include them as subscripts. For example, we may write 〈σA〉K or

〈σA〉K,γ or Z ′γ, and so on.

3.1.1. Statement of the main results. Let 0 be a given point

of V × S. We will be particularly concerned with the magnetization

and susceptibility of the space–time Ising model on Λ = L × S, given

respectively by

M = MΛ(λ, δ, γ) := 〈σ0〉,(3.1.6)

χ = χΛ(λ, δ, γ) :=
∂M

∂γ
=

∫

Λ

〈σ0; σx〉 dx,(3.1.7)

where we recall that the truncated two-point function 〈σ0; σx〉 is given

by

(3.1.8) 〈σA; σB〉 := 〈σAσB〉 − 〈σA〉〈σB〉.

Note that, for simplicity of notation, we will in most of this chapter

keep M and χ free from sub- and superscripts even though they refer

to finite-volume quantities. Some basic properties of these quantities

were discussed in Section 2.5.2.

Our main choice for L is a box [−n, n]d in the d-dimensional cubic

lattice Zd where d ≥ 1, with a periodic boundary condition. That is to

say, apart from the usual nearest-neighbour bonds, we also think of two

vertices u, v as joined by an edge whenever there exists i ∈ {1, 2, . . . , d}
such that u and v differ by exactly 2n in the ith coordinate. Subject

to this boundary condition, M and χ do not depend on the choice of

origin 0. We shall pass to the infinite-volume limit as L ↑ Zd. The

model is over-parametrized, and we shall, as before, normally assume

δ = 1, and write ρ = λ/δ. The critical point ρc = ρβ
c is given as in

Definition 2.5.10 by

(3.1.9) ρβ
c := inf{ρ : Mβ

+(ρ) > 0},
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where

(3.1.10) Mβ
+(ρ) := lim

γ↓0
Mβ(ρ, γ),

is the magnetization in the limiting state 〈·〉β+ as γ ↓ 0. As in Theo-

rem 2.3.9, we have that:

if d ≥ 2 : 0 < ρβ
c <∞ for β ∈ (0,∞],

if d = 1 : ρβ
c =∞ for β ∈ (0,∞), 0 < ρ∞c <∞.

(3.1.11)

Complete statements of our main results are deferred until Sec-

tion 3.5, but here are two examples of what can be proved.

Theorem 3.1.1. Let u, v ∈ Zd where d ≥ 1, and s, t ∈ R. For

β ∈ (0,∞]:

(i) if 0 < ρ < ρβ
c , the two-point correlation function 〈σ(u,s)σ(v,t)〉β+

of the space–time Ising model decays exponentially to 0 as

|u− v|+ |s− t| → ∞,

(ii) if ρ ≥ ρβ
c , 〈σ(u,s)σ(v,t)〉β+ ≥Mβ

+(ρ)2 > 0.

Theorem 3.1.1 is what is called ‘sharpness of the phase transition’:

there is no intermediate regime in which correlations decay to zero

slowly. (See for example [23] and [43] for examples of systems where

this does occur).

Theorem 3.1.2. Let β ∈ (0,∞]. In the notation of Theorem 3.1.1,

there exists c = c(d) > 0 such that

Mβ
+(ρ) ≥ c(ρ− ρβ

c )1/2 for ρ > ρβ
c .

These and other facts will be stated and proved in Section 3.5. Their

implications for the infinite-volume quantum model will be elaborated

around (3.1.14)–(3.1.16).

The approach used here is to prove a family of differential inequal-

ities for the finite-volume magnetization M(ρ, γ). This parallels the
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methods established in [2, 3] for the analysis of the phase transitions

in percolation and Ising models on discrete lattices, and indeed our

arguments are closely related to those of [3]. Whereas new problems

arise in the current context and require treatment, certain aspects of

the analysis presented here are simpler that the corresponding steps of

[3]. The application to the quantum model imposes a periodic bound-

ary condition in the β direction; some of our conclusions are valid for

the space–time Ising model with a free boundary condition.

The following is the principal differential inequality we will derive.

(Our results are in fact valid in greater generality, see the statement

before Assumption 3.3.7.)

Theorem 3.1.3. Let d ≥ 1, β <∞, and L = [−n, n]d with periodic

boundary. Then

(3.1.12) M ≤ γχ+M3 + 2λM2∂M

∂λ
− 2δM2∂M

∂δ
.

A similar inequality was derived in [3] for the classical Ising model,

and our method of proof is closely related to that used there. Other

such inequalities have been proved for percolation in [2] (see also [49]),

and for the contact model in [6, 11]. As observed in [2, 3], the powers

of M on the right side of (3.1.12) determine the bounds of Theorems

3.1.1(ii) and 3.1.2 on the critical exponents. The cornerstone of our

proof is a ‘random-parity representation’ of the space–time Ising model.

The analysis of the differential inequalities, following [2, 3], reveals

a number of facts about the behaviour of the model. In particular,

we will show the exponential decay of the correlations 〈σ0σx〉+ when

ρ < ρβ
c and γ = 0, as asserted in Theorem 3.1.1, and in addition

certain bounds on two critical exponents of the model. See Section 3.5

for further details.

We draw from [7, 8] in the following summary of the relationship

between the phase transitions of the quantum and space–time Ising
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models. Let u, v ∈ V , and

τβ
L(u, v) := tr

(
νL,β(Qu,v)

)
, Qu,v = σ(3)

u σ(3)
v .

It is the case that

(3.1.13) τβ
L(u, v) = 〈σA〉βL

where A = {(u, 0), (v, 0)}, and the role of β is stressed in the super-

script. Let τ∞L denote the limit of τβ
L as β →∞. For β ∈ (0,∞], let τβ

be the limit of τβ
L as L ↑ Zd. (The existence of this limit may depend

on the choice of boundary condition on L, and we return to this at the

end of Section 3.5.) By Theorem 3.1.1,

(3.1.14) τβ(u, v) ≤ c′e−c|u−v|,

where c′, c depend on ρ, and c > 0 for ρ < ρβ
c and β ∈ (0,∞]. Here,

|u−v| denotes the L1 distance from u to v. The situation when ρ = ρβ
c

is more obscure, but one has that

(3.1.15) lim sup
|v|→∞

τβ(u, v) ≤Mβ
+(ρ),

so that τβ(u, v) → 0 whenever Mβ
+(ρ) = 0. It is proved at Theorem

4.1.1 that ρ∞c = 2 and M∞+ (2) = 0 when d = 1.

By the fkg inequality, and the uniqueness of infinite clusters in the

space–time random-cluster model (see Theorem 2.3.10),

(3.1.16) τβ(u, v) ≥Mβ
+(ρ−)2 > 0,

when ρ > ρβ
c and β ∈ (0,∞], where f(x−) := limy↑x f(y). The proof

is discussed at the end of Section 3.5.

The critical value ρβ
c depends of course on the number of dimensions.

We shall in the next chapter use Theorem 3.1.1 and planar duality to

show that ρ∞c = 2 when d = 1, and in addition that the transition is

of second order in that M∞+ (2) = 0. See Theorem 4.1.1. The critical

point has been calculated by other means in the quantum case, but
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we believe that the current proof is valuable. Two applications to the

work of [14, 54] are summarized in Section 4.1.

Here is a brief outline of the contents of this chapter. Formal defi-

nitions are presented in Section 3.1. The random-parity representation

of the quantum Ising model is described in Section 3.2. This represen-

tation may at first sight seem quite different from the random-current

representation of the classical Ising model on a discrete lattice. It re-

quires more work to set up than does its discrete cousin, but once

in place it works in a very similar, and sometimes simpler, manner.

We then state and prove, in Section 3.3.1, the fundamental ‘switch-

ing lemma’. In Section 3.3.2 are presented a number of important

consequences of the switching lemma, including ghs and Simon–Lieb

inequalities, as well as other useful inequalities and identities. In Sec-

tion 3.4, we prove the somewhat more involved differential inequality

of Theorem 3.1.3, which is similar to the main inequality of [3]. Our

main results follow from Theorem 3.1.3 in conjunction with the re-

sults of Section 3.3.2. Finally, in Sections 3.5 and 4.1, we give rigorous

formulations and proofs of our main results.

This chapter forms the contents of the article [15], which has been

published in the Journal of Statistical Physics. The quantum mean-

field, or Curie–Weiss, model has been studied using large-deviation

techniques in [24], see also [53]. There is a very substantial over-

lap between the results reported here and those of the independent

and contemporaneous article [26]. The basic differential inequalities

of Theorems 3.1.3 and 3.3.8 appear in both places. The proofs are in

essence the same despite some superficial differences. We are grate-

ful to the authors of [26] for explaining the relationship between the

random-parity representation of Section 3.2 and the random-current

representation of [58, Section 2.2]. As pointed out in [26], the appendix

of [24] contains a type of switching argument for the mean-field model.
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A principal difference between that argument and those of [26, 58] and

the current work is that it uses the classical switching lemma developed

in [1], applied to a discretized version of the mean-field system.

3.2. The random-parity representation

The classical Ising model on a discrete graph L is a ‘site model’, in

the sense that configurations comprise spins assigned to the vertices (or

‘sites’) of L. As described in the Introduction, the classical random-

current representation maps this into a bond-model, in which the sites

no longer carry random values, but instead the edges e (or ‘bonds’) of

the graph are replaced by a random number Ne of parallel edges. The

bond e is called even (respectively, odd) if Ne is even (respectively,

odd). The odd bonds may be arranged into paths and cycles. One

cannot proceed in the same way in the above space–time Ising model.

There are two possible alternative approaches. The first uses the

fact that, conditional on the set D of deaths, Λ may be viewed as a

discrete structure with finitely many components, to which the random-

current representation of [1] may be applied. This is explained in detail

around (3.2.12) below. Another approach is to forget about ‘bonds’,

and instead to concentrate on the parity configuration associated with

a current-configuration, as follows.

The circle S may be viewed as a continuous limit of a ring of equally

spaced points. If we apply the random-current representation to the

discretized system, but only record whether a bond is even or odd, the

representation has a well-defined limit as a partition of S into even and

odd sub-intervals. In the limiting picture, even and odd intervals carry

different weights, and it is the properties of these weights that render

the representation useful. This is the essence of the main result in this

section, Theorem 3.2.1. We will prove this result without recourse to

discretization.
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We now define two additional random processes associated with the

space–time Ising measure on Λ. The first is a random colouring of K,

and the second is a random (finite) weighted graph. These two objects

will be the main components of the random-parity representation.

3.2.1. Colourings. Let K be the closure of K. A set of sources

is a finite set A ⊆ K such that: each a ∈ A is the endpoint of at

most one maximal subinterval Iv
i . (This last condition is for simplicity

later.) Let B ⊆ F and G ⊆ K be finite sets. Let S = A ∪ G ∪ V (B),

where V (B) is the set of endpoints of bridges of B, and call members

of S switching points. As usual we shall assume that A, G and V (B)

are disjoint.

We shall define a colouring ψA = ψA(B,G) of K \ S using the two

colours (or labels) ‘even’ and ‘odd’. This colouring is constrained to be

‘valid’, where a valid colouring is defined to be a mapping ψ : K \S →
{even, odd} such that:

(i) the label is constant between two neighbouring switching points,

that is, ψ is constant on any sub-interval of K containing no

members of S,

(ii) the label always switches at each switching point, which is to

say that, for (u, t) ∈ S, ψ(u, t−) 6= ψ(u, t+), whenever these

two values are defined,

(iii) for any pair v, k such that Iv
k 6= S, in the limit as we move along

v × Iv
k towards either endpoint of v× Iv

k , the colour converges

to ‘odd’ if that endpoint lies in S, and to ‘even’ otherwise.

If there exists v ∈ V and 1 ≤ k ≤ m(v) such that v × Iv
k contains

an odd number of switching points, then conditions (i)–(iii) cannot

be satisfied; in this case we set the colouring ψA to a default value

denoted #.
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Suppose that (i)–(iii) can be satisfied, and let

W = W (K) := {v ∈ V : Kv = S}.

If W = ∅, then there exists a unique valid colouring, denoted ψA. If

r = |W | ≥ 1, there are exactly 2r valid colourings, one for each of the

two possible colours assignable to the sites (w, 0), w ∈W ; in this case

we let ψA be chosen uniformly at random from this set, independently

of all other choices.

We write MB,G for the probability measure (or expectation when

appropriate) governing the randomization in the definition of ψA: MB,G

is the uniform (product) measure on the set of valid colourings, and it

is a point mass if and only if W = ∅. See Figure 3.1.

Fix the set A of sources. For (almost every) pair B, G, one may

construct as above a (possibly random) colouring ψA. Conversely, it

is easily seen that the pair B, G may (almost surely) be reconstructed

from knowledge of the colouring ψA. For given A, we may thus speak

of a configuration as being either a pair B, G, or a colouring ψA. While

ψA(B,G) is a colouring of K \S only, we shall sometimes refer to it as

a colouring of K.

The next step is to assign weights ∂ψ to colourings ψ. The ‘failed’

colouring # is assigned weight ∂# = 0. For every valid colouring ψ,

let ev(ψ) (respectively, odd(ψ)) denote the subset of K that is labelled

even (respectively, odd), and let

(3.2.1) ∂ψ := exp
{
2δ(ev(ψ))

}
,

where

δ(U) :=

∫

U

δ(x) dx, U ⊆ K.

Up to a multiplicative constant depending on K and δ only, ∂ψ equals

the square of the probability that the odd part of ψ is death-free.
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Figure 3.1. Three examples of colourings for given

B ⊆ F , G ⊆ K. Points in G are written g. Thick

line segments are ‘odd’ and thin segments ‘even’. In this

illustration we have taken Kv = S for all v. Left and

middle: two of the eight possible colourings when the

sources are a, c. Right : one of the possible colourings

when the sources are a, b, c.

3.2.2. Random-parity representation. The expectation E(∂ψA)

is taken over the sets B, G, and over the randomization that takes place

when W 6= ∅, that is, E denotes expectation with respect to the mea-

sure dµλ(B)dµγ(G)dMB,G. The notation has been chosen to harmonize

with that used in [3] in the discrete case: the expectation E(∂ψA) will

play the role of the probability P (∂n = A) of [3]. The main result of

this section now follows.

Theorem 3.2.1 (Random-parity representation). For any finite set

A ⊆ K of sources,

(3.2.2) 〈σA〉 =
E(∂ψA)

E(∂ψ∅)
.

We introduce a second random object in advance of proving this.

Let D be a finite subset of K. The set (v×Kv)\D is a union of maximal

death-free intervals which we write v × Jv
k , and where k = 1, 2, . . . , n

and n = n(v,D) is the number of such intervals. We write V (D) for

the collection of all such intervals.
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Figure 3.2. Left : The partition E(D). We have: Kv =

S for v ∈ V , the lines v × Kv are drawn as solid, the

lines e × Ke as dashed, and elements of D are marked

as crosses. The endpoints of the e × Je
k,l are the points

where the dotted lines meet the dashed lines. Right : The

graph G(D). In this illustration, the dotted lines are the

v ×Kv, and the solid lines are the edges of G(D).

For each e = uv ∈ E, and each 1 ≤ k ≤ n(u) and 1 ≤ l ≤ n(v), let

(3.2.3) Je
k,l := Ju

k ∩ Jv
l ,

and

(3.2.4)

E(D) =
{
e× Je

k,l : e ∈ E, 1 ≤ k ≤ n(u), 1 ≤ l ≤ n(v), Je
k,l 6= ∅

}
.

Up to a finite set of points, E(D) forms a partition of the set F induced

by the ‘deaths’ in D.

The pair

(3.2.5) G(D) := (V (D), E(D))

may be viewed as a graph, illustrated in Figure 3.2. We will use the

symbols v̄ and ē for typical elements of V (D) and E(D), respectively.

There are natural weights on the edges and vertices of G(D): for ē =

e× Je
k,l ∈ E(D) and v̄ = v × Jv

k ∈ V (D), let

(3.2.6) Jē :=

∫

Je
k,l

λ(e, t) dt, hv̄ :=

∫

Jv
k

γ(v, t) dt.



100

Thus the weight of a vertex or edge is its measure, calculated according

to λ or γ, respectively. By (3.2.6),

(3.2.7)
∑

ē∈E(D)

Jē +
∑

v̄∈V (D)

hv̄ =

∫

F

λ(e) de+

∫

K

γ(x) dx.

Proof of Theorem 3.2.1. With Λ = (K,F ) as in (2.1.4), we

consider the partition function Z ′ = Z ′K given in (3.1.4). For each

v̄ ∈ V (D), ē ∈ E(D), the spins σv and σe are constant for x ∈ v̄

and e ∈ ē, respectively. Denoting their common values by σv̄ and σē

respectively, the summation in (3.1.4) equals

(3.2.8)
∑

σ∈Σ(D)

exp




∑

ē∈E(D)

σē

∫

ē

λ(e) de+
∑

v̄∈V (D)

σv̄

∫

v̄

γ(x) dx





=
∑

σ∈Σ(D)

exp





∑

ē∈E(D)

Jēσē +
∑

v̄∈V (D)

hv̄σv̄




 .

The right side of (3.2.8) is the partition function of the discrete Ising

model on the graph G(D), with pair couplings Jē and external fields

hv̄. We shall apply the random-current expansion of [3] to this model.

For convenience of exposition, we introduce the extended graph

G̃(D) = (Ṽ (D), Ẽ(D))(3.2.9)

:=
(
V (D) ∪ {Γ}, E(D) ∪ {v̄Γ : v̄ ∈ V (D)}

)

where Γ is the ghost-site. We call members of E(D) lattice-bonds, and

those of Ẽ(D)\E(D) ghost-bonds. Let Ψ(D) be the random multigraph

with vertex set Ṽ (D) and with each edge of Ẽ(D) replaced by a random

number of parallel edges, these numbers being independent and having

the Poisson distribution, with parameter Jē for lattice-bonds ē, and

parameter hv̄ for ghost-bonds v̄Γ.

Let {∂Ψ(D) = A} denote the event that, for each v̄ ∈ V (D), the

total degree of v̄ in Ψ(D) plus the number of elements of A inside v̄

(when regarded as an interval) is even. (There is µδ-probability 0 that



101

A contains some endpoint of some V (D), and thus we may overlook

this possibility.) Applying the discrete random-current expansion, and

in particular [50, eqn (9.24)], we obtain by (3.2.7) that

(3.2.10)

∑

σ∈Σ(D)

exp




∑

ē∈E(D)

Jēσē +
∑

v̄∈V (D)

hv̄σv̄



 = c2|V (D)|PD(∂Ψ(D) = ∅),

where PD is the law of the edge-counts, and

(3.2.11) c = exp

{∫

F

λ(e) de+

∫

K

γ(x) dx

}
.

By the same argument applied to the numerator in (3.1.5) (adapted

to the measure on Λ, see the remark after (3.1.4)),

(3.2.12) 〈σA〉 =
E(2|V (D)|1I{∂Ψ(D) = A})
E(2|V (D)|1I{∂Ψ(D) = ∅}) ,

where the expectation is with respect to µδ × PD. The claim of the

theorem will follow by an appropriate manipulation of (3.2.12).

Here is another way to sample Ψ(D), which allows us to couple

it with the random colouring ψA. Let B ⊆ F and G ⊆ K be finite

sets sampled from µλ and µγ respectively. The number of points of

G lying in the interval v̄ = v × Jv
k has the Poisson distribution with

parameter hv̄, and similarly the number of elements of B lying in ē =

e× Je
k,l ∈ E(D) has the Poisson distribution with parameter Jē. Thus,

for given D, the multigraph Ψ(B,G,D), obtained by replacing an edge

of Ẽ(D) by parallel edges equal in number to the corresponding number

of points from B or G, respectively, has the same law as Ψ(D). Using

the same sets B, G we may form the random colouring ψA.
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The numerator of (3.2.12) satisfies

E(2|V (D)|1I{∂Ψ(D) = A})

(3.2.13)

=

∫∫
dµλ(B) dµγ(G)

∫
dµδ(D) 2|V (D)|1I{∂Ψ(B,G,D) = A}

= µδ(2
|V (D)|)

∫∫
dµλ(B) dµγ(G) µ̃(∂Ψ(B,G,D) = A),

where µ̃ is the probability measure on F satisfying

(3.2.14)
dµ̃

dµδ
(D) ∝ 2|V (D)|.

Therefore, by (3.2.12),

(3.2.15) 〈σA〉 =
P̃ (∂Ψ(B,G,D) = A)

P̃ (∂Ψ(B,G,D) = ∅)
,

where P̃ denotes the probability under µλ × µγ × µ̃. We claim that

(3.2.16) µ̃(∂Ψ(B,G,D) = A) = sMB,G(∂ψA(B,G)),

for all B, G, where s is a constant, and the expectation MB,G is over the

uniform measure on the set of valid colourings. Claim (3.2.2) follows

from this, and the remainder of the proof is to show (3.2.16). The

constants s, sj are permitted in the following to depend only on Λ, δ.

Here is a special case:

(3.2.17) µ̃(∂Ψ(B,G,D) = A) = 0

if and only if some interval Iv
k contains an odd number of switching

points, if and only if ψA(B,G) = # and ∂ψA(B,G) = 0. Thus (3.2.16)

holds in this case.

Another special case arises when Kv = [0, β) for all v ∈ V , that is,

the ‘free boundary’ case. As remarked earlier, there is a unique valid

colouring ψA = ψA(B,G). Moreover, |V (D)| = |D|+ |V |, whence from

standard properties of Poisson processes, µ̃ = µ2δ. It may be seen after

some thought (possibly with the aid of a diagram) that, for given B,
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G, the events {∂Ψ(B,G,D) = A} and {D ∩ odd(ψA) = ∅} differ by

an event of µ2δ-probability 0. Therefore,

µ̃(∂Ψ(B,G,D) = A) = µ2δ(D ∩ odd(ψA) = ∅)(3.2.18)

= exp{−2δ(odd(ψA))}

= s1 exp{2δ(ev(ψA))} = s1∂ψ
A,

with s1 = e−2δ(K). In this special case, (3.2.16) holds.

For the general case, we first note some properties of µ̃. By the

above, we may assume that B, G are such that µ̃(∂Ψ(B,G,D) = A) >

0, which is to say that each Iv
k contains an even number of switching

points. Let W = {v ∈ V : Kv = S} and, for v ∈ V , let Dv =

D ∩ (v ×Kv) and d(v) = |Dv|. By (3.2.14),

dµ̃

dµδ
(D) ∝ 2|V (D)| =

∏

w∈W

21∨d(w)
∏

v∈V \W

2m(v)+d(v)

∝ 2|D|
∏

w∈W

21I{d(w)=0},

where a ∨ b = max{a, b}, and we recall the number m(v) of intervals

Iv
k that constitute Kv. Therefore,

(3.2.19)
dµ̃

dµ2δ
(D) ∝

∏

w∈W

21I{d(w)=0}.

Three facts follow.

(a) The sets Dv, v ∈ V are independent under µ̃.

(b) For v ∈ V \W , the law of Dv under µ̃ is µ2δ.

(c) For w ∈ W , the law µw of Dw is that of µ2δ skewed by the

Radon–Nikodym factor 21I{d(w)=0}, which is to say that

µw(Dw ∈ H) =
1

αw

[
2µ2δ(Dw ∈ H, d(w) = 0)(3.2.20)

+ µ2δ(Dw ∈ H, d(w) ≥ 1)
]
,

for appropriate sets H , where

αw = µ2δ(d(w) = 0) + 1.
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Recall the set S = A∪G∪V (B) of switching points. By (a) above,

µ̃(∂Ψ(B,G,D) = A) = µ̃(∀v, k : |S ∩ Jv
k | is even)(3.2.21)

=
∏

v∈V

µ̃(∀k : |S ∩ Jv
k | is even).

We claim that

(3.2.22)

µ̃(∀k : |S ∩ Jv
k | is even) = s2(v)MB,G

(
exp
{
2δ
(
ev(ψA) ∩ (v ×Kv)

)})
,

where MB,G is as before. Recall that MB,G is a product measure. Once

(3.2.22) is proved, (3.2.16) follows by (3.2.1) and (3.2.21).

For v ∈ V \W , the restriction of ψA to v×Kv is determined given

B and G, whence by (b) above, and the remark prior to (3.2.18),

µ̃(∀k : |S ∩ Jv
k | is even) = µ2δ(∀k : |S ∩ Jv

k | is even)(3.2.23)

= exp
{
−2δ

(
odd(ψA) ∩ (v ×Kv)

)}
.

Equation (3.2.22) follows with s2(v) = exp{−2δ(v ×Kv)}.
For w ∈W , by (3.2.20),

µ̃(∀k : |S ∩ Jw
k | is even)

=
1

αw

[
2µ2δ(Dw = ∅) + µ2δ(Dw 6= ∅, ∀k : |S ∩ Jw

k | is even)
]

=
1

αw

[
µ2δ(Dw = ∅) + µ2δ(∀k : |S ∩ Jw

k | is even)
]
.

Let ψ = ψA(B,G) be a valid colouring with ψ(w, 0) = even. The

colouring ψ, obtained from ψ by flipping all colours on w×Kw, is valid

also. We take into account the periodic boundary condition, to obtain

this time that

µ2δ(∀k : |S ∩ Jw
k | is even)

= µ2δ

(
{Dw ∩ odd(ψ) = ∅} ∪ {Dw ∩ ev(ψ) = ∅}

)

= µ2δ(Dw ∩ odd(ψ) = ∅) + µ2δ(Dw ∩ ev(ψ) = ∅)− µ2δ(Dw = ∅),
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whence

αwµ̃(∀k : |S ∩ Jw
k | is even)(3.2.24)

= µ2δ(Dw ∩ odd(ψ) = ∅) + µ2δ(Dw ∩ ev(ψ) = ∅)

= 2MB,G

(
exp
{
−2δ

(
odd(ψA) ∩ (w ×Kw)

)})
,

since odd(ψA) = odd(ψ) with MB,G-probability 1
2
, and equals ev(ψ)

otherwise. This proves (3.2.22) with s2(w) = 2 exp{−2δ(w×Kw)}/αw.

�

By keeping track of the constants in the above proof, we arrive at

the following statement, which will be useful later.

Lemma 3.2.2. The partition function Z ′ = Z ′K of (3.1.4) satisfies

Z ′ = 2Neλ(F )+γ(K)−δ(K)E(∂ψ∅),

where N =
∑

v∈V m(v) is the total number of intervals comprising K.

We denote ZK = E(∂ψ∅), which is thus a constant multiple of Z ′.

3.2.3. The backbone. The concept of the backbone is key to the

analysis of [3], and its definition there has a certain complexity. The

corresponding definition is rather easier in the current setting, because

of the fact that bridges, deaths, and sources have (almost surely) no

common point.

We construct a total order on K by: first ordering the vertices of L,

and then using the natural order on [0, β). Let A ⊆ K, B ⊆ F and G ⊆
K be finite. Let ψ be a valid colouring. We will define a sequence of

directed odd paths called the backbone and denoted ξ = ξ(ψ). Suppose

A = (a1, a2, . . . , an) in the above ordering. Starting at a1, follow the

odd interval (in ψ) until you reach an element of S = A ∪ G ∪ V (B).

If the first such point thus encountered is the endpoint of a bridge,

cross it, and continue along the odd interval; continue likewise until

you first reach a point t1 ∈ A ∪ G, at which point you stop. Note, by
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the validity of ψ, that a1 6= t1. The odd path thus traversed is denoted

ζ1; we take ζ1 to be closed (when viewed as a subset of Zd×R). Repeat

the same procedure with A replaced by A\{a1, t1}, and iterate until no

sources remain. The resulting (unordered) set of paths ξ = (ζ1, . . . , ζk)

is called the backbone of ψ. The backbone will also be denoted at times

as ξ = ζ1 ◦ · · · ◦ ζk. We define ξ(#) = ∅. Note that, apart from the

backbone, the remaining odd segments of ψ form disjoint self-avoiding

cycles (or ‘eddies’). Unlike the discrete setting of [3], there is a (a.s.)

unique way of specifying the backbone from knowledge of A, B, G and

the valid colouring ψ. See Figure 3.3.

The backbone contains all the sources A as endpoints, and the

configuration outside ξ may be any sourceless configuration. Moreover,

since ξ is entirely odd, it does not contribute to the weight ∂ψ in (3.2.1).

It follows, using properties of Poisson processes, that the conditional

expectation E(∂ψA | ξ) equals the expected weight of any sourceless

colouring of K \ ξ, which is to say that, with ξ := ξ(ψA),

(3.2.25) E(∂ψA | ξ) = EK\ξ(∂ψ
∅) = ZK\ξ.

Cf. (3.1.4) and (3.2.2), and recall Remark 2.1.1. We abbreviate ZK to

Z, and recall from Lemma 3.2.2 that the ZR differ from the partition

functions Z ′R by certain multiplicative constants.

Let Ξ be the set of all possible backbones as A, B, and G vary,

regarded as sequences of directed paths in K; these paths may, if re-

quired, be ordered by their starting points. For A ⊆ K and ν ∈ Ξ, we

write A ∼ ν if there exist B and G such that MB,G(ξ(ψA) = ν) > 0.

We define the weight wA(ν) by

(3.2.26) wA(ν) = wA
K(ν) :=






ZK\ν

Z
if A ∼ ν,

0 otherwise.
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a

b

c

d

ζ1

ζ2

Figure 3.3. A valid colouring configuration ψ with

sources A = {a, b, c, d}, and its backbone ξ = ζ1 ◦ ζ2.

Note that, in this illustration, bridges protruding from

the sides ‘wrap around’, and that there are no ghost-

bonds.

By (3.2.25) and Theorem 3.2.1, with ξ = ξ(ψA),

(3.2.27) E(wA(ξ)) =
E(E(∂ψA | ξ))

Z
=
E(∂ψA)

E(∂ψ∅)
= 〈σA〉.

For ν1, ν2 ∈ Ξ with ν1 ∩ ν2 = ∅ (when viewed as subsets of K), we

write ν1 ◦ ν2 for the element of Ξ comprising the union of ν1 and ν2.

Let ν = ζ1 ◦ · · ·◦ζk ∈ Ξ where k ≥ 1. If ζ i has starting point ai and

endpoint bi, we write ζ i : ai → bi, and also ν : a1 → b1, . . . , ak → bk. If

bi ∈ G, we write ζ i : ai → Γ. There is a natural way to ‘cut’ ν at points

x lying on ζ i, say, where x 6= ai, bi: let ν̄1 = ν̄1(ν, x) = ζ1◦· · ·◦ζ i−1◦ζ i
≤x

and ν̄2 = ν̄2(ν, x) = ζ i
≥x ◦ ζ i+1 ◦ · · · ◦ ζk, where ζ i

≤x (respectively, ζ i
≥x)

is the closed sub-path of ζ i from ai to x (respectively, x to bi). We

express this decomposition as ν = ν̄1 ◦ ν̄2 where, this time, each ν̄i may

comprise a number of disjoint paths. The notation ν will be used only

in a situation where there has been a cut.

We note two special cases. If A = {a}, then necessarily ξ(ψA) :

a→ Γ, so

(3.2.28) 〈σa〉 = E
(
wa(ξ) · 1I{ξ : a→ Γ}

)
.
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If A = {a, b} where a < b in the ordering of K, then

(3.2.29)

〈σaσb〉 = E
(
wab(ξ) · 1I{ξ : a→ b}

)
+ E

(
wab(ξ) · 1I{ξ : a→ Γ, b→ Γ}

)
.

The last term equals 0 when γ ≡ 0.

Finally, here is a lemma for computing the weight of ν in terms of

its constituent parts. The claim of the lemma is, as usual, valid only

‘almost surely’.

Lemma 3.2.3. (a) Let ν1, ν2 ∈ Ξ be disjoint, and ν = ν1◦ν2, A ∼ ν.

Writing Ai = A ∩ νi, we have that

(3.2.30) wA(ν) = wA1

(ν1)wA2

K\ν1(ν2).

(b) Let ν = ν1 ◦ ν2 be a cut of the backbone ν at the point x, and

A ∼ ν. Then

(3.2.31) wA(ν) = wB1

(ν1)wB2

K\ν1(ν2).

where Bi = Ai ∪ {x}.

Proof. By (3.2.26), the first claim is equivalent to

(3.2.32)
ZK\ν

Z
1I{A ∼ ν} =

ZK\ν1

Z
1I{A1 ∼ ν1}ZK\(ν1∪ν2)

ZK\ν1

1I{A2 ∼ ν2}.

The right side vanishes if and only if the left side vanishes. When both

sides are non-zero, their equality follows from the fact that ZK\ν =

ZK\(ν1∪ν2). The second claim follows similarly, on adding x to the set

of sources. �

3.3. The switching lemma

We state and prove next the principal tool in the random-parity rep-

resentation, namely the so-called ‘switching lemma’. In brief, this al-

lows us to take two independent colourings, with different sources, and

to ‘switch’ the sources from one to the other in a measure-preserving
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way. In so doing, the backbone will generally change. In order to pre-

serve the measure, the connectivities inherent in the backbone must be

retained. We begin by defining two notions of connectivity in colour-

ings. We work throughout this section in the general set-up of Sec-

tion 3.2.1.

3.3.1. Connectivity and switching. Let B ⊆ F , G ⊆ K be fi-

nite sets, let A ⊆ K be a finite set of sources, and write ψA = ψA(B,G)

for the colouring given in the last section. In what follows we think of

the ghost-bonds as bridges to the ghost-site Γ.

Let x, y ∈ KΓ := K ∪ {Γ}. A path from x to y in the configuration

(B,G) is a self-avoiding path with endpoints x, y, traversing intervals

of KΓ, and possibly bridges in B and/or ghost-bonds joining G to Γ.

Similarly, a cycle is a self-avoiding cycle in the above graph. A route

is a path or a cycle. A route containing no ghost-bonds is called a

lattice-route. A route is called odd (in the colouring ψA) if ψA, when

restricted to the route, takes only the value ‘odd’. The failed colouring

ψA = # is deemed to contain no odd paths.

Let B1, B2 ⊆ F , G1, G2 ⊆ K, and let ψA
1 = ψA

1 (B1, G1) and ψB
2 =

ψB
2 (B2, G2) be the associated colourings. Let ∆ be an auxiliary Poisson

process on K, with intensity function 4δ(·), that is independent of all

other random variables so far. We call points of ∆ cuts. A route of

(B1 ∪ B2, G1 ∪ G2) is said to be open in the triple (ψA
1 , ψ

B
2 ,∆) if it

includes no sub-interval of ev(ψA
1 ) ∩ ev(ψB

2 ) containing one or more

elements of ∆. In other words, the cuts break paths, but only when

they fall in intervals labelled ‘even’ in both colourings. See Figure 3.4.

In particular, if there is an odd path π from x to y in ψA
1 , then π

constitutes an open path in (ψA
1 , ψ

B
2 ,∆) irrespective of ψB

2 and ∆. We

let

(3.3.1) {x↔ y in ψA
1 , ψ

B
2 ,∆}
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a

b

d

c

a

b

d

c

a

b

d

c

×

×

×

×

×

×

π

Figure 3.4. Connectivity in pairs of colourings. Left :

ψac
1 . Middle: ψ∅

2 . Right : the triple ψac
1 , ψ

∅

2 ,∆. Crosses

are elements of ∆ and grey lines are where either ψac
1 or

ψ∅

2 is odd. In (ψac
1 , ψ

∅

2 ,∆) the following connectivities

hold: a = b, a ↔ c, a ↔ d, b = c, b = d, c ↔ d. The

dotted line marks π, one of the open paths from a to c.

be the event that there exists an open path from x to y in (ψA
1 , ψ

B
2 ,∆).

We may abbreviate this to {x↔ y} when there is no ambiguity.

There is an analogy between open paths in the above construction

and the notion of connectivity in the random-current representation of

the discrete Ising model. Points labelled ‘odd’ or ‘even’ above may be

considered as collections of infinitesimal parallel edges, being odd or

even in number, respectively. If a point is ‘even’, the corresponding

number of edges may be 2, 4, 6, . . . or it may be 0; in the ‘union’ of

ψA
1 and ψB

2 , connectivity is broken at a point if and only if both the

corresponding numbers equal 0. It turns out that the correct law for

the set of such points is that of ∆.

Here is some notation. For any finite sequence (a, b, c, . . . ) of ele-

ments in K, the string abc . . . will denote the subset of elements that

appear an odd number of times in the sequence. If A ⊆ K is a finite

set with odd cardinality, then for any pair (B,G) for which there exists

a valid colouring ψA(B,G), the number of ghost-bonds must be odd.

Thinking of these as bridges to Γ, Γ may thus be viewed as an element

of A, and we make the following remark.



111

Remark 3.3.1. For A ⊆ K with |A| odd, we shall use the expres-

sions ψA and ψA∪{Γ} interchangeably.

We call a function F , acting on (ψA
1 , ψ

B
2 ,∆), a connectivity function

if it depends only on the connectivity properties using open paths of

(ψA
1 , ψ

B
2 ,∆), that is, the value of F depends only on the set {(x, y) ∈

(KΓ)2 : x ↔ y}. In the following, E denotes expectation with respect

to dµλdµγdMB,GdP , where P is the law of ∆.

Theorem 3.3.2 (Switching lemma). Let F be a connectivity func-

tion and A,B ⊆ K finite sets. For x, y ∈ KΓ,

E
(
∂ψA

1 ∂ψ
B
2 · F (ψA

1 , ψ
B
2 ,∆) · 1I{x↔ y in ψA

1 , ψ
B
2 ,∆}

)
(3.3.2)

= E
(
∂ψA△xy

1 ∂ψB△xy
2 · F (ψA△xy

1 , ψB△xy
2 ,∆)·

· 1I{x↔ y in ψA△xy
1 , ψB△xy

2 ,∆}
)
.

In particular,

(3.3.3) E(∂ψxy
1 ∂ψB

2 ) = E
(
∂ψ∅

1 ∂ψ
B△xy
2 · 1I{x↔ y in ψ∅

1 , ψ
B△xy
2 ,∆}

)
.

Proof. Equation (3.3.3) follows from (3.3.2) with A = {x, y} and

F ≡ 1, and so it suffices to prove (3.3.2). This is trivial if x = y, and

we assume henceforth that x 6= y. Recall that W = {v ∈ V : Kv = S}
and |W | = r.

We prove (3.3.2) first for the special case when F ≡ 1, that is,

(3.3.4) E
(
∂ψA

1 ∂ψ
B
2 · 1I{x↔ y in ψA

1 , ψ
B
2 ,∆}

)

= E
(
∂ψA△xy

1 ∂ψB△xy
2 · 1I{x↔ y in ψA△xy

1 , ψB△xy
2 ,∆}

)
,

and this will follow by conditioning on the pair Q = (B1∪B2, G1∪G2).

Let Q be given. Conditional on Q, the law of (ψA
1 , ψ

B
2 ) is given as

follows. First, we allocate each bridge and each ghost-bond to either

ψA
1 or ψB

2 with equal probability (independently of one another). If

W 6= ∅, then we must also allocate (uniform) random colours to the
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points (w, 0), w ∈ W , for each of ψA
1 , ψB

2 . If (w, 0) is itself a source,

we work instead with (w, 0+). (Recall that the pair (B′, G′) may be

reconstructed from knowledge of a valid colouring ψA′
(B′, G′).) There

are 2|Q|+2r possible outcomes of the above choices, and each is equally

likely.

The process ∆ is independent of all random variables used above.

Therefore, the conditional expectation, given Q, of the random variable

on the left side of (3.3.4) equals

(3.3.5)
1

2|Q|+2r

∑

QA,B

∂Q1∂Q2 P (x↔ y in Q1, Q2,∆),

where the sum is over the set QA,B = QA,B(Q) of all possible pairs

(Q1, Q2) of values of (ψA
1 , ψ

B
2 ). The measure P is that of ∆.

We shall define an invertible (and therefore measure-preserving)

map from QA,B to QA△xy,B△xy. Let π be a path of Q with endpoints

x and y (if such a path π exists), and let fπ : QA,B → QA△xy,B△xy

be given as follows. Let (Q1, Q2) ∈ QA,B, say Q1 = QA
1 (B1, G1) and

Q2 = QB
2 (B2, G2) where Q = (B1 ∪ B2, G1 ∪ G2). For i = 1, 2, let B′i

(respectively, G′i) be the set of bridges (respectively, ghost-bonds) in Q

lying in exactly one of Bi, π (respectively, Gi, π). Otherwise expressed,

(B′i, G
′
i) is obtained from (Bi, Gi) by adding the bridges/ghost-bonds

of π ‘modulo 2’. Note that (B′1 ∪ B′2, G′1 ∪G′2) = Q.

If W = ∅, we let R1 = RA△xy
1 (respectively, RB△xy

2 ) be the unique

valid colouring of (B′1, G
′
1) with sources A△xy (respectively, (B′2, G

′
2)

with sources B△xy), so R1 = ψA△xy(B′1, G
′
1), and similarly for R2.

When W 6= ∅ and i = 1, 2, we choose the colours of the (w, 0), w ∈W ,

in Ri in such a way that Ri ≡ Qi on K \ π.

It is easily seen that the map fπ : (Q1, Q2) 7→ (R1, R2) is invertible,

indeed its inverse is given by the same mechanism. See Figure 3.5.

By (3.2.1),

(3.3.6) ∂Q1∂Q2 = exp
{
2δ(ev(Q1)) + 2δ(ev(Q2))

}
.
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a

b

d

c

a
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Figure 3.5. Switched configurations. Taking Qac
1 , Q∅

2

and π to be ψac
1 , ψ∅

2 and π of Figure 3.4, respectively,

this figure illustrates the ‘switched’ configurations R∅

1

and Rac
2 (left and right, respectively).

Now,

δ(ev(Qi)) = δ(ev(Qi) ∩ π) + δ(ev(Qi) \ π)(3.3.7)

= δ(ev(Qi) ∩ π) + δ(ev(Ri) \ π),

and

δ(ev(Q1) ∩ π) + δ(ev(Q2) ∩ π)− 2δ
(
ev(Q1) ∩ ev(Q2) ∩ π

)

= δ
(
ev(Q1) ∩ odd(Q2) ∩ π

)
+ δ
(
odd(Q1) ∩ ev(Q2) ∩ π

)

= δ
(
odd(R1) ∩ ev(R2) ∩ π

)
+ δ
(
ev(R1) ∩ odd(R2) ∩ π

)

= δ(ev(R1) ∩ π) + δ(ev(R2) ∩ π)− 2δ
(
ev(R1) ∩ ev(R2) ∩ π

)
,

whence, by (3.3.6)–(3.3.7),

∂Q1∂Q2 = ∂R1∂R2 exp
{
−4δ

(
ev(R1) ∩ ev(R2) ∩ π

)}
(3.3.8)

× exp
{
4δ
(
ev(Q1) ∩ ev(Q2) ∩ π

)}
.

The next step is to choose a suitable path π. Consider the final

term in (3.3.5), namely

(3.3.9) P (x↔ y in Q1, Q2,∆).

There are finitely many paths in Q from x to y, let these paths be

π1, π2, . . . , πn. Let Ok = Ok(Q1, Q2,∆) be the event that πk is the
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earliest such path that is open in (Q1, Q2,∆). Then

P (x↔ y in Q1, Q2,∆)(3.3.10)

=
n∑

k=1

P (Ok)

=

n∑

k=1

P
(
∆ ∩ [ev(Q1) ∩ ev(Q2) ∩ πk] = ∅

)
P (Õk)

=
n∑

k=1

exp
{
−4δ

(
ev(Q1) ∩ ev(Q2) ∩ πk

)}
P (Õk),

where Õk = Õk(Q1, Q2,∆) is the event that each of π1, . . . , πk−1 is

rendered non-open in (Q1, Q2,∆) through the presence of elements of

∆ lying in K \ πk. In the second line of (3.3.10), we have used the

independence of ∆ ∩ πk and ∆ ∩ (K \ πk).

Let (Rk
1 , R

k
2) = fπk

(Q1, Q2). Since Rk
i ≡ Qi on K \πk, we have that

Õk(Q1, Q2,∆) = Õk(R
k
1 , R

k
2,∆). By (3.3.8) and (3.3.10), the summand

in (3.3.5) equals

n∑

k=1

∂Q1∂Q2 exp
{
−4δ

(
ev(Q1) ∩ ev(Q2) ∩ πk

)}
P (Õk)

=

n∑

k=1

∂Rk
1∂R

k
2 exp

{
−4δ

(
ev(Rk

1) ∩ ev(Rk
2) ∩ πk

)}
P (Õk)

=
n∑

k=1

∂Rk
1∂R

k
2 P (Ok(R

k
1 , R

k
2,∆)).

Summing the above over QA,B, and remembering that each fπk
is

a bijection between QA,B and QA△xy,B△xy, (3.3.5) becomes

1

2|Q|+2r

n∑

k=1

∑

(R1,R2)∈QA△xy,B△xy

∂R1∂R2 P (Ok(R1, R2,∆))

=
1

2|Q|+2r

∑

QA△xy,B△xy

∂R1∂R2 P (x↔ y in R1, R2,∆).

By the argument leading to (3.3.5), this equals the right side of (3.3.4),

and the claim is proved when F ≡ 1.
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Consider now the case of general connectivity functions F in (3.3.2).

In (3.3.5), the factor P (x↔ y in Q1, Q2,∆) is replaced by

P
(
F (Q1, Q2,∆) · 1I{x↔ y in Q1, Q2,∆}

)
,

where P is expectation with respect to ∆. In the calculation (3.3.10),

we use the fact that

P (F · 1IOk
) = P (F | Ok)P (Ok)

and we deal with the factor P (Ok) as before. The result follows on

noting that, for each k,

P
(
F (Q1, Q2,∆)

∣∣Ok(Q1, Q2,∆)
)

= P
(
F (Rk

1 , R
k
2,∆)

∣∣Ok(R
k
1, R

k
2 ,∆)

)
.

This holds because: (i) the configurations (Q1, Q2,∆) and (Rk
1, R

k
2 ,∆)

are identical off πk, and (ii) in each, all points along πk are connected.

Thus the connectivities are identical in the two configurations. �

3.3.2. Applications of switching. In this section are presented

a number of inequalities and identities proved using the random-parity

representation and the switching lemma. With some exceptions (most

notably (3.3.37)) the proofs are adaptations of the proofs for the dis-

crete Ising model that may be found in [3, 50].

For R ⊆ K a finite union of intervals, let

R̃ := {(uv, t) ∈ F : either (u, t) ∈ R or (v, t) ∈ R or both}.

Recall that W = W (K) = {v ∈ V : Kv = S}, and N = N(K) is the

total number of intervals constituting K.

Lemma 3.3.3. Let R ⊆ K be finite union of intervals, and let ν ∈ Ξ

be such that ν ∩R = ∅. If A ⊆ K \R is finite and A ∼ ν, then

(3.3.11) wA(ν) ≤ 2r(ν)−r′(ν)wA
K\R(ν),
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where

r(ν) = r(ν,K) := |{w ∈W : ν ∩ (w ×Kw) 6= ∅}|,

r′(ν) = r(ν,K \R).

Proof. By (3.2.26) and Lemma 3.2.2,

wA(ν) =
ZK\ν

ZK

(3.3.12)

= 2N(K)−N(K\ν)eλ(eν)+γ(ν)−δ(ν)
Z ′K\ν
Z ′K

.

We claim that

(3.3.13)
Z ′K\ν
Z ′K

≤
Z ′K\(R∪ν)

Z ′K\R
,

and the proof of this follows.

Recall the formula (3.1.4) for Z ′K in terms of an integral over the

Poisson process D. The set D is the union of independent Poisson

processes D′ and D′′, restricted respectively to K \ ν and ν. We write

P ′ (respectively, P ′′) for the probability measure (and, on occasion, ex-

pectation operator) governing D′ (respectively, D′′). Let Σ(D′) denote

the set of spin configurations on K \ ν that are permitted by D′. By

(3.1.4),

(3.3.14)

Z ′K = P ′




∑

σ′∈Σ(D′)

Z ′ν(σ
′) exp

{∫

F\eν
λ(e)σ′e de+

∫

K\ν

γ(x)σ′x dx

}

 ,

where

Z ′ν(σ
′) = P ′′




∑

σ′′∈eΣ(D′′)

exp

{∫

eν
λ(e)σe de+

∫

ν

γ(x)σx dx

}
· 1IC(σ′)





is the partition function on ν with boundary condition σ′, and where

σ, Σ̃(D′′), and C = C(σ′, D′′) are given as follows.

The set D′′ divides ν, in the usual way, into a collection Vν(D
′′) of

intervals. From the set of endpoints of such intervals, we distinguish
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the subset E that: (i) lie in K, and (ii) are endpoints of some interval

of K \ ν. For x ∈ E , let σ′x = limy→x σ
′
y, where the limit is taken

over y ∈ K \ ν. Let Ṽν(D
′′) be the subset of Vν(D

′′) containing those

intervals with no endpoint in E , and let Σ̃(D′′) = {−1,+1}eVν(D′′).

Let σ′ ∈ Σ(D′), and let I be the set of maximal sub-intervals I of ν

having both endpoints in E , and such that I∩D′′ = ∅. Let C = C(D′′)

be the set of σ′ ∈ Σ(D′) such that, for all I ∈ I, the endpoints of I

have equal spins under σ′. Note that

(3.3.15) 1IC(σ′) =
∏

I∈I

1
2
(σ′x(I)σ

′
y(I) + 1),

where x(I), y(I) denote the endpoints of I.

Let σ′′ ∈ Σ̃(D′′). The conjunction σ of σ′ and σ′′ is defined except on

sub-intervals of ν lying in Vν(D
′′) \ Ṽν(D

′′). On any such sub-interval

with exactly one endpoint x in E , we set σ ≡ σ′x. On the event C,

an interval of ν with both endpoints x(I), y(I) in E receives the spin

σ ≡ σx(I) = σy(I). Thus, σ ∈ Σ(D′ ∪D′′) is well defined for σ′ ∈ C.

By (3.3.14),
Z ′K
Z ′K\ν

= 〈Z ′ν(σ′)〉K\ν.

Taking the expectation 〈·〉K\ν inside the integral, the last expression

becomes

P ′′




∑

σ′′∈eΣ(D′′)

〈
exp

{∫

eν
λ(e)σe de

}
exp

{∫

ν

γ(x)σx dx

}
· 1IC(σ′)

〉

K\ν




The inner expectation may be expressed as a sum over k, l ≥ 0 (with

non-negative coefficients) of iterated integrals of the form

(3.3.16)
1

k!

1

l!

∫∫

eνk×νl

λ(e)γ(x)〈σe1
· · ·σek

σx1
· · ·σxl

· 1IC〉K\ν de dx,

where we have written e = (e1, . . . , ek), and λ(e) for λ(e1) · · ·λ(ek)

(and similarly for x). We may write

〈σe1
· · ·σek

σx1
· · ·σxl

· 1IC〉K\ν = 〈σ′Sσ′′T · 1IC〉K\ν = σ′′T 〈σ′S · 1IC〉K\ν ,
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for sets S ⊆ K \ ν, T ⊆ ν determined by e1, . . . , ek, x1, . . . , xl and D′′

only. We now bring the sum over σ′′ inside the integral of (3.3.16). For

T 6= ∅,
∑

σ′′∈eΣ(D′′)

σ′′T 〈σ′S · 1IC〉K\ν = 0,

so any non-zero term is of the form

(3.3.17) 〈σ′S · 1IC〉K\ν.

By (3.3.15), (3.3.17) may be expressed in the form

(3.3.18)
s∑

i=1

2−ai〈σ′Si
〉K\ν

for appropriate sets Si and integers ai. By Lemma 2.2.22,

〈σ′Si
〉K\ν ≥ 〈σ′Si

〉K\(R∪ν).

On working backwards, we obtain (3.3.13).

By (3.3.12)–(3.3.13),

wA(ν) ≤ 2UwA
K\R(ν),

where

U =
[
N(K)−N(K \ ν)

]
−
[
N(K \R)−N(K \ (R ∪ ν))

]

= r(ν)− r′(ν)

as required. �

For distinct x, y, z ∈ KΓ, let

〈σx; σy; σz〉 := 〈σxyz〉 − 〈σx〉〈σyz〉

− 〈σy〉〈σxz〉 − 〈σz〉〈σxy〉+ 2〈σx〉〈σy〉〈σz〉.

Lemma 3.3.4 (ghs inequality). For distinct x, y, z ∈ KΓ,

(3.3.19) 〈σx; σy; σz〉 ≤ 0.



119

Moreover, 〈σx〉 is concave in γ in the sense that, for bounded, measur-

able functions γ1, γ2 : K → R+ satisfying γ1 ≤ γ2, and θ ∈ [0, 1],

(3.3.20) θ〈σx〉γ1
+ (1− θ)〈σx〉γ2

≤ 〈σx〉θγ1+(1−θ)γ2
.

Proof. The proof of this follows very closely the corresponding

proof for the classical Ising model [48]. We include it here because it

allows us to develop the technique of ‘conditioning on clusters’, which

will be useful later.

We prove (3.3.19) via the following more general result. Let (Bi, Gi),

i = 1, 2, 3, be independent sets of bridges/ghost-bonds, and write ψi,

i = 1, 2, 3, for corresponding colourings (with sources to be speci-

fied through their superscripts). We claim that, for any four points

w, x, y, z ∈ KΓ,

E
(
∂ψ∅

1 ∂ψ
∅

2 ∂ψ
wxyz
3

)
−E

(
∂ψ∅

1 ∂ψ
wz
2 ∂ψxy

3

)

≤ E(∂ψ∅

1 ∂ψ
wx
2 ∂ψyz

3 ) + E(∂ψ∅

1 ∂ψ
wy
2 ∂ψxz

3 )− 2E(∂ψwx
1 ∂ψwy

2 ∂ψwz
3 ).

(3.3.21)

Inequality (3.3.19) follows by Theorem 3.2.1 on letting w = Γ.

The left side of (3.3.21) is

E(∂ψ∅

1 )
[
E(∂ψ∅

2 ∂ψ
wxyz
3 )− E(∂ψwz

2 ∂ψxy
3 )
]

= Z E
(
∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z}

)
,

by the switching lemma 3.3.2. When ∂ψwxyz
3 is non-zero, parity con-

straints imply that at least one of {w ↔ x} ∩ {y ↔ z} and {w ↔
y}∩{x↔ z} occurs, but that, in the presence of the indicator function

they cannot both occur. Therefore,

E(∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z})(3.3.22)

= E
(
∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z} · 1I{w ↔ x}

)

+ E
(
∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z} · 1I{w ↔ y}

)
.
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Consider the first term. By the switching lemma,

(3.3.23)

E
(
∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z} · 1I{w↔ x}

)
= E

(
∂ψwx

2 ∂ψyz
3 · 1I{w = z}

)
.

We next ‘condition on a cluster’. Let Cz = Cz(ψ
wx
2 , ψyz

3 ,∆) be the

set of all points ofK that are connected by open paths to z. Conditional

on Cz, define new independent colourings µ∅

2 , µyz
3 on the domain M =

Cz. Similarly, let νwx
2 , ν∅

3 be independent colourings on the domain

N = K \ Cz, that are also independent of the µi. It is not hard to

see that, if w = z in (ψwx
2 , ψyz

3 ,∆), then, conditional on Cz, the law

of ψwx
2 equals that of the superposition of µ∅

2 and νwx
2 ; similarly the

conditional law of ψyz
3 is the same as that of the superposition of µyz

3

and ν∅

3 . Therefore, almost surely on the event {w = z},

E(∂ψwx
2 ∂ψyz

3 | Cz) = E ′(∂µ∅

2 )E ′(∂νwx
2 )E ′(∂µyz

3 )E ′(∂ν∅

3 )

(3.3.24)

= 〈σwx〉NE ′(∂µ∅

2 )E ′(∂ν∅

2 )E ′(∂µyz
3 )E ′(∂ν∅

3 )

≤ 〈σwx〉KE(∂ψ∅

2 ∂ψ
yz
3 | Cz),

where E ′ denotes expectation conditional on Cz, and we have used

Lemma 2.2.22. Returning to (3.3.22)–(3.3.23),

E
(
∂ψ∅

2 ∂ψ
wxyz
3 · 1I{w = z} · 1I{w ↔ x}

)

≤ 〈σwx〉E(∂ψ∅

2 ∂ψ
yz
3 · 1I{w = z}).

The other term in (3.3.22) satisfies the same inequality with x and

y interchanged. Inequality (3.3.21) follows on applying the switching

lemma to the right sides of these two last inequalities, and adding them.

The concavity of 〈σx〉 follows from the fact that, if

(3.3.25) T =
n∑

k=1

ak1IAk



121

is a step function on K with ak ≥ 0 for all k, and γ(·) = γ1(·) + αT (·),
then

(3.3.26)
∂2

∂α2
〈σx〉 =

n∑

k,l=1

akal

∫∫

Ak×Al

dy dz 〈σx; σy; σz〉 ≤ 0.

Thus, the claim holds whenever γ2− γ1 is a step function. The general

claim follows by approximating γ2−γ1 by step functions, and applying

the dominated convergence theorem. �

For the next lemma we assume for simplicity that γ ≡ 0 (although

similar results can easily be proved for γ 6≡ 0). We let δ̄ ∈ R be an

upper bound for δ, thus δ(x) ≤ δ̄ < ∞ for all x ∈ K. Let a, b ∈ K be

two distinct points. A closed set T ⊆ K is said to separate a from b if

every lattice path from a to b (whatever the set of bridges) intersects

T . Moreover, if ε > 0 and T separates a from b, we say that T is an

ε-fat separating set if every point in T lies in a closed sub-interval of T

of length at least ε.

Lemma 3.3.5 (Simon inequality). Let γ ≡ 0. If ε > 0 and T is an

ε-fat separating set for a, b ∈ K,

(3.3.27) 〈σaσb〉 ≤
1

ε
exp(8εδ̄)

∫

T

〈σaσx〉〈σxσb〉 dx.

Proof. By Theorems 3.2.1 and 3.3.2,

(3.3.28) 〈σaσx〉〈σxσb〉 =
1

Z2
E(∂ψ∅

1 ∂ψ
ab
2 · 1I{a↔ x}),

and, by Fubini’s theorem,

(3.3.29)

∫

T

〈σaσx〉〈σxσb〉 dx =
1

Z2
E(∂ψ∅

1 ∂ψ
ab
2 · |T̂ |),

where T̂ = {x ∈ T : a↔ x} and | · | denotes Lebesgue measure. Since

γ ≡ 0, the backbone ξ = ξ(ψab
2 ) consists of a single (lattice-) path from

a to b passing through T . Let U denote the set of points in K that are

separated from b by T , and let X be the point at which ξ exits U for

the first time. Since T is assumed closed, X ∈ T . See Figure 3.6.
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T

ξa

b

X

Figure 3.6. The Simon inequality. The separating set

T is drawn with solid black lines, and the backbone ξ

with a grey line.

For x ∈ T , let Ax be the event that there is no element of ∆ within

the interval of length 2ε centered at x. Thus, P (Ax) = exp(−8εδ̄). On

the event AX , we have that |T̂ | ≥ ε, whence

E(∂ψ∅

1 ∂ψ
ab
2 · |T̂ |) ≥ E(∂ψ∅

1 ∂ψ
ab
2 · |T̂ | · 1I{AX})(3.3.30)

≥ εE(∂ψ∅

1 ∂ψ
ab
2 · 1I{AX}).

Conditional on X, the event AX is independent of ψ∅

1 and ψab
2 , so that

(3.3.31) E(∂ψ∅

1 ∂ψ
ab
2 · |T̂ |) ≥ ε exp(−8εδ̄)E(∂ψ∅

1 ∂ψ
ab
2 ),

and the proof is complete. �

Just as for the classical Ising model, only a small amount of extra

work is required to deduce the following improvement of Lemma 3.3.5.

Lemma 3.3.6 (Lieb inequality). Under the assumptions of Lemma

3.3.5,

(3.3.32) 〈σaσb〉 ≤
1

ε
exp(8εδ̄)

∫

T

〈σaσx〉T 〈σxσb〉 dx,

where 〈·〉T denotes expectation with respect to the measure restricted

to T .
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Proof. Let x ∈ T , let ψ
ax

1 denote a colouring on the restricted

region U , and let ψxb
2 denote a colouring on the full region K as before.

We claim that

(3.3.33) E(∂ψ
ax

1 ∂ψ
xb
2 ) = E

(
∂ψ

∅

1 ∂ψ
ab
2 · 1I{a↔ x in T}

)
.

The use of the letter E is an abuse of notation, since the ψ are colour-

ings of U only.

Equation (3.3.33) may be established using a slight variation in the

proof of the switching lemma. We follow the proof of that lemma, first

conditioning on the set Q of all bridges and ghost-bonds in the two

colourings taken together, and then allocating them to the colourings

Q1 and Q2, uniformly at random. We then order the paths π of Q from

a to x, and add the earliest open path to both Q1 and Q2 ‘modulo 2’.

There are two differences here: firstly, any element of Q that is not

contained in U will be allocated to Q2, and secondly, we only consider

paths π that lie inside U . Subject to these two changes, we follow the

argument of the switching lemma to arrive at (3.3.33).

Integrating (3.3.33) over x ∈ T ,

(3.3.34)

∫

T

〈σaσx〉T 〈σxσb〉 dx =
1

ZTZ
E(∂ψ

∅

1 ∂ψ
ab
2 · |T̂ |),

where this time T̂ = {x ∈ T : a↔ x in U}. The proof is completed as

in (3.3.30)–(3.3.31). �

For the next lemma we specialize to the situation that is the main

focus of this chapter, namely the following. Similar results are valid

for other lattices and for summable translation-invariant interactions.

Assumption 3.3.7.

• The graph L = [−n, n]d ⊆ Zd where d ≥ 1, with periodic

boundary condition.

• The parameters λ, δ, γ are non-negative constants.

• The set Kv = S for every v ∈ V .
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Under the periodic boundary condition, two vertices of L are joined

by an edge whenever there exists i ∈ {1, 2, . . . , d} such that their i-

coordinates differ by exactly 2n.

Under Assumption 3.3.7, the model is invariant under automor-

phisms of L and, furthermore, the quantity 〈σx〉 does not depend on

the choice of x. Let 0 denote some fixed but arbitrary point of K, and

let M = M(λ, δ, γ) = 〈σ0〉 denote the common value of the 〈σx〉.
For x, y ∈ K, we write x ∼ y if x = (u, t) and y = (v, t) for some

t ≥ 0 and u, v adjacent in L. We write {x z↔ y} for the complement of

the event that there exists an open path from x to y not containing z.

Thus, x
z↔ y if: either x = y, or x ↔ y and every open path from x

to y passes through z.

Theorem 3.3.8. Under Assumption 3.3.7, the following hold.

∂M

∂γ
=

1

Z2

∫

K

dx E
(
∂ψ0x

1 ∂ψ
∅

2 · 1I{0 = Γ}
)
≤ M

γ
.

(3.3.35)

∂M

∂λ
=

1

2Z2

∫

K

dx
∑

y∼x

E
(
∂ψ0xyΓ

1 ∂ψ∅

2 · 1I{0 = Γ}
)
≤ 2dM

∂M

∂γ
.

(3.3.36)

−∂M
∂δ

=
2

Z2

∫

K

dx E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)
≤ 2M

1−M2

∂M

∂γ
.

(3.3.37)

Proof. With the exception of (3.3.37), the proofs mimic those of

[3] for the classical Ising model. For the equality in (3.3.35), note that

∂M

∂γ
=

∫

K

〈σ0; σx〉 dx.

Now

〈σ0; σx〉 = 〈σ0σx〉 − 〈σ0〉〈σx〉 =
1

Z2
(E(∂ψ0x

1 ∂ψ
∅

2 )−E(∂ψ0Γ
1 ∂ψxΓ

2 ))
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and the difference E(∂ψ0x
1 ∂ψ

∅

2 )−E(∂ψ0Γ
1 ∂ψxΓ

2 ) on the right hand side

equals

E(∂ψ0x
1 ∂ψ

∅

2 )− E(∂ψ0x
1 ∂ψ

∅

2 · 1I{0↔ Γ}) = E(∂ψ0x
1 ∂ψ

∅

2 · 1I{0 6↔ Γ})

by the switching lemma. For the inequality in (3.3.35), the concavity

of M in γ means that for all γ2 ≥ γ1 > 0,

(3.3.38)
∂M

∂γ
≤ M(λ, δ, γ2)−M(λ, δ, γ1)

γ2 − γ1
.

Letting γ1 → 0 and using the continuity of M and the fact that

M(λ, δ, 0) = 0 for all λ, δ > 0, the result follows.

Similarly, for the equality in (3.3.36) we note that

∂M

∂λ
=

∫

F

〈σ0; σe〉 de =
1

2

∫

K

dx
∑

y∼x

(〈σ0σxσy〉 − 〈σ0〉〈σxσy〉).

Again

〈σ0σxσy〉 − 〈σ0〉〈σxσy〉 =
1

Z2
(E(∂ψ0xyΓ

1 ∂ψ∅

2 )− E(∂ψ0Γ
1 ∂ψxy

2 ))

= E(∂ψ0xyΓ
1 ∂ψ∅

2 · 1I{0 6↔ Γ})

by the switching lemma. For the inequality,

∂M

∂λ
=

1

2

∫

K

dx
∑

y∼x

(
〈σ0σxσy〉 − 〈σ0〉〈σxσy〉

)

≤ 1

2

∫

K

dx
∑

y∼x

(
〈σx〉〈σ0σy〉+ 〈σy〉〈σ0σx〉 − 2〈σ0〉〈σx〉〈σy〉

)

=

∫

K

dx 〈σ0; σx〉
∑

y∼x

〈σy〉

= 2dM

∫

K

dx 〈σ0; σx〉 = 2dM
∂M

∂γ
,

(3.3.39)

where we have used the ghs-inequality and translation invariance.

Here is the proof of (3.3.37). Let | · | denote Lebesgue measure. By

differentiating

(3.3.40) M =
E(∂ψ0Γ)

E(∂ψ∅)
=
E(exp(2δ|ev(ψ0Γ)|))
E(exp(2δ|ev(ψ∅)|)) ,
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with respect to δ, we obtain that

∂M

∂δ
=

2

Z2
E
(
∂ψ0Γ

1 ∂ψ∅

2 ·
[
|ev(ψ0Γ

1 )| − |ev(ψ∅

2 )|
])

(3.3.41)

=
2

Z2

∫
dxE

(
∂ψ0Γ

1 ∂ψ∅

2 ·
[
1I{x ∈ odd(ψ∅

2 )} − 1I{x ∈ odd(ψ0Γ
1 )}

])
.

Consider the integrand in (3.3.41). Since ψ∅

2 has no sources, all odd

routes in ψ∅

2 are necessarily cycles. If x ∈ odd(ψ∅

2 ), then x lies in an

odd cycle. We shall assume that x is not the endpoint of a bridge, since

this event has probability 0. It follows that, on the event {0 ↔ Γ},
there exists an open path from 0 to Γ that avoids x (since any path

can be re-routed around the odd cycle of ψ∅

2 containing x). Therefore,

the event {0 x↔ Γ} does not occur, and hence

E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{x ∈ odd(ψ∅

2 )}
)

(3.3.42)

= E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{x ∈ odd(ψ∅

2 )} · 1I{0 x↔ Γ}c
)
.

We note next that, if ∂ψ0Γ
1 6= 0 and 0

x↔ Γ, then necessarily x ∈
odd(ψ0Γ

1 ). Hence,

E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{x ∈ odd(ψ0Γ
1 )}

)
(3.3.43)

= E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{x ∈ odd(ψ0Γ
1 )} · 1I{0 x↔ Γ}c

)

+ E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)
.

We wish to switch the sources 0Γ from ψ1 to ψ2 in the right side of

(3.3.43). For this we need to adapt some details of the proof of the

switching lemma to this situation. The first step in the proof of that

lemma was to condition on the union Q of the bridges and ghost-bonds

of the two colourings; then, the paths from 0 to Γ in Q were listed in

a fixed but arbitrary order. We are free to choose this ordering in such
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a way that paths not containing x have precedence, and we assume

henceforth that the ordering is thus chosen. The next step is to find

the earliest open path π, and ‘add π modulo 2’ to both ψ0Γ
1 and ψ∅

2 .

On the event {0 x↔ Γ}c, this earliest path π does not contain x, by our

choice of ordering. Hence, in the new colouring ψ∅

1 , x continues to lie in

an ‘odd’ interval (recall that, outside π, the colourings are unchanged

by the switching procedure). Therefore,

E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{x ∈ odd(ψ0Γ
1 )} · 1I{0 x↔ Γ}c

)
(3.3.44)

= E
(
∂ψ∅

1 ∂ψ
0Γ
2 · 1I{x ∈ odd(ψ∅

1 )} · 1I{0 x↔ Γ}c
)
.

Relabelling, putting the last expression into (3.3.43), and subtract-

ing (3.3.43) from (3.3.42), we obtain

(3.3.45)
∂M

∂δ
= − 2

Z2

∫
dx E

(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)

as required.

Turning to the inequality, let Cx
z denote the set of points that can be

reached from z along open paths not containing x. When conditioning

E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)
on Cx

0 as in the proof of the ghs inequality,

we find that ψ0Γ
1 is a combination of two independent colourings, one

inside Cx
0 with sources 0x, and one outside Cx

0 with sources xΓ. As in

(3.3.24), using Lemma 2.2.22 as there,

E
(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)
= E

(
∂ψ0x

1 ∂ψ
∅

2 〈σx〉K\Cx
0
· 1I{0 x↔ Γ}

)
(3.3.46)

≤ M · E
(
∂ψ0x

1 ∂ψ
∅

2 · 1I{0
x↔ Γ}

)
.

We split the expectation on the right side according to whether or not

x↔ Γ. Clearly,

(3.3.47)

E
(
∂ψ0x

1 ∂ψ
∅

2 · 1I{0
x↔ Γ} · 1I{x = Γ}

)
≤ E

(
∂ψ0x

1 ∂ψ
∅

2 · 1I{x = Γ}
)
.



128

By the switching lemma 3.3.2, the other term satisfies

(3.3.48)

E
(
∂ψ0x

1 ∂ψ
∅

2 · 1I{0
x↔ Γ} · 1I{x↔ Γ}

)
= E

(
∂ψ0Γ

1 ∂ψxΓ
2 · 1I{0

x↔ Γ}
)
.

We again condition on a cluster, this time Cx
Γ, to obtain as in (3.3.46)

that

(3.3.49) E
(
∂ψ0Γ

1 ∂ψxΓ
2 · 1I{0

x↔ Γ}
)
≤M · E

(
∂ψ0Γ

1 ∂ψ∅

2 · 1I{0
x↔ Γ}

)
.

Combining (3.3.46), (3.3.47), (3.3.49) with (3.3.45), we obtain by (3.3.35)

that

(3.3.50) −∂M
∂δ
≤ 2M

∂M

∂γ
+M2

(
− ∂M

∂δ

)
,

as required. �

3.4. Proof of the main differential inequality

In this section we will prove Theorem 3.1.3, the differential inequal-

ity which, in combination with the inequalities of the previous section,

will yield information about the critical behaviour of the space–time

Ising model. The proof proceeds roughly as follows. In the random-

parity representation ofM = 〈σ0〉, there is a backbone from 0 to Γ (that

is, to some point g ∈ G). We introduce two new sourceless configura-

tions; depending on how the backbone interacts with these configura-

tions, the switching lemma allows a decomposition into a combination

of other configurations which, via Theorem 3.3.8, may be transformed

into derivatives of the magnetization.

Throughout this section we work under Assumption 3.3.7, that

is, we work with a translation-invariant model on a cube in the d-

dimensional lattice, while noting that our conclusions are valid for more

general interactions with similar symmetries. The arguments in this

section borrow heavily from [3]. As in Theorem 3.3.8, the main nov-

elty in the proof concerns connectivity in the ‘vertical’ direction (the

term Rv in (3.4.2)–(3.4.3) below).
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Proof of Theorem 3.1.3. By Theorem 3.2.1,

(3.4.1) M =
1

Z
E(∂ψ0Γ

1 ) =
1

Z3
E(∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 ).

We shall consider the backbone ξ = ξ(ψ0Γ
1 ) and the open cluster CΓ of

Γ in (ψ∅

2 , ψ
∅

3 ,∆). All connectivities will refer to the triple (ψ∅

2 , ψ
∅

3 ,∆).

Note that ξ consists of a single path with endpoints 0 and Γ. There

are four possibilities, illustrated in Figure 3.7, for the way in which ξ,

viewed as a directed path from 0 to Γ, interacts with CΓ:

(i) ξ ∩ CΓ is empty,

(ii) 0 ∈ ξ ∩ CΓ,

(iii) 0 /∈ ξ ∩ CΓ, and ξ first meets CΓ immediately after a bridge,

(iv) 0 /∈ ξ ∩ CΓ, and ξ first meets CΓ at a cut, which necessarily

belongs to ev(ψ∅

2 ) ∩ ev(ψ∅

3 ).

Thus,

(3.4.2) M = T +R0 +Rh +Rv,

where

T =
1

Z3
E
(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{ξ ∩ CΓ = ∅}
)
,

R0 =
1

Z3
E
(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{0↔ Γ}
)
,

Rh =
1

Z3
E
(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{first point on ξ ∩ CΓ is a bridge of ξ}
)
,

Rv =
1

Z3
E
(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{first point on ξ ∩ CΓ is a cut}
)
.

(3.4.3)

We will bound each of these terms separately.

By the switching lemma,

R0 =
1

Z3
E
(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{0↔ Γ}
)

(3.4.4)

=
1

Z3
E
(
∂ψ0Γ

1 ∂ψ0Γ
2 ∂ψ0Γ

3

)
= M3.

Next, we bound T . The letter ξ will always denote the backbone of

the first colouring ψ1, with corresponding sources. Let X denote the



130

T :

CΓ

0

g R0 :

CΓ

0

g Rh :

CΓ

0

g Rv :

CΓ

0

g

×

Figure 3.7. Illustrations of the four possibilities for ξ∩
CΓ. Ghost-bonds in ψ0Γ are labelled g. The backbone ξ

is drawn as a solid black line, and CΓ as a grey rectangle.

location of the ghost-bond that ends ξ. By conditioning on X,

T =
1

Z3

∫
P (X ∈ dx)E

(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{ξ ∩ CΓ = ∅}
∣∣X = x

)

≤ γ

Z3

∫
dxE

(
∂ψ0x

1 ∂ψ
∅

2 ∂ψ
∅

3 · 1I{ξ ∩ CΓ = ∅}
)
.

(3.4.5)

We study the last expectation by conditioning on CΓ and bringing

one of the factors 1/Z inside. By (3.2.25)–(3.2.26) and conditional

expectation,

1

Z
E
(
∂ψ0x

1 · 1I{ξ ∩ CΓ = ∅}
∣∣CΓ

)

(3.4.6)

= E
(
Z−1E(∂ψ0x

1 | ξ, CΓ)1I{ξ ∩ CΓ = ∅}
∣∣∣CΓ

)

= E
(
w0x(ξ) · 1I{ξ ∩ CΓ = ∅}

∣∣CΓ

)
.

By Lemma 3.3.3,

(3.4.7) w0x(ξ) ≤ 2r(ξ)−r′(ξ)w0x
K\CΓ

(ξ) on {ξ ∩ CΓ = ∅},

where

r(ξ) = r(ξ,K), r′(ξ) = r(ξ,K \ CΓ).



131

Using (3.2.29) and (3.2.27), we have

E
(
w0x(ξ) · 1I{ξ ∩ CΓ = ∅}

∣∣CΓ

)
(3.4.8)

≤ E
(
2r(ξ)−r′(ξ)w0x

K\CΓ
(ξ) · 1I{ξ ∩ CΓ = ∅}

∣∣CΓ

)

≤ 〈σ0σx〉K\CΓ
.

The last step merits explanation. Recall that ξ = ξ(ψ0x
1 ), and

assume ξ ∩ CΓ = ∅. Apart from the randomization that takes place

when ψ0x
1 is one of several valid colourings, the law of ξ, P (ξ ∈ dν),

is a function of the positions of bridges and ghost-bonds along ν only,

that is, the existence of bridges where needed, and the non-existence of

ghost-bonds along ν. By (3.4.7) and Lemma 3.3.3, with ΞK\C := {ν ∈
Ξ : ν ∩ C = ∅} and P the law of ξ,

E
(
w0x(ξ) · 1I{ξ ∩ CΓ = ∅}

∣∣CΓ

)

=

∫

ΞK\CΓ

w0x(ν)P (dν)

≤
∫

ΞK\CΓ

2r(ν)−r′(ν)w0x
K\CΓ

(ν)
(

1
2

)r(ν)
µ(dν)

for some measure µ, where the factor (1
2
)r(ν) arises from the possible

existence of more than one valid colouring. Now, µ is a measure on

paths which by the remark above depends only locally on ν, in the sense

that µ(dν) depends only on the bridge- and ghost-bond configurations

along ν. In particular, the same measure µ governs also the law of the

backbone in the smaller region K \ CΓ. More explicitly, by (3.2.27)

with PK\CΓ
the law of the backbone of the colouring ψ0x

K\CΓ
defined on

K \ CΓ, we have

〈σ0σx〉K\CΓ
=

∫

ΞK\CΓ

w0x
K\CΓ

(ν)PK\CΓ
(dν)

=

∫

ΞK\CΓ

w0x
K\CΓ

(ν)
(

1
2

)r′(ν)
µ(dν).
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Thus (3.4.8) follows.

Therefore, by (3.4.5)–(3.4.8),

T ≤ γ

Z2

∫
dx E

(
∂ψ∅

2 ∂ψ
∅

3 〈σ0σx〉K\CΓ
· 1I{0 = Γ}

)
(3.4.9)

= γ

∫
dx

1

Z2
E
(
∂ψ0x

2 ∂ψ
∅

3 · 1I{0 = Γ}
)

= γ
∂M

∂γ
,

by ‘conditioning on the cluster’ CΓ and Theorem 3.3.8.

Next, we bound Rh. Suppose that the bridge bringing ξ into CΓ

has endpoints X and Y , where we take X to be the endpoint not in

CΓ. When the bridge XY is removed, the backbone ξ consists of two

paths: ζ1 : 0→ X and ζ2 : Y → Γ. Therefore,

Rh =
1

Z3

∫
P (X ∈ dx)E

(
∂ψ0Γ

1 ∂ψ∅

2 ∂ψ
∅

3

∣∣X = x
)

≤ λ

Z3

∫
dx
∑

y∼x

E
(
∂ψ0xyΓ

1 ∂ψ∅

2 ∂ψ
∅

3 · 1I{0 = Γ, y ↔ Γ} · 1I{Jξ}
)
,

where ξ = ξ(ψ0xyΓ
1 ) and

Jξ =
{
ξ = ζ1 ◦ ζ2, ζ1 : 0→ x, ζ2 : y → Γ, ζ1 ∩ CΓ = ∅

}
.

As in (3.4.6),

(3.4.10)

Rh ≤
λ

Z2

∫
dx
∑

y∼x

E
(
∂ψ∅

2 ∂ψ
∅

3 · 1I{0 = Γ, y ↔ Γ} · w0xyΓ(ξ) · 1I{Jξ}
)
.

By Lemmas 3.2.3(a) and 3.3.3, on the event Jξ,

w0xyΓ(ξ) = w0x(ζ1)wyΓ
K\ζ1(ζ

2)

≤ 2r−r′w0x
K\CΓ

(ζ1)wyΓ
K\ζ1(ζ

2),
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where r = r(ζ1, K) and r′ = r(ζ1, K \ CΓ). By Lemma 2.2.22 and the

reasoning after (3.4.8),

E
(
w0xyΓ(ξ) · 1I{Jξ}

∣∣ ζ1, CΓ

)
≤ 2r−r′w0x

K\CΓ
(ζ1) · 〈σy〉K\ζ1

≤M · 2r−r′w0x
K\CΓ

(ζ1),

so that, similarly,

(3.4.11) E
(
w0xyΓ(ξ) · 1I{Jξ}

∣∣CΓ

)
≤M · 〈σ0σx〉K\CΓ

.

We substitute into the summand in (3.4.10), using the switching lemma,

conditioning on the cluster CΓ, and the bound 〈σy〉CΓ
≤ M , to obtain

the upper bound

M · E
(
∂ψ∅

2 ∂ψ
∅

3 · 1I{0 = Γ, y ↔ Γ} · 〈σ0σx〉K\CΓ

)
(3.4.12)

= M ·E
(
∂ψyΓ

2 ∂ψyΓ
3 · 1I{0 = Γ} · 〈σ0σx〉K\CΓ

)

= M ·E
(
∂ψ0xyΓ

2 ∂ψ∅

3 〈σy〉CΓ
· 1I{0 = Γ}

)

≤M2 · E
(
∂ψ0xyΓ

2 ∂ψ∅

3 · 1I{0 = Γ}
)
.

Hence, by (3.3.36),

Rh ≤ λM2 1

Z2

∫
dx
∑

y∼x

E
(
∂ψ0xyΓ

2 ∂ψ∅

3 1I{0 = Γ}
)

= 2λM2∂M

∂λ
.

Finally, we bound Rv. Let X ∈ ∆ ∩ ev(ψ∅

2 ) ∩ ev(ψ∅

3 ) be the first

point of ξ in CΓ. In a manner similar to that used for Rh at (3.4.10)

above, and by cutting the backbone ξ at the point x,

(3.4.13)

Rv ≤
1

Z2

∫
P (X ∈ dx)E

(
∂ψ∅

2 ∂ψ
∅

3 ·1I{0 = Γ, x↔ Γ}·w0Γ(ξ) ·1I{Jξ}
)
,

where

Jξ = 1
{
ξ = ζ

1 ◦ ζ2
, ζ

1
: 0→ x, ζ

2
: x→ Γ, ζ1 ∩ CΓ = ∅

}
.
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As in (3.4.11),

E(w0Γ(ξ) · 1I{Jξ} | CΓ) = E
(
E(w0Γ(ξ) · 1I{Jξ} | ζ

1
, CΓ)

∣∣CΓ

)

≤ E
(
〈σ0σx〉K\CΓ

· 〈σx〉K\ζ1

∣∣CΓ

)

≤ 〈σ0σx〉K\CΓ
·M.

By (3.4.13) therefore,

Rv ≤M
1

Z2

∫
P (X ∈ dx)E

(
∂ψ∅

2 ∂ψ
∅

3 · 1I{0 = Γ, x↔ Γ}〈σ0σx〉K\CΓ

)
.

By removing the cut at x, the origin 0 becomes connected to Γ, but

only via x. Thus,

Rv ≤ 4δM
1

Z2

∫
dx E

(
∂ψ∅

2 ∂ψ
∅

3 · 1I{0
x↔ Γ, x↔ Γ}〈σ0σx〉K\Cx

Γ

)
,

where Cx
Γ is the set of points reached from Γ along open paths not

containing x. By the switching lemma, and conditioning twice on the

cluster Cx
Γ,

Rv ≤ 4δM
1

Z2

∫
dx E

(
∂ψxΓ

2 ∂ψxΓ
3 · 1I{0

x↔ Γ}〈σ0σx〉K\Cx
Γ

)

= 4δM
1

Z2

∫
dxE

(
∂ψ0Γ

2 ∂ψxΓ
3 · 1I{0

x↔ Γ}
)

= 4δM
1

Z2

∫
dxE

(
∂ψ0Γ

2 ∂ψ∅

3 · 1I{0
x↔ Γ}〈σx〉Cx

Γ

)

≤ 4δM2 1

Z2

∫
dxE

(
∂ψ0Γ

2 ∂ψ∅

3 · 1I{0
x↔ Γ}

)

= −2δM2 ∂M

∂δ
,

by (3.3.37), as required. �

3.5. Consequences of the inequalities

In this section we formulate the principal results of this chapter,

and show how the differential inequalities of Theorems 3.1.3 and 3.3.8

may be used to prove them. We will rely in this section on the results

in Section 2.5, and we work under Assumption 3.3.7, unless otherwise
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stated. It is sometimes inconvenient to use periodic boundary condi-

tions, and we revert to the free condition where necessary.

We shall consider the infinite-volume limit as L ↑ Zd; the ground

state is obtained by letting β → ∞ also. Let n be a positive integer,

and set Ln = [−n, n]d with periodic boundary condition. Let Λβ
n :=

[−n, n]d × [−1
2
β, 1

2
β]. The symbol β will appear as superscript in the

following; the superscript ∞ is to be interpreted as the ground state.

Let 0 = (0, 0) and

Mβ
n (λ, δ, γ) = 〈σ0〉βLn

= 〈σ0〉Λβ
n

be the magnetization in Λβ
n, noting that Mβ

n ≡ 0 when γ = 0.

We have from the results in Section 2.3.4 that the limits

(3.5.1) Mβ := lim
n→∞

Mβ
n , M∞ := lim

n,β→∞
Mβ

n ,

exist for all γ ∈ R (where, in the second limit, β = βn is comparable to

n in the sense that Assumption 2.5.6 holds). Note that Mβ(λ, δ, 0) = 0

for β ∈ (0,∞]. Recall that we set δ = 1, ρ = λ/δ, and write

Mβ(ρ, γ) = Mβ(ρ, 1, γ), β ∈ (0,∞],

with a similar notation for other functions.

Recall the following facts. From Theorem 2.5.9 there is a unique

infinite-volume state 〈·〉β at every γ > 0. Letting 〈·〉β+ be the limiting

state as γ ↓ 0, there is a unique state at (ρ, 0) if and only if

Mβ
+(0) := 〈σ0〉β+ = 0.

From (2.5.28) the state 〈·〉β+ may alternatively be obtained as the in-

finite volume limit of the + boundary states taken with γ = 0. The

critical value

(3.5.2) ρβ
c := inf{ρ > 0 : Mβ

+(ρ) > 0},

see also (3.1.9) and (3.1.11). We shall have need later for the infinite-

volume limit 〈·〉f,β, as n → ∞, with free boundary condition in the
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Zd direction (or in both directions, if β → ∞). This limit exists by

Theorem 2.5.1. Note from Theorem 2.5.9 that

(3.5.3) 〈·〉f,βγ=0 = 〈·〉βγ=0 = 〈·〉β+ if Mβ
+(ρ) = 0.

The superscript ‘f’ shall always indicate the free boundary condition.

For β ∈ (0,∞], let φb,β
ρ , b ∈ {f,w}, be the q = 2 random-cluster

measures of Theorem 2.3.2, with γ = 0. By Theorem 2.2.12, these

measures are non-decreasing in ρ, and, as we saw in (2.3.30),

(3.5.4) φw,β
ρ ≤ φf,β

ρ′ , when 0 ≤ ρ < ρ′.

As in Remark 2.5.2, for β ∈ (0,∞],

(3.5.5) φw,β
ρ (x↔ y) = 〈σxσy〉β+, φw,β

ρ (0↔∞) = M+(ρ).

By (3.5.5), the fkg inequality (Theorem 2.2.14), and the uniqueness

of the unbounded cluster (Theorem 2.3.10),

(3.5.6) 〈σxσy〉β+ ≥ φw,β
ρ (x↔∞)φw,β

ρ (y ↔∞) = Mβ
+(ρ)2.

Let β ∈ (0,∞). Using the concavity ofMβ implied by Lemma 3.3.4,

as well as the properties of convex functions in Proposition 2.5.3, the

derivative ∂Mβ/∂γ exists for all γ ∈ C ⊆ (0,∞), where C is a set whose

complement has measure zero. When γ ∈ C,

(3.5.7) χβ
n(ρ, γ) :=

∂Mβ
n

∂γ
→ χβ(ρ, γ) :=

∂Mβ

∂γ
<∞.

The corresponding conclusion holds also as n, β → ∞. Furthermore,

by the ghs-inequality, Lemma 3.3.4, χβ is decreasing in γ ∈ C, which

implies that the limits

χβ
+(ρ) := lim

γ↓0
χβ(ρ, γ), β ∈ (0,∞].

exist when taken along sequences in C.
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The limit

χf,β(ρ, 0) := lim
n→∞

(
∂M f,β

n

∂γ

∣∣∣∣
γ=0

)
(3.5.8)

= lim
n→∞

∫

Λβ
n

〈σ0σx〉f,βn,γ=0 dx =

∫
〈σ0σx〉f,βγ=0 dx

exists by monotone convergence, see Lemma 2.2.22. Let

(3.5.9) ρβ
s := inf{ρ > 0 : χf,β(ρ, 0) =∞}, β ∈ (0,∞].

We shall see in Theorem 3.5.2 that χf,β(ρβ
s , 0) =∞.

It will be useful later to note that

(3.5.10) χβ
+(ρ) ≥ χf,β(ρ, 0) whenever Mβ

+(ρ) = 0, β ∈ (0,∞].

To see this, let γ ∈ C and first note from Fatou’s lemma that

(3.5.11) χβ(ρ, γ) ≥
∫
〈σ0; σx〉βγ dx,

where we have written 〈·〉βγ for the unique state at γ. Hence, using also

the monotone convergence theorem and the ghs-inequality,

(3.5.12) χβ
+(ρ) = lim

γ↓0
γ∈C

χβ(ρ, γ) ≥ lim
γ↓0
γ∈C

∫
〈σ0; σx〉βγ dx =

∫
〈σ0; σx〉β+ dx.

When M+(0) = 0 there is a unique state at γ = 0, so that 〈σ0; σx〉β+ =

〈σ0σx〉f,βγ=0 which by (3.5.8) gives (3.5.10). It will follow in particular

from Theorem 3.5.2 that χβ
+(ρβ

s ) = ∞. Of course, similar arguments

are valid for the limit n, β →∞.

By (3.5.8) and Lemma 2.2.22 we have that χf,β(ρ, 0) is increasing

in ρ. We claim that

(3.5.13) ρβ
s ≤ ρβ

c ;

it will follow that there is a unique equilibrium state when γ = 0 and

ρ < ρβ
s . First note that, by (3.5.4) and (3.5.5), if ρ < ρ′ < ρβ

s then

(3.5.14) M+(ρ) = φw,β
ρ (0↔∞) ≤ φf,β

ρ′ (0↔∞),
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so it suffices to show that φf,β
ρ (0↔∞) = 0 if ρ < ρβ

s . To see this, note

that if φf,β
ρ (0↔∞) > 0 then certainly

(3.5.15) χf,β(ρ, 0) =

∫

Zd×[− 1
2
β, 1

2
β]

〈σ0σx〉f,β dx = φf
ρ(|C0|) =∞,

where C0 denotes the cluster at the origin, and | · | denotes Lebesgue

measure.

For x ∈ Zd × R, let ‖x‖ denote the supremum norm of x.

Theorem 3.5.1. Let β ∈ (0,∞] and ρ < ρβ
s . There exists α =

α(ρ) > 0 such that

(3.5.16) 〈σ0σx〉β ≤ e−α‖x‖, x ∈ Z
d × R.

Proof. Fix β ∈ (0,∞) and γ = 0, and let ρ < ρβ
s , so that (3.5.3)

applies. By the uniqueness of the equilibrium state, we have that

(3.5.17) χf,β(ρ, 0) =

∫

Zd×[− 1
2
β, 1

2
β]

〈σ0σx〉β dx =
∑

k≥1

∫

Cβ
k

〈σ0σx〉β dx,

where Cβ
k := Λβ

k \ Λβ
k−1. Since ρ < ρβ

s , the last summation converges,

whence, for sufficiently large k,

(3.5.18)

∫

Cβ
k

〈σ0σx〉β dx < e−8.

The result follows from the the Simon inequality, Lemma 3.3.5, with

the 1-fat separating sets Cβ
k using standard arguments (see [50, Corol-

lary 9.38] for more details on the method). A similar argument holds

when β =∞. �

Let β ∈ (0,∞], γ = 0 and define the mass

(3.5.19) mβ(ρ) := lim inf
‖x‖→∞

(
− 1

‖x‖ log〈σ0σx〉βρ
)

By Theorem 3.5.1 and (3.5.6),

(3.5.20) mβ(ρ)





> 0 if ρ < ρβ
s ,

= 0 if ρ > ρβ
c .
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Theorem 3.5.2. Except when d = 1 and β < ∞, mβ(ρβ
s ) = 0 and

χf,β(ρβ
s , 0) =∞.

Proof. Let d ≥ 2, γ = 0, and fix β ∈ (0,∞). We use the Lieb

inequality, Lemma 3.3.6, and the argument of [67, 80], see also [50,

Corollary 9.46]. It is necessary and sufficient for mβ(ρ) > 0 that

(3.5.21)

∫

Cβ
n

〈σ0σx〉f,βn,ρ dx < e−8 for some n.

Necessity holds because the integrand is no greater than 〈σ0σx〉β. Suf-

ficiency follows from Lemma 3.3.6, as in the proof of Theorem 3.5.1.

By (3.1.5),

∂

∂ρ
〈σ0σx〉f,βn,ρ =

1

2

∫

Λβ
n

dy
∑

z∼y

〈σ0σx; σyσz〉f,βn,ρ

≤ dβ(2n+ 1)d.

Therefore, if ρ′ > ρ,

(3.5.22)

∫

Cβ
n

〈σ0σx〉f,βn,ρ′ dx ≤ d[β(2n+ 1)d]2(ρ′ − ρ) +

∫

Cβ
n

〈σ0σx〉f,βn,ρ dx.

Hence, if (3.5.21) holds for some ρ, then it holds for ρ′ when ρ′− ρ > 0

is sufficiently small.

Suppose mβ(ρβ
s ) > 0. Then mβ(ρ′) > 0 for some ρ′ > ρβ

s , which

contradicts χf,β(ρ′, 0) =∞, and the first claim of the theorem follows.

A similar argument holds when d = 1 and β = ∞. The second claim

follows similarly: if χf,β(ρβ
s , 0) < ∞, then (3.5.21) holds with ρ = ρβ

s ,

whence mβ(ρ′) > 0 and χf,β(ρ′, 0) < ∞ for some ρ′ > ρβ
s , a contradic-

tion. (See also [9].) �

We are now ready to state the main results. We will adapt the

arguments of [2, Lemmas 4.1, 5.1] (see also [3, 49]) to prove the fol-

lowing.
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Theorem 3.5.3. There are constants c1, c2 > 0 such that, for β ∈
(0,∞],

Mβ(ρs, γ) ≥ c1γ
1/3,(3.5.23)

Mβ
+(ρ, 0) ≥ c2(ρ− ρβ

s )1/2,(3.5.24)

for small, positive γ and ρ− ρβ
s , respectively.

This is vacuous when d = 1 and β <∞; see (3.1.11). The exponents

in the above inequalities are presumably sharp in the corresponding

mean-field model (see [3, 5] and Remark 3.5.5). It is standard that a

number of important results follow from Theorem 3.5.3, of which we

state the following here.

Theorem 3.5.4. For d ≥ 1 and β ∈ (0,∞], we have that ρβ
c = ρβ

s .

Proof. Except when d = 1 and β < ∞, this is immediate from

(3.5.13) and (3.5.24). In the remaining case, ρβ
c = ρβ

s =∞. �

Proof of Theorem 3.5.3. We will describe the case when β <

∞ is fixed; the ground state case is proved by a similar method. The

argument is based on [2].

We start by proving (3.5.23). If Mβ
+(ρs, 0) > 0 there is nothing to

prove, so we assume that Mβ
+(ρs, 0) = 0. The inequalities of Theo-

rems 3.3.8 and 3.1.3 may be combined to obtain

(3.5.25) Mβ
n ≤ (Mβ

n )3 + χβ
n ·
(
γ + 4dλ(Mβ

n )3 + 4δ
(Mβ

n )3

1− (Mβ
n )2

)
.

Set δ = 1 and ρ = ρβ
s , and write fn(γ) = 2Mβ

n (ρβ
s , γ). Recall that the

sequence fn(γ) converges as n → ∞ to some f(γ) for all γ ≥ 0, and

that the derivatives f ′n = 2χβ
n converge for γ ∈ C to some g(γ) which

is decreasing in γ. Moreover, from the discussion around (3.5.10) and
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the assumption that Mβ
+(ρs, 0) = 0 it follows that

(3.5.26) lim
γ↓0
γ∈C

g(γ) =∞.

Multiplying through by 1−(Mβ
n )2 and discarding non-positive terms

on the right hand side, we may deduce from (3.5.25) that the functions

fn satisfy the inequality

(3.5.27) fn(γ) ≤ γ · f ′n(γ) + a · f ′n(γ)fn(γ)3 + fn(γ)3, γ ≥ 0,

where a > 0 is an appropriate constant depending on λ and d only. For

γ > 0 we may rewrite this as

(3.5.28)
1

f ′n(γ)

d

dγ

[ γ

fn(γ)

]
≤ f ′n(γ)

(
a+

1

f ′n(γ)

)
.

Letting γ > ε > 0 and integrating from ε to γ it follows that

(3.5.29)
γ

fn(γ)
− ε

fn(ε)
≤
∫ γ

ε

f ′n(x)fn(x)
(
a+

1

f ′n(x)

)
dx.

Using (3.3.35) of Theorem 3.3.8, it follows on letting ε ↓ 0 that

(3.5.30)
γ

fn(γ)
− 1

f ′n(0)
≤
∫ γ

0

f ′n(x)fn(x)
(
a +

1

f ′n(x)

)
dx.

Now suppose that γ > 0 lies in C. If γ is sufficiently small then

g(γ) ≥ 1.1, and for such a γ fixed we have for sufficiently large n that

f ′n(γ) ≥ 1. Since f ′n is decreasing in γ we may deduce from (3.5.30)

that

(3.5.31)
γ

fn(γ)
− 1

f ′n(0)
≤ (a + 1)

∫ γ

0

f ′n(x)fn(x) dx =
a+ 1

2
fn(γ)2

Letting n→∞ it follows that

γ

f(γ)
≤ a+ 1

2
f(γ)2

as required.

Let us now turn to (3.5.24). Note first that if ρ = λ/δ then

(3.5.32)
∂Mβ

n

∂λ
=

1

δ

∂Mβ
n

∂ρ
and

∂Mβ
n

∂δ
= − λ

δ2

∂Mβ
n

∂ρ
,
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so that the inequality of Theorem 3.1.3 may be rewritten as

(3.5.33) Mβ
n ≤ γ

∂Mβ
n

∂γ
+ (Mβ

n )3 + 2ρ(Mβ
n )2∂M

β
n

∂ρ
.

This may in turn be rewritten as

(3.5.34)
∂

∂γ
(logMβ

n ) +
1

γ

∂

∂ρ
(ρ(Mβ

n )2 − ρ) ≥ 0.

We wish to integrate this over the rectangle [ρβ
s , ρ

′]× [γ0, γ1] for ρ′ > ρβ
s

and γ1 > γ0 > 0. Since Mβ
n is increasing in ρ and in γ we deduce, after

discarding a term −ρβ
sM

β
n (ρβ

s , γ)
2, that

(3.5.35)

(ρ′ − ρβ
s ) log

(Mβ
n (ρ′, γ1)

Mβ
n (ρβ

s , γ0)

)
+ (ρ′Mβ

n (ρ′, γ1)
2 − ρ′ + ρβ

s ) log
γ1

γ0

≥ 0.

We may let n → ∞ in (3.5.35), to deduce that the same inequality is

valid with Mβ
n replaced by Mβ . It follows from (3.5.23) that

(3.5.36) lim inf
γ0↓0

log
(

Mβ
n (ρ′,γ1)

Mβ
n (ρβ

s ,γ0)

)

log(γ1/γ0)
≤ 1

3
.

It follows that

(3.5.37)
1

3
(ρ′ − ρβ

s ) + ρ′Mβ(ρ′, γ1)− (ρ′ − ρβ
s ) ≥ 0,

which on letting γ1 ↓ 0 gives the result. �

Remark 3.5.5. Let β ∈ (0,∞]. Except when d = 1 and β < ∞,

one may conjecture the existence of exponents a = a(d, β), b = b(d, β)

such that

Mβ
+(ρ) = (ρ− ρβ

c )(1+o(1))a as ρ ↓ ρβ
c ,(3.5.38)

Mβ(ρβ
c , γ) = γ(1+o(1))/b as γ ↓ 0.(3.5.39)

Theorem 3.5.3 would then imply that a ≤ 1
2

and b ≥ 3. In [24, The-

orem 3.2] it is proved for the ground-state quantum Curie–Weiss, or

mean-field, model that the corresponding a = 1
2
. It may be conjec-

tured that the values a = 1
2

and b = 3 are attained for the space–time
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Ising model on Zd× [−1
2
β, 1

2
β] for d sufficiently large, as proved for the

classical Ising model in [5]. See also Section 4.3.

Finally, a note about (3.1.16). The random-cluster measure cor-

responding to the quantum Ising model is periodic in both Zd and β

directions, and this complicates the infinite-volume limit. Since the pe-

riodic random-cluster measure dominates the free random-cluster mea-

sure, for β ∈ (0,∞), as in (3.5.4) and (3.5.6),

lim inf
n→∞

τβ
Ln

(u, v) ≥ 〈σ(u,0)σ(v,0)〉β+,ρ′ for ρ′ < ρ

→ M+(ρ−)2 as ρ′ ↑ ρ,

and a similar argument holds in the ground state also.





CHAPTER 4

Applications and extensions

Summary. First we prove that the critical ratio for the

ground state quantum Ising model on Z is ρ∞c = 2;

we then extend this result to more complicated (‘star-

like’) graphs. Next we discuss the possible applica-

tions of ‘reflection positivity’ to strengthen the results

of Chapter 3 when d ≥ 3, and conclude with a discus-

sion of versions of the random-parity representation

of the Potts model.

4.1. In one dimension

The quantum Ising model on Z has been thoroughly studied in the

mathematical physics literature. It is an example of what is called

an ‘exactly solvable model’: using transfer matrices and related tech-

niques, the critical ratio and other important quantities have been com-

puted, see for example [76] or [79] and references therein. In this sec-

tion we prove by graphical methods that the critical value coincides

with the self-dual value of Section 2.4. The graphical method is valu-

able in that it extends to more complicated geometries, as in the next

section. In the light of (3.1.11), we shall study only the ground state,

and we shall suppress the superscript ∞.

Theorem 4.1.1. Let L = Z. Then ρc = 2, and the transition is of

second order in that M+(2) = 0.

We mention an application of this theorem. In an account [54]

of so-called ‘entanglement’ in the quantum Ising model on the subset

145
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[−m,m] of Z, it was shown that the reduced density matrix νL
m of the

block [−L,L] satisfies

‖νL
m − νL

n ‖ ≤ min{2, CLαe−cm}, 2 ≤ m < n <∞,

where C and α are constants depending on ρ = λ/δ, and c = c(ρ) > 0

whenever ρ < 1. Using Theorems 3.5.1 and 4.1.1, we have that c(ρ) > 0

for ρ < 2.

Proof. We adapt the well-known methods [50, Chapter 6] for the

discrete random-cluster model. Write φf
ρ and φw

ρ for the free and wired

q = 2 random-cluster measures, respectively. By Theorem 2.5.1 and

Remark 2.5.2, and the representation (2.5.28) of the state 〈·〉+, we have

that

(4.1.1) 〈σxσy〉+ = φw
ρ (x↔ y), 〈σx〉+ = φw

ρ (x↔∞).

Recall from Theorem 2.4.2 that the measures φf
ρ and φw

4/ρ are mutually

dual. By Zhang’s argument, Theorem 2.4.3, we know of the self-dual

point ρ = 2 that

(4.1.2) φf
2(0↔∞) = 0

and hence that ρc ≥ 2.

We show next that ρc ≤ 2, following the method developed for

percolation to be found in [49, 50]. Suppose that ρc > 2. Consider the

‘lozenge’ Dn of side length n, as illustrated in Figure 2.9 on p. 73, and

its ‘dual’ Dd
n. Let An denote the event that there is an open path from

the bottom left to the top right of Dn in ω, and let Ad
n be the ‘dual’

event that there is in ωd an open path from the top left to the bottom

right of Dd
n. The events An and Ad

n are complementary, so we have by

duality and symmetry under reflection that

(4.1.3) 1 = φf
2(An) + φf

2(A
d
n) = φf

2(An) + φw
2 (An) ≤ 2φw

2 (An).
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However, if 2 < ρc then we have by (4.1.1) and Theorem 3.5.1 that

φw
2 (An) decays to zero in the manner of Cn2e−αn as n→∞, a contra-

diction.

We show that M+(2) = 0 by adapting a simple argument devel-

oped by Werner in [84] for the classical Ising model on Z2. Certain

geometrical details are omitted. Let πf be the Ising state obtained

with free boundary condition, as in Theorem 2.5.1. Recall that πf may

be obtained from the random-cluster measures φf
2 by assigning to the

clusters spin ±1 independently at random, with probability 1/2 each.

By Lemma 2.3.7, πf is ergodic.

The binary relations
±↔ are defined as follows. A path of Z × R is

a path of R
2 that: traverses a finite number of line-segments of Z×R,

and is permitted to connect them by passing between any two points

of the form (u, t), (u± 1, t). For x, y ∈ Z×R, we write x
+↔ y (respec-

tively, x
−↔ y) if there exists a path with endpoints x, y all of whose

elements are labelled +1 (respectively, −1). (In particular, for any x

we have that x
+↔ x and x

−↔ x.) Let N+ (respectively, N−) be the

number of unbounded + (respectively, −) Ising clusters with connec-

tivity relation
+↔ (respectively,

−↔). By the Burton–Keane argument,

as in Theorem 2.3.10, one may show that either πf(N+ = 1) = 1 or

πf(N+ = 0) = 1. The former would entail also that πf(N− = 1) = 1,

by the ± symmetry in the coupling with the random-cluster measure.

With an application of Zhang’s argument as in Theorem 2.4.3, however,

one can show that this is impossible. Therefore,

(4.1.4) πf(N± = 0) = 1.

Recall that 〈·〉+ = πw. There is a standard argument for deriving

πf = 〈·〉+ from (4.1.4), of which the idea is roughly as follows. (See

[4] or [50, Thm 5.33] for examples of similar arguments applied to the

random-cluster model.) Let Λn = [−n, n]2 ⊆ Z × R, and let m < n.
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We call a set S ⊆ Λn a separating set if any path from Λm to ∂Λn

contains an element of S. We adopt the harmless convention that,

for any spin-configuration σ, the subset of Λn labelled +1 is closed,

compare Remark 2.1.1. By (4.1.4), for given m, and for ε > 0 and

large n, the event Am,n = {Λm
−↔ ∂Λn}c satisfies πf(Am,n) > 1− ε. On

Am,n, there is a separating set labelled entirely +; let us call any such

separating set a +-separating set. Let U denote the set of all points in

Λn which are −-connected to ∂Λn (note that this includes ∂Λn itself).

Write S = S(σ) for ∂(Λn \U). Note that S ⊆ Λn\Λm is a +-separating

set. See Figure 4.1.

Λn

Λm

−

−
+ −

+

−
+

S

Figure 4.1. Sketch of an Ising configuration σ, with

the set S(σ) drawn bold; S is a +-separating set.

For any closed separating set S1, define Ŝ1 to be the union of S1

with the unbounded component of (Z×R)\S1. Also let S̃1 be the set of

points in Λn that are separated from ∂Λn by S1. The event {S(σ) = S1}
is GŜ1

-measurable, i.e. it depends only on the restriction of σ to Ŝ1.

Let B ⊆ Λm be a finite set, and recall the notation ν ′B at (2.5.11). By

the dlr-property of Lemma 2.1.9 (the natural extension of which holds
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also for infinite-volume measures) we deduce that

(4.1.5) πf(ν ′B | Am,n, S) = πw
S̃
(ν ′B | Am,n).

Let n→∞ to deduce, using also the fkg-inequality of Lemma 2.2.17,

that

(4.1.6) πf(ν ′B | S) = πw
S̃
(ν ′B) ≥ πw(ν ′B).

By integrating, and letting m → ∞, we obtain that πf(ν ′B) ≥ πw(ν ′B)

for all finite sets B ⊆ Z × R. Since the reverse inequality πf(ν ′B) ≤
πw(ν ′B) always holds (by Lemma 2.1.9 and Lemma 2.2.17 again), we

deduce that πf = πw as claimed.

One way to conclude that M+(2) = 0 is to use the random-cluster

representation again. By (4.1.2) and the above,

φf
2(0↔∞) = φw

2 (0↔∞) = 0,

whence M+(2) = φw
2 (0↔∞) = 0. �

4.2. On star-like graphs

We now extend Theorem 4.1.1 of the previous section, to show that

the critical ratio ρc(2) = 2 for a larger class of graphs than just Z. This

section forms the contents of the article [14].

The class of graphs for which we prove that the critical ratio is 2

includes for example the star graph, which is the junction of several

copies of Z at a single point. See Figure 4.2. It also includes many

other planar graphs (see Definition 4.2.1). The result for the star is

Figure 4.2. The star graph has a central vertex of de-

gree k ≥ 3 and k infinite arms, on which each vertex has

degree 2. In this illustration, k = 4.
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perhaps not unexpected, since the star is only ‘locally’ different from

Z: if you go far enough out on one of the ‘arms’ then the star ‘looks

like’ Z. However, as pointed out before, the quantum Ising model on

the star, unlike on Z, is not exactly solvable, and graphical methods

are the only known way to prove this result.

The Ising model on the star-graph has recently arisen in the study

of boundary effects in the two-dimensional classical Ising model, see

for example [72, 73]. Similar geometries have also arisen in different

problems in quantum theory, such as transport properties of quantum

wire systems, see [22, 57, 65].

Throughout this section we consider the ground-state only, that is

to say we let β = ∞; reference to β will be suppressed. We also let

λ, δ > 0 be constant and γ = 0. Let L = (V,E) be a fixed star-like

graph:

Definition 4.2.1. A star-like graph is a countably infinite con-

nected planar graph, in which all vertices have finite degree and only

finitely many vertices have degree larger than two.

Such a graph is illustrated in Figure 4.3; note that the star graph

of Figure 4.2 is an example in which exactly one vertex has degree at

least three.

The following is the main result of this section.

Theorem 4.2.2. Let L be any star-like graph. Then the critical

ratio of the ground state quantum Ising model on L is ρc(2) = 2.

Simpler arguments than those presented here can be used to estab-

lish the analogous result when q = 1, namely that ρc(1) = 1. Also,

the same arguments can be used to calculate the critical probability of

the discrete graphs L × Z when q = 1, 2. As in the case L = Z, an
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Figure 4.3. A star-like graph L (left) and its line-

hypergraph H (right). Any vertex of degree ≥ 3 in L

is associated with a “polygonal” (hyper)edge in H.

essential ingredient of the proof is the exponential decay of correlations

below ρc.

Recall that a hypergraph is a set W together with a collection B of

subsets of W, called edges (or hyperedges). A graph is a hypergraph

in which all edges contain two elements. In our analysis we will use a

suitably defined hypergraph ‘dual’ of L. To be precise, let H = (W,B)

be the line-hypergraph of L, given by letting W = E and letting the set

{e1, . . . , en} ⊆ E = W be an edge (that is, an element of B) if and only

if e1, . . . , en are all the edges of L adjacent to some particular vertex of

L. Note that only finitely many edges of H have size larger than two,

since L is star-like.

Fix an arbitrary planar embedding of L into R2; we will typically

identify L with its embedding. We let O denote an arbitrary but fixed

vertex of L which has degree at least two; we think of O as the ‘origin’.

There is a natural planar embedding of H defined via the embedding

L, in which an edge of size more than two is represented as a polygon.

See Figure 4.3. In this section we will use the symbol X in place of

Θ for L × R, and will identify X with the corresponding subset of

R3. Similarly, we write Y = H × R for the ‘dual’ of X, also thought
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of as a subset of R3. We will often identify ω = (B,D) ∈ Ω with

its embedding, ω ≡ (X \ D) ∪ B. We let Λn be the simple region

corresponding to β = n and L the subgraph of L induced by the vertices

at graph distance at most n from O, see (2.1.7). Note that Λn ↑ X.

In this section we let uppercase Φb
n denote the random-cluster measure

on Λn with parameters λ, δ > 0, γ = 0, q = 2 and boundary condition

b ∈ {0, 1}, where, as in Section 2.4, we let 0 and 1 denote the free and

wired boundary conditions, respectively.

Given any configuration ω ∈ Ω, one may as in the case L = Z

associate with it a dual configuration on Y by placing a death wherever

ω has a bridge, and a (hyper)bridge wherever ω has a death. Recall

Figure 2.8 on p. 70. More precisely, we let Ωd be the set of pairs of

locally finite subsets of B×R and W×R, and for each ω = (B,D) ∈ Ω

we define its dual to be ωd := (D,B). As before, we may identify ωd

with its embedding in Y, noting that some bridges may be embedded

as polygons. We let Ψb
n and Ψb denote the laws of ωd under Φ1−b

n and

Φ1−b respectively.

We will frequently be comparing the random-cluster measures on

X and Y with the random-cluster measures on Z × R; the latter may

be regarded as a subset of both X and Y (in a sense made more precise

below). We will reserve the lower-case symbols φb
n, φ

b for the random-

cluster measures on Z × R with the same parameters as Φb
n (where

φb
n lives on the simple region given by β = n and L = [−n, n]). We

will write ψ1−b
n , ψ1−b for the dual measures of φb

n, φ
b on Z×R; thus by

Theorem 2.4.2, the measures ψ1−b
n , ψ1−b are random cluster measures

with parameters q′ = q, λ′ = qδ and δ′ = λ/q, and boundary condition

1− b.
Here is a brief outline of the proof of Theorem 4.2.2. First we

make the straightforward observation that ρc(2) ≤ 2. Next, we use

exponential decay to establish the existence of certain infinite paths
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in the dual model on Y when λ/δ < 2. Finally, we show how to put

these paths together to form ‘blocking circuits’ in Y, which prevent the

existence of infinite paths in X when λ/δ < 2. Parts of the argument

are inspired by [40].

Lemma 4.2.3. For L any star-like graph, ρc(2) ≤ 2.

Proof. Since L is star-like, it contains an isomorphic copy of Z as

a subgraph. Let Z be such a subgraph; we may assume that O ∈ Z.

We may identify φb
n, φ

b with the random-cluster measures on Z×R. For

each n ≥ 1, let Cn be the event that no two points in Λn ∩ (Z ×R) are

connected by a path which leaves Z×R. Each Cn is a decreasing event.

It follows from the dlr-property, Lemma 2.1.5, that Φb
n(· | Cn) = φb

n(·).
If A is an increasing local event defined on Z ×R, this means that

(4.2.1) φb
n(A) = Φb

n(A | Cn) ≤ Φb
n(A),

i.e. φb
n ≤ Φb

n for all n. Letting n → ∞ it follows that φb ≤ Φb. If

λ/δ > 2 then φb((O, 0)↔∞) > 0 and it follows that also

(4.2.2) Φb((O, 0)↔∞) > 0,

which is to say that ρc(2) ≤ 2. �

4.2.1. Infinite paths in the half-plane. Let us now establish

some facts about the random-cluster model on the ‘half-plane’ Z+×R

which will be useful later. Our notation is as follows: for n ≥ 1, let

Sn = {(a, t) ∈ Z×R : −n ≤ a ≤ n, |t| ≤ n}

Sn(m, s) = Sn + (m, s) = {(a+m, t+ s) ∈ Z× R : (a, t) ∈ Sn}.

(4.2.3)

For brevity write Tn = Sn(n, 0). For b ∈ {0, 1} and ∆ one of Sn, Tn, we

let φb
∆ denote the q = 2 random-cluster measure on the simple region

in X with K = ∆ with boundary condition b and parameters λ, δ. Note
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that

(4.2.4) φb = lim
n→∞

φb
Sn
, ψb = lim

n→∞
ψb

Sn
.

We will also be using the limits

(4.2.5) φsw = lim
n→∞

φ1
Tn
, ψsf = lim

n→∞
ψ0

Tn
,

which exist by similar arguments to Theorem 2.3.2. (The notation ‘sw’

and ‘sf’ is short for ‘side wired’ and ‘side free’, respectively.) These are

measures on configurations ω on Z+ × R; standard arguments let us

deduce all the properties of φsw and ψsf that we need. In particular ψsf

and φsw are mutually dual (with the obvious interpretation of duality)

and they enjoy the positive association property of Theorem 2.2.14 and

the finite energy property of Lemma 2.3.4.

Let W be the ‘wedge’

(4.2.6) W = {(a, t) ∈ Z+ × R : 0 ≤ t ≤ a/2 + 1},

and write 0 for the origin (0, 0).

Lemma 4.2.4. Let λ/δ < 2. Then

(4.2.7) ψsf(0↔∞ in W ) > 0.

Here is some intuition behind the proof of Lemma 4.2.4. The claim

is well-known with ψ0 in place of ψsf , by standard arguments using

duality and exponential decay. However, ψsf is stochastically smaller

than ψ0, so we cannot deduce the result immediately. Instead we pass

to the dual φsw and establish directly a lack of blocking paths. The

problem is the presence of the infinite ‘wired side’; we get the required

fast decay of two-point functions by using the following result.

Proposition 4.2.5. Let λ/δ < 2. There is α > 0 such that for

all n,

(4.2.8) φ1
Sn

(0↔ ∂Sn) ≤ e−αn.
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In words, correlations decay exponentially under finite volume mea-

sures if they do so under infinite volume measures. Results of this

type for the classical Ising and random-cluster models appear in many

places. In [19] and [21] it is proved for general q ≥ 1 random-cluster

models in two dimensions, and more general results about the two-

dimensional case appear in [10]. A proof of general results of this type

for the classical Ising model in any dimension appears in [55]. Below we

adapt the argument in [55] to the current setting, with the difference

that we shorten the proof by using the Lieb inequality, Lemma 3.3.6,

in place of the ghs-inequality; use of the Lieb-inequality was suggested

by Grimmett (personal communication). Note that the same argument

works on Z
d for any d ≥ 1.

Proof. Let Ŝn ⊇ Sn denote the ‘tall’ box

(4.2.9) Ŝn = {(a, t) ∈ Z×R : −n ≤ a ≤ n, |t| ≤ n+ 1}.

We will use a random-cluster measure on Ŝn which has non-constant

λ, δ, and nonzero γ. The particular intensities we use are these. Fix n,

and fix m ≥ 0, which we think of as large. Let λ(·), δ(·) and γm(·) be

given by

δ(a, t) =





δ, if (a, t) ∈ Sn

0, otherwise,

λ(a+ 1/2, t) =





λ, if (a, t) ∈ Sn and (a+ 1, t) ∈ Sn

0, otherwise,

γm(a, t) =





λ, if exactly one of (a, t) and (a + 1, t) is in Sn

m, if (a, t) ∈ Ŝn \ Sn

0, otherwise.

(4.2.10)

In words, the intensities are as usual ‘inside’ Sn and in particular there

is no external field in the interior; on the left and right sides of Sn, the
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external field simulates the wired boundary condition; and on top and

bottom, the external field simulates an approximate wired boundary

(as m → ∞). We let φ̃b
m,n denote the random-cluster measure on

Ŝn with intensities λ(·), δ(·), γm(·) and boundary condition b ∈ {0, 1}.
Note that φ̃0

m,n and φ0
Sn

agree on events defined on Sn, for any m.

Let X denote Ŝn \ Sn together with the left and right sides of Sn.

By the Lieb inequality, Lemma 3.3.6, we have that

φ̃1
m,n(0↔ Γ) ≤ e8δ

∫

X

dx φ̃0
m,n(0↔ x)φ̃1

m,n(x↔ Γ)

≤ e8δ

∫

X

dx φ̃0
m,n(0↔ x),

(4.2.11)

since (with these intensities) X separates 0 from Γ. Therefore, by

stochastic domination by the infinite-volume measure,

(4.2.12) φ̃1
m,n(0↔ Γ) ≤ e8δ

∫

X

dx φ0(0↔ x).

All the points x ∈ X are at distance at least n from the origin. By

exponential decay in the infinite volume, Theorem 3.5.1, it follows

from (4.2.12) that there is an absolute constant α̃ > 0 such that

(4.2.13) φ̃1
m,n(0↔ Γ) ≤ e8δ|X|e−α̃n = e8δ(8n+ 2)e−α̃n.

Now let C be the event that all of Ŝn \ Sn belongs to the connected

component of Γ, which is to say that all points on Ŝn \Sn are linked to

Γ. Then by the dlr-property of random-cluster measures the condi-

tional measure φ̃1
m,n(· | C) agrees with φ1

Sn
(·) on events defined on Sn.

Therefore

φ1
Sn

(0↔ ∂Sn) = φ̃1
m,n(0↔ ∂Sn | C) = φ̃1

m,n(0↔ Γ | C)

≤ φ̃1
m,n(0↔ Γ)

φ̃1
m,n(C)

≤ e8δ

φ̃1
m,n(C)

· (8n+ 2)e−α̃n.
(4.2.14)

Since φ̃1
m,n(C)→ 1 as m→∞ we conclude that

(4.2.15) φ1
Sn

(0↔ ∂Sn) ≤ e8δ(8n+ 2)e−α̃n.
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Since each φ1
Sn

(0 ↔ ∂Sn) < 1 it is a simple matter to tidy this up to

get the result claimed. �

Proof of Lemma 4.2.4. Let T = {(a, a/2 + 1) : a ∈ Z+} be the

‘top’ of the wedge W . We claim that

(4.2.16)
∑

n≥1

φsw((n, 0)↔ T in W ) <∞.

Once this is proved, it follows from the Borel–Cantelli lemma that with

probability one under φsw, at most finitely many of the points (n, 0)

are connected to T inside W . Hence under the dual measure ψsf there

is an infinite path inside W with probability one, and by the dlr- and

positive association properties it follows that

(4.2.17) ψsf(0↔∞ in W ) > 0,

as required.

To prove the claim we note that, if n is larger than some con-

stant, then the event ‘(n, 0) ↔ T in W ’ implies the event ‘(n, 0) ↔
∂Sn/3(n, 0)’. The latter event, being increasing, is more likely under

the measure φ1
Sn/3(n,0) than under φsw. But by Proposition 4.2.5,

(4.2.18) φ1
Sn/3(n,0)((n, 0)↔ ∂Sn/3(n, 0)) = φ1

Sn/3
(0↔ ∂Sn/3) ≤ e−αn/3,

which is clearly summable. �

The next lemma uses a variant of standard blocking arguments.

Lemma 4.2.6. Let λ/δ < 2. There exists ε > 0 such that for each n,

(4.2.19) ψsf((0, 2n+ 1)↔ (0,−2n− 1) off Tn) ≥ ε.

Proof. Let Ln = {(a, n) : a ≥ 0)} be the horizontal line at height

n, and let ε > 0 be such that ψsf(0↔∞ in W ) ≥ √ε. We claim that

(4.2.20) ψsf((0,−2n− 1)↔ L2n+1 off Tn) ≥ √ε.
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Clearly ψsf is invariant under reflection in the x-axis and under vertical

translation, see Lemma 2.3.5. Thus once the claim is proved we get

that

ψsf((0, 2n+ 1)↔ (0,−2n− 1) off Tn)

≥ ψsf((0,−2n− 1)↔ L2n+1 off Tn

and (0, 2n+ 1)↔ L−2n−1 off Tn)

≥ (
√
ε)2,

(4.2.21)

as required. See Figure 4.4.

0 Tn

L−2n−1

L2n+1

R

Figure 4.4. Construction of a ‘half-circuit’ in Z+ × R.

With probability one, any infinite path in the lower

wedge must reach the line L2n+1, and similarly for any

infinite path in the upside-down wedge. Any pair of such

paths starting on the horizontal axis must cross.

The claim follows if we prove that

(4.2.22) ψsf(0↔∞ in R) = 0,

where R is the strip

(4.2.23) R = {(a, t) : a ≥ 0,−2n− 1 ≤ t ≤ 2n+ 1}.

However, (4.2.22) follows from the dlr-property, Lemma 2.1.5, the sto-

chastic domination of Theorem 2.2.13, and the Borel–Cantelli lemma;

these combine to show that the event ‘no bridges between {k}× [−2n−
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1, 2n + 1] and {k + 1} × [−2n − 1, 2n + 1]’ must happen for infinitely

many k with ψsf-probability one. In more detail: we have that ψsf ≤ µ,

where µ is the percolation measure with parameters λ, δ; under µ the

events above are independent, so

(4.2.24) ψsf(0↔∞ in R) ≤ µ(0↔∞ in R) = 0.

�

4.2.2. Proof of Theorem 4.2.2. We may assume that L 6= Z,

since the case L = Z is known. Let λ/δ < 2, and recall that L consists of

finitely many infinite ‘arms’, where each vertex has degree two, together

with a ‘central’ collection of other vertices. On each of the arms, let us

fix one arbitrary vertex (of degree two) and call it an exit point. Let U

denote the set of exit points of L.

Given an exit point u ∈ U , call its two neighbours v and w; we may

assume that they are labelled so that only v is connected to the origin

O by a path not including u. If the edge uv were removed from L,

the resulting graph would consist of two components, where we denote

by Ju the component containing w. Let Φ̂b
n, Φ̂

b denote the marginals

of Φb
n,Φ

b on Xu := Ju × R; similarly let Ψ̂b
n, Ψ̂

b denote the marginals

of the dual measures. Of course Xu is isomorphic to the half-plane

graph considered in the previous subsection. By positive association

and the dlr-property of random-cluster measures, Φ̂0
n ≤ φ1

Tn(u), so

letting n → ∞ also Φ̂0 ≤ φsw. Passing to the dual, it follows that

Ψ̂1 ≥ ψsf . The (primal) edge uv is a vertex in the line-hypergraph;

denoting it still by uv we therefore have by Lemma 4.2.6 that there is

an ε > 0 such that for all n,

(4.2.25) Ψ1((uv,−2n− 1)↔ (uv, 2n+ 1) off Tn(u) in Xu) ≥ ε.

Here Tn(u) denotes the copy of the box Tn contained in Xu. Letting

A denote the intersection of the events above over all exit points u,
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and letting A1 = A1(n) be the dual event A1 = {ωd : ω ∈ A}, it

follows from positive association that Φ0(A1) ≥ εk, where k = |U | is

the number of exit points. Note that A1 is a decreasing event in the

primal model.

On A1, no point in Tn(u) can reach ∞ without passing the line

{u}× [−2n−1, 2n+1], since there is a dual blocking path in Xu. Let I

denote the (finite) subgraph of L spanned by the complement of all the

Ju for u ∈ U , and let A2 = A2(n) denote the event that for all vertices

v ∈ I, the intervals {v}× [2n+1, 2n+ 2] and {v}× [−2n− 1,−2n− 2]

all contain at least one death and the endpoints of no bridges (in the

primal model). There is η > 0 independent of n such that Φ0(A2) ≥ η.

So by positive association Φ0(A1 ∩ A2) ≥ ηεk > 0. We have that

A1 ∩A2 ⊆ A3, where A3 is the event that no point inside the union of

I×[−n, n] with ∪u∈UTn(u) lies in an unbounded connected component.

See Figure 4.5. Taking the intersection of the A3 = A3(n) over all n,

Figure 4.5. The dashed lines indicate dual paths that

block any primal connection from the interior to∞. Note

that this figure illustrates only the simplest case when L

is a junction of lines at a single point.

it follows that

(4.2.26) Φ0(there is no unbounded connected component) ≥ ηεk.
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The event that there is no unbounded connected component is a tail

event. By tail-triviality, Proposition 2.3.6, it follows that whenever

λ/δ < 2 then

(4.2.27) Φ0(0 6↔ ∞) = 1.

In other words, ρc(2) ≥ 2. Combined with the opposite bound in

Lemma 4.2.3, this gives the result. �

One may ask if, as in the case L = Zd, the phase transition on star-

like graphs is of second order, and if there is exponential decay of cor-

relations below the critical point. We do not know how to prove such

results: Zhang’s argument (Theorem 2.4.3) fails on star-like graphs,

and so do the arguments for Theorem 3.1.3, due to the lack of symme-

try.

4.3. Reflection positivity

The theory of reflection positivity was first developed in [39, 37,

38], originally as a way to prove the existence of discontinuous phase

transitions in a wide range of models in statistical physics. A model

which is reflection positive (see definitions below) will satisfy what are

called ‘Gaussian domination bounds’ and ‘chessboard estimates’. The

latter will not be touched upon here, see the review [13] and references

therein. One may think of the Gaussian domination bounds, and the

related ‘infrared bound’, as a way of bounding certain quantities in the

model by corresponding quantities in another, simpler, model, namely

what is called the ‘Gaussian free field’. Very roughly, existence of a

phase transition in the Gaussian free field therefore implies existence

of a phase transition in your reflection positive model.

In [5], it was shown that Gaussian domination bounds could also

be used in another way for the Ising model. By relating the bounds to

quantities that appear naturally in the random-current representation

of the Ising model, Aizenman and Fernández were able to establish that
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the behaviour of the classical Ising model on Zd resembles that of the

‘mean field’ Ising model when d is large, in fact already when d ≥ 4.

In this section we will state more precisely the sense in which ‘large

d resembles mean field’, and give a very brief sketch of the arguments

involved. We will also indicate how one might extend the results of [5]

to the quantum Ising model; this is currently work in progress.

In this section we will only be considering the case when L = Zd

for some d ≥ 1, and L = (V,E) = [−n, n]d for some n, with periodic

boundary (see Assumption 3.3.7). For j = 1, . . . , d, write ej for the

element of V whose jth coordinate is 1 and whose other coordinates

are zero. For σ ∈ {−1,+1}V , we write its classical Ising weight in this

section as

(4.3.1) exp
(
β
∑

xy∈E

Jxyσxσy + γ
∑

x∈V

σx

)
,

where β, γ, Je ≥ 0. We assume that the model is translation invariant

in that Jxy ≡ Jy−x, where, for z ∈ V , Jz ≥ 0 and Jz = 0 unless z = ej

for some j. We also assume that Jej
= J−ej

for all j = 1, . . . , d.

The classical Ising model displays a phase-transition in β when

γ = 0, at the critical value βc. As in the quantum Ising model (The-

orem 3.5.3), the infinite-volume magnetization M = M(β, γ) satisfies

the inequalities

M ≥ c2(β − βc)
1/2, for γ = 0 and β ↓ βc,(4.3.2)

M ≥ c1γ
1/3, for β = βc and γ ↓ 0,

for some constants c1, c2 (this was first proved in [3]). As mentioned in

Remark 3.5.5, it is conjectured that the limits

(4.3.3) a = lim
β↓βc

logM(β, 0)

log(β − βc)
,

1

b
= lim

γ↓0

logM(βc, γ)

log γ

exist. Using the random-current representation coupled with results

from reflection positivity, [5] shows that these limits do indeed exist

when d ≥ 4, and that (4.3.2) is sharp in that a = 1/2 and b = 3. The
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values a = 1/2 and b = 3 are called the ‘mean field’ values because

they are known to be the correct critical exponents for the Ising model

on the complete graph (this result is ‘well-known’, but see [33, 34]

for reviews). Intuitively, complete graphs are infinite-dimensional, so

the higher d is the closer one may expect the behaviour to be to that

on the complete graph. The results of [5] confirm this, and show that

the ‘critical dimension’ is at most d = 4. Their method is roughly as

follows.

For j = 1, . . . , d we let Pi = {x = (x1, . . . , xd) ∈ V : xj = 0},
and we let P+

j = {x ∈ V : xj > 0} and P−j = {x ∈ V : xj < 0}.
The symbol θi will denote reflection in Pi, thus θj(x1, . . . , xj , . . . , xd) =

(x1, . . . ,−xj , . . . , xd). Write FP+
j

and FP−
j

for the σ-algebras of events

defined on P+
j and P−j , respectively.

Although we will be using the concept of reflection positivity only

for the Ising measure (4.3.1), the definition makes sense in greater

generality, as follows. Let S ⊆ R be a compact set, and endow SV

with the product σ-algebra. Fix j ∈ {1, . . . , d}, and let ψ denote a

probability measure on SV which is invariant under θj . For s = (sx :

x ∈ V ) ∈ SV , write θj(s) = (sθj(x) : x ∈ V ), and for f : SV → R define

θjf(s) = f(θj(s)).

Definition 4.3.1. The probability measure ψ is reflection positive

with respect to θj if for all FP+
j

-measurable f : SV → R, we have that

ψ(f · θjf) ≥ 0.

Lemma 4.3.2.

• Any product measure on SV invariant under θj is reflection

positive with respect to θj ,

• The Ising measure (4.3.1) is reflection positive with respect to

all the θj .



164

For a proof of this standard fact, see for example [13]. It follows

from Lemma 4.3.2 that the Ising model satisfies the following ‘Gaussian

domination’ bounds. For p ∈ [−π, π]d, let

(4.3.4) G(p) :=
∑

x∈V

〈σoσx〉γ=0e
ip·x

be the Fourier transform of 〈σ0σx〉γ=0, where i =
√
−1 and p ·x denotes

the usual dot product. Due to our symmetry assumptions we see that

the complex conjugate G(p) = G(−p) = G(p) so that G(p) ∈ R. Also

define

(4.3.5) E(p) :=
1

2

∑

x∈V

(1− eip·x)Jx;

similarly we see that E(p) ∈ R.

Proposition 4.3.3 (Gaussian domination).

G(p) ≤ 1

2βE(p)
.

Before we describe how this relates to the random-current represen-

tation, we note that a simple calculation shows that E(p) ≥ c
∑d

j=1 p
2
j ,

which at least gives some indication of why Gaussian domination may

be particularly useful for large d.

The link to the random-current representation is roughly as follows.

Define the bubble diagram

(4.3.6) B0 =
∑

x∈V

〈σ0σx〉2γ=0.

Recall that M = 〈σ0〉 and that we write χ = ∂M/∂γ. We saw in

Section 3.3.2 that random-current arguments imply the ghs-inequality,

namely that ∂χ/∂γ ≤ 0. In [5], elaborations of such arguments (for

the discrete model) show that in fact

(4.3.7)
∂χ

∂γ
≤ −|1− tanh(γ)B0/M |2+

96B0(1 + 2βB0)2
tanh(γ)χ4,
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where |x|+ = x ∨ 0. The bubble diagram appears here as it becomes

necessary to consider the existence of two independent currents be-

tween sites 0 and x. Inequality (4.3.7) is an improvement on the ghs-

inequality if B0 is finite; thus the first task is to obtain bounds on B0.

Such bounds are provided primarily by Gaussian domination. The link

is provided via Parseval’s identity:

(4.3.8) B0 =
1

(2π)d

∫

[−π,π]d
G(p)2 dp.

By careful use of Gaussian domination and other bounds, one may es-

tablish bounds on B0 for β close to the critical value βc. More precisely,

one may show that there are constants 0 < c1, c2 <∞ such that

B0 ≤ c1, if d > 4,

B0 ≤ c2| log(βc − β)|, if d = 4,

as β ↑ βc. Careful manipulation and integration of (4.3.7) then gives

that there are constants c′1, c
′
2, c
′′
1, c
′′
2 such that the infinite-volume mag-

netization M satisfies the following. First, as β ↓ βc for γ = 0,

M ≤ c′1(β − βc)
1/2, if d > 4,

M ≤ c′2(β − βc)
1/2| log(β − βc)|3/2, if d = 4,

and second, for β = βc and γ ↓ 0,

M ≤ c′′1γ
1/3, if d > 4,

M ≤ c′′2γ
1/3| log γ|, if d = 4.

These are the complementary bounds to (4.3.2) needed to show that

the limits (4.3.3) exist and take the values a = 1/2 and b = 3.

There are two main steps to extending the results of [5] to the

quantum (or space–time) Ising model: first, to establish reflection pos-

itivity and the related Gaussian domination bound, and second, to ver-

ify that the random-parity representation can produce an inequality of

the form (4.3.7). There is essentially only one known way of showing
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that a measure is reflection positive, which is to show that it has a

density against a product measure which is of a prescribed form [13,

Lemma 4.4]. Preliminary calculations suggest that this method works

also for the space–time Ising model. Although the random-current ma-

nipulations in [5] leading up to (4.3.7) are considerably more delicate

than those presented in Chapter 3 of this work and involve some new

ideas such as ‘dilution’, preliminary calculations again suggest that it

should be possible to extend them as required.

4.4. Random currents in the Potts model

The main results of this work have relied on the random-parity

representation for the space–time Ising model. It is natural to ask if

there is a similar representation for the q ≥ 3 Potts model. Here we

will discuss this question, to start with in the context of the classical

(discrete) Potts model on a finite graph L = (V,E). For simplicity we

will assume free boundary condition and zero external field; it is easy

to adapt the results here to positive fields.

It is shown in [50, Chapter 9] (see also [30, 27]) that the q-state

Potts model with q ≥ 3 possesses a flow representation, which is akin

to the random-current representation, in that the two-point correlation

function may be written as the ratio of two expected values. This

representation is as follows.

Let the integer q ≥ 2 be fixed. For n = (ne : e ∈ E) a vector of

non-negative integers, define the graph Ln = (V,En) by replacing each

edge e of L by ne parallel edges. If P = (Pe : e ∈ E) is a collection of

finite sets with |Pe| = ne, we identify LP with Ln, and interpret Pe as

the set of edges replacing e. We assign to the elements of En arbitrary

directions and write ~e for directed elements of En; if ~e is adjacent to a

vertex x ∈ V and is directed into x we write ~e 7→ x, and if ~e is directed

out of x we write ~e← [ x. We say that a function f : En → {1, . . . , q−1}
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is a (nonzero) mod q flow on Ln (or q-flow for short) if for all x ∈ V
we have that

(4.4.1)
∑

~e∈En:
e← [x

f(~e)−
∑

~e∈En:
e 7→x

f(~e) ≡ 0 (mod q).

Let C(Ln; q) denote the number of mod q flows on Ln (this is called

the flow polynomial of Ln). It is easy to see that this number does not

depend on the directions chosen on the edges (if the direction of an

edge ~e is reversed we can replace f(~e) by q − f(~e)).

For each e ∈ E, let β ′e ≥ 0, and recall that the Potts weight of an

element ν ∈ {1, . . . , q}V = N is

(4.4.2) exp
( ∑

e=xy∈E

β ′eδνx,νy

)
,

so that the partition function is

(4.4.3) Z =
∑

ν∈N

exp
( ∑

e=xy∈E

β ′eδνx,νy

)
.

Let βe = β ′e/q and let the collection P = (Pe : e ∈ E) of finite sets be

given by letting the |Pe| be independent Poisson random variables, each

with parameter βe. Write Pβ for the probability measure governing the

Pe and Eβ for the corresponding expectation operator.

The flow representation of Z is

(4.4.4) Z = exp
(
2
∑

e∈E

βe

)
q|V |Eβ [C(LP ; q)].

In fact, more is true. For x, y ∈ V , let Lxy
n = (V,En∪{xy}) denote the

graph Ln with an edge added from x to y. Write 〈·〉 for the expected

value under the q-state Potts measure defined by (4.4.2)–(4.4.3). Then

for any x, y ∈ V we have that

(4.4.5) q〈1I{νx = νy}〉 − 1 =
Eβ[C(Lxy

P ; q)]

Eβ[C(LP ; q)]
.

Here is a simple observation that changes the expected value in (4.4.4)

into a probability. For n ∈ ZE
+, let Fq(n) denote the set of functions
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f : V → {1, . . . , q − 1}. Then

Eβ[C(LP ; q)] =
∑

n∈ZE
+

∏

e∈E

βne
e

ne!
e−βe

∑

f∈Fq(n)

1I{f is q-flow}

= exp
(
(q − 2)

∑

e∈E

βe

) ∑

n∈ZE
+

∏

e∈E

((q − 1)βe)
ne

ne!
e−(q−1)βe

· 1

(q − 1)
P

e∈E ne

∑

f∈Fq(n)

1I{f is q-flow}

= exp
(
(q − 2)

∑

e∈E

βe

)
P(ψ is q-flow on LP ′),

(4.4.6)

where, under P, the collection P ′ = (P ′e : e ∈ E) is given by letting the

|P ′e| be independent Poisson random variables with parameters (q−1)βe

respectively, and ψ is, given P ′, a uniformly chosen element of Fq(P
′).

(As before, arbitrary directions are assigned to the elements of EP ′ ,

but the probability that ψ is a q-flow does not depend on the choice of

directions.)

We now show that a similar representation to (4.4.6) holds for the

two-point correlation functions (4.4.5), and indeed for more general

correlation functions. As in Section 2.2.3 we will use the variables

σx = exp
(2πiνx

q

)
, νx = 1, . . . , q.

We write Q ⊆ C for the set of qth roots of unity, and Σ = QV . For

r ∈ ZV and σ ∈ Σ we let

σr =
∏

x∈V

σrx
x .

Note that it is equivalent to regard rx as an element of Z/(qZ), the

integers modulo q. Let P, P ′ and ψ be as in (4.4.6), and write {ψ ≡ 0}
for the event that ψ is a q-flow. More generally, write {ψ + r ≡ 0} for
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the event that for each x ∈ V ,

(4.4.7)
∑

~e∈EP ′ :
e← [x

ψ(~e)−
∑

~e∈EP ′ :
e 7→x

ψ(~e) ≡ −rx (mod q).

(Recall that we have assigned arbitrary directions to the elements of

EP ′.)

Theorem 4.4.1. In the discrete Potts model with zero field and

coupling constants β ′e,

〈σr〉 =
P(ψ + r ≡ 0)

P(ψ ≡ 0)
.

Before proving this, note that if σ ∈ N and x, y ∈ V , then τxy :=

σxσ
−1
y has the property that τxy = 1 if and only if σx = σy, and in fact

1

q

q−1∑

r=0

τ r
xy = δσx,σy .

Thus the partition function (4.4.3) may be written

Z =
∑

σ∈Σ

exp
( ∑

e=xy∈E

β ′eδσx,σy

)

=
∑

σ∈Σ

exp
(1

2

∑

x,y∈V

βxy

q−1∑

r=1

τ r
xy

)
· exp

(∑

e∈E

βe

)
,

(4.4.8)

where the first sum inside the exponential is over all ordered pairs

x, y ∈ V , and we set βxy = βe if e ∈ E is an edge between x and y, and

βxy = 0 otherwise. Note finally that τxy 6= τyx in general.

Proof. We perform a calculation on the factor

∑

σ∈Σ

exp
(1

2

∑

x,y∈V

βxy

q−1∑

r=1

τ r
xy

)

which appears on the right-hand-side of (4.4.8); this will only re-prove

the relation (4.4.6), but it will be clear that a simple extension of the

calculation will give the result.
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Let us write β̃xy = βxy/2. We have that

∑

σ∈Σ

exp
(1

2

∑

x,y∈V

βxy

q−1∑

r=1

τ r
xy

)
=
∑

σ∈Σ

∏

x,y∈V

q−1∏

r=1

∑

m≥0

1

m!
(β̃xyτ

r
xy)

m

=
∑

σ∈Σ

∑

m

w(m)
∏

x,y∈V

q−1∏

r=1

(τ r
xy)

mx,y,r ,

(4.4.9)

where the vector m = (mx,y,r : x, y ∈ V, r = 1, . . . , q − 1) consists of

non-negative integers and

w(m) =
∏

x,y∈V

q−1∏

r=1

β̃
mx,y,r
xy

mx,y,r!

is an un-normalized Poisson weight on m. Reordering (4.4.9) we obtain

(4.4.10)
∑

σ∈Σ

exp
(1

2

∑

x,y∈V

βxy

q−1∑

r=1

τ r
xy

)
=
∑

m

w(m)
∑

σ∈Σ

∏

x,y∈V

τMxy
xy

where

Mxy =

q−1∑

r=1

r ·mx,y,r.

We may interpret mx,y,r as a random number of edges, each of which

is directed from x to y and receives flow value r. Then Mxy is the total

flow from x to y. Up to the constant multiple exp
(
(q − 1)

∑
e βe

)
, the

quantity (4.4.10) equals the expected value of the quantity

(4.4.11)
∑

σ∈Σ

∏

x,y∈V

τMxy
xy

when the mx,y,r have the Poisson distribution with parameter β̃xy and

are chosen independently.

The quantity (4.4.11) simplifies, as follows. Let a ∈ V be fixed, and

let La = (Va, Ea) denote L with a removed. Then

∑

σ∈Σ

∏

x,y∈V

τMxy
xy =

∑

σ∈Σ

(∏

b∼a

τMab
ab τMba

ba

) ∏

x,y∈Va

τMxy
xy

=
∑

σ∈Σ

(∏

b∼a

σMab−Mba
a σMba−Mab

b

) ∏

x,y∈Va

τMxy
xy .

(4.4.12)
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Write Ma =
∑

b∼a(Mab −Mba). We may now take out the factor

(4.4.13)
∑

σa∈Q

σMa
a = q · 1I{Ma≡0 (mod q)}.

Proceeding as above with the remaining vertices of L we obtain that

(4.4.14)
∑

σ∈Σ

∏

x,y∈V

τMxy
xy = q|V | · 1I{Ma ≡ 0 (mod q) for all a ∈ V }.

Thus

(4.4.15) Z = q|V | exp
(
q
∑

e∈E

βe

)
Pr(Ma ≡ 0 ∀a ∈ V )

It remains to show that the distribution of M coincides with that of

ψ. This is easy: given P ′, do the following. First, assign for all e ∈ E
each of the |P ′e| edges replacing e a direction uniformly a random; the

number of edges directed from x to y then has the Poisson distribution

with parameter (q − 1)βe/2. Next, assign each directed edge a value

1, . . . , q − 1 uniformly at random; the number of edges directed from

x to y with value r then has the Poisson distribution with parameter

β̃e. The corresponding element of Fq(P
′) is uniformly chosen given the

edge numbers and directions, and since the probability of obtaining a

q-flow does not depend on the choice of directions, we are done.

To obtain the full result in the theorem, repeat the above steps

with the numerator of 〈σr〉. The quantity Ma in (4.4.13) must then

be replaced by Ma + ra, but the rest of the calculation is as before. It

follows that

(4.4.16) 〈σr〉 =
q|V | exp

(
q
∑

e∈E βe

)
P(ψ + r ≡ 0)

q|V | exp
(
q
∑

e∈E βe

)
P(ψ ≡ 0)

=
P(ψ + r ≡ 0)

P(ψ ≡ 0)

�

It is straightforward to extend Theorem 4.4.1 to an analogous rep-

resentation for the space–time model, and we sketch this here. First, by

conditioning on the set D, one obtains (as in (3.2.9)) a discrete graph

G(D) = (V (D), E(D)). By applying the formulas in the numerator
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and denominator of (4.4.16) on the graph G(D), one obtains a repre-

sentation of the form (3.2.12). One may then repeat the procedure in

the proof of Theorem 3.2.1 to obtain a formula in terms of weighted

labellings; these labellings are defined as follows.

Let Λ = (K,F ) and β be as in Chapter 3. Fix an arbitrary ordering

of the vertices V of L. Let B ⊆ F be a Poisson process with rate

(q− 1)λ. We assign directions to the elements of B by letting a bridge

between (u, t) ∈ K and (v, t) ∈ K be directed from u to v if u comes

before v in the ordering of V . We then assign to each element of B

a weight from {1, . . . , q − 1} uniformly at random, these choices being

independent.

Let A ⊆ K◦ be a finite set (which lies in the interior of K only for

convenience of exposition). Let r = (rx : x ∈ A) be a vector of integers,

indexed by A, and let S ⊆ K denote the union of A with the set of

endpoints of bridges in B. Given the above, a labelling ψr is a map

K → Z/(qZ), which is constrained to be ‘valid’ in that:

(1) on each subinterval of each Kv, the label is constant between

elements of S,

(2) as we move along a subinterval of Kv (v ∈ V ) in the increasing

β direction, the label changes at elements of S; if the label is

t before reaching x ∈ S, then the label just after x is

• t + r if x is the endpoint of a bridge directed into x and

which has weight r,

• t−r if x is the endpoint of a bridge directed out of x with

weight r,

• t− rx if x ∈ A,

(3) as one moves towards an endpoint of an interval Iv
k 6= S (in

either direction) the label converges to 0.

As for the random-parity representation of the space–time Ising model,

these conditions do not uniquely define ψr if there is a v ∈ V such that
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Kv = S. If this is the case, the label at 0 is chosen uniformly at random

for each such v, these choices being independent.

A valid labelling is given the weight

∂ψr := exp(qδ(L0(ψ
r))),

where L0(ψ
r) is the set labelled 0 in ψr. In the following, r = 0 denotes

the vector which takes the value 0 at all x ∈ A; we let E(·) denote the

expectation over B as well as the weights assigned to the elements of

B, and the randomization which takes place when there are several

valid labellings.

Theorem 4.4.2. In the space–time Potts model,

〈σr〉 =
E(∂ψr)

E(∂ψ0)
.

The usefulness of Theorems 4.4.1 and 4.4.2 when q ≥ 3 is ques-

tionable. Mod q flows with q ≥ 3 are considerable more complicated

than mod 2 flows, and there does not seem to be a useful switching

lemma (along the lines of Theorem 3.3.2 or its discrete version [3]) for

general q.





APPENDIX A

The Skorokhod metric and tightness

In this appendix we define carefully the Skorokhod metric on Ω and

show that the sequence φb
n of random-cluster measures in Section 2.3.1

is tight, proving Lemma 2.3.1. We will rely partly on the notation and

results in [31, Chapter 3]; see also [71, Appendix 1].

A function f : R → R is called càdlàg if it is right-continuous

and has left limits. We let D0
Z
(R) denote the set of increasing càdlàg

step functions on R with values in Z, and which take the value 0 at

0. It is straightforward to modify the definitions and results of [31,

Chapter 3], which concern càdlàg functions on [0,∞) with values in

some metric space E, to apply to the set D0
Z
(R). Specifically, we define

the Skorokhod metric on D0
Z
(R) as follows. Let U denote the set of

strictly increasing bijections u : R→ R which are Lipschitz continuous

and for which the quantity

(A.0.17) α(u) := sup
t>s

log
∣∣∣
u(t)− u(s)

t− s
∣∣∣

is finite. For a, b ∈ Z let r(a, b) = δa,b, and note that r is a metric on

Z. The Skorokhod metric on D0
Z
(R) is by definition given by

(A.0.18) d′(f, g) = inf
u∈U

[
α(u) ∧

∫ y

−y

e−|y|d′(f, g, u, y) dy
]
,

where

(A.0.19) d′(f, g, u, y) = sup
t∈R

r(f((t ∧ y) ∨ −y), g((u(t) ∧ y) ∨−y)).

It may be checked, as in [31, pp. 117], that d′ is indeed a metric, and

that the metric space (D0
Z
(R), d′) is complete and separable.
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Recall that we are given a countable graph L = (V,E). Let T

denote the countable set

T = (V× {d}) ∪ (V× {g}) ∪ E,

and let υ : T → {1, 2, . . .} denote an arbitrary bijection. Then we

formally define the set Ω to be the product space Ω = D0
Z
(R)T. For

ω ∈ Ω and x ∈ T, the restriction ωx of ω to x×R (not to be confused

with the ωx of Section 2.2.1) is to be interpreted as: the process of

deaths on x × R if x ∈ V × {d}, or the process of ghost-bonds on

x × R if x ∈ V × {g}, or the process of bridges on x × R if x ∈ E.

In this section we do not overlook events of probability zero, that is

Remark 2.1.1 does not apply.

Definition A.0.1. We define the Skorokhod metric d on Ω by

d(ω, ω′) =
∑

x∈T

e−υ(x)d′(ωx, ω
′
x).

Note that the sum is absolutely convergent since d′ is bounded, and

in fact also d is bounded. It is straightforward to check that d is indeed

a metric on Ω, and (using the dominated convergence theorem) that

(Ω, d) is a complete metric space. It is also separable, hence Polish.

The σ-algebra F on Ω generated by d agrees with that generated by

all the coordinate functions πx,t : ω 7→ ωx(t) for x ∈ T and t ∈ R,

see [31, Proposition 3.7.1]. The fact that all finite tuples of such coor-

dinate functions forms a convergence determining class (a fact used in

Theorem 2.3.2) follows as in [31, Theorem 3.7.8].

In order to establish tightness of the sequence φbn
n we must find com-

pact sets in Ω. Since (Ω, d) is a metric space, compactness is equivalent

to sequential compactness. If for each x ∈ T, the set Ax is (sequentially)

compact in (D0
Z
(R), d′), then by a straightforward diagonal argument

the set A =
⊗

x∈T
Ax is a compact subset of (Ω, d).
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Proof of Lemma 2.3.1. As a witness for the tightness of {φbn
n :

n ≥ 1} we will use the product A of the following compact sets Ax. For

each x ∈ T, let ξx : [0,∞) → (0,∞) be a strictly positive function, to

be specified later. Let Ax be the set of ω ∈ Ω such that for all t > 0, all

jumps of ωx in the interval [−t, t] are separated from each other by at

least ξx(t). It follows from the characterization in [31, Theorem 3.6.3]

that Ax is compact (alternatively, it is not hard to deduce the sequential

compactness of Ax using a diagonal argument).

It remains to show that we can choose the functions ξx so as to

get a uniform lower bound on φbn
n (A) which is arbitrarily close to 1.

We can use stochastic domination, Corollary 2.2.13, to reduce this to

checking the tightness of a single percolation measure, as follows. If

x ∈ V×{d} then the event Ax is increasing, otherwise it is decreasing.

Thus A =
⋂

x∈T
Ax = A+ ∩A− where

A+ =
⋂

x∈V×{d}

Ax and A− =
⋂

x∈(V×{g})∪E

Ax

are increasing and decreasing events, respectively. We have that

(A.0.20) φbn
n (A) ≥ φbn

n (A+) + φbn
n (A−)− 1.

The events A+, A− are not local events, but by writing them as decreas-

ing limits of local events it is easy to justify the following application

of Corollary 2.2.13 to (A.0.20). For suitable choices of the parameters

λi, δi, γi (i = 1, 2) which are multiples of the original parameters λ, δ, γ

we have that

(A.0.21) φbn
n (A) ≥ µλ1,δ1,γ1

(A+) + µλ2,δ2,γ2
(A−)− 1.

Clearly, any lower bound on the right-hand-side of (A.0.21) is a uniform

lower bound on the φbn
n (A).
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Let us focus on A+, since A− is similar. Suppose we can, for any

ε > 0, choose ξx so that

µλ1,δ1,γ1
(Ax) ≥ e−ε/υ(x)2 .

Then, since the Ax are independent under µλ1,δ1,γ1
, we will have that

µλ1,δ1,γ1
(A+) ≥ exp

(
− επ

2

6

)
,

which is enough. The event Ax concerns only the process D of deaths

on x×R. We may replace δ1 by a constant upper bound. By adjusting

parameters it follows that we are done if we prove the following: for

any ε > 0 we have that

(A.0.22) P (N ∈ Ax) ≥ 1− ε,

where P is the measure governing the Poisson process N of rate 1

on R. The proof of (A.0.22) is a straightforward exercise on Poisson

processes, but we include it for completeness.

For I ⊆ R and a ∈ R we write aI = {at : t ∈ I}. Define I+
1 =

I−1 = [−1, 1] and for k ≥ 2 let I+
k be the closed interval of length 1/k

with left endpoint 1 + 1/2 + 1/3 + · · · + 1/(k − 1); let I−k = −I+
k .

Since the series
∑

1
k

diverges, the I±k (k ≥ 1) cover R. Next let J+
k

(k ≥ 1) be the closed interval whose left and right endpoints are at

the midpoints of I+
k and I+

k+1 respectively; let J−k = −J+
k . Note that

|J±k | = (|I±k | + |I±k+1|)/2 ≥ 1
k+1

. Let ε > 0 and let A′ be the event that

each εI±k and each εJ±k (k ≥ 1) contains at most one element of N .

We claim that A′ ⊆ Ax for ξx(t) = εe−t/ε/4. Suppose A′ happens

and s ∈ N . We may assume s ∈ εI+
k with k ≥ 2 (the other cases are

similar). Then s also lies in either εJ+
k−1 or εJ+

k . Hence the closest

possible other point of N is a distance at least ε
2(k+1)

from s. Let t > 0

and suppose s ∈ N ∩ [0, t]. Let k be maximal with I+
k ∩ [0, t] 6= ∅.
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Then

t ≥ ε

k−1∑

i=1

1

i
≥ ε log k,

and the closest point to s in N is a distance at least

ε

2(k + 1)
≥ ε

2(et/ε + 1)
≥ ε

4
e−t/ε.

Similarly if s < 0. Hence A′ ⊆ Ax as claimed.

It is well-known that there is an absolute constant C such that for

η > 0 small and I a fixed interval of length at most η, we have that

P (|N ∩ I| ≥ 2) ≤ Cη2. Clearly we have

P (N ∈ A′) ≥ 1− 2
∑

k≥2

P (|N ∩ εI+
k | ≥ 2)−

− 2
∑

k≥1

P (|N ∩ εJ+
k | ≥ 2)− P (|N ∩ εI1| ≥ 2)

≥ 1− ε2C · 2π2/3.

(A.0.23)

This proves the result. �





APPENDIX B

Proof of Proposition 2.1.4

Proof of Lemma 2.1.4. This is essentially straightforward, but

notationally intricate. We write (η, ω, τ)Λ,∆ for the configuration which

equals η inside the smallest set Λ, equals ω in the intermediate region

∆ \ Λ, and equals τ outside ∆. For readability, let us write kΛ(·; τ) in

place of kτ
Λ(·) in what follows.

Let A′ ∈ F∆\Λ. Then

(B.0.24)

φτ
∆(1IA′(·)φ(·,τ)∆

Λ (A)) =

∫∫
1IA′(ω)1IA((η, ω, τ)Λ,∆) dφ

(ω,τ)∆
Λ (η)dφτ

∆(ω)

=

∫∫
1IA∩A′((η, ω, τ)Λ,∆)

qkΛ(η;(ω,τ)∆)

Z
(ω,τ)∆
Λ

qk∆(ω;τ)

Zτ
∆

dµ(η)dµ(ω).

Note that if (α, β)Λ ∈ Ω then

(B.0.25) k∆((α, β)Λ; τ) = kΛ(α; (β, τ)∆) + k̃∆(β; τ),

where k̃∆ counts the number of components in ∆ which do not intersect

Λ. Let α, β be independent with law µ; then ω has the law of (α, β)Λ.

Use (B.0.25) on each power of q in (B.0.24) to see that

φτ
∆

(
1IA′(·)φ(·,τ)

Λ (A)
)

=

∫∫∫
1IA∩A′((η, β, τ)Λ,∆)

qkΛ(α;(β,τ)∆)qk∆((η,β)Λ;τ)

Z
(β,τ)∆
Λ Zτ

∆

dµ(η)dµ(α)dµ(β)

=

∫
1IA∩A′((ω′, τ)∆)

qk∆(ω′;τ)

Zτ
∆

(∫
qk∆(α;(ω′,τ))

Z
(ω′,τ)
Λ

dµ(α)

)
dµ(ω′)

= φτ
∆(A ∩ A′),

where ω′ = (η, β)Λ. This proves the claim. �
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2008, pp. 305–320.

54. G. R. Grimmett, T. J. Osborne, and P. F. Scudo, Entanglement in the quantum

Ising model, Journal of Statistical Physics 131 (2008), 305–339.

55. Y. Higuchi, Coexistence of infinite (*)-clusters. II. Ising percolation in two

dimensions, Probability Theory and Related Fields 97 (1993), 1–33.

56. R. Holley, Some remarks on the FKG inequalities, Communications in Mathe-

matical Physics 36 (1974), 227–231.

57. C.-Y. Hou and C. Chamon, Junctions of three quantum wires for spin-(1/2)

electrons, Physical Review B 77 (2008).

58. D. Ioffe, Stochastic geometry of classical and quantum Ising models, Methods

of Contemporary Mathematical Statistical Physics, Lecture Notes in Mathe-

matics, vol. 1970, Springer, Berlin, 2009, To appear.

59. E. Ising, Beitrag zur Theorie des Ferromagnetismus, Zeitschrift für Physik 31

(1925), 253–258.

60. R. B. Israel, Convexity in the theory of lattice gases, Princeton University Press,

1979.

61. D. G. Kelly and S. Sherman, General Griffiths’ inequalities on correlations in

Ising ferromagnets, Journal of Mathematical Physics 9 (1968).



187

62. H. Kesten, The critical probability of bond percolation on the square lattice

equals 1/2, Communications in Mathematical Physics 74 (1980), 41–59.

63. L. Laanait, A. Messager, S. Miracle-Solé, J. Ruiz, and S. Shlosman, Interfaces
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