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Abstract—With the advances in Machine Learning, lie de-
tection technology gained significant attention. In recent years,
several multi-modal techniques achieved as high as 99% accuracy
results using the Real-life Trial dataset with only 121 data points.
This led to considerable media hype and research interest in lie
detection with machine learning. In this paper, we analyze the
effect of dataset bias in deception detection. More specifically, we
train a classifier to predict the sex of the identity appearing in the
video. On a test data point, we use the sex predictor to predict
sex which we use as a proxy for predicting deception, predicting
lie for females and fruth for males. This lie predictor simulates
a classifier that uses nothing but dataset bias. Nevertheless, we
find that the performance of this biased classifier is comparable
to those of state-of-the-art papers. More specifically, when using
IDT features, our biased classifier achieves 64.6% and 59.3%
AUC while a classifier trained normally on truth/lie labels
achieves 57.4% accuracy and 69.3% AUC. We perform similar
experiments on the Bag-of-Lies dataset and show that it too is
biased with respect to sex. In addition, we apply the state-of-
the-art techniques on an unbiased dataset and show that their
performance is no better than chance. Our experiments strongly
suggest that the results of recent deception detection techniques
can be explained by the bias inherent in the datasets.

I. INTRODUCTION

A flawless lie detection technology has the potential to rev-
olutionize the justice system, combat terrorism and minimize
the spread of fake news. Many methods and devices were
researched over the decades, including the polygraph for mea-
suring physiological responses and fMRI for brain-scanning.
However, both the polygraph and the fMRI have been shown to
have high error rates [1]-[3]. Recently, new machine learning
methods for deception detection were researched which use
various modalities such as text, audio and video [4]-[14].
Some of these techniques achieved extremely good results in
deception detection. In particular, metrics as high as 92.21%
AUC [8], 96.13%, [9], 97.0% [10] and 99% [11] accuracies
were reported using only 121 data points [7].

The success of these papers resulted in significant attention
in both popular media and academic settings alike. Outlets
such as The Guardian [15], Financial Times [16] and WIRED
Magazine [17] commented on the rise of Al Lie Detectors,
the latter describing them as a “Black Mirror World”. In an
interview with the media outlet Futurism in 2018, one of the
authors of [8] even claimed “we could be just three to four
years away from an Al that detects deception flawlessly by
reading the emotions behind human expressions” [18].
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While a flawless lie detector would be an important in-
vention, we are not aware of any research papers which
quantitatively analyze potential issues with current techniques
such as dataset bias and fairness. Deception Detection is
a sub-field of Affective Computing where dataset bias and
unfairness have been studied considerably [19]-[21]. It has
been shown that affective computing tasks are often biased
with respect to sensitive attributes such as sex', race and
age. Furthermore, results can be highly overestimated if the
distribution of labels from these attributes is imbalanced [19]—
[21] which not only wastes valuable research time but also
advertises false expectations of these technologies to the media
and governments.

Given the ethical implications of Al Lie Detectors, we set
out to investigate potential issues that could have caused the al-
most perfect results of modern deception detection techniques.
In particular, we perform experiments to analyze dataset bias
in the Real-life Trial dataset [7] used in the above-mentioned
techniques and the Bag-of-Lies dataset [14]. Finally, we apply
the state-of-the-art techniques to the Bag-of-Lies dataset and
the Miami University Deception Detection dataset [22]. The
latter has no dataset bias. The main contributions of this paper
are as follows:

(1) We show that two deception detection datasets, Real-
life Trial dataset [7] and Bag-of-Lies dataset [14], are biased,
particularly for the sex attribute, and should not be used in
isolation.

(2) We quantify the impact of the sex bias for these datasets
by training a classifier to predict sex and using it as a proxy
for predicting deception.

(3) We show that the techniques achieving almost perfect
results on the Real-life Trial dataset [7] are no better than
chance when applied on the Bag-of-Lies dataset [14] and the
Miami University Deception Detection dataset [22].

The rest of this paper is structured as follows. Section
IT provides background literature on deception detection and
dataset bias. Section III describes the datasets. Section IV
describes the experiments and Section V presents the results.
Section VI provides a high-level discussion on the findings and
presents further quantitative and qualitative arguments of the
inadequacy of current state-of-the-art papers. Finally, section
VII concludes the paper.

I Throughout this paper, all occurrences of the terms male and female refer
to biological sex.



II. BACKGROUND LITERATURE
A. Deception Detection
Datasets

Different types of datasets were used for deception detection
including simulated lab experiments [14], [22], [23], games
[24]-[27] and real-life [7]. Datasets from simulated lab exper-
iments are usually acquired by asking the subjects to tell facts
about themselves [22], describe an image they are shown [14],
participate in mock crime scenes [23], etc. In recent years,
attention in deception detection shifted toward more realistic
scenarios. To our knowledge, the Real-life Trial dataset [7]
is currently the only publicly available dataset from real-life
scenarios. The dataset was used in recent state-of-the-art papers
which achieved extremely high metrics [8]-[13].

The datasets include modalities such as audio, video [7],
[22], manually annotated facial expressions [7], [26], gaze
[14]. Often, a multi-modal approach is used [14].

Techniques

Both hand-crafted feature extraction and automatic feature
extraction with deep learning were attempted for video classi-
fication of deception detection [8]-[14] with varying degrees
of success. In this paper, we mainly focus on the papers which
achieved extremely high results. In particular, we discuss and
analyze two of the most cited papers: [8] which used Improved
Dense Trajectory features and [9] which used a 3D-CNN
neutral network for the video features. However, most of our
analysis also applies to other papers which achieved similarly
high results.

1) Improved Dense Trajectories: IDT (Improved Dense
Trajectories) are hand-crafted features that were shown to
achieve state-of-the-art results on various action recognition
tasks [28]. Since deception detection is, in some sense, an
action recognition task of humans, IDT features were extracted
and classified using various machine learning algorithms in [8],
achieving a 77.31% AUC score. When combined with other
modalities, 92.21% AUC score was achieved.

2) 3D-CNN: 3D-CNN is an extension of 2D-CNN where
convolution is achieved by convolving a 3D kernel [29]. 3D-
CNN has been shown to achieve state-of-the-art results in
human action recognition tasks [29]. Hence, it was attempted
for deception detection classification from videos, achieving
93.08% accuracy when using video features and 96.14% when
combining with other modalities [9].

Besides IDT and 3D-CNN, other techniques were used for
deception detection in recent works. For instance, in [10], a
derivative of the popular two-stream network [30], along with
meta-learning and adversarial learning, was used achieving a
93.16% accuracy when using only video features and 97.00%
when combining it with other modalities.

The above-mentioned techniques were only applied to the
Real-life Trial dataset. For the Bag-of-Lies dataset, LBP (Local
Binary Patterns) are computed for the video modality achieving
55.26% accuracy. For the gaze modality, 57.11% accuracy is
achieved using Random Forest and 62.71% when fusing all
modalities.

B. Dataset Bias

Dataset bias is a well-known problem in Machine Learning
and, especially, Computer Vision. Algorithms trained on biased
datasets have high unfairness scores [31], [32] and can highly
overestimate the actual metrics of the intended task by learning
incidental properties of the dataset [33]. For example, if,
hypothetically, all subjects who lied in a given dataset wore
black shirts and all subjects who were truthful wore white
shirts, a simple classifier could easily achieve 100% accuracy
by detecting the colour of the shirt of the subject; yet, clearly,
this classifier would have nothing to do with actual deception
detection.

A more concrete example of dataset bias occurred in
Criminality-from-Face classifiers where the aim is to predict
whether the person appearing in the picture is a criminal.
Almost perfect scores were achieved in this task; however,
it was identified that the reason for the impressive results was
not because the algorithms actually learned how to distinguish
criminality from face but because the data points of positive
and negative labels were from different domains (such as social
media and actual police mug shots) and the algorithms simply
learned to distinguish the domains [34].

Another example occurred in the Kinship Detection research
where significantly high results were achieved; however, it was
shown that some of the datasets of kinship detection were
biased as images of related subjects (such as father and son)
were cropped from the same original image [35] which caused
the algorithms to learn this incidental property. It is clear from
the examples of Kinship Detection and Criminality-from-Face
research that impressive results can be achieved solely by
the algorithms learning to exploit the biases of the dataset.
Hence, the research question we address in this paper is the
following: are almost perfect metrics of the state-of-the-art
papers in deception detection the result of dataset bias and
flaws in experimental designs or do Al Lie Detectors actually
work?

III. DATASETS

We use three datasets in our experiments: Real-life Trial
dataset [7], Bag-of-Lies dataset [14] and Miamy University
Deception Detection dataset [22].

A. Real-life Trial dataset

All recent papers achieving almost perfect results used the
Real-life Trial dataset. The dataset consists of 121 videos
from real-life courtroom hearings with 61 lies and 60 truths
from 56 identities. The videos were shot in an unconstrained
setting with significant variations in pose, illumination and
size. Figure | shows several screenshots taken from the dataset.

The features for each data point consist of a video (including
audio), transcript and manually annotated micro-expressions.
The latter is a 39-length feature vector where each entry of
the vector is binary-valued and specifies whether a particular
micro-expression appeared on the subject’s face throughout
the video. The dataset is highly imbalanced from identities as
several identities dominate the dataset.



Figure 1. Screenshots from the Real-life Trial dataset videos [7]. Notice the
large variations in the settings.

The lie percentage from sexes is shown in Table I. The large
difference in lie percentages is likely coincidental as the four
identities with the highest number of data points in the dataset,
totalling 50 data points, follow the sex bias trend significantly
affecting the bias of the whole dataset.

Table T
REAL-LIFE TRIAL DATA DISTRIBUTION FROM SEX.
Sex # of Points | Lie %
Female 76 64.5%
Male 45 26.7%

Figure 2. Screenshots from Bag-of-Lies dataset [14]. Top row: truths; bottom
row: lies.

B. Bag-of-Lies dataset

The dataset consists of 325 recordings with 162 lies and
163 truths from 35 identities. The recordings were shot in a
lab setting where the subjects were asked to describe an image
shown to them on a screen. Multiple modalities are provided
including video (with audio), Gaze and Electroencephalogram
(EEG). The gaze data includes features such as fixation points
and pupil sizes. Figure 2 shows several screenshots taken from
the dataset. The lie percentage from sexes is shown in Table
1L

While not as large as in the Real-life Trial dataset, there is
still considerable sex bias present in the Bag-of-Lies dataset,
likely coincidental.

Table IT
BAG-OF-LIES DATA DISTRIBUTION FROM SEX.

Sex # of Points | Lie %
Female 94 61.7%
Male 231 45.0%

The dataset defect for both the Real-life Trial dataset and
the Bag-of-Lies dataset means that if the features of the dataset
are correlated with sex an algorithm may achieve statistically
significant results without actually learning any patterns for
lying. In Section IV, we assess this effect on the results by
simulating an algorithm that uses nothing but the sex bias to
predict lying.

C. Miami University Deception Detection dataset

The dataset consists of 80 identities; 20 Black Females, 20
Black Males, 20 White Females and 20 White Males. Each
identity has 4 data points - 2 truths and 2 lies - and, hence,
there are 320 data points in total. The videos were shot in a lab
setting where subjects were asked to lie or tell a truth about
their social relationships. Figure 3 shows several screenshots
taken from the dataset.

Figure 3. Screenshots from Miami University Deception Detection dataset
[22]. Top row: truths; bottom row: lies.

All videos of the same subject were shot in the exact same
setting’. This is critical for our experiments as there are no
sensitive attributes the algorithms could exploit to achieve high
results.

IV. EXPERIMENTS

All experiments were written in Python; the deep learning
architecture for the 3D-CNN was implemented using PyTorch
[36] and classical Machine Learning classifiers were written
using scikit-learn [37]. The code for Sections IV-A and IV-B1
is published in [38].

A. Experiments with Real-life Trial dataset

To compare our results with those of other papers, we
run 10-fold cross-validation similarly to [8]-[10]. To avoid
the algorithm from degenerating to person re-identification,
all data points of the same identity reside in the same fold.

20ne subject wears a jacket in only two of her data points but these include
1 truth and 1 lie and, hence, do not contribute to the dataset bias.



Thus, a subject who is in the training set does not appear
in the validation set. In addition, we noticed that there is
a large variance in the metrics depending on how the folds
were sampled. Hence, we ran cross-validation for a number
of iterations, sampling new folds randomly for each iteration
subject to the above-mentioned constraints; the exact number
of cross-validation iterations is mentioned in each experiment.

Finally, to simulate a sex-biased algorithm, we train a
machine learning classifier to predict sex. The exact classifiers
used are mentioned in the next two sub-sections. On a test
data point, the classifier predicts sex and uses this as a proxy
for predicting deception — predicting lie if the predicted sex is
female and vice-versa. Figure 4 shows this process.
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Figure 4. Illustration of the experiment that simulates a sex-biased algorithm
to predict deception.

To have a baseline for the simulated classifier, we also train
another classifier in the normal way with truth/lie labels. This
is the same classifier as those of state-of-the-art papers but we
also run this to minimize implementation differences with the
simulated classifier.

1) Manually Annotated Micro-expression features: Firstly,
we use micro-expressions to assess sex bias in the Real-
life Trial dataset. Cross-validation is run for 25 iterations for
the classifiers Linear SVM, Logistic Regression, K-Nearest
Neighbours and 5 iterations for Kernel SVM, Random Forest,
Adaboost and MLP (Multilayer Perceptron). The mean value
of cross-validations is reported for each classifier.

A hyperparameter search was performed for all classifiers.
For Kernel SVM, we used RBF functions and tuned the
regularization parameter and the variance of the kernel func-
tions. For Random Forest, the maximum depth was tuned.
For Adaboost, the number of estimators and the learning rate
were tuned and we used a one-depth Decision Tree as the
weak learner. For MLP, we used one hidden layer and tuned
the number of hidden cells along with the L2 regularization
parameter.

2) IDT features: As described in Section II, [8] used IDT
features with Fisher Vector encodings to predict deception.
In this experiment, we directly use the extracted features and
encodings provided by [8] to minimize the differences between
the implementations. [8] pruned 15 selected videos claiming
“the pruned videos have either significant scene change or

human editing”. To replicate their experiment design, we prune
the same set of videos. In this experiment, we only use a
Linear SVM classifier which achieved the highest score in [8]
when using only the video modality. We tune the regularization
hyperparameter C.

[8] did not report the large variance of the results from
the sampling of the folds. In contrast, we run cross-validation
for 25 iterations, randomly sampling new folds for each run
of cross-validation. To show the large range of results, we
report minimum, mean (average) and maximum metrics for
all 25 iterations of cross-validation. In addition, we report
both Accuracy and AUC metrics. Finally, similarly to Section
IV-A1, we run two experiments to assess sex bias.

B. Experiments with Bag-of-Lies dataset

1) Gaze features: We follow the exact same procedure as in
Section IV-A except with 3-fold cross-validation to replicate
the experimental design of [14]. Specifically, all data points
of the same identity reside in the same fold. Similarly to
Section IV-A, we run two experiments for assessing sex bias
in the Bag-of-Lies dataset; in the first experiment, we train the
classifier on sex labels as illustrated in Figure 4 and, in the
second experiment, we train in the normal way with truth/lie
labels.

As features, we use the gaze data provided by the dataset
and, similarly to [14], extract fixation points and pupil size.
The duration of the fixation, x and y coordinates are con-
structed for the top 20 fixations ranked by their duration. In
addition, we use the number of fixations, average pupil size,
standard deviation of the pupil size and pad 1 to each feature
vector to get a 64-dimensional feature vector.

Random Forest and MLP classifiers are used and the same
set of hyperparameters are tuned as in Section IV-Al. The
average of 5 iterations of cross-validation is reported.

2) IDT features: To assess whether the IDT technique
works outside of the Real-life Trial dataset, we attempt the
technique on the Bag-of-Lies dataset following the exact same
procedure as in Subsection IV-A2. However, we only train on
truth/lie labels and don’t use sex labels in this experiment.

C. Experiments with Miami University Deception Detection
dataset

As the Miami University Deception Detection dataset is
an unbiased dataset, we attempt two of the state-of-the-art
techniques, IDT and 3D-CNN, on this dataset.

We run three separate experiments, training on truth/lie la-
bels in the normal way. We use a train-test split and run 10-fold
cross-validation on the train split to tune the hyperparameters.
Similarly to the Real-life Trial dataset, we ensure that the same
identity does not appear in both training and testing.

IDT features: We use the same set of classifiers and tune
the same hyperparameters as for manually annotated micro-
expressions in Section IV-Al.

Cross-domain: We also train on the Real-life Trial dataset,
using IDT features, and test on the Miami University Decep-
tion Detection.



Table III
THE ACCURACY SCORES ACHIEVED WITH DIFFERENT CLASSIFIERS FOR
THE REAL-LIFE-TRIAL DATASET USING MICRO-EXPRESSIONS. L: TRAINED
WITH LIE/TRUTH LABELS. S: TRAINED WITH SEX LABELS.

Table IV
THE MINIMUM, MEAN AND MAXIMUM ACCURACY AND AUC SCORES
ACHIEVED FOR THE REAL-LIFE TRIAL DATASET USING LINEAR SVM
WITH IDT FEATURES. L: TRAINED WITH LIE/TRUTH LABELS. S: TRAINED
WITH SEX LABELS.

ACC | LR | KNN | L-SVM | K-SVM | RF | MLP | AB
L 76 74 75 74 76 74 76 ACC | Min | Mean | Max AUC | Min | Mean | Max
S 60 64 62 61 61 63 59 L 524 | 574 61.0 L 65.3 69.3 74.2
S 59.1 64.6 68.8 S 55.0 | 59.3 65.8
3D-CNN: We attempt various architectural adjustments and Table V

hyperparameter settings with a 3D-CNN network.

V. RESULTS
A. Experiments with Real-life Trial dataset

1) Manually Annotated Micro-expression features: Table 111
shows the results of the experiments with the Real-life Trial
dataset when using manually annotated micro-expressions. The
accuracies achieved when training the classifiers with truth/lie
labels roughly agree with those of other papers [7], [8].

We can see that the classifiers trained on sex labels achieve
statistically significant results. Hence, a classifier that uses
no information about deception whatsoever achieves seem-
ingly impressive results in deception detection. Furthermore,
it highlights that the results achieved by classifiers trained on
the Real-life Trial dataset, even when only using manually
annotated micro-expressions, are not reliable. This has not
been reported in any of the papers using this dataset [7]-[13].

2) IDT features: Table IV shows the results of the exper-
iments with the Real-life Trial dataset using IDT features.
Firstly, we note that the maximum AUC score obtained from
25 runs of cross-validation when trained on truth/lie labels
is 74.2% compared to the 77.31% AUC reported in [8].
Since we used the feature encodings provided by [8], the
difference between implementations was minimal. We believe
the different metrics achieved can be attributed to a different set
of data points used; in their paper, [8] claims that 15 selected
videos were pruned and provide a list of pruned videos that we
used for our experiments as mentioned previously. However,
the publicly available code for [8] shows that only 5 videos
were pruned.

Secondly, the minimum, mean and maximum of 25 cross-
validations are shown in Table IV. There is a significant
difference in the metrics depending on the sampled folds.
For instance, there is an 8.9% AUC difference between the
minimum and maximum obtained when trained on truth/lie
labels. These random errors from folds were not reported in
the state-of-the-art papers.

Finally, the classifier trained on sex labels achieves compa-
rable results to the one trained on truth/lie labels when using
IDT features. For the accuracy metric, the classifier trained on
sex labels achieves better scores than a classifier trained on
truth/lie labels — a difference of 7.2% between the means. For
the AUC, the classifier trained on sex labels is worse than the
classifier trained on truth/lie labels by 10.0%.

This result clearly shows that using nothing but the bias
of the dataset it is possible to achieve worse AUC scores

ACCURACY ACHIEVED FOR THE BAG-OF-LIES DATASET. L: TRAINED
WITH LIE/TRUTH LABELS. S: TRAINED WITH SEX LABELS.

ACC | RF | MLP
L 59.3 | 555
[14] | 57.1 | 53.5
S 535 | 544

and better accuracy scores than a model trained with truth/lie
labels. This is significant and strongly suggests that the model
which achieved extremely high metrics in [8] is exploiting the
dataset bias.

B. Experiments with Bag-of-Lies dataset

1) Gaze features: Table V shows the accuracy results
obtained with the gaze features along with the accuracies
obtained in [14]. We first note that the accuracy results
obtained training on truth/lie labels are higher than those of
[14]. This difference is likely due to minor differences in
feature engineering, implementation and random errors.

Secondly, the classifier trained on sex labels achieves statis-
tically significant results. This shows that even a classifier that
uses gaze features can exploit the underlying dataset bias of the
Bag-of-Lies dataset. We chose the gaze features to demonstrate
the dataset bias for their simplicity. However, we note that
other features, especially video and audio, are likely to produce
higher results with the sex-biased classifier as those features
are likely more correlated with sex.

2) IDT features: Using IDT features similarly to the Real-
life Trial dataset on the Bag-of-Lies dataset produces results
no better than chance.

C. Experiments with Miami University Deception Detection
dataset

As in the case of the Bag-of-Lies dataset, none of the
experiments we performed on the Miami University Deception
Dataset achieved better than chance results. This provides
evidence that state-of-the-art techniques are unable to predict
deception. However, we note the limitations of this experiment;
namely, the Bag-of-Lies dataset and the Miami University
Deception Detection dataset are shot in a lab setting where
the stimuli are presumably lower than in the Real-life Trial
dataset.

VI. DISCUSSION

Lie detection is a highly complex task for which humans’
performance is only slightly above chance [39]. At the same



time, state-of-the-art machine learning-based lie detection
methods achieve almost perfect accuracies [8]-[13] using only
121 data points. The accuracies achieved by these methods
exceed the state-of-the-art classification accuracies for the
popular ImageNet dataset [40] which includes 14+ million
images even though it is a much simpler task for humans
than lie detection [40]. At first glance, the metrics achieved
by the state-of-the-art lie detection methods are surprising and
may even seem revolutionary. However, although the potential
applications of lie detection are vast and important, we believe
the recent techniques claiming almost perfect results can be
explained by dataset bias.

In Sections V-A1l and V-A2, we showed that the Real-life
Trial dataset used for state-of-the-art papers has significant sex
bias and it is possible to achieve high scores by exploiting the
dataset bias. Although we only analyzed sex bias, there might
be other types of dataset biases such as race, age, background
in the video, quality of the video, clothing, pose, glasses,
hair colour, etc. that might be correlated with deception in
the Real-life Trial dataset. If a classifier learned to exploit
these biases it could easily achieve high metrics while not
learning any actual patterns for deception. However, the state-
of-the-art papers did not consider these limitations and conduct
sensibility checks to test dataset bias. We further showed that
the Bag-of-Lies dataset has considerable underlying bias which
the algorithms could exploit to achieve high results. Hence, in
deception detection research, dataset bias is not unique to the
Real-life Trial dataset.

Furthermore, experiments in Section IV-B2 and IV-C in-
dicate that these techniques are no better than chance when
applied to the Bag-of-Lies dataset and the Miami University
Deception Detection dataset [22]. At the same time, state-
of-the-art papers have not attempted their techniques on any
dataset other than the small and imbalanced Real-life Trial
dataset [7]. Hence, as in Kinship Detection research and
Criminality-from-Face classifiers, described in Section II-B,
there is no good reason to believe that the state-of-the-art tech-
niques in lie detection actually learn to distinguish deception
and not just dataset bias.

Besides the issues of dataset bias, there were other issues not
emphasized in the previous sections. Importantly, no test split
was used in the experiments of the state-of-the-art papers. This
means the algorithm could overfit on the validation set and not
generalize [41]. This is even more relevant since the validation
splits used were very small and there was no mention of
limiting the number of models and hyperparameters used. In
addition, in Section V-A2, we showed that there is a significant
range of the metrics, both accuracy and AUC, from the data
distribution among the folds by performing 25 iterations of
cross-validation and reported minimum, mean, and maximum
values. These random errors were not reported in any of the
state-of-the-art papers.

VII. CONCLUSION

Due to the serious ethical implications of Al Lie Detectors
and their hype in media and industry alike, we investigated

the dataset bias of the Real-life Trial dataset and the Bag-
of-Lies dataset. For both datasets, we confirmed that they
include significant sex bias as females in the datasets lie
more. Furthermore, we demonstrated that machine learning
algorithms trained on these datasets, some of which reported
metrics of 92.21% AUC [8], 96.14% [9], 97.00% [10] and 99%
[11] accuracy, are unreliable as they can exploit the incidental
properties of the datasets and appear as if they learned to
distinguish deception. Finally, we tried some of the state-of-
the-art techniques, which achieved almost perfect results on
the Real-life Trial dataset, on the Bag-of-Lies dataset and the
Miami University Deception Detection dataset and showed that
they achieve no better than chance results.

Although our main attention in this paper was to quantify
the impact of dataset bias, we note that these models are
discriminatory and biased with respect to sensitive attributes
such as sex, race and age. In the best-case scenario, techniques
trained on biased deception detection datasets could highly
overestimate the capabilities of lie detection and, in the worst
case, be used as tools for discrimination.

In the future, we strongly recommend that the Real-life Trial
dataset and the Bag-of-Lies dataset are not used in isolation.
In addition, any new datasets created should attempt to have
minimal dataset bias, for instance, by ensuring that all subjects
have the same percentage of truths and lies and all videos of
the same subject are shot in the same setting similar to the
Miami University Deception Detection dataset [22], described
in Section III-C. For future research, we also recommend that
researchers in the field be wary of potential dataset biases or
issues that could cause very high metrics. Sensibility checks
need to be performed before concluding that a technique learns
to distinguish deception.

We hope our findings will save time for researchers who
work with the assumption that current state-of-the-art papers
in lie detection are valid and achieve almost perfect accuracies.
Finally, we hope that our findings will recalibrate expectations
of Al Lie Detection technology for both industry and govern-
ments.
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