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 4 

Traditional methods for predicting the intelligibility of speech in the presence of noise inside a 5 

vehicle, such as the Articulation Index (AI), the Speech Intelligibility Index (SII), and the Speech 6 

Transmission Index (STI), are not accurate, probably because they do not take binaural listening 7 

into account; the signals reaching the two ears can differ markedly depending on the positions of 8 

the talker and listener. We propose a new method for predicting the intelligibility of speech in a 9 

vehicle, based on the ratio of the binaural loudness of the speech to the binaural loudness of the 10 

noise, each calculated using the method specified in ISO 532-2 (2017). The method was found to 11 

give accurate predictions of the Speech Reception Threshold (SRT) measured under a variety of 12 

conditions and for different positions of the talker and listener in a car. The typical error in the 13 

predicted SRT was 1.3 dB, which is markedly smaller than estimated using the SII and STI (2.0 dB 14 

and 2.1 dB, respectively). 15 
 16 
Primary subject classification: 63.3; Secondary subject classification: 13.2.1 17 
 18 

1 INTRODUCTION 19 

Several methods have been proposed for predicting the intelligibility of speech in quiet and in the 20 

presence of steady background sounds, based on measurements of the physical characteristics of the 21 

speech and background. These include the Articulation Index (AI) 1,2,3, the Speech Intelligibility Index 22 

(SII) 4,5 and the Speech Transmission Index (STI) 6,7. While these methods are often reasonably accurate 23 

when the signals at the two ears are the same, it is difficult to know how to apply them when the signals 24 

are different at the two ears. One situation that has proved to be problematic is listening to speech in a 25 

moving car, which can be challenging for both normal-hearing and hearing-impaired listeners 8.  26 

The methods mentioned above are all based on the long-term characteristics of the speech and 27 

background, and do not take into account the short-term properties of the sounds or differences in the 28 

sounds arriving at the two ears. Several more recent models have been proposed that take one or both of 29 

these factors into account. Rhebergen and Versfeld 9 developed a method based on the short-term SII. 30 

The speech and background are analyzed in small time frames to calculate the momentary SII and predict 31 

the amount of speech information available to the listener for that time frame. The SII values are then 32 

averaged across frames. The model gave reasonably accurate predictions of speech reception thresholds 33 

(SRTs, defined as the speech-to-background ratio needed to achieve a certain level of intelligibility, such 34 

as 50% correct) for speech in stationary noise 9, fluctuating noise 9,10, interrupted noise 11, and multiple-35 
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talker noise 11. However, the model does not accommodate situations where the speech and background 36 

differ across the two ears. Several other models for predicting the intelligibility of speech in fluctuating 37 

backgrounds also do not accommodate such situations 12,13,14.  38 

Some models do accommodate situations where the speech and background differ across the two 39 

ears. The binaural speech intelligibility model of Beutelman and Brand 15 and Beutelmann et al. 16 is 40 

based on a combination of the equalization-cancellation model of Durlach 17 and the SII metric and it 41 

takes the short-term properties of the speech and background into account. It gave reasonably accurate 42 

predictions of SRTs for speech in a variety of simulated environments, including an office and a cafeteria. 43 

Lavandier and Culling 18 described a model in which binaural effects were modeled by computing 44 

binaural masking level differences 17 and monaural effects were predicted from the excitation patterns of 45 

the speech and noise. The model gave reasonably accurate predictions of SRTs for speech in steady 46 

background noise but it does not take into account the effects of short-term fluctuations in the sounds, so 47 

it is not accurate for fluctuating background sounds, such as speech. The models incorporating binaural 48 

effects are computationally intensive and require measurements of the time waveforms of the at-ear 49 

signals, separately for the speech and the background sounds. They have not, to our knowledge, been 50 

evaluated in the context of listening in a vehicle.   51 

In this paper we focus on simpler and less computationally intensive models for predicting the 52 

intelligibility of speech in a vehicle, based on the long-term average characteristics of the speech and the 53 

background. This seems appropriate since, for a fixed vehicle and wind speed, the noise inside a moving 54 

vehicle is essentially steady. The paper starts by reviewing the ability of existing standardized metrics to 55 

predict the intelligibility of speech in a moving car and then describes a new metric, based on the binaural 56 

loudness ratio of the speech and the background sound, calculated using the loudness model described 57 

in ISO 532-2 19. This model was developed from the model of Moore et al. 20, but modified as described 58 

by Moore and Glasberg 21 to accommodate situations where the signals differ at the two ears. It is shown 59 

that this new model gives accurate predictions of the SRT for speech in a moving car under a variety of 60 

conditions. 61 

The present analysis utilizes the raw data, specifically the speech and noise spectra at the SRT, of 62 

Samardzic et al. 22. In the present study, the SII and STI were calculated using the spectrum of the speech 63 

material actually used for the SRT measurements, whereas previously 23,24,25 the SII metric was calculated 64 

based on the speech spectrum for normal vocal effort, as specified in the ANSI standard for the SII 5.  65 

The calculations of the STI at the SRT (Table 2) have not previously been published.     66 

 67 

2 PREDICTIONS OF TRADITIONAL SPEECH INTELLIGIBILITY METRICS  68 

2.1  Predicted metric values for each ear for a listener in a car 69 

Several traditional methods for predicting speech intelligibility require specification of the speech 70 

spectrum, the noise spectrum, and the hearing threshold levels of the listener, if the listener is hearing 71 

impaired. The most widely used speech intelligibility metric, the SII 5, utilizes these measurements. There 72 

are several variants of the method, but all involve calculation of the audibility of the speech in each of 73 

several frequency bands, and summation of audibility contributions across bands, with a weighting for 74 

each band according to its relative importance for speech intelligibility. The value of the SII ranges from 75 

0, indicating that the speech is almost completely unintelligible, to 1, indicating excellent intelligibility. 76 

Other objective speech intelligibility metrics providing scores ranging from 0 to 1 are the AI 1,2,3 and the 77 
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STI 6,7. In the automotive industry, a simplified and modified version of the AI method has often been 78 

used 26,27,28, referred to as the “vehicle AI” and sometimes attributed to Beranek 29. This method neglects 79 

the effects of absolute threshold, since in a vehicle the sound levels are typically well above the absolute 80 

threshold over the frequency range that is important for speech intelligibility. A difference in vehicle AI 81 

scores of 0.06 (6%) or more is considered to be significant 30.   82 

The STI is more accurate than the AI or SII in reverberant environments because it takes into 83 

account the effects of both noise and reverberation on speech intelligibility 6. However, the STI is also 84 

more measurement intensive, as it involves measurements of amplitude modulation transfer functions 6 85 

or impulse responses 31,32 to characterize reverberation. For listening in vehicles, the effects of 86 

reverberation are negligible and speech intelligibility, as quantified by the STI, is primarily limited by 87 

the long-term average characteristics of the background noise 23. 88 

For the SII, scores > 0.75 are usually taken as indicating good speech communication, while poor 89 

communication systems have an SII < 0.45 5. STI scores for speech in car noise have been interpreted in 90 

the following way: > 0.75 - good or excellent speech communication; 0.6 to 0.75 - good communication; 91 

0.45 to 0.6 – fair communication; 0.3 to 0.45 - poor communication; <0.3 - almost no intelligibility 23,24,25.  92 

Figure 1 shows the experimental setups, using a mid-sized sedan, for speech signal calibration 93 

and semi-anechoic vehicle dynamometer speech and noise measurements used in a study of Samardzic 94 

and Novak 24. A head and torso simulator (HATS) was used to estimate the spectra of the speech and 95 

noise at the listener’s ears. The metrics were calculated based on the measured long-term average 96 

spectrum of the “hearing in noise test” (HINT) speech material 33 that was used in those studies.  97 

Table 1 shows values of the SII and STI for each ear of the listener for several talker locations in 98 

a simulated car environment (dynamometer). The listener was always located in the front-left (driver’s) 99 

seat. It is clear that for a fixed listening situation the values of the metrics can differ considerably across 100 

ears. For example, for a simulated vehicle speed of 100 km/hr and a talker located in the front-right seat, 101 

the SII was 0.4 for the left ear and 0.6 for the right ear, while the STI was 0.43 for the left ear and 0.66 102 

for the right ear. The SII and the STI do not take into account the effects of differences in the speech and 103 

noise at the two ears. These differences are often considerable 34. Also, there are no recommendations 104 

about how to combine metric values across ears. This may be one factor that contributes to the finding 105 

that these metrics do not give accurate predictions of the intelligibility of speech in vehicle noise 106 
23,24,25,35,36,37. 107 

Genuit 38 argued that speech communication in a noisy environment depends strongly on binaural 108 

processing. This processing supports directional hearing and binaural release from masking39,40. In 109 

addition, the outer ear acts as a directional filter that can change the sound pressure level at the eardrum 110 

by +15 to 30 dB, depending on the frequency and direction of sound incidence 34, and this can introduce 111 

strong inter-aural level differences. To accurately characterize the signals reaching each ear, it is essential 112 

to perform binaural measurements either using in-ear microphones or, as in the study of Samardzic and 113 

Novak 24, using a HATS.   114 

 115 

2.2 Relationship between objective and subjective measures of speech intelligibility 116 
 Samardzic et al. 25 assessed the intelligibility of speech in the presence of vehicle noise for various 117 

conditions using the HINT 33. They measured the SRT for each condition, defined as the speech-to-noise 118 

ratio (SNR) required for 50% of sentences to be correctly identified, using the recommended procedure 119 
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for the HINT and 35 normal-hearing subjects. The HINT sentences were prerecorded in the vehicle with 120 

the simulated talker (HATS) at a variety of positions. Similarly, the background sounds, produced both 121 

on-road and in the vehicle dynamometer test chamber, were recorded (separately) using a HATS for 122 

various positions and various conditions. The recordings were later presented via headphones in the 123 

driving simulator, as illustrated in Fig. 2. Prior to making the recordings, the HINT calibration signal was 124 

played in an anechoic chamber to determine the voltages required to generate the sentences at the desired 125 

levels in the vehicle. The spectrum levels of the HINT sentences delivered through the headphones to the 126 

human subjects in the driving simulator matched those recorded inside the vehicle to within 0.2 dB, as 127 

verified using the HATS, and Bruel and Kjaer NVH Simulator software. The driving simulator is 128 

illustrated in Fig. 2. 129 

In theory, if a given intelligibility metric is accurate, the value of that metric at the SRT should be 130 

constant across conditions. However, as noted earlier, the traditional metrics such as the AI, SII, and STI 131 

give a separate value for each ear, and it is not obvious how metric values should be combined across 132 

ears. In section 3, metric values for the SII and STI are presented for the ear that was closer to the talker, 133 

based on the idea that when the speech-to-background ratio differs across ears, intelligibility is dominated 134 

by the ear receiving the higher speech-to-background ratio 39.  135 
 136 

3 THE BINAURAL LOUDNESS RATIO AT THE SRT 137 

 In this section a new speech intelligibility metric is introduced and compared to the SII and STI 138 

metrics, using the same dataset of twelve in-vehicle configurations of talker and listener.   139 

 140 

3.1 Method 141 

The speech intelligibility metric proposed here is based on the idea that the intelligibility of 142 

speech in steady noise is monotonically related to, and can be predicted from, the ratio of the binaural 143 

loudness of the speech to the binaural loudness of the noise, both specified in sones. We refer to this ratio 144 

as the Binaural Loudness Ratio (BLR). The loudness of the speech and noise were calculated separately 145 

using the procedure specified in ISO 532-2 19, as implemented in the “Connect” software of Brüel & 146 

Kjær (Nærum, Denmark). This procedure is based on the model described by Moore et al. 20, but 147 

modified to take into account the finding that loudness does not simply sum across ears; rather, a diotic 148 

sound is about 1.5 times as loud as that same sound presented monaurally 21,42. Moore and Glasberg 21 149 

modeled this finding using the concept of binaural inhibition, namely that the internal representation of 150 

the signal at one ear can be reduced (inhibited) by a signal at the other ear 43. Briefly, the model includes 151 

the following stages: (1) Calculation of the effective spectrum reaching the cochlea, taking into account 152 

the transmission characteristics of the outer and middle ear; (2) Calculation of the excitation pattern of 153 

the sound reaching the cochlea, which represents the magnitude of the output of the auditory filters 154 

plotted as a function of filter center frequency 40,44; (3) Transformation of the frequency scale to the 155 

ERBN-number scale, which approximates the way that frequency is mapped to place within the cochlea 156 
44; (4) Application of a compressive nonlinearity to the excitation magnitude at each center frequency, to 157 

simulate the compression that occurs in the cochlea; (5) application of binaural inhibition based on the 158 

relative magnitudes of the compressed signals at the two ears at each center frequency; (6) Summation 159 

across center frequencies and across ears to give the overall predicted loudness. For more details see 160 

Moore 41.  161 
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The proposed method has the following steps: (1) The binaural loudness of the speech is 162 

calculated from the long-term average of the spectrum of the speech at each ear; (2) The binaural loudness 163 

of the noise is calculated from the long-term average of the spectrum of the noise at each ear; (3) The 164 

ratio of these two quantities is taken, giving the BLR. The method was applied to stimuli for the same 165 

configurations of talker and listener locations and background noise conditions as previously used for 166 

the measurement of SRTs 25 and listed in Table 2. 167 

 168 

3.2  Results   169 

 The outcomes are shown in Table 2. The average BLR across all conditions, was 0.643, with a 170 

standard deviation (SD) of 0.059. The SD was about 9% of the mean. In other words, the calculated BLR 171 

was roughly constant at the SRT, consistent with the idea that the SRT corresponds roughly to a constant 172 

ratio of the loudness of the speech and the noise. To assess the importance of the deviations of the BLR 173 

from 0.643 for the individual conditions, we calculated the amount by which the SNR needed to be 174 

adjusted in order for the BLR to reach the average value of 0.643. These adjustments indicate the effective 175 

error that would occur if the SRT were predicted from the BLR. The magnitudes of the adjustments for 176 

each condition are shown in Table 2. The adjustments range from 2.6 to 1.8 dB. The SD of the 177 

adjustments was 1.3 dB. Thus, the SRT could be predicted from the BLR with a typical error of only 1.3 178 

dB.    179 

Table 2 also shows the outcomes for the SII and STI. The average SII value across all conditions, 180 

was 0.394, with an SD of 0.066. The SD was about 17% of the mean. We calculated the amount by which 181 

the SNR needed to be adjusted in order for the SII to reach the average value of 0.394. The magnitudes 182 

of the adjustments for each condition are shown in Table II. The adjustments ranged from 3.2 to 2.9 dB. 183 

The SD of the adjustments was 2.0 dB, which is larger than for the BLR. We conclude that the SII for 184 

the ear closer to the talker gives less accurate predictions of the SRT than the BLR. The average STI 185 

value across all conditions, was 0.390, with an SD of 0.069. The SD was about 18% of the mean. We 186 

calculated the amount by which the SNR needed to be adjusted in order for the STI to reach the average 187 

value of 0.390. The adjustments ranged from 3.4 to 3.0 dB. The SD of the adjustments was 2.1 dB, 188 

which is larger than for the BLR. We conclude that the STI for the ear closer to the talker also gives less 189 

accurate predictions of the SRT than the BLR.  190 

 191 

4 DISCUSSION 192 

 The SII, the STI, and the BLR are calculated from the long-term average properties of the speech 193 

and the background noise. Thus fluctuations in the speech and background are ignored. This approach 194 

makes all metrics quick and easy to calculate. Despite the simplicity of the BLR metric, it performed 195 

surprisingly well in predicting the SRTs under a variety of conditions, the SD of the errors being only 1.3 196 

dB. In contrast, the SII and STI led to less accurate predictions, the SDs of the errors being 2.0 and 2.1 197 

dB, respectively. The poorer accuracy of the SII and STI probably stems at least partly from the fact that 198 

binaural processing is not taken into account and there is no standard way to combine the metrics’ values 199 

at the two ears when those values differ, as is often the case when listening in a vehicle.  200 

 An important aspect of the loudness model on which the BLR calculations were based is that it 201 

allows the exact specification of the spectra of the signals reaching the two ears of the listener, and hence 202 

it includes effects such as the directivity and orientation of the talker, the transmission of sound from the 203 
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talker to the listener, and the acoustic effects of the torso, head, and pinnae. This is important, as these 204 

effects can significantly influence the spectra of the signal and background at the two ears. The HATS 205 

used to estimate the at-ear signals is intended to have acoustical properties representative of a typical 206 

human head, and given that 35 listeners were tested, it seems reasonable to assume that it gave an accurate 207 

representation of the average spectra at the listeners’ ears. However, individual differences in head-208 

related transfer functions might lead to individual differences in the measured and predicted SRTs. This 209 

is a topic for future study.  210 

 It should be noted that the SRTs used to evaluate the BLR as a predictor of speech intelligibility 211 

were obtained in simulated driving conditions, where both visual and haptic feedback were provided. 212 

The effects of using such realistic conditions are significant; the same subjects required on average about 213 

a 3-dB higher SNR to reach the SRT while driving and listening than when just listening 25. Additionally, 214 

there was an increase in the SD of the SRTs across subjects of 0.5 dB with the inclusion of the visual and 215 

haptic feedback. It would be of interest in future studies to evaluate the BLR as a predictor of speech 216 

intelligibility under conditions of “pure” listening, without simulated driving. This would provide a solid 217 

foundation for subsequent systematic quantification of additional effects associated with multisensory 218 

processing in simulated or real complex environments.   219 

It remains unknown whether the BLR gives accurate predictions of SRTs for steady background 220 

sounds other than vehicle noise. It also remains unknown whether the accuracy of the predictions could 221 

be improved using a loudness model for time-varying sounds 45,46 or using a model for predicting the 222 

partial loudness of time-varying sounds in time-varying backgrounds 47. These are topics for future 223 

research.  224 

 225 

5 CONCLUSIONS 226 

A new method has been proposed for predicting the intelligibility of speech in the steady 227 

background noise of a car under conditions of binaural listening, using the long-term average spectra of 228 

the speech and the background noise at each ear of the listener. The method uses as a predictor the 229 

binaural loudness ratio (BLR) of the speech alone and the noise alone, calculated using a loudness model 230 

(ISO 532-2, 2017). The method predicted the SRT for a variety of talker/listener configurations and 231 

different car speeds with good accuracy, the SD of the errors being only 1.3 dB.  232 

 233 
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Table 1—The speech intelligibility metrics SII and STI calculated using the measured spectrum of speech 348 

with an overall level of 60 dBA, for rough road surface conditions simulated using a dynamometer with 349 

a simulated vehicle speed of 50 km/h and 100 km/h, shown separately for the left and right ears. The 350 

listener was always located at the front-left (driver) position. 351 

 352 

Vehicle 

speed, 

km/hr 

Talker 

location 

SII 

Left 

SII 

Right 

STI 

Left 

STI 

Right 

50  

100  

50  

100  

50  

100  

Front right 

Front right 

Rear right 

Rear right 

Rear left 

Rear left 

0.62 

0.40 

0.66 

0.43 

0.59 

0.37 

0.78 

0.60 

0.71 

0.50 

0.63 

0.42 

0.66 

0.43 

0.63 

0.40 

0.63 

0.40 

0.86 

0.66 

0.72 

0.50 

0.68 

0.46 
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Table 2—BLR, SII, and STI values at the SRT for different talker locations and background noise 354 

conditions. The listener was always located at the front-left (driver) position. The metrics for the SII 355 

and STI are for the the ear of the listener that was closer to the talker. The changes in the SNR in dB 356 

(applied to both ears) required to obtain BLR, SII, and STI values equal to the average value for a 357 

given metric are also shown. The bottom line shows the coefficient of variation (SD/mean).  358 

 359 

Situation Vehicle 

speed, 

km/hr 

Talker 

location 

BLR 

(sone/

sone) 

Change 

in SNR 

to get 

average 

BLR 

(dB) 

SII Change 

in SNR 

to get 

average 

SII 

(dB) 

STI Change 

in SNR 

to get 

average 

STI 

(dB) 

 

 

Dynamometer 

50  

100  

50  

100  

50  

100  

Front right 

Front right 

Rear right 

Rear right 

Rear left 

Rear left 

0.68 

0.61 

0.74 

0.66 

0.76 

0.64 

0.8 

0.8 

2.1 

0.5 

2.6 

0.0 

0.49 

0.42 

0.47 

0.33 

0.49 

0.36 

3.2 

0.4 

2.3 

1.8 

3.0 

1.1 

0.50 

0.40 

0.46 

0.32 

0.50 

0.36 

3.4 

0.3 

2.3 

1.9 

3.2 

0.9 

 

 

On road 

 

 

50  

100  

50  

100  

50  

100 

Front right 

Front right 

Rear right 

Rear right 

Rear left 

Rear left 

0.59 

0.61 

0.63 

0.59 

0.64 

0.57 

1.4 

0.4 

0.2 

1.3 

0.0 

1.8 

0.39 

0.44 

0.33 

0.30 

0.36 

0.36 

0.2 

0.9 

2.0 

2.9 

0.9 

1.2 

0.37 

0.43 

0.32 

0.29 

0.36 

0.36 

0.5 

0.7 

2.3 

3.0 

0.8 

0.9 

Mean   0.643  0.394  0.390  

SD   0.059 1.3 0.066 2.0 0.069 2.1 

Coefficient of 

variation 

  0.091  0.168  0.178  

 360 
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Figure Captions 363 

Fig. 1—Vehicle on a dynamometer in a semi-anechoic chamber for speech and noise measurements for 364 

a typical configuration, as used in 30; the driver was the listener and the talker was the front passenger. 365 

Separate HATS systems were used to simulate the listener and the talker.  366 

 367 

Fig. 2— (left) A human subject driving the simulator while listening to the HINT sentences.  (right) The 368 

HATS fitted with the headphones so as to check the calibration of the stimuli delivered to the listener.  369 
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 371 

     372 

Fig. 1—Vehicle on a dynamometer in a semi-anechoic chamber for speech and noise measurements 373 

for a typical configuration; the driver was the listener and the talker was the front passenger. Separate 374 

HATS systems were used to simulate the listener and the talker. 375 
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 404 

       405 

Fig. 2— (left) A human subject driving the simulator while listening to the HINT sentences.  (right) 406 

The HATS fitted with the headphones so as to check the calibration of the stimuli delivered to the listener.  407 
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