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All-optical formation of coherent dark states of silicon-vacancy spins in diamond

Benjamin Pingault,1, ∗ Jonas N. Becker,2, ∗ Carsten H. H. Schulte,1 Carsten Arend,2 Christian Hepp,1 Tillmann

Godde,3 Alexander I. Tartakovskii,3 Matthew Markham,4 Christoph Becher,2, † and Mete Atatüre1, †
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Spin impurities in diamond can be versatile tools for a wide range of solid-state-based quantum
technologies, but finding spin impurities which offer sufficient quality in both photonic and spin
properties remains a challenge for this pursuit. The silicon-vacancy center has recently attracted a
lot of interest due to its spin-accessible optical transitions and the quality of its optical spectrum.
Complementing these properties, spin coherence is essential for the suitability of this center as a
spin-photon quantum interface. Here, we report all-optical generation of coherent superpositions
of spin states in the ground state of a negatively charged silicon-vacancy center using coherent
population trapping. Our measurements reveal a characteristic spin coherence time, T∗2, exceeding
45 nanoseconds at 4 K. We further investigate the role of phonon-mediated coupling between orbital
states as a source of irreversible decoherence. Our results indicate the feasibility of all-optical
coherent control of silicon-vacancy spins using ultrafast laser pulses.

PACS numbers: 42.50.-p, 42.50.Gy, 61.72.jn, 81.95.ug

Confined impurity spins in spin-free materials such as
diamond and silicon offer a multitude of opportunities
ranging from fundamental studies of engineered meso-
scopic spin system dynamics to potential applications
emerging from quantum control. A fundamental advan-
tage of diamond-based impurities, known as color cen-
ters, is that they can be optically active in the conve-
niently detectable visible to near infrared region of the
spectrum [1, 2]. Of these, the nitrogen-vacancy cen-
ter (NV) remains the most studied one [3–6]. Sharing
its desirable and undesirable properties alike, a handful
of other impurities have recently been investigated [7].
These investigations reveal, for the NV center, the pres-
ence of crystal-field splitting in the ground state manifold
allowing for feasible microwave control [8–11]. However,
the unfavorable, but dominant, emission into phonon
sidebands also occurs in these centers. Contemporary
research efforts focus on two parallel approaches: Ampli-
fying the zero-phonon emission by coupling selectively to
an optical mode of a cavity [7, 12–15] and investigating
alternative color centers with sufficiently small phonon
sideband contribution to the full optical spectrum [7, 13].

The negatively charged silicon-vacancy (SiV-) center is
a particularly interesting justification to pursue the latter
of the two approaches: The optical transitions coupling
the excited and the ground state manifolds are predom-
inantly into the zero-phonon line [16], which can be fur-
ther enhanced by making use of the ongoing progress in
diamond-based optical cavity nanostructures [17]. Also,
the impressively small variation in the emission spectrum
among multiple SiV- centers in a clean diamond matrix
[18, 19] deems them desirable for coupling multiple spins
via a common photonic mode with a view to designing
a distributed quantum network [20, 21]. In parallel, re-

cent demonstrations of the direct optical access to the
spin degrees of freedom of single SiV- centers [22] offer
the exciting possibility to employ full quantum control
relying only on optical fields [23, 24], which can bring
the speed-up advantage of optics over control techniques
in the microwave regime. However, there are a number
of open questions that need to be answered before such
steps forward can be taken. Arguably, the most pressing
challenge is to determine the coherence time of the SiV-

spin in the ground state in the presence of the potentially
detrimental coexistence of the spin and orbital degrees of
freedom. In this Letter, we achieve coherent population
trapping (CPT) between Zeeman-split states as a means
to generate a coherent superposition, i.e. coherent dark
state, of a single SiV- center spin. We report a spin coher-
ence time (T∗2) lower bound of 45 ns - more than an order
of magnitude longer than the optical transition timescale
[19, 26]. We first identify the operational conditions for
generating the Λ system required for CPT by controlling
the angle of the applied magnetic field. We further in-
vestigate the role of phonons as a source of decoherence
within the ground state by tuning the spin states across
an avoided crossing, where spin orthogonality is relaxed.

We investigate two samples, an electronic grade (001)-
oriented CVD diamond used for magnetic-field orienta-
tion measurements and a (111)-oriented type IIa high-
pressure-high-temperature (HPHT) diamond used for
spin coherence measurements. SiV- centers are generated
by 28Si implantation followed by thermal annealing. To
enhance the optical excitation and collection efficiencies,
arrays of solid immersion lenses (SILs) are fabricated on
the surfaces of both samples using a focused ion beam
(FIB) (for further details, see [27]). All our experiments
are carried out at 4 K.
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FIG. 1: (Color online) (a) Atomic structure of the SiV- color center, consisting of a Si impurity (purple) situated on an
interstitial position along the [111] bond axis and surrounded by a split-vacancy (light grey) and the next-neighbor carbon
atoms (blue). (b, left) Resulting energy levels and spin projections for magnetic fields applied along [111]. The level scheme
shown here is simplified (a detailed scheme can be found in [27]). Optical transitions (blue arrows) are allowed between
levels of the same spin state and the most visible ones are marked by blue dots in the magnetic field-dependent non-resonant
fluorescence spectrum at 4 K (excitation at 660 nm) (b, right). Applying the magnetic field along the [1̄1̄1] direction on the
same SiV- center, transverse field components lead to a finite spin overlap for all ground and excited states (c, left), resulting
in additional optical transitions (pink arrows), observed in the field dependent spectrum (c, right). The spin labels refer to a
Bloch vector representation, as explained in [27]. Energy levels are labelled according to Ref. [29], with labels ranging from 1
to 4 in the ground state, and from A to D in the excited state.

An SiV- center is formed by a substitutional silicon
atom and a vacancy replacing two neighboring carbon
atoms in the diamond matrix along the 〈111〉 axes. The
silicon atom relaxes to the interstitial lattice site to
form an inversion-symmetric split-vacancy structure [see
Fig. 1(a)] [28]. The spin-orbit coupling dictates an in-
herent quantization axis for the spin degree of freedom
aligned with the SiV- symmetry axis in both the ground
and the excited state manifolds [29]. Figure 1(b) displays
the fluorescence spectrum from a single SiV- center in the
(001) sample under non-resonant excitation with a mag-
netic field applied along this inherent [111] quantization
axis. The dominant optical transitions (four of which
marked by blue filled circles) conserve the spin state,
as illustrated in the accompanying energy level scheme.
Weaker transitions, identified by asterisks, arise due to
a slight mismatch between the symmetry axis and the
direction of the applied magnetic field. This serves to re-
veal the importance of the magnetic field orientation for
optical transition rules in the SiV- center level scheme.

A magnetic field, applied at a finite angle to the [111]
direction, constitutes an external quantization axis which
competes with the SiV- center’s internal counterpart.
The ground and excited state manifolds experience differ-
ent strength of spin-orbit interaction [29]. Consequently,
this configuration gives rise to different effective quanti-
zation axes between the two manifolds. The net angle
between these resultant quantization axes, in turn, de-
termines the optical selection rules for the fluorescence
spectrum. Figure 1(c) presents the same measurement
as Fig. 1(b), but for a [1̄1̄1]-oriented magnetic field. The
spin selectivity of the optical transitions no longer holds

and new optical transitions arise as the strength of the
magnetic field increases. Four of these additional tran-
sitions are indicated by pink open circles and pink ar-
rows. In summary, the fully aligned magnetic field case
[Fig. 1(b)] yields cycling transitions, whereas a magnetic
field at an angle allows for typical Λ schemes, where two
orthogonal spin ground states can have finite transition
matrix elements to the same excited state. This provides
the desired configuration for all-optical manipulation of
the SiV- spin via this shared excited state.

Figure 2 illustrates the detection strategy and char-
acterization of the SiV- center used for coherent popu-
lation trapping. We start by identifying a bright SiV-

center within the SIL array of the (111) sample. Super-
imposed images of electron and fluorescence microscopy
scans for the same area of the sample, as shown in
Fig. 2(a), demonstrate an example of enhanced SiV- flu-
orescence under one of the SILs. Figure 2(b) shows the
detection concept for all single- and multi-laser resonant
excitation experiments, where the signal is obtained by
measuring the integrated fluorescence from the transi-
tions in the shaded area as a function of the excitation
laser frequency. Non-radiative decay into the lower or-
bital branch of the excited state followed by fluorescence
allows us to monitor excited-state population directly
with no residual laser contribution [22]. In order to al-
low Λ schemes, the angle between the external magnetic
field and the SiV- center axis is set to 109.4◦, i.e. the
angle between [1̄1̄1] and [111] directions [see Fig. 1(a)].
Pulsed intensity-correlation measurements performed on
the selected SIL suggest the presence of two individual
SiV- centers with strong spatial and spectral overlap [27].
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FIG. 2: (Color online) (a) Scanning electron microscope im-
age of the solid immersion lens array on the HPHT sample,
superimposed by a corresponding fluorescence image (exc.
690 nm, det. 730-750 nm). (b) Optical excitation is performed
resonantly to the highest energy exited state (transition D1,
thick red arrow), from where a relaxation to lower excited
states (black arrows) occurs, followed by an optical decay to
the ground state (red/blue arrows). The emitted fluorescence
photons are detected as a function of the excitation frequency.
(c) At B = 3 T, resonant excitation reveals the presence of two
SiV- emitters, spectrally separated by approximately 8 GHz.

Single-laser resonant excitation of the D1 transition un-
der 3 T magnetic field resolves the resonances of the two
centers spectrally owing to their slightly differing (2%)
strain, as shown in Fig. 2(c). This slight variation in the
strain tensor between the two centers is used to address
each SiV- selectively. The following experiments are per-
formed using emitter 1 in Fig. 2(c).

If the two transitions of a Λ system are driven simul-
taneously, the spin is optically pumped into a coherent
superposition of the two ground states (dark state) de-
termined by the two optical fields; a technique known as
CPT [30]. As a consequence of destructive quantum in-
terference, optical excitation to the shared excited state
and, consequently any fluorescence originating from this
state, is suppressed. The reduction of the integrated fluo-
rescence, i.e. the CPT dip, is strongly dependent on the
coherence between the two ground states and its spec-
tral width allows direct measurement of the coherence
timescale of the ground state [30]. Figure 3(a) presents a
two dimensional CPT scan for the SiV- at 0.7 T magnetic
field as a function of the optical frequencies of the two
lasers driving the D1 and D2 transitions selectively, as
illustrated in Fig. 3(b). The two ground states addressed

originate from the same orbital branch and have ortho-
gonal spin projections [27]. The manifestation of CPT
is evident as a significant drop of the fluorescence inten-
sity at two-photon resonance (δL1 − δL2 = ∆, where δL1
and δL2 denote the laser detunings from the D1 and D2
transitions and ∆ is the frequency difference between the
two states). Figure 3(c) presents the CPT dip obtained
by scanning the frequency of the laser driving the D2
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FIG. 3: (Color online) (a) CPT scan: SiV- fluorescence in-
tensity recorded as the frequency of the laser resonant with
transition D2 is scanned and the laser resonant with transition
D1 is fixed at a given frequency. Laser powers are equal to
approximately four times and seven times the saturation pow-
ers for transitions D2 and D1 respectively. (b) Level structure
for the simulation of the CPT experiment; transitions D1 and
D2 are driven by optical fields (thick, colored arrows). Relax-
ation and pure dephasing mechanisms are indicated by solid
and dashed gray arrows respectively. We add an auxiliary
energy level (Aux) to include decays into other channels. (c)
CPT scan at low driving power (0.33µW each, correspond-
ing to the saturation power for the D1 transition and half
the saturation power for D2) yielding a dip full width at half
maximum of 12.1 MHz. The purple line corresponds to a
fit using a model based on optical Bloch equations [27] and
giving a decoherence rate between the two ground states of
3.5± 0.2 MHz. The green filled curve at slightly higher fre-
quency is the CPT dip of the second SiV- center.
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transition, while keeping the D1 excitation fixed on res-
onance. In order to extract the ground state coherence
time both lasers are kept at sufficiently low excitation
powers (equal to saturation power for the D1 transition
and half the saturation power for D2) in order to min-
imize power broadening effects in the CPT dip. Using
a Lorentzian fit, the full width at half maximum of the
CPT dip under these conditions is 12.1 MHz. This width
includes three main contributions: the decoherence in the
ground state, the finite mutual coherence of the two lasers
and the power broadening described by the Rabi frequen-
cies for the two driven transitions. A theoretical model
based on optical Bloch equations [27] which include resid-
ual power broadening, spontaneous decays [described by
a term L(ρ)] [indicated by solid gray arrows in Fig. 3(b)],
pure dephasing [D(ρ)] [dashed gray arrows in Fig. 3(b)]
and the coherence of the lasers [W(ρ)], is used to fit the
data with the decoherence rate between the two ground
states as a free parameter. An auxiliary state allows to
describe processes involving states outside the Λ scheme
[Fig. 3(b)]. To obtain the populations of the states we
numerically solve the master equation

ρ̇ = − i
~

[Hint, ρ] + L(ρ) +D(ρ) +W(ρ). (1)

We then compare the calculated population in the ex-
cited state, which is proportional to the fluorescence, to
the experimental data. This analysis provides an upper
bound of 3.5± 0.2 MHz for the ground states coherence
contribution to the dip width and therefore a measure of
the SiV- ground-state coherence time exceeding 45 ns.

The observed coherence time is more than an order
of magnitude longer than the timescale for thermaliza-
tion, which typically takes place within a nanosecond
[22]. Hence, we suggest that it is the spin that dictates
the decoherence mechanism for the ground states, as the
phonon-induced thermalization for ground states of op-
posite spin is quenched. To support this argument, we
take advantage of the presence of an avoided crossing at
3.5 T between two of the ground states. By sweeping the
magnetic field over the region of the avoided crossing,
we relax the spin state orthogonality, thus progressively
allowing for phonon-mediated decoherence of the dark
state. Figure 4(a) depicts the evolution of the spin for
the ground states coupled by CPT, as the magnetic field
is varied over the avoided crossing. From 0 to 3.5 T, the
dark state is generated between states |1〉 and |2〉, while
above 3.5 T the dark state is generated between |1〉 and
|3〉, as illustrated by the red and blue ribbons respectively
[27].

Figure 4(b) shows the linewidth of the CPT dip as a
function of the magnetic field (|1〉 - |2〉 as red filled circles,
|1〉 - |3〉 as blue filled circles). This width is proportional
to the decoherence rate between the two driven states,
on top of a constant power broadening due to the lasers
[31]. The dip width increases rapidly when approaching

the avoided crossing, and reaches minimum values for
both low and high field limits. We calculate the spin-
overlap between the two driven states and display it as
dashed gray lines Fig. 4(b) [27, 32]. This simple approach
already describes the observed trend, emphasizing the
central role of the spin orthogonality of the two ground
states for decoherence. The spin overlap is multiplied by
a Boltzmann factor (red and blue solid lines [27, 32]), thus
taking into account the thermal activation of phonons be-
tween the addressed ground states, as their energy differ-
ence increases with increasing magnetic field. A detailed
description of the phonon-mediated mechanism, such as
phonon scattering or dynamic Jahn-Teller distortion, can
be identified after a temperature-dependent investigation
is performed. The agreement between our simple model
and the experimental data confirms the hypothesis that
the ground state coherence time of 45 ns measured away
from the avoided crossing corresponds to the coherence
of the spin in the driven ground states. This spin coher-
ence time is identified as the free induction decay time
(T ∗2 ). It is worth noting that the sample employed for
the CPT measurement shows evidence for a considerable
concentration of substitutional nitrogen [N0

S ] [27], which
is known to be the main limitation for T ∗2 of the nitro-
gen vacancy spin [33]. The same mechanism is likely to
affect the measured T ∗2 for the SiV- center in addition to
phonon-assisted processes. Consequently, this coherence
time can be extended using all-optical pulsed protocols
analogous to the dynamical decoupling techniques com-
monly applied to the NV center [34].

In this work, we verified the presence of a spin in the
ground state of the SiV- center in diamond, and probed
its coherence using CPT. In order to prepare an arbitrary
coherent superposition of the SiV- spin states, it is possi-
ble to implement phase and amplitude modulations of the
CPT lasers [25]. Adiabatic manipulation of the superpo-
sition can then be achieved using picosecond laser pulses.
This also allows for the implementation of all-optical dy-
namical decoupling schemes, enabling to further extend
the coherence time of the spin state. The combination
of ultrafast coherent control of individual spins and the
high quality and reproducibility of the optical spectrum
across multiple SiV- centers can serve to realize the basic
components of a distributed quantum network.
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FIG. 4: (Color online) (a) Simulated ground states [27], illus-
trating the spin state for magnetic field values below, above
and at the avoided crossing (3.5 T). (b) Full width at half
maximum of the CPT dip as a function of the magnetic field,
using a Lorentzian fit. Filled circles denote measured widths
(for each transition, laser powers equal to four times the sat-
uration power), with the error bars being the standard devi-
ation of multiple measurements. The solid lines display the
spin overlap (grey dashed lines) between states used for CPT,
multiplied by a Boltzmann factor [27]. In panels (a) and (b),
the color red (blue) indicates CPT realized between states |1〉
and |2〉 for B < 3.5 T (between |1〉 and |3〉 for B > 3.5 T).
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I. SAMPLE PREPARATION AND EXPERIMENTAL SETUPS

A. Sample preparation

In this work, two different samples were investigated. The first [“(001) sample”] is a high-purity ([N ]0s < 5 ppb,
[B] < 1 ppb) diamond produced by chemical vapor deposition (electronic grade from Element Six) with a (001)
surface orientation. The second sample [“(111) sample”] is a type IIa HPHT diamond (Element Six) with a (111)
main surface. In both samples, SiV- centers were created by ion implantation of 28Si+ ions at an energy of 900 keV
and doses between 109 and 1012 ions · cm−2. Simulations using the stopping range of ions in matter algorithm [1]
showed that the Si+ stop at 500±50 nm below the diamond surface. Following the implantation, the samples were
annealed at 1000◦C in vacuum for 3 hours, followed by an oxidation step in air for 1 hour at 460◦C. The creation
efficiency for SiV- centers was found to be different in the two samples: Single SiV- centers have been found in the
1010 ions · cm−2 region for the (001) sample and in the 109 ions · cm−2 region for the (111) sample.
Due to refraction and total internal reflection at the diamond-air interface, the collection efficiency of defect centers in
bulk diamond samples is considerably lower compared to previously reported measurements on nanodiamonds [2]. To
enhance the collection efficiency, arrays of solid immersion lenses (SILs, cf. Fig. S1 (a) and Fig. 2 (a) of the main text)
were milled into the samples surfaces using a focused ion beam (FIB). A cross section measurement of an individual
SIL (Fig. S1 (b)) shows a mean diameter of 500 nm, hence the focal point of the SIL matches the implantation depth
of the SiV- centers. After the milling, a post-treatment according to reference [3] was applied to remove graphite
residues and gallium incorporated into the diamond surface during the FIB process. Measurements on former samples
showed an increase of collection efficiency by a factor 3 to 5 [4].

In a preliminary experiment, the (111) sample showed fluorescence from NV- centers upon excitation at 532 nm.
The emission is observed homogeneously over the sample, and is increased in the region of the SIL arrays. This is
a strong indication, that the sample contains nitrogen, most likely in substitutional form (referred to as [N0

S ] or P1
[5]). A fraction of the substitutional nitrogen is transformed into NV- centers during the HPHT growth. In addition,
the FIB milling is known to create additional vacancies. During the annealing step, which we perform after FIB
milling, the mobility of these lattice vacancies is sufficiently increased and a migration towards nitrogen impurities
leads to the formation of NV defect complexes. This explains the higher abundance of NV- centers in the vicinity of
the FIB treated areas. The paramagnetic substitutional nitrogen in diamond is known to be one of the main sources
of decoherence for the spin of the NV- center and limits its T ∗2 time [6].

B. Experimental setups

For the spectroscopic investigation and the coherent population trapping, two experimental setups have been
employed. The first setup was utilized to measure the SiV- fine structure spectrum as a function of the orientation
and magnitude of an applied magnetic field (cf. Fig 1 of the main text). It consists of a confocal microscope mounted
on a helium bath cryostat equipped with a vector magnet. The sample was mounted on a stack of piezoelectric stages
allowing translations in three spacial directions. The cryostat was operated at a temperature of 4 K. The (001)-sample
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r = 500 nm

FIG. S1. (a,b) SEM images of the fabricated solid immersion lenses (SILs). Nine fields of 10× 10 SILs have been created using
focussed ion beam (FIB) milling (a). The radius of the (hemispheric) SILs matches the implantation depth of the SiV- centers,
each SIL is surrounded by a 300 nm wide trench to avoid light scattering at the edges of the FIB cut (b).

was placed at the center of superconducting coils allowing to apply a magnetic field of up to 9 T along the vertical
axis of the cryostat (corresponding to the [001] crystal direction investigated in the (001) diamond sample) and up to
4.5 T along any other axis within a vertical plane. A single SiV- center was excited non-resonantly at 690 nm using
a diode laser. The laser was focused onto the sample through a single aspheric lens (NA = 0.68, f = 3.1 mm). The
fluorescence was collected through the same lens and sent to a double slit spectrometer with a resolution of 0.009 nm.
This experimental setup was used to investigate the (001) sample.

The coherent population trapping experiments were performed using a similar confocal microscope. The (111)-
sample was cooled to liquid helium temperature in a bath cryostat. A magnetic field up to 7 T could be applied along
the vertical axis of the cryostat (corresponding to the [111] crystal axis which forms an angle of 109.4◦ with the SiV-

center studied) using a superconducting coil. The resonant driving of two optical transitions was performed using two
tunable diode lasers focused onto the sample with a single aspheric lens (NA = 0.68, f=3.1 mm). The fluorescence
was collected through the same lens and sent to a filtering setup where the reflected laser light was separated from the
fluorescence using a grating (1600 grooves/mm). The fluorescence was then sent to an avalanche photodiode. This
experimental setup was used to investigate the (111) sample. The two excitation lasers were stabilized to a wavemeter
(Highfinesse WS-U), and show a mutual coherence of about 5 MHz in linear frequency for integration times between
0.5 s and 8 s typically used during our CPT measurements.

II. SIV- CHARACTERIZATION

In this section, we provide a comprehensive characterization of the individual SiV- centers studied in the main
paper. First, we compare the fluorescence spectrum as a function of magnetic field (referred to as “Zeeman spectrum”)
depicted in Fig. 1 of the main text to a group theoretical simulation (Sec. II A). These spectra have been obtained by
applying magnetic fields to an individual SiV- center in the (001) sample. From the comparison with the simulation, we
obtain the eigenstates of the center for the different magnetic field configurations. Second, we investigate the emitter
used for CPT [in the (111) sample] by analyzing its Zeeman spectrum, its fluorescence lifetime and its intensity
autocorrelation (Sec. II B).

A. Modeling of the magnetic field orientation dependence of the optical transitions

The Zeeman spectra of the emitter in the (001) sample depicted in Fig. 1 of the paper are compared to the
theoretical model of the SiV- center described in [4]. The model calculates the energy levels of the SiV- center, taking
into account spin-orbit, Jahn-Teller, strain and Zeeman interactions. Optical transitions between the resulting states
are calculated and compared to the Zeeman spectra. The presentation of the experimental Zeeman spectra in Figs. S2
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FIG. S2. Zeeman spectrum for a magnetic field along the [111] crystal direction. (a) Experimental spectra alone, (b) overlapped
with simulated transition wavelengths (white lines). (c) Fully simulated spectra as a function of magnetic field. An angle of
10◦ between magnetic field and SiV- axes fits best the experimental data. The labels for the optical transitions in panel (b)
correspond to the black arrows connecting the SiV- energy levels displayed in Fig. S5(a).

- S4 and S8 follows the conventions of Ref. [4], i.e., the left panel shows the experimental Zeeman spectrum alone, the
middle panel shows the experimental spectrum together with the simulated transitions (as white solid lines) and the
right panel shows a simulated Zeeman spectrum. In the latter, the optical transitions, considered as dipolar electric
and predicted by the theoretical model, have relative peak intensities which are proportional to the optical dipole
matrix elements and thermal population of the energy levels involved. The dipole matrix elements in turn depend on
the orbital and spin parts of the wave function, where transitions between opposite spin (Sz) projections are forbidden.

a. [111] orientation of the magnetic field: Figure 1(b) of the paper shows the case of a magnetic field aligned
approximately along the [111] crystal axis, which is the high symmetry axis of the SiV- center investigated. The
Zeeman spectrum is displayed in Fig. S2 for the following analysis. In Fig. S2(a) we observe that the transitions of the
SiV- fine structure spectrum only respond weakly to the increasing magnetic field. Panel S2(b) reveals that there are
more possible optical transitions, i.e. each peak can in principle split into four components. However, out of these four
components only a fraction is visible. To elucidate why several optical transitions are not observed, we refer to the
SiV- level splitting in the [111] magnetic field configuration depicted in Fig. S5(a). We can write the SiV- electronic

states as superpositions of spin-up and spin-down basis states, i.e. |k〉 = c
(k)
↑ |↑〉+ c

(k)
↓ |↓〉, where k = 1, . . . , 4 for the

ground state and k = A, . . . ,D for the excited state. In this representation, we neglect the orbital part of the wave
function, and we illustrate the resulting spin superposition state as a Bloch vector (for a detailed discussion of the
Bloch sphere representation, see Sec. IV). As a simplified illustration, we depict the deviation of the Bloch vector
from the poles of the sphere as a tilted arrow in the figures of the main paper as well as in Figs. S5.

In general, the coefficients c
(k)
↑,↓ depend on the magnetic field strength. For small magnetic fields (B < 2 T), the

simulation shows that the ground states |1〉 and |2〉, as well as |3〉 and |4〉 have pairwise opposite spins, i.e.
∣∣c(1,3)
↑

∣∣2 ≈ 0,∣∣c(1,3)
↓

∣∣2 ≈ 1 for states |1〉, |3〉, and vice versa for states |2〉 , |4〉. A similar situation is present for the excited state. As
a consequence, the dipole transitions between states of opposite spin projections are forbidden and these peaks are
observed neither in the experimental nor in the simulated spectra [Fig. S2(c)]. An example is the forbidden transition
from excited state |A〉 to ground state |4〉, which we denote as A4.

At B ≈ 2.2 T, the levels |2〉 and |3〉 show an avoided crossing. Here, the spin-up- and spin-down coefficients for

state |2〉 and state |3〉, respectively, are approximately equal, i.e.
∣∣c(2)
↑
∣∣2 ≈ ∣∣c(2)

↓
∣∣2 and

∣∣c(3)
↑
∣∣2 ≈ ∣∣c(3)

↓
∣∣2. Hence, the

expectation values 〈Sz〉 of the Sz spin components of the two states are equal to zero, and optical transitions become
allowed for this magnetic field value. For higher magnetic fields B > 3 T, the Sz projections for states |2〉 and |3〉 are
swapped. In consequence, several transitions, e.g. A2, are now allowed and are observed in the spectrum.

It is important to note that the avoided crossing observed in the Zeeman spectrum is not a consequence of the
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spin-orbit coupling; in fact, the spin-orbit Hamiltonian derived in Ref. [4] has no interaction terms between states
of opposite spin. Instead, the transverse spin coupling terms Sx, Sy are present in the Zeeman Hamiltonian, i.e.
HZ,S ∝ (SxBx + SyBy + SzBz), where the subscripts x, y, z refer to the internal coordinate system of the SiV-

center [4]. For a magnetic field, which is perfectly aligned with the high symmetry axis of the SiV- center, all states
have unity spin polarization and no avoided crossing is expected. Due to a 10◦ misalignment of the magnetic field
with respect to the SiV- axis in the experiment presented here, we observe the aforementioned avoided crossing in
Fig. S5(a). As a further consequence of this slight misalignment all electronic states are superpositions of spin-up and
spin-down components, although for each state, one spin component is largely dominant. This leads to the observation
of transitions A3, B2, C3, D2 at high magnetic fields [Fig. S2], which would not be observed for a perfectly aligned
magnetic field.

The SiV- center, which we refer to in Fig. S2, is subject to crystal strain, most likely induced by the SIL carving
process. Crystal strain leads to an additional splitting of the spectral fine structure. Hence, by comparing the
observed fine structure spectrum at B = 0 T to the one observed for low-strain SiV- centers in Refs. [4, 7], we identify
the additional splitting caused by crystal strain. For the emitter in the (001) sample shown in Figs. S2 - S4, the
excited state splitting is increased by 20 GHz, and the ground state by 13 GHz. In the framework of the theoretical
model presented in [4], crystal strain can be modeled for SiV- centers as a purely orbital interaction which does not
influence the spin part of the wave function.

b. [001] orientation of the magnetic field: An orientation of the magnetic field along the [001] crystal axis corre-
sponds to an angle of about 54.7◦ between the field and the SiV- high symmetry axis (Fig. S3). The resulting level
scheme for this field configuration [Fig. S5(b)] has been discussed in detail in Ref. [4]. It was shown that the excited
state exhibits still a high spin polarization, whereas all ground states are superpositions of the spin-up and spin-down
components. Hence, most optical transitions are observed and the Zeeman spectrum (Fig. S3) shows a number of 16
transitions.

c. [1̄1̄1] orientation of the magnetic field: The spin polarization of both ground and excited states is further
reduced, with the magnetic field aligned along the [1̄1̄1] direction (equivalent to an angle of about 109.4◦ with the
SiV- axis). In comparison to the Zeeman spectrum for [001], we observe for the [1̄1̄1] field orientation (Fig. S4) that
the optical transitions are less split, i.e. we observe a smaller effective g-factor for the magnetic field splitting. We
stress, that the simulations for the Zeeman spectra of all three field orientations were obtained by only varying the
relative angle between the magnetic field and the SiV- high symmetry axis without adjusting any other parameter of
the simulation. The excellent agreement between experiment and simulation proves the accuracy of the SiV- model
which we employ for the current investigations.

In summary, we observe that the presence or absence of optical transitions in the Zeeman spectra depends on the
relative angle between the SiV- high symmetry axis and the magnetic field direction. To underline this point, we
simulate the evolution of optical transitions as a function of the magnetic field angle in Fig. S6. The simulation again
takes the optical selection rules into account, and is shown for magnetic field strengths of 2 T and 7 T. The most
striking feature is the disappearance of several optical transitions as the angle goes to zero. These transitions would
occur between states of different spin and are therefore forbidden.



5

Magnetic Field (T)

Tr
an

si
tio

n 
Fr

eq
ue

nc
y 

(G
H

z)

0 1 2 3 4−300

−200

−100

0

100

200

300

A1
B1

C1D1

A2

B2

C2

D2

A3

B3

C3

D3

A4 B4

C4
D4

A1
B1

C1D1

A2

B2

C2

D2

A3

B3

C3

D3

A4 B4

C4
D4

Magnetic Field (T)
0 1 2 3 4

Magnetic Field (T)

 

 

0 1 2 3 4

In
te

ns
ity

 (a
.u

.)

0.01

0.1

)c( )b( )a( 1

FIG. S3. Zeeman spectrum for a magnetic field along the [001] crystal direction, corresponding to a relative angle of 54.7◦

between the high symmetry axis of the SiV center and the magnetic field direction. (a) Experimental spectra alone, (b)
overlapped with simulated transition wavelengths (white lines). (c) Fully simulated spectra as a function of magnetic field.
The labels for the optical transitions in panel (b) correspond to the black arrows connecting the SiV- energy levels displayed
in Fig. S5(b).
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FIG. S4. Zeeman spectrum for a magnetic field along the [1̄1̄1] crystal direction, corresponding to a relative angle of 109.4◦

between the high symmetry axis of the SiV center and the magnetic field direction. (a) Experimental spectra alone, (b)
overlapped with simulated transition wavelengths (white lines). (c) Fully simulated spectra as a function of magnetic field.
The labels for the optical transitions in panel (b) correspond to the black arrows connecting the SiV- energy levels displayed
in Fig. S5(c).
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[001] (b) and the [1̄1̄1] crystal direction (c). The red arrows indicate the spin states of the levels, black arrows mark the optical
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FIG. S6. Simulated spectra of the SiV- fine structure for the variation of the polar angle between the high symmetry axis of
the SiV- and the magnetic field at (a) 2 T and (b) 7 T. For magnetic fields which are not aligned with the main axis of the
emitter, spin forbidden transitions A2, A4, B1, B3, C2, C4, D1, D3 become visible. In D3d symmetry the Zeeman perturbation
of the SiV- energy levels is cylindrically symmetric and therefore only depends on the azimuthal angle of the magnetic field
with respect to the high symmetry axis of the emitter.
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B. Characterization of the SiV- center used for CPT

The SiV- center used for CPT is located below a solid immersion lens in the (111) diamond sample. This center has
been chosen because of its comparatively high brightness with up to 3 · 105 counts/s under non-resonant excitation.
A measurement of the intensity autocorrelation function g(2)(τ), shown in Fig. S7 (a) was performed under pulsed
non-resonant excitation at 705 nm with a pulse width of 150 fs. The measured data is indicated by black circles and
the red solid line shows a Monte Carlo simulation of two emitting defects similar to the approach shown in [8]. In this
simulation, only the intensity ratio between both emitters is used as a free parameter. This ratio has been determined
to be approximately 2:1, which is in good agreement with the measured PLE spectra. The simulation also takes into
account the APD timing jitter of 354 ps. The value of g(2)(0) = 0.58 confirms the presence of a second SiV-, evidenced
in the photoluminescence excitation measurement shown in Fig. 2 (c) of the main text.

The lifetime of the excited state of the center was determined by a time-correlated single photon counting experi-
ment, as shown in Fig. S7 (b). A fit with a single exponential decay gives a value of 1.66 ns. This lifetime is used to
determine the transition rates in the optical Bloch equation model. The absence of a second rate arising from the
second emitter is likely due to a similar lifetime.
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FIG. S7. (a) Pulsed autocorrelation measurement for the emitter used in CPT experiments. The zero delay value of 0.59 is
consistent with the presence of a second SiV- center. (b) Time-correlated single photon counting experimental data on the
same SiV- center. The relaxation is fitted using a single exponential giving a relaxation decay time of (1.662± 0.006) ns.

The experimental magnetic field dependence of the SiV- center used for CPT is displayed in Fig. S8. The emitter
is oriented along the [1̄1̄1] direction and forms a relative angle of 109.4◦ with the magnetic field (applied along the
[111] direction). Hence, the angle between the magnetic field and the emitter is similar to the one depicted in Fig. S4.
Figure S8(b) shows the simulated optical transitions (as solid white lines) printed on top of the experimental data.
As another feature, we notice the presence of anticrossings at about 3.5 T. We observe a few extra transitions, which
however have significantly lower intensity. These optical transitions originate from the second center, which was
identified in the intensity autocorrelation measurements described above. Similar to the SiV- center described in
Sec. II A, the emitter employed for CPT is subject to crystal strain, which leads to an additional splitting of the fine
structure spectrum (36 GHz for the ground state, and 58 GHz for the excited state).
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FIG. S8. (a) Experimental fluorescence spectra as a function of the applied magnetic field for the SiV- center within the (111)
sample used in CPT experiments. The magnetic field has a relative angle of 109.4◦ to the SiV- axis. (b) Simulated transition
wavelengths (white lines) based on [4], superimposed with experimental data. Transition labels correspond to the energy levels
displayed in Fig. S9. (c) Fully simulated spectra as a function of magnetic field for an angle of 109.4◦ between magnetic field
and SiV- axes.
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III. OPTICAL BLOCH EQUATION MODEL

We model the dynamics of the SiV- center using an open Λ type system including two ground states 1 and 3, the
excited state 2 and an auxiliary state 4 (this is the standard labeling of states used in literature and should not be
confused with the labeling of the energy levels of the SiV- center). State 4 is used to model additional decay channels
due to relaxations from the excited state of the Λ system to other excited states of the SiV- (the transitions from these
states are used for detection). Population leaking from the Λ system into this auxiliary state doesn’t influence the
coherence time (i.e. the CPT dip width) of the ground state superposition but reduces the contrast of the observed
CPT dip. In the next paragraph, we further specify the transitions driven between the electronic states.

1

2

3

4

FIG. S10. Level scheme and corresponding transition rates employed for the optical Bloch equation model. The symbols are
described in the text.

To model the dynamics of this open Λ type system we employ an optical Bloch equation model. Figure S10 displays
a schematic representation of the modeled system. The Λ system is driven between the two ground states 1 and 3
and their common excited state 2. The rates occurring in the scheme are described in greater detail below. For the
CPT measurements presented in the main text, state 1 equals |2〉 of the SiV- energy level scheme below 3.5 T and |3〉
above 3.5 T (as explained in section IV). State 2 equals |D〉 and state 3 equals |1〉 of the SiV- energy level scheme for
all magnetic field values. This means that with one laser, we drive transition D1 for all values of the magnetic field.
In the following, we name this the pump-transition because for the measurements presented here and we keep the
corresponding laser fixed on resonance with this transition. With a second laser, we drive transition D2 below 3.5 T
and transition D3 above 3.5 T. We name these transitions the probe-transitions as they are scanned with the laser
frequency during the measurement. To derive the density matrix equations of motion, we start with the Hamiltonian
Hint of the effective four-level system in the interaction picture, which, by applying the rotating-wave approximation,
can be written as [9]

Hint =


0 Ω1

2 0 0
Ω1

2 ∆1
Ω2

2 0
0 Ω2

2 ∆1 −∆2 0
0 0 0 0

 , (1)

with the pump (probe) laser Rabi frequency Ω2 = µD1E2

~ (Ω1 =
µD2/3E1

~ ) on the transition D1 (D2 below 3.5 T, D3
above, as explained in section IV) and the corresponding laser detunings

∆1 = ωD2/3 − ω1 (2a)

∆2 = ωD1 − ω2 (2b)

for the probe and the pump transitions, respectively. With this Hamiltonian, the optical Bloch evolution equation
can be written as

dρ

dt
= − i

~
[Hint, ρ] + L(ρ) +D(ρ) +W(ρ). (3)

with the density matrix ρ and the Lindblad superoperator L(ρ) describing spontaneous emission processes. The
matrix D(ρ) is used to describe additional dephasing processes and W(ρ) describes the coherence properties of the
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lasers. Spontaneous emission processes are taken into account by coupling the SiV- center to a reservoir into which
photons can be emitted leading to a relaxation of the system. This is modeled using the Lindblad superoperator

L(ρ) =
∑
Lij(ρ) = −1

2

∑
(C†ijCijρ+ ρC†ijCij) +

∑
CijρC

†
ij (4)

with the collapse operators

Cij =
√

Γij |j〉〈i| (5)

defining a relaxation from state |i〉 to state |j〉. With this, the matrix forms of the Lindblad operators Lij for the
individual decays from |i〉 to |j〉 of the system are given by

L21(ρ) =


Γ21ρ22 −Γ21

2 ρ12 0 0
−Γ21

2 ρ21 −Γ21ρ22 −Γ21

2 ρ23 −Γ21

2 ρ24

0 −Γ21

2 ρ32 0 0
0 −Γ21

2 ρ42 0 0

 L23(ρ) =


0 −Γ23

2 ρ12 0 0
−Γ23

2 ρ21 −Γ23ρ22 −Γ23

2 ρ23 −Γ23

2 ρ24

0 −Γ23

2 ρ32 Γ23ρ22 0
0 −Γ23

2 ρ42 0 0



L24(ρ) =


0 −Γ24

2 ρ12 0 0
−Γ24

2 ρ21 −Γ24ρ22 −Γ24

2 ρ23 −Γ24

2 ρ24

0 −Γ24

2 ρ32 0 0
0 −Γ24

2 ρ42 0 Γ24ρ22

 L42(ρ) =


0 0 0 −Γ42

2 ρ14

0 Γ42ρ44 0 −Γ42

2 ρ24

0 0 0 −Γ42

2 ρ34

−Γ42

2 ρ41 −Γ42

2 ρ42 −Γ42

2 ρ43 −Γ42ρ44



L43(ρ) =


0 0 0 −Γ43

2 ρ14

0 0 0 −Γ43

2 ρ24

0 0 Γ43ρ44 −Γ43

2 ρ34

−Γ43

2 ρ41 −Γ43

2 ρ42 −Γ43

2 ρ43 −Γ43ρ44

 L41(ρ) =


Γ41ρ44 0 0 −Γ41

2 ρ14

0 0 0 −Γ41

2 ρ24

0 0 0 −Γ41

2 ρ34

−Γ41

2 ρ41 −Γ41

2 ρ42 −Γ41

2 ρ43 −Γ41ρ44



with the transition rates Γij and the density matrix elements ρij . To account for additional pure dephasing processes
(without transfer of population) between the two ground states as well as between the ground and excited states of
the Λ system, we introduce the matrix

D(ρ) =

 0 −γ21ρ12 −γ31ρ13 0
−γ21ρ21 0 −γ23ρ23 0
−γ31ρ31 −γ23ρ32 0 0

0 0 0 0

 (6)

acting on the off-diagonal density matrix elements, with γij being the individual dephasing rates. Finally, the finite
laser linewidths have to be taken into account as these additionally increase the dephasing rates of the states coupled
to the laser light field. This effect is introduced into the model by the matrix

W(ρ) =

 0 −ξ1ρ12 −ξmutρ13 0
−ξ1ρ21 0 −ξ2ρ23 0
−ξmutρ31 −ξ2ρ32 0 0

0 0 0 0

 (7)

with ξ1,2 being the linewidths of the individual lasers and ξmut being the mutual coherence of the lasers.

To reduce the number of free parameters in the model, we use the following constraints:

• First, the Rabi frequencies of both transitions can be linked and Ω2 can be expressed in terms of Ω1 according
to

Ω2 = Ω1 ·
√
P2

P1
· µ2

µ1
(8)
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with the laser powers P1,2 (proportional to the square of the laser light electric field amplitudes E2
1,2) and the

transition dipole moments µ2 and µ1 of the transitions involved as calculated from the group theoretical model
presented in [4].

• Second, by comparing the measured spectrum of an SiV- center with its simulated counterpart calculated using
a group-theoretical model presented in [4], it is possible to determine the relative transition dipole moments
µx,y,zij of the individual optical transitions. With the resulting relative transition dipole moments, the individual
transition rates Γij can be linked to the total spontaneous decay rate Γ by the equation

Γij =
(µxij + µyij + µzij)∑
(µxij + µyij + µzij)

Γ (9)

with the total spontaneous decay rate

Γ = τ−1 (10)

and τ being the lifetime of the SiV- center. Additionally, we assume thermalization between states 2 and 4 and

therefore write Γ42 = Γ24e
−∆E24

kBT , with ∆E24 being the mean energetic distance between the state |D〉 and the
other excited states |C〉, |B〉 and |A〉 of the SiV- center.

• Finally, the two dephasing rates γ21 and γ23 are chosen such that they reproduce the total linewidth of the opti-
cal transition and are kept constant at these values (as these parameters do not affect the width of the CPT dip).

Using this approach, the only free parameters in the model are the Rabi frequency Ω1 and the ground state dephasing
rate γ31. A single set of these parameters can be identified to model an experimentally observed CPT dip. We
numerically solve the differential equations defined by Eq. 3 over the experimental integration time (ranging from 0.5 s
to 8 s). A steady-state is reached within this time interval. We plot the normalized population of state |4〉 versus
the two-photon detuning of the lasers. This population is directly proportional to the fluorescence of the A, B and C
branches of optical transitions of the SiV- center as it results from the branching of |D〉 (state 2 in the model) into
the other excited states of the SiV-. For the measurement presented in Fig. 3(c) of the main text, the following set of
transition and dephasing rates has been calculated from the model.

TABLE I. Transition and dephasing rates in angular frequency for the CPT measurement presented in Fig. 3(c) of the main
text, determined from the optical Bloch equation model described above.

Γ21 = 2π · 3.0 MHz Γ23 = 2π · 4.7 MHz
Γ24 = 2π · 88.1 MHz Γ42 = 2π · 40.5 MHz
Γ41 = 2π · 19.3 MHz Γ43 = 2π · 20.9 MHz
γ21 = γ23 = 2π · 3250 MHz γ31 = 2π · 3.5 MHz

The minimum CPT dip width observed in this work amounts to 12.1 MHz in linear frequency [cf. Fig. 3(c) of the
main text]. This width includes three main contributions, the ground state dephasing γ13, the mutual coherence (here
5 MHz) of the two lasers and a power broadening described by the two Rabi frequencies of the lasers. By fitting the
experimental data with this model, we could extract a value for γ13 = 3.5±0.2 MHz in linear frequency, corresponding
to a T∗2 coherence time of 45 ns.

IV. MODELING OF THE CPT DIP WIDTH VARIATION

The eigenstates of the SiV- center, extracted from the group theoretical model described in [4], are of the form
|Ψg/e〉 = α|eg/e,+ ↑〉 + β|eg/e,+ ↓〉 + γ|eg/e,− ↑〉 + δ|eg/e,− ↓〉, where α, β, γ and δ are complex numbers, e± refer to
orbital components of the basis states and ↑, ↓ to their spin Sz component (the quantization axis being taken along
the axis of the SiV- center). The subscripts g/e correspond to ground and excited states respectively. In order to
extract the Sz component of the eigenstates of the SiV-, one can make use of the projector P = | ↑〉〈↑ | + | ↓〉〈↓ |,
which projects the eigenstate onto the spin subspace, thus one obtains

P |Ψg/e〉 = (α+ γ) | ↑〉+ (β + δ) | ↓〉 = c↑| ↑〉+ c↓| ↓〉. (11)
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The coefficients c↑,↓ refer to the ones introduced in Sec. II A. This can be rewritten in the form of P |Ψg/e〉 =

cos (θ/2) | ↑〉 + eiφ sin (θ/2) | ↓〉 and represented as a vector on a Bloch sphere, where θ is the polar angle and φ the
azimuthal angle. The Bloch vector of each eigenstate of the system varies with the magnetic field, especially at an
anticrossing. In Fig. S11, we display them for different values of the magnetic field. The Bloch vectors of state |1〉 and
|2〉 are antiparallel until state |2〉 undergoes an anticrossing with state |3〉. Above this anticrossing, states |1〉 and |2〉
have similar Sz components, and the Bloch vectors are not antiparallel any more. In contrast, states |1〉 and |3〉 now
have opposite Bloch vectors. Therefore we choose to create the CPT dark state between states |1〉 and |2〉, below the
anticrossing and between states |1〉 and |3〉 above the anticrossing [Fig. 4(a) of the main text].

As discussed in the main text of the paper, the external magnetic field introduces a static perturbation on the
SiV- electronic states. If the magnetic field is not applied parallel to the SiV- high symmetry axis, then there is a
competition between the internal quantization axis of the SiV- center and the external axis defined by the magnetic
field. As a result, the spin aligns with respect to an effective quantization axis. The direction of this effective axis
depends on the ratio of the magnetic field interaction (Zeeman interaction) and the SiV- orbital interactions (spin-
orbit coupling and Jahn-Teller effect). For a given magnetic field value, it is therefore possible to apply a basis
transformation to the spin states in order to represent them along the effective quantization axis. In the Bloch vector
representation (Fig. S11), this transformation corresponds to a rotation of the vectors, such that they are aligned
along the poles of the Bloch sphere. This can be seen for states |1〉 and |2〉 at B = 1 T, which after a suitable rotation
would be aligned antiparallel pointing to the north- and south pole of the Bloch sphere, respectively.

In Ref. [10], an individual Zeeman sublevel in the excited state manifold of the SiV- was resonantly populated. An
orbital relaxation takes place within the lifetime of the excited states, which is generally of the order of 1− 4 ns [11].
It was demonstrated that this relaxation is spin-selective, as fluorescence spectra show that levels with opposite spin
to the addressed one do not get populated. The spin component of a state can thus prevent population transfer to a
state of opposite spin.

In order to understand the variation of the CPT dip width as a function of the magnetic field (presented in Fig. 4 (b)
of the main text), we introduce a simple model. In this model we calculate the evolution of the spin overlap between
the two ground states used for CPT, based on the model in [4]. To do so, we consider the squared scalar product,

e.g.
∣∣ 〈Ψ1|P †P |Ψ2

〉 ∣∣2, of the spin projections of the two states. This quantity is multiplied by a Boltzmann factor

e−∆E/kBT to take into account the phonon population most likely involved in the orbital relaxation. In this factor,
∆E = E(Ψ1)−E(Ψ2) is the energy difference between the states Ψ1,2 used for CPT, T = 4 K is the temperature and
kB is the Boltzmann constant.

The product of spin overlap and Boltzmann factor is then compared to the experimental CPT dip line widths
[Fig. 4(b) of the main text] as a function of magnetic field B, keeping two free parameters which are a scaling factor
b and an offset a, i.e. we use the fitting function

f(B) = a+ b ·
∣∣ 〈Ψ1|P †P |Ψ2

〉 ∣∣2e−∆E/kBT . (12)

The offset a embodies the contributions to the CPT linewidth from power broadening due to the two excitation
lasers, the mutual coherence of the two lasers (5 MHz in our case), as well as further decoherence of the spin state
due to the influence of the environment such as neighboring spins (NV- centers, P1 centers,...). The good agreement
between this simple model and the data confirms the importance of the spin component in the coherence of the state
of the SiV- center. In the vicinity of the anticrossing, the spin projection of state |2〉 changes sign, thus increasing
its overlap with state |1〉. Consequently, relaxation between |1〉 and |2〉 becomes possible, thus reducing the lifetime
of the dark state. At the same time, the spin projection of |3〉 becomes opposite to that of |1〉, allowing to observe
a dark state between those two states. The relaxation of the energy levels forming the dark state to other levels is
not taken into account in this model. The contribution of phonons to the decoherence is here highly simplified and
temperature-dependent measurements will allow to identify the exact mechanism involved and thus refine the model
presented in this section.
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M. Atatüre, and C. Becher, Physical Review Letters 112, 036405 (2014).
[5] A. M. Zaitsev, Optical Properties of Diamond: A Data Handbook (Springer-Verlag, Berlin, 2001).



14

[6] F. Jelezko, T. Gaebel, I. Popa, M. Domhan, A. Gruber, and J. Wrachtrup, Phys. Rev. Lett. 93, 130501 (2004).
[7] C. D. Clark, H. Kanda, I. Kiflawi, and G. Sittas, Phys. Rev. B 51, 16681 (1995).
[8] S. Zaske, A. Lenhard, C. A. Keßler, J. Kettler, C. Hepp, C. Arend, R. Albrecht, W. M. Schulz, M. Jetter, P. Michler, and

C. Becher, Physical Review Letters 109 (2012).
[9] A. Lazoudis, T. Kirova, E. H. Ahmed, L. Li, J. Qi, and A. M. Lyyra, Physical Review A 82, 023812 (2010).

[10] T. Müller, C. Hepp, B. Pingault, E. Neu, S. Gsell, M. Schreck, C. Becher, and M. Atatüre, Nature Communications 5,
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FIG. S11. Bloch-sphere representation of the states |1〉, |2〉 and |3〉 at 1 T, 4 T and 7 T.


