Appendix 2: Bayesian Anova
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We follow the Bayesian treatment of linear models as outlimeSorensen and Gianola [Sorenson and
Gianola(2002)] although the specific forms of posteriorsaneinterested in deviate slightly from the book.

The objective is to obtain posterior distributions for tleefficientsd in
y=X0+Zu+e¢

while integrating out the nuisance variableande. As priors we assum@~ N (0, Boj3), u ~ N(0, Ao2), and
e ~ N(0, Ic?). Itis straightforward to see that, conditioned@rhe prior predictive distribution of — X0 is a

Gaussian with mean 0 and covariance mati¥’ = ZAZ'o2 + I,,02. That s,
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(we keep track of all variance terms for later use). The pastdistribution forf is (see equation (6.67) in [Sorenson

and Gianola(2002)])
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whereb is the dimension of.
We are left with the problem of integrating out variance comgntss2, o2, 3. There is no analytical solution to this

integral in its general form. However, making the usual agsiion that the error variane€’ is actually closely



related to the variance factorg ando? of the coefficients and setting? = 02 = 02 = o3, a conjugate analysis is

w =

possible forr?. We assume a prigricn (o2 | vo, 03). First note that
(y— X0V~ y—X0)+0'B~0=(0—0)W 0 —0)+ Sy + 5.
with
Sy=0DD+B HB™Y, S.=(@wy-X0)?% D=XVX, =D 'X'Vly

wheref is the ML estimate of (after integrating over). The joint distribution ob ando® = 02 = 02 = o7 is
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We obtain
(6 | y,A,B,I/Q,O'g) = / p(0,09 |y, A, B)d(c?) = ps(0 | é,nJr vo, (Sp + Se + I/oog)W) ()
0

wheren is the dimension of andb is the dimension of.

Finally, to derive a likelihood for the optimisation of hyjparameters we start with the predictive likelihood
conditioned on the variance components, which is a Gausstarmean 0 and covariance

02U = XBX'o} + ZAZ'c% + Io?2. For further analysis we assume equality of all varianceaments and use the

same prior as above ef?,

p(y | Avay()vJO) = /pN(y | AaBaO—Q)pICh(O—Q | V070(2)) d(gz) :pt(y | O,V(),O'(%(XBXI + ZAZ' +Iﬂ)) (2)
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